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Abstract 

Measurement of the Top Quark PT DiRtribution 

Andrew Robinson 

Doctor of Philo8ophy 

Graduate Department of Physics 

Univernity of Toronto 

2000 

We have mea8ured the PT diRtribution of top quark8 that are pair produced in pp colliRions 

at ylS = 1.8 TeV using a sample of ti decays in which we observe a single high-pr charged 

lepton, a neutrino and four or more jets. We use a likelihood technique that corrects for the 

experimental bias introduced due to event reconstruction and detector resolution effects. 

The ob8erved distribution iR in agreement with the Standard Model prediction. We use the8e 

data to place limits on the production of high-pr top quarks suggested in some models of 

anomalous top quark pair production. 
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Chapter 1 

The Top Quark 

The idea that all matter is composed of smaller, essentially indivisible constituents is an 

old one, a fact confirmed by the ancient Greek origins of the word "atom". In the fourth 

century B.C. , it was postulated that matter could be further and further subdivided until 

a basic, fundamental corrntituent was obtained. The idea remained only a speculation for 

over 2000 years) until in 1895, Rontgen's discovery of x-rays[l] lead to a flurry of activity 

in experimental atomic physics. This included the development of .J..J. Thompson's model 

of the atom as a large number of electrons surrounded by a cloud of balancing positive 

charge. In 1911, Rutherford's experimental measurement of atomic structure[2] challenged 

Thompson's view of the atom) and the study of the atomic nucleus became a primary focus 

of activity. Rutherford himself proposed the existence of the neutron as early as 1920, and 

it was noted in 1932 by Chadwick that the experimental data on the reaction 

4H. 9 B i2 C i 
2 e + 4 e --tf; +o n (1.1) 

was not consistent with the g2C atom recoiling against a gamma ray[3], as had been origi-

nally supposed. He further proposed that the particle against which the carbon atom was 

recoiling against was the neutral nuclear partner of the proton. 

As physicists began to delve more deeply into the subatomic world, an increasingly-

disturbing number of ostensibly "fundamental') particles began to enter the picture. One of 

the first to be discovered was the muon[4], originally mistaken for a particle (known as the 

1 
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pion) whose existence was proprn.;ed on theoretical grounds by Hideki Yukawa[5]. Yukawa's 

idea that the force responsible for holding nuclei together (the "strong interaction") could be 

understood in terms of pion exchange represented a fundamental shift in the way physicists 

looked at nuclear forces. Based on estimates of the range of the strong interaction, Yukawa 

was able to predict the mass of this pion, which was discovered in cosmic ray interactions 

in 1947[6]. Although Yukawa's theory was only approximately correct, the idea of a force 

being mediated by particle exchange is central in modern particle physics. For example, the 

strong force is now thought to be mediated by the exchange of a massless particle known 

as a "gluon", the electromagnetic force is thought to be mediated by photon exchange, and 

another force, known as the weak interaction, is thought to be mediated by the exchange 

of massive vector bosons known as the W and Z. 

In the 30 years that followed the discovery of the neutron, a literal explosion of new 

hadronic1 particles were discovered. The proliferation of the number of hadrons indicated 

that perhaps these particles were, as in the case of the "atom", not as fundamental as was 

first supposed. In an effort to find a pattern in the spectroscopy of the known hadrons, Gell­

Mann and Zweig independently proposed in 1961[7] that the hadrons could be organi:..:ed into 

representations of the group SU(3). The integral-spin "mesons" (such as the pion) occurred 

in singlets and octets whereas the half-integral spin "baryons" (such as the proton) occurred 

in singlets, octets and decuplets. Particles in a given representation shared a common spin 

and parity. 

In the language of group theory, these observations can be explained as follows. For the 

rnesons, 

3 ® 3=1EB8, (1.2) 

That is, the observed patterns of meson quantum numbers could be explained by hypothesi:..:­

ing that they are actually built up from a combination of two fundamental triplet represen­

tations of SU(3). For the baryons, the observed patterns were consistent with a combination 

1 "Hadrons", as opposed to "leptons" are those particles that feel the strong interaction. 
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of three of these fundamental representations. 

30303= 1E&8E&8E&10' (1.3) 

It became natural at this point to hypothesize the existence of three kinds of so-called 

"quarks". The three spin-1/2 particles presumed to be the constituents of the observed 

hadrons were called "up", "down", and "strange" quarks. In the quark model, mesons 

are thought to be composed of quark-antiquark pairs whereas baryons are thought to be 

composed of three quarks. A rnunber of predictions were made possible by grouping the 

observed particles in this way, including the prediction of the existence of a baryon known 

as the n-, a particle composed of 3 strange quarks that was subsequently discovered in 

1964[8]. Another particle, known as the .6. ++, was composed of three quarks with identical 

quantum numbers, in apparent violation of the Pauli exclusion principle. The solution was 

to add an additional quantum number to the quarks, known as "color'', which also serves 

as the equivalent of electric charge in the modern theory of the strong interaction, namely 

Quantum Chromodynamics ( QCD). F\irthermore, beginning with the pioneering work of 

McAllister and Hofstadter[9], a series of high energy e - p scattering studies using the linear 

accelerator at SLAC[lO], resulted in data consistent with the proton being composed of 

several pointlike constituents. 

At this point, studies of e+ e- collisions at center-of-mass energies above 3 Ge V began 

to yield fruit. A third charged lepton, heavier than the proton and referred to as the T 

lepton was observed at SLAC[ll] only a year after the co-discovery of a new meson, known 

as the .J/ 'lj;, also occurred there[12]. The unexpectedly long lifetime and large mass of 

the J /'1; meson indicated that it was composed of a pair of quarks of a type or "fiavor" 

never before observed. The observation of these so-called "charm" quarks simultaneously 

explained the troublesome non-observation of certain decays of strange mesons, through a 

theoretical proposal known as the GIM mechanism[13]. Any suspicion of alternative models 

for the strong interaction (aside from QCD) was quickly vanishing, particularly in light of 

experimental evidence for "jets" in c+ c- collisions at center-of-mass energies approaching 

7.4 Ge V[14]. Jets, in this context, were defined as groups of particles with similar trajectories 
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assumed to arise from a common quark. 

Lederman and collaborators pushed the search for new quarks to higher energy regimes, 

finally observing a new resonance, analogous to the Jf'~; , in 400 GeV proton-nucleus collisions[15]. 

The decay properties of this resonance once again heralded the arrival of a new "flavor" 

of quark, the bottom quark. The study of the bottom quark, and the measurement of the 

properties of its associated mesons, is one of the most active fields in particle physics today. 

Finally, in 1994 the CDF collaboration reported evidence for the existence of a sixth 

quark, known as the "top" quark[16]. This observation was subsequently confirmed by both 

the CDF and D0 collaborations[17]. The top quark, weighing approximately as much as a 

tungsten nucleus, was pair-produced in pp collisions at a center-of-mass energy of 1.8 TeV, 

and identified by its decays into energetic leptons and jets, some of which originate from the 

bottom quarks produced by top quark decay. The study of the properties of the top quark is 

in its infancy, and it is the purpose of this dissertation to document the measurement of the 

top quark transverse momentum distribution. Although a plot of this distribution has been 

previously presented by the D0 collaboration[36], this is the first analysis that measurees 

and corrects for the significant experimental bias introduced by event reconstruction. 

1.1 The Standard Model 

The known quarks and leptons can be grouped in pairs depicted by 

( :,) (:: )( ~ ) 
(:)(:)(:) 

(1.4) 

(1.5) 

This doublet groupmg, where nature's fundamental fermions arc grouped into three 

"generations" of quarks and leptons, is a product of the "Standard Model" of particle 

physics[18]. In this model, the electromagnetic, weak, and strong forces arc described by 

mathematical entities known as "gauge theories", in which interactions are described in 
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terms of boson exchange. For example, the electromagnetic interaction is described in 

terms of an unbroken U ( 1) symmetry. This means that the form of the interaction can be 

derived simply by demanding that it be invariant under the local gauge trarrnformation. 

't/;(:r;) ---+ e'iq>..(~: )'t/J (:r;) 

Aii(:r;) ---+ Aµ(:r:) + {)A.(:r:)/a:r:µ 

(1.6) 

(1. 7) 

In this equation, 'l/J(:1;) and Aii(:r:) are the fermion and photon fields, respectively. The 

symbol q represents the fermion-photon coupling, and >..(:r) is an arbitrary function of 

space-time. The theory of the electromagnetic interaction is based on a simple phase-factor 

(U(l)) transformation. By finding the appropriate symmetry group, the strong and weak 

interactions can also be described by gauge symmetries. 

The weak interaction, in particular, is described by a broken SU(2)L symmetry. The 

symmetry is said to be "broken'' due to the fact that the corresponding gauge bosons arc 

massive, and the "L" appears due to the fact that the gauge transformations operate only 

on particles with left-handed spins relative to their motions. The left-handed nature of the 

weak interaction is very important, in particular due to the fact that, for theories in which 

the left-handed and right-handed couplings arc different, so-called "chiral" or "triangle" 

anomalies can occur. Due to these anomalies, the amplitudes corresponding to interactions 

containing certain closed fermion loops can become infinite in an awkward way. The only 

way for such anomalies to cancel is if the contribution from each of the fermions in a given 

generation cancel. This requires the symmetric four-particle generations shown above, along 

with exactly three color states for quarks in QCD. Hence, after the discovery of the bottom 

quark, the existence of the top quark was seen almost as a fait accompli. 

Interestingly enough, both the weak and electromagnetic interactions arc thought to 

originate from a common SU(2)0U(l) "electroweak" gauge theory. This common symmetry 

is broken by a theoretical construction known as the "Higgs" mechanism[19], resulting in the 

individual U(l) and SU(2)r. gauge theories that have been previously mentioned. Explaining 

all of nature's interactions in terms of a common symmetry is an idea known as "unification'', 

and is one of the primary goals of modern particle physics. 
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1.1.1 Limitations of the Standard Model 

In the Standard ModeL particle masses are accommodated the Higgs mechanism. In this 

calculation, a doublet of scalar fields is introduced in order to break electroweak Hymrnetry 

and to allow the fermion masses to enter into the Standard Model Lagrangian. This results 

in the prediction of a neutral scalar particle known as the "Higgs boson". The exact frn-rn 

of the Higgs sector is somewhat arbitrary, and this mechanism alone is unsatisfactory for a 

variety of reas01rn. 

Following the expoHition in [20], we can Hhow that the Standard Model cannot be con-

sistent to arbitrarily high energy scales. We parameteri,.;e the strength of the Higgs boson's 

coupling by >. (JL )2 . The function that describe8 the variation of an interaction's coupling 

as a function of energy is known as a (3-function. For the Higgs self-coupling at an energy 

scale p, this function can be written 

f) (>.) = 3>.(µ,)2 
11 2n'..l 

(1.8) 

Hence, the coupling at the scale 11. is related to the coupling at a higher scale A by 

1 1 3 A 
--=--+-ln-
>.(µ,) >.(A) 2n2 JL. 

(1.9) 

We must have >.(A) > 0 for the Higgs potential to be bounded below, and we can thus write 

(1.10) 

We see that by taking the limit A ---+ x, >.(11.) ---+ 0 for all 11 .. In thiH limit, we are left with 

the theory of a free scalar field, which makes no interesting predictions. Thus, the Standard 

Model must be regarded as a sort of effective theory: one that is valid only beneath some 

energy scale that we choose to denote by Ax. When we try to apply the Standard Model 

to scales as high as Ax it ceases to make predictions. Now, if we ignore the first term in 

(1.9) then we obtain the following expression for the mass of the Higgs boson: 

V 2nv M = 2>.. M v = H ( H) yi3 ln(Ac::c/M11). (1.11) 

2The potential for the Higgs field, 1>, is normally written V( 9) = -v2 >..i<t>l 2 + >..¢ 1
. 
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Trying different sets of numbers in ( 1.11), we sec that for small Higgs masses, the cutoff can 

become larger than the unification scale (approximately 1015 Ge V). A theory with a light 

Higgs boson can be self-consistent to a very high energy scale. Currently, Standard Model 

Higgs bosons with mass less than 91 GeV /c2 are excluded at the 953 confidence level[21]. 

This so-called "triviality" of the Standard Model can be seen to be representative of its 

inability to provide satisfactory answers to a number of important theoretical questions. For 

example, there is no explanation for the origin of the energy scale of electroweak symmetry 

breaking. One simply assigns the correct vacuum expectation value 'I! '.:::::' 246 Ge V to the 

ground state of the Higgs field. Thus, the scale at which electroweak symmetry is broken is 

established by fiat, rather than as the result of a dynamical calculation. Furthermore, the 

Yukawa couplings of the fermions, which dictate their masses through the relation 

(1.12) 

seem to follow a rather peculiar distribution. In particular, for most of the elementary 

fermions, the Yukawa couplings arc very tiny: 

(1.13) 

whereas for the top quark, At ,...., 1. According to the Standard Model, the mass spectrum 

of the fermions is pure happenstance. There is no physics reason for it's peculiar nature. 

The origin of the mass spectrum of the fermions is one of the current mysteries of particle 

physics. It is known as the problem of flavor physics. Like the problem of electroweak 

symmetry breaking, it has to do with the breaking of a fundamental symmetry: flavor 

symmetry. 

We can formulate one final criticism of the Standard Model. A problem appears when 

the Standard Model is embedded in some larger, unified, theoretical structure, such as the 

SU(5) unification modc1[22]. In order to account for the masses of the weak vector bosons, 

the Higgs scalar that breaks electroweak symmetry must have a mass of the same order 

of magnitude as v. Similarly, the Higgs boson responsible for breaking SU(5) must have 

a mass of order 1015 GeV. However, the two Higgs bosons will mix and in the absence of 
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cancellations, the electroweak-breaking Higgs boson will abo have a mass of order 10 15 GeV. 

Keeping the two mass scales separate requires fine-tuning of the theory's parameters to one 

part in 103~ [23]. This fine-tuning is the result of a dramatic dependence of the electroweak 

Higgs boson mass on the unification scale. This is perceived to be unnaturaL so that this 

problem is varyingly called the "gauge hierarchy" or "naturalness" problem. 

1.1.2 Possible Solutions 

The three deficiencies of the Standard Model outlined in the previous section have prompted 

a number of proposals for new physics. A popular methodology is certainly to introduce 

supersymmetry[26]. The introduction of a new broken symmetry is suggested by the fact 

that relative to the unification scale, the Standard Model Higgs boson mass is very close to 

zero. One might suppose that if a symmetry existed that ensured a massless Higgs boson, 

the breaking of this symmetry at a low energy scale might lead to a light Higgs boson 

without fine tuning. It turns out that supersymmetry does indeed solve the naturalness 

problem. 

Another solution is to construct a theory without elementary scalars: this is the approach 

taken by most theories of dynamical electroweak symmetry breaking. In such a scheme, the 

Higgs sector turns out to be composite, and we generate the fermion masses by adding new 

gauge interactions. The most-studied implementation of dynamical electroweak symmetry 

breaking is called Technicolor[23, 24, 25]. In the simplest versions of Technicolor, the 

existence of a new QCD-like gauge interaction is postulated. This interaction binds fermion­

antifcrmion pairs into composite systems whose behavior resembles that of the Higgs field. 

Dynamical mechanisms for the breaking of electroweak and flavor symmetry can produce 

dramatic signab in the kinematic distributions associated with top quark pair production. 

Due to the magnitude of these potential signals, it is these mechanisms on which we shall 

focus in the discussion of top quark production from sources other than the strong interac­

tion. 
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1.2 Top Quark Production 

The Standard Model predicts that top quark pair production in pp collisions will be dom­

inated by gluon exchange, a physical process described by the theory of the strong inter­

action, namely QCD. The aim of this dissertation is to compare the predictions for the 

kinematic distributions associated with top quark production with a measurement of the 

top quark PT distribution, assuming that the top quark decays as predicted by the Stan­

dard Model. In this section, we give a brief overview of the theory behind top quark pair 

production. This will include the hadroproduction of top quark pairs, as described by QCD 

calculations, as well as a brief survey of the literature describing alternative tt production 

mechanisms. 

1.2.1 Hadroproduction of tt Pairs 

In this section, we describe the process 

pp-+ ttx' (1.14) 

where X is taken to represent the particles produced in association with the tt pair. Addi­

tional particles could result from initial or final state gluon radiation, or arise from interac­

tions that occur in addition to the primary scattering process. 

The tree level partonic sub-processes for the production of tt pairs in pp collisions are 

given by 

q(pi) + ij(pz) -+ t(p3) + t(p4) and 

g(p1) + g(p2) -+ t(p:~) + t(p~) ' 

(1.15) 

(1.16) 

where q and g denote the constituents of the proton that undergo the interaction that 

produces the top quark pair, and the Pi denote the four-momenta of the parton in question. 

The lowest-order Feynman diagrams for these processes are shown in Fig. 1.1. Applying 

the Feynman rules of QCD to these diagrams, it is possible to derive the matrix clements 

for these processes. 
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Figure 1.1: The lowest order Feynman diagrams for the hadroproduction of tf pain;. 
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A conventional choice of kinematic variables used to describe the differential cross section 

is the rapidities (y;~, y4) and transverse momentum (PT) of the outgoing partons. In terms 

of these variables, it is possible to write the differential cross sections for the qij and gg 

subprocesses as follows[27] 

da 1 2= . '2 '2 2= '2 
d i d2 = 64 2 '1 (1 + l (fl ))2 . :q.fi(:D1, CJ ):D2fj(:D2, CJ ) IMijl . 

y3l Yi PT 7r rny cos i y i.i · 
(1.17) 

In this equation) Xi is the momentum fraction of initial-state parton i) fi is the parton 

distribution function appropriate for this parton, 2]Mij 12 is the spin-averaged sum of the 

squared QCD matrix element for the interaction of partons of types i and j, fly = Ya - Yi 

is the rapidity difference between the outgoing top quarks, and mT = VP~+ mt is referred 

to as the "transverse mass". 

The 'l:::[Mij 12 take on the following form as the rapidity separation between outgoing 

partons becomes large: 

(1.18) 

(1.19) 

Combining this result with equation 1.17 allows the observation that the dominant con-

tribution to the total cross section will arise from the region of small fly. Interestingly 
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enough, we sec that top quarks produced by qq annihilation will tend to be more strongly 

correlated in rapidity than those produced by gg fusion. 

Furthermore, by examining the propagators for the diagrams shown in Fig. 1.1, we can 

show that the kinematics of top quark production should be reasonably well described by a 

leading-order calculation. The denominators of the appropriate propagators can be written 

as 

(p1 + P2)
2 = 2m~(l + cosh .6.y), (1.20) 

(Pi - P:~) 2 - mf 2 ( -.6.y) -m'l.' 1 + c · , (1.21) 

(p2 - P3) 2 - mf 2 (1 .6.y) -rn'J.' + e · . (1.22) 

One important result from this calculation is the observation that the propagators are 

off shell by at least mt. Since mt is known to be much larger than the QCD scale, we 

can make an important distinction between light quark production and the production of 

top quarks. In the case of light quark production, the propagators making the dominant 

contributions will be those very close to being on shell, thus representing a momentum 

transfer less than the QCD scale. At this point, a perturbative analysis breaks down. 

For top quark production, however, we are well separated from this regime, and can thus 

employ perturbative predictions with relative confidence. This simple argument is further 

supported by the more sophisticated analyses discussed in [28]. 

We can abo note at this point that, since the differential cross section falls as 1/mj,, we 

can expect the contributions arising from top quarks produced with PT greater than ml to 

be suppressed in the Standard Model. It is thus this high-PT regime that we expect to be 

most sensitive to top quark production from sources other than the strong interaction. 

1.2.2 Anomalous Top Quark Production 

Several modcls[29, 30, 32] of dynamical electroweak and flavor symmetry breaking predict 

modifications of the top quark kinematic distributions. A particularly interesting example 

is the Topcolor model that was first discussed in [31]. A feature that the Topcolor model 

shares with almost all Technicolor[33] models is that the new physics couples preferentially 
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to the third generation. 

Examining kinematic distributions is in some ways a more sensitive test of the Standard 

Model than a measurement of the absolute cross :,;ection. Thi:,; i:,; becau:,;e the momentum 

transfers involved are very large, meaning that the calculation of the kinematic distributions 

is entirely perturbative. Hill and Parke have examined the se1rnitivity of various kinematic 

distributions in tt events to nonstandard top quark production mechanisms. The effects of 

both s-channel color-singlet and color-octet four-fermion operators were considered. At first 

glance, the effect of such terms is simply an increased production cross section. Certainly, 

the Mtt distribution has virtually no sensitivity to such operators. However, a potentially 

significant shift in the top quark transverse momentum (pr) distribution towards higher pr 

allows some sensitivity to physics at the 0.5 TeV scale. This is illustrated in Fig. 1.2, where 

the top quark PT distribution for these two scenario:,; is depicted for a several new physics 

scales. In Appendix B, we discuss the sensitivity of our measurement of the top quark PT 

distribution to the sample models presented in this section. 

Severe distortions in both the Mtt and P'l.' distributions can, however, occur frn- new 

resonances in tt production. For example, one can model a new color-octet vector re:,;onance, 

similar to the resonances predicted by Topcolor, of mass M and width r by replacing the 

gluon propagator by [ 31] 
g'2 g'2 ti".g'2 
. ---+' +---·---
s s s - M 2 + iMf' 

(1.23) 

where r; is a scale factor for the strength of the re:,;onance':,; coupling relative to QCD. This, 

and similar analyses reveal that for couplings of approximately QCD strength, tt production 

can be sem;itive to the production of new resonances at the TeV scale[34]. We present the 

outcome of the appropriate calculations in Fig. 1.3. 

Finally, there exist other possibilities. One such possibility is proposed in [35], where it 

is shown that for some choices of parameters, a color octet Technicolor particle known as 

the p~ . could decay via 

8 -
Pr ---+ gIIr ---+ gtt (1.24) 

with an appreciable branching ratio. The experimental signature of thi:,; process would be 

a hard gluon recoiling against a tt pair. In section 5.8.5, we shall consider scenarios such as 
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Figure 1.2: The top quark PT distribution for varimrn new physics scales. We present the 

LO predictions for the pr distributions for QCD hadroproduction of top quark pairs in 

addition to a four-fermion interaction representing potential new physics. The top plot 

shows the distributions expected for a color-singlet s channel operator, whereas the lower 

plot Hl1ow8 what iH expected for the correspondi11g color-octet operator. A top quark rnass 

of 160 GeV/c2 is assumed. From [31]. 
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Figure 1.3: The top quark PT distribution for varimrn new physirn scales. We prrnent the LO 

predictions for the pr distributions for QCD hadroproduction of top quark pairs in addition 

to a color octet vector resonance representing potential new physics. The top plot shows 

the distributions expected for additive interference between QCD and the new interaction, 

whereas the lower plot. shows what. is expected for the case where destructive interference 

occurs. A top quark mass of 160 GeV /c2 is assumed. From [31] 
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this one. 

1.3 Overview of Dissertation 

This dissertation describes the selection and subsequent reconstruction of tt pairs produced 

in pj> colfo1ions at /S = 1.8 TeV. The principle goal of the analysis is to measure the 

top quark PT distribution. In particular, previous analyses of tt kinematics (see [36] for 

example) have not taken into account biases introduced during tt event reconstruction. 

In contrast, the goal of the analysis described in this dissertation is to extract a set of 

confidence intervals on the fraction of top quarks produced in four different regions of PT· 

In principle, the8e confidence intervals can be compared directly to theoretical predictions 

for tf kinematic distributions. 

We select tf events in which one top quark decays semi-lcptonically, while the remaining 

top quark decays hadronically. This state, known a8 the "lepton + jets" final state, pro-

vides the most statistically-significant measurement of top quark kinematics and is depicted 

below. 

t·t-Wb 

Lwb Lq(t 
Leve (R = e, µ,) (1.25) 

The requirement of a high-pr lepton in the final state greatly improves the signal-to-noise 

ratio, and the requirement that one W-boson decays hadronically assists in reconstructing 

the final state kinematics. 

The analysis proceeds by reconstructing these events in a kinematic fit, similar to the 

one m.;ed in the measurement of the top quark mass[37]. This fit provides a methodology 

for assigning the observed "physics objects" in the final state to the partons from which 

they evolved, thus reconstructing the tf production kinematics on an event-by event basis. 

Due to ambiguities in assigning the observed final 1:1tate particles to daughters of the two 

top quark decays in the event and imperfect measurements of the momenta of these particles, 
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the kinematic fit introduces biases into the measured kinematic variables. A likelihood 

methodology is used to correct for these biases, and to measure the fraction of top quarks 

that arc produced in each of four bins of PT· Furthermore, an upper limit on the fraction 

of top quarks produced with pr > 225 GeV /c is calculated. These measurements provide 

constraints on possible top quark production by mechanisms other than the Standard Model. 



Chapter 2 

Experimental Apparatus 

The Fermilab Tevatron Collider is, at the time of this writing, the world's highest energy 

synchrotron, achieving a beam energy of 0.9 TeV. This accelerator, located in Batavia, Illi­

nois (USA), has a radius of 1.0 km and is equipped with superconducting dipole magnets 

that can achieve a maximum magnetic field of 4.4 T. The Collider Detector at Fermilab 

(CDF hereafter) is one of two detectors that operated during the period of Tevatron oper­

ation during which the data used in this analysis was obtained. This operating period was 

known as 'Run I', and occurred between 1992 and 1995. This chapter describes both the 

Tevatron and CDF as they were configured during this period. 

2.1 The Fermilab Tevatron Collider 

The Fermilab Tevatron, when operated in collider mode, collides protons and anti-protons 

at a center of mass energy of 1.8 TeV. The production, and subsequent acceleration, of 

these particles is accomplished by a sequence of six accelerators, depicted in Fig. 2.1. Here. 

we briefly describe these six accelerators and their function. 

The first step in the sequence is a Crockcroft-Walton pulsed ion source, which converts 

gaseous H 2 molecules into H- ions. At the point at which the ions leave the Crockcroft­

Walton accelerator, they have been accelerated to 750 keV. At this point, the ions enter 

a 150 m linear accelerator (known simply as the "Linac"), which in turn accelerates these 

17 
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field of 0.7 T. This accelerator is capable of increasing the proton beam energy to 150 GcV. 

At this point the proton beam is suitable for the final stage of acceleration. This occurs 

in the Tevatron, whose niobium-titanium magnets lie directly below the Main Ring. The 

bending dipoles of the Tcvatron arc capable of generating magnetic fields between 0.66 and 

4.4 T, a range that extends high enough to allow the beam to reach its nominal energy of 

0.9 TcV. The process outlined above takes approximately one minute. 

In order to obtain symmetric pf1 collisions, an equally-energetic anti proton beam must be 

produced. This process is significantly more complex, and begins with a beam of 120 GeV 

protons that arc extracted from the Main Ring and focussed onto a 7 cm-thick metal target. 

The resulting proton-nucleus interactions result in the production of antiprotons, along with 

other particles. At this point, a liquid Lithium lens focuses the antiprotons before they arc 

passed into the debuncher, a ring 520 m in circumference, where the phase space of the 

beam is reduced by means of stochastic cooling[38] and dcbunching[39]. Subsequently, 

the antiprotons enter a ring known as the "accumulator", which is concentric with the 

debuncher, and which stores the resulting antiprotons while others are being produced. 

This stage of antiproton production is known as "stacking" and it continues at a rate of 

about 7x 1010 p /hour [40] until approximately 100x1010 anti protons have been accumulated. 

During normal collider-modc operation, the Tevatron operates with six bunches of both 

protons and antiprotons. Due to the fact that the anti-proton production rate is a limiting 

factor in Tevatron luminosity, protons bunches normally consist of about 2.5 x 10 11 particles 

while antiproton bunches contain only 7.5 x 1010 particles1 . The protons and antiprotons 

propagate within the same beampipe, but in opposite directions. 

There arc two interaction regions at the Tcvatron, known as B0 and D0. At these points 

the beams are strongly focussed by inner quadrupole triplets in order to collide near the 

center of a particle detector placed at this point. The distribution of collision points follows 

a Gaussian distribution with a transverse standard deviation of 35 tLm and a longitudinal 

standard deviation of 30 cni. The bunch crossing time at the Tevatron is 3.5 /LS. The beams 

are stored in the accelerator for a period of time that typically lasts about 10 hours, until 

1 The loss of anti-protons is due to the transfer inefficiency between the Accumulator and the Tevatron. 
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the luminosity has fallen off and new antiproton bunches arc ready. 

The data used during this analysis were procured during two operating periodi,; of 

the Tevatron, known as "Run IA" and "Run 113". During "Run IA", which occurred 

between August 1992 and May 1993, the best instantaneous luminosity obtained was 

0.92 x 1031 cm-2s-1 , and a more typical operating value was 0.54 x 1031 cm-2s-1 . For 

"Run IB", which transpired between .January 1994 and July 1995, the best and typical 

values were 2.8 x 1031 cm-2s- 1 and 1.6 x 1031 cm-2s-1 respectively. 

2. 2 Overview of the CD F Detector 

The CDF detector is a magnetic spectrometer located at the B0 interaction region at the 

Fcrmilab Tcvatron. The essential goal of the CDF detector was to identify electrons, jets and 

nmons, and to measure the momenta of particles produced in p/1 collisions at approximately 

2 TcV over as large a fraction of the solid angle as possible. Since the phase space for 

hadronic collisions is conventionally described in terms of rapidity, it is natural for the 

subsystems of the CDF detector to have uniform segmentation in pseudorapidity (defined 

as r7 = - lntanB/2) and az;imuthal angle (4)). The positive z-direction in our coordinate 

system is choi,;en to lie in the proton direction, and the origin of our coordinate system is 

chosen to lie at the center of the detector. This chapter, which presents an overview of the 

CDF detector, is based largely on [41], where a more complete overview of the detector and 

it's relevant subsystems can be found. 

The basic design, depicted in Figs. 2.3, 2.2, is similar to many other magnetic spec­

trometers. Inside the detector lies an evacuated beryllium bcampipe, 3.5 cm in radius and 

0.5 mm thick. Outside this lie the tracking subsystems, designed to measure the trajecto­

ries (or "tracks'') of charged particles as they propagate outwardi,; from the collision point. 

These tracking detectors are immersed in a 1.4 T magnetic field, generated by a supercon­

ducting solenoid that surrounds them. The solenoid, which is 3 m in diameter and 5 m in 

length, is 0.85 radiation lengths in thickness. 

The detector is divided into three regions, the "central" region (lr1I < 1.1), the "plug" 
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region (1.1 < 1771 < 2.4), and the "forwardn region (2.4 < 1771 < 4.2). Each of these 

angular intervals is occupied by a corresponding calorimeter subsystem. These calorimeter 

subsystems arc segmented into projective 77 - ¢ "towers", each of which is composed of 

sampling electromagnetic and hadronic shower counters. This projective tower geometry, 

evenly segmented in r1 - ¢ space, speaks of the importance of reconstructing "jets", loosely 

defined as collections of particles whose trajectories are grouped closely together and who 

are assumed to arise from a single high-energy quark or gluon. 

Finally, outside the calorimetry subsystems, muon chambers allow for muon identifica­

tion by measuring the trajectories of charged particles that pass through the calorimetry. 

In the sections that follow, we discuss these subsystems in more detail. 

The calorimeters can be used to mea~mrc a quantity referred to as "missing transverse 

energy". The missing transverse energy, $r, is defined to be - L i E~iii, where iii is a unit 

vector in the azimuthal plane pointing from the beam line to calorimeter tower i. Thii,; 

quantity is useful for the measurement of the transverse energy of energetic neutrinos. 

2. 3 Calorimetry 

Sufficiently long-lived particles having transverse momentum greater than 350 Me V / c are 

able to traverne the tracking detectors and to create energy depositions in the calorimeters 

that surround the solenoid. These are sampling calorimeters, so that layers of active material 

alternate with laycrn of a metal abi,;orber. The ba1:1ic principle ii,; that particles interact and 

begin to shower in the absorber, whereas the active material measures the energy flow as 

a function of depth. Since the characteristic length of electromagnetic showers is smaller 

than that of equally-energetic hadronic showers, the electromagnetic calorimeters are much 

smaller than, and placed in1:1ide of, their hadronic counterparti,;. In the analy1:1i1:1 of top 

quark kinematics, calorimeters play several essential roles, such as measuring the direction 

and energy of jets, playing a part in electron and muon identification, and mea1:1uring any 

imbalance in the total transverse energy of the event. 

The three principle regions of the CDF detector (central, plug and forward) are each 
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occupied by a corresponding electromagnetic calorimeter. These arc referred to as the 

central ( CEM), plug (PEM) and forward (FEM) electromagnetic calorimeters. Behind the 

CEM, there arc two hadronic calorimeters, the central (CHA) and wall (WHA) hadronic 

calorimeters. The plug and forward regions are also equipped with corresponding hadronic 

calorimeten;, referred to as the PHA and FHA re8pectively. 

2.3.1 Central Calorimeters 

The central electromagnetic and hadronic calorimeters arc divided into towers covering 15° 

in azimuth and 0.1 units of pseudorapidity. These towers are organized into 48 "wedges", 

each of which is composed of 10 towers. Figure 2.4 depicts a single central calorimeter 

wedge. Doth the electromagnetic and hadronic calorimeters are sampling calorimeters, and 

alternate laycri,; of absorber with layers of active material. The electromagnetic calorime­

ter alternates layers of lead with layers of polystyrene scintillator, whereas the hadronic 

calorimeter alternates layers of iron with layers of acrylic scintillator. Particles traveling 

through the scintillating medium produce light that is redirected by wavelength shifter bars 

and transmitted by acrylic lightguides to photomultiplier tubes located at the back of each 

wedge. 

The CEM ha8 18 radiation lengths worth of material, an inner radius of 173 cm, and a 

depth of 35 cm. In order to maintain a constant thickness in radiation lengths as the polar 

angle of the incident particle increases, inert plastic is substituted for lead a8 the polar angle 

increases. It was originally calibrated using testbeam electrons and is periodically checked 

using B? CH 8ources. The energy reHolution, <T, for electromagnetic showern iH measured to 

be 

(<T/E) 2 
= (0.137/~)2 + (0.02) 2

, (2.1) 

where E is the energy of the shower and Er is it's transverse energy. A more complete 

summary of the properties of the CEM is included in table 2.1. 

In order to allow for a more precise determination of the position and lateral energy 

dii,;tribution of electromagnetic showers, a proportional strip and wire chamber known as 

the CES was embedded close to the depth of maximum electromagnetic energy deposition 
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Table 2.1: Summary of the propertie8 of the central calorimeter. Calorimeter thickne88e8 

are given in nuclear interaction lengths for the hadronic subsystems and radiation lengths 

for the electromagnetic calorimetern. 

Central EM Central Hadron Endwall Hadron 

Coverage (lryl) 0-1.1 0-0.9 0.7-1.3 

Tower sille ( or1 x oq1) 0.1 x 15° 0.1 x 15° 0.1 x 15° 

Module Length 250 cm 250 cm 100 cm 

Module Width 15° 15° 80 cm 

Number of Modulc8 48 48 48 

Number of Layers 31 32 15 

Scintillator Polystyrene Acrylic Acrylic 

Scintillator Thickness 0.5 cm 1.0 cm 1.0 cm 

Absorber Pb Fe Fe 

Thickness 18 Xu 4.7 AT 4.5 >..r 

(approximately 6 radiation lengtlrn). Cathode 8trip8 running in the azimuthal direction 

provide z information whereas anode wires running in the z direction provide measurements 

in the r - ¢ plane. In addition to providing valuable information for electron identification 

through a measurement of the lateral shower profile, the CES improves the spatial resolution 

of the central electromagnetic calorimeter. The po8ition re8olution for 50 GeV clectron8 i8 

approximately 2 mm. Another tool for electron/ hadron separation, known as the central 

preradiator or CPR, wa8 placed between the 8olcnoid and the CEM. The CPR i8 a 8ct 

of proportional tubes. Since electrons are more likely to begin to generate a shower in 

the 8olenoid than hadron8, they will often re8ult in :,;everal energy depo:,;ition:,; in the CPR, 

whereas hadrons tend to leave little or no energy in this preradiating system. 

The CHA has a thickness of 4. 7 absorption lengths. Financial and installation con­

straints dictated that the amount of absorbing material in the calorimeter be limited to 

80 cm of steel at normal incidence. This absorption length limits the energy resolution of 
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the calorimeter and makes muon identification in the outer chambers more challenging, due 

to the fact that shower containment is sometimes incomplete. For example, the calorimeter 

managei,; only 953 average energy containment for 50 GeV pions. This nece1:11:1itated the 

central muon upgrade (CMP), that is discussed in section 2.5. 

Al:m, particles produced in the r1 regime between 0.6 and 1.1 do not pass through all 

the layers of the CHA. This motivates the placement of the Endwall Hadron calorimeter 

(WHA) in this high lr1I regime to provide fuller containment of hadronic showers. Properties 

of the central and endwall hadronic calorimeter are given in table 2.1. 

The energy resolution frH' the CHA has been measured with isolated pions to be 

(a/ E)2 = (0.50/ ~)2 + (0.03)2 
, (2.2) 

whereas for the WHA, we measure 

(a/E) 2 = (0.75/y'ih)2 + (0.04) 2 (2.3) 

2.3.2 Plug and Forward Calorimeters 

The importance of jet energy measurements in reconstructing top quark kinematics makes 

CDF's calorimetry essential in this analysis. In particular, we rely heavily on the measure­

ments of the vector sum of the transverse energy in the event (known as missing Er or 

JfJr), a quantity whose measurement relies on all three subsystems of the hadronic calorime­

ter. Abo, due to the large number of energetic jets expected in tf candidate events, jct 

reconstruction out to r1 values of 2.0 or above is essential in order to a maintain a rea­

sonable 1:1clcction efficiency. Thei,;c facts speak of the importance of the forward and plug 

calorimeters in this analysis. 

The plug and forward calorimeters arc divided into electromagnetic and hadronic sub­

systems. They are, like their central counterparts, sampling calorimeters. However, they 

use gas, ai,; oppo1:1ed to scintillator as their active medium. The active medium consisti,; of 

layers of proportional tubes, using a 50%-50% mixture of argon and ethane gas. Each tube 

consisti,; of a wire and the anode in1:1ide a n~i,;istivc pla1:1tic tube. The copper pads which make 

up the anode define the tower segmentation of the calorimeter. The energy resolution of 



2.4. TRACKING SYSTEMS 27 

Table 2.2: Summary of the properties of the plug and forward calorimeter subsystemt>. The 

thicknesses are given in terms of radiation lengths for the electromagnetic subsystems and 

nuclear interaction lengths for the hadronic tmbt1yt1tems. 

Plug EM Plug Hadron Forward EM Forward Hadron 

Coverage (Jr1I) 1.1-2.4 1.3-2.4 2.2-2.4 2.3-2.4 

Tower size ( t5ry x t5 ¢) 0.09 x 5° 0.09 x 5° 0.1 x 5° 0.1 x 5° 

Number of Layers 34 20 30 27 

Tube Size 0.7 x 0.7cm2 1.4 x 0.8cm2 1.0 x 0. 7cm2 1.5 x 1.0cm2 

Absorber Pb Fe 943 PB, 43 Sb Fe 

Thicknet-18 19 Xo 5.7 >..1 25 Xo 7.7 >..r 

the PEM, at> determined by testbeam electrons, it-1 

(er / E )2 = (0.22/ ~)2 + (0.02) 2 
, (2.4) 

whereat> the energy resolution for the PHA is 

(er/ E) 2 = (0.90/ ~)2 + (0.04) 2 
. (2.5) 

In the forward region, the FEM's energy resolution can be parameteril':ed by 

(u / E) 2 = (0.26/ ~)2 + (0.02) 2 
, (2.6) 

whereas the energy resolution for the FHA is 

(u / E) 2 = (1.37 / ~)2 + (0.04) 2 
• (2.7) 

Other properties of the plug and forward calorimeters are given in table 2.2. 

2.4 Tracking Systems 

Three complimentary t1ubt1yt1tems, immersed in a 1.4 T magnetic field, comprit1c the charge 

particle tracking system at CDF. The Silicon Vertex detector (SVX) lies closest to the 
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bcampipc and is designed to give precise prn.;ition information in the r - (p plane. This 

can be used, for example, to identify the secondary vertices arising from the decay of a B 

hadron. The VTX, comprised of 8 time projection chambers, lies directly outside the SVX. 

The VTX's primary role is to measure the z- coordinate of the primary vertex in the event. 

The Central 'Il·acking Chamber, or CTC, iH a large drift chamber that 8UITOmHl8 the VTX. 

2.4.1 The Silicon Vertex Detector 

Installed in CDF in 1992, the SVX was the first detector of it's kind to be successfully 

operated in a hadron collider environment. In 1993, a version of the SVX with improved 

radiation resistance and lower improved signal to noise characteristics, known as the SVX' 

was installed. The SVX consists of two barrels that arc aligned along the bcampipe. In the 

z = 0, plane, there exists a 2.15 cm gap between the two subdetectors. Each of the barrels 

is in turn composed of 12 azimuthal wedges and frmr concentric layern of Hilicon rnicro8trip 

detectors. The four layers of the SVX are positioned at radii of 3.0 ,4.3, 5.7 and 7.9 cm. 

The innermost. layer of the SVX' iH positioned at 2.9 cm, whereas the out.er three layern 

occupy the same radii as the SVX. Approximately, 40% of the primary interaction vertices 

lie outside the fiducial acceptance of the SVX2 ' which ha8 an active length in z of 51.1 cm. 

The azimuthal wedges of the SVX arc known as "ladders". Each ladder is composed 

of 3 silicon strip detectors aligned along the beamline. The strip separation, or "pitch", of 

the innermost. three layern is 60 11.rn, whereas the outermost. layer has a 55 11.rn pitch. This 

results in an approximate single-hit resolution of 13 pm, and the hit efficiency per layer 

is 96%. In order to ensure complete azimuthal coverage, adjacent. laddern overlap slightly. 

This is ensured by rotating each of the ladders by 3° from their nominal positions. 

The SVX possesses a total of 96 ladders. Each of these ladders is read out by a series 

of readout chips, with each chip being responsible for 128 strips. The readout of the 46080 

channels of the SVX is performed in parallel and in sparse mode. In other words, only the 

channels that register a hit arc read out in a given event. Even so, reading out the SVX 

~At this point, we abandon the distinction between the SVX and SVX', referring to both detectors as 
"SVX" and only making the distinction where relevant. 
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Figure 2.5: A diagram of an SVX barrel. The SVX is composed of two such barrels, 

longitudinally aligned along the bearnline. 
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takes 2 ms, an enormous amount of time in a hadron collider environment. In Table 2.3, 

we summarize the properties of the SVX. 

2.4.2 The Vertex Time Projection Chamber 

A vertex time projection drift chamber, the VTX, lies outside the SVX. The VTX allows for 

relatively precise reconstruction of the z vertex of an event, doing so with an approximate 

resolution of 2 mm. This resolution is a function of how many charged particle tracks there 

are originating from a given primary interaction point. The VTX is designed to reconstruct 

all of the collision vertices in events possessing multiple interactions. A design goal for the 

VTX was to make it as thin as possible in radiation lengths, in order to not degrade CTC 

11101nentum reconstruction. 

The VTX consists of 8 octagonal VTPC modules, each of which is equipped with a 

central high voltage grid that divides it into two 15.25 cm long drift regions. This drift 

length is chosen such that the drift time, when employing a 50/ 50 mixture of argon and 
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Table 2.3: Summary of 8omc 8clcctcd propertic8 of CDF tracking 8Ub8y8tcm8. The PT 

resolution is quoted for CTC only and then for combined CTC-SVX charged particle re­

construction. 

CTC VTX svx 

Coverage ( lr1I) 0-1.5 0-3.25 0-1.2 

Inner Radii (cm) 30.9 8 2.7 

Outer Radii (cm) 132.0 22.0 7.9 

Lcngth(cm) 320 280 26 

Pitch 10 mm 6.3 mm 60 or 55 ttm 

Laycrn 60 axial, 24 8tereo 24 4 

Spatial Resolution (ttm) 200(r - 4)), 4000 (r - z) 200 - 500r - z 15(r-¢) 

(jpT/PT (PT in GcV /c) 0.002 x PT (CTC Only) NA 0.001 x PT (CTC + SVX) 

Thickness 0.015Xu 0.0045Xu 0.035Xu 

ethane is less than the 3.5 /IS bunch crm;sing time. The free electrons created by charged 

particle ionization in the gas drift away from the central grid toward8 one of two proportional 

chamber endcaps. Each endcap is divided into octants, with 24 sense wires and 24 cathode 

8Cn8e pad8. The z coordinate of a given track i8 determined by the drift time and the r 

information based on the radial location of the sense wire. The drift field is 256 V / cm and 

the ga8 pre88ltre i8 one atmo8phcre. Selected characteri8tic8 of the VTX arc given in table 

2.3. 

2.4.3 The Central Tracking Chamber 

The central tracking chamber, or CTC, i8 the only tracking device at CDF that can perform 

three dimensional momentum and position measurements. Measuring 1.3 min outer radius 

and 3.2 m in length, the CTC i8 cornpoi,;ed of 84 layers of wirei,; grouped into 9 i,;o-called 

"superlayers". Five of these syperlayers consist of 12 layers of axial sense wires and the 



2.5. THE MUON CHAMBERS :n 

remaining four arc stereo supcrlaycrs tilted at 3° relative to the beam direction. In Fig. 

2.6, we depict the CTC endplate, where the 45° tilt of the superlayers with respect to the 

radial direction is evident. This tilt compensates for the 45° Lorentz angle which defines 

the direction of electron drift in the superposition of crossed electric and magnetic fields. 

The field wire8 of the CTC generate a 1350 V /cm electric field. The maximum drift time in 

the argon(49.6%)-ethane(49.63)-alcohol(0.83) gas, is approximately 800 ns, significantly 

less than the 3.5/JB bunch croRRing time at the Tevatron. 

The stereo Ruper layers provide tracking information in the r - z plane, with a reRolution 

of approximately 4 mm. However, the majority of the information used to reconstruct 

charged particle trajectories come8 from the axial Ruperlayern, reRulting in a transverne 

momentum resolution that can be parameterized by 6pT / PT = 0.002 x PT· In addition to 

thiR, if information is available from the SVX and is used to assist in fitting a helix to the 

measured track parameters, the transverse momentum resolution improves to 

6pr/Pr = (J.001 x Pr . (2.8) 

2.5 The Muon Chambers 

Lepton identification is an important component of hadron collider physics, as it allow8 

access to key physics processes. Thus, CDF is equipped with drift tube arrays outside 

it's calorimeters that allow for muon identification and momentum measurement. These 

detector ~mbsystcms exploit the radiative properties of muons in matter that allow muons 

to penetrate through much more absorbing material than most other ionizing particles. 

Thus, the CDF calorimeters serve to filter out the electrons and hadrons. Three separate 

muon detectors were irned for this analysis: The first is known as the central muon detector, 

or CMU, and provides muon coverage in the polar angle regime lr1I < 0.6, outside this 

detector lieR the central muon upgrade, or CMP, which provides muon coverage in a similar 

angular regime. Finally the central muon extension, or CMX, provides muon coverage in 

the region 0.6 < lr1I < 1.0. The angular coverage of these detectors is depicted in Fig. 2. 7. 

The principle of operation of all three muon subsystems is similar. They consist of 
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Figure 2.6: A transverse view of a CTC endplate. The tilt of the wire planes relative to the 

radial direction is evident. 
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Figure 2.8: The location of of a central muon ( CMU) wedge in both the azimuthal (left 

picture) and polar (right picture) views. 
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to the drift tube. The drift gas is argon/ethane bubbled through alcohol. This results in a 

maximum drift time of approximately 700 ns. The outer two layers of tubes are displaced 

by approximately 2 mm relative to the first two, in order to resolve the left-right ambiguity 

arising from the fact that a priori one doesn't know which side of the sense wire the particle 

passed by. 

Since only 5.4 interaction lengths of material lie between the interaction point and the 

CMU, approximately 1 in 220 high-energy hadrons pass through unchecked, creating an 

irreducible background in a candidate muon sample. This is a severe complication for muon 

identification. With this in mind, an additional 0.6 m of steel was added behind the CMU in 
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used in the CMP. The CMX is organized into four stacks, each of which arc composed of 

8 modules. A module is in turn comprised of 8 half-cell staggered layers of 6 tubes each. 

F\irthcrmore, the CMX is equipped with an array of scintillation counters on both the inner 

and outer sides of each module. The requirement that the inner and outer scintillation 

counten; produce signals that are consistent with the pp crossing time to within a fow 

nanoseconds can be used by the trigger system to reject background hits in the CMX 

arising from particles not associated with the primary interaction. 

2. 6 The Beam Beam Counters 

The total integrated luminosity delivered to CDF is calculated using the soft interactions 

between two partom;, events which constitute the vast majority of the pJ1 interactions at the 

Tevatron. These events, known as minimum bias data, are characterit1ed by a spray of low 

transverse momentum particles that arc produced at the interaction point with trajectories 

almost coincident with the beamline. CDF counts these minimum bias events with a system 

of scintillaton; known as the Beam Beam Counters (BBC). The BBC cover the region 

3.2 < lr1I < 5.9 and have a timing resolution of better than 200 ps. In order to calculate the 

integrated luminosity, CDF first counts coincident hits in the forward and backward BBC, 

and uses this to calculate the instantaneous luminosity. This is then integrated over time 

in order to calculate the integrated luminosity. The total integrated luminosity of our data 

sample was measured to be 106 pb-1 . 

2. 7 Trigger Systems 

At CDF, the amount of data recorded in each interaction is roughly 165 kB. Such an event 

size could only be written out for storage on magnetic tape at a rate of approximately 10 Hz, 

whereas collisions occur at a rate > 300 kHz. In order to accommodate the necessary 

rejection rate (approximately 30000:1), a trigger system is clearly necessary. The CDF 

trigger consists of 3 levels, each of which imposed a logical 'OR' of programmable selection 

criteria that is designed to reduce the data rate to which the next-highest level of the 
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trigger is exposed. The first two levels of the trigger arc composed cxclm;ively of dedicated 

processors, whereas level 3 is implemented in by a general software algorithm running on a 

cluster of commercial processors. 

Since the objective of this analysis is the measurement of the top quark PT distribution 

in the lepton + jets final state, triggers identifying high-PT leptons arc the moi,;t obvious 

way to obtain our data sample. Indeed, these were the principle triggers used to acquire 

the data used in this analysis. In addition to this, in Run IB, a missing-Br trigger was 

employed. Such a trigger allows for identification of events for which the high-pr lepton 

triggers were not efficient. 

The level one trigger system operates without deadtime, that is, it takes less than 3.5 µs 

to make it's trigger decision. The level one trigger reduces the event rate by a factor of 

approximately 300. The high-pr lepton trigger was based on localil':ed energy depositions 

in the calorimeters or hits in the muon chambers. The calorimeter level one trigger used 

in our analysis required a pair of adjacent towers (also known as a "trigger tower") in the 

electromagnetic calorimeter to have energy over a given threshold. In order to select events 

with high-py muon1:1, a i,;ccond trigger requiring a pair of hit1:1 in two radially-coincident 

muon drift tubes was also employed. 

At level 2, where the input event rate ii,; approximately 1 kHz, more sophi1:1ticated 

calorimetry infrmnation along with tracking information becomes available. If the level 

one trigger fire1:1, then the next five beam crossings arc ignored and the level two trigger is 

given 20 11,s to make its decision. This results in a deadtime of several percent. The rate of 

selected events by the level 2 trigger variei,; between 20 and 35 Hz. 

At level 2, the calorimetry triggers are expanded to include "seed" and "shoulder" 

thrcsholdi,;. In effect, if a given trigger tower measurei,; an energy deposition that exceedi,; 

the "seed" threshold, adjacent trigger towers that exceed a "shoulder" threshold can be 

iteratively added to form a "cluster". In addition to this, a fast hardware track procc1:11:1or, 

known as the central fast tracker, or CFT, uses CTC hits to reconstruct high-momentum 

track> in the r - (/; plane. The CFT operatei,; by looking at the axial i,;uperlaycrs of the CTC 

for "roads", or hit patterns) that match templates that are included in a look-up table. The 
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resulting transverse momentum resolution is 6pT / Pr "" 0.035 x PT· Since track segment 

information is also available from the central muon chambers, tracks found by the CFT 

can be matched to reconstructed tracks in the muon chambers (also known as "stubs'') or 

clusters in the CEM. Thus, at level two, one begins to organiLle the data into categories 

that include various "physics objects", such as electron or muon candidates. 

The level 3 trigger is a flexible software-based system that can reconstruct up to 64 

events in parallel. The level 3 trigger system underwent significant changes between Run 

IA and II3. In what follows, we describe its II3 configuration. 

The level three trigger runs on a "farm" of 64 Silicon Graphics processors. The software 

used is a simplified version of the offiine software. For example, since three dimensional 

track reconstruction constitutes the largest contribution to the level 3 processing time, only 

the simpler of CD F's two track-reconstruction algorithms is used. The output rate of CD F's 

level 3 trigger is between 3 and 5 Hz for Run IA and about 8 Hz for Run IB. 

2. 8 Offiine Reconstruction 

Events that pass all three levels of the trigger system are subsequently processed with the 

full CDF offiine software package. The goal of this code is to identH:y all candidate jets, 

electrons and muons, and to measure the transverse energy of energetic neutrinos. 

Jets arc reconstructed using an Er-weighted cone algorithm using a cone radius of 

i::l.R = J i::l.772 + i:l.¢2 = 0.4. The transverse energy of a jet is defined as the sum of the 

energy deposited in the calorimeter towers within the cone, multiplied by sine where e is 

the polar angle of the Er weighted centroid of the cluster. The cluster begins with a "seed 

tower" having transverse energy greater than 3 GeV. In order to be added to the cluster, 

neighboring towers must have a minimum energy deposition of 1 GeV. The jet transverse 

energy, calculated in this way, is referred to as the "raw" jet energy, due to the fact that 

there are several detector effects that remain to be accounted for. The corrections designed 

to correct frn- these effects are described in section 4.1. 

In order to identify electrons, electromagnetic clusters are formed in the CEM using an 
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algorithm similar to the one described above. An electron clm;tcr also begins with a seed 

tower possessing at least 3 GeV. However neighboring towers with energy greater than only 

0.1 GcV arc added. Muon candidates arc formed by matching CTC tracks to tracks in the 

muon detectors. Electron and muon candidate selection will be described in detail in the 

next chapter. 
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Chapter 3 

Event Selection 

The data sample used in this analysis is based upon the identification of the tt---+ fuqijbbX 

channel) referred to as the "lepton + jets" final state. Our selection criteria will thus 

be designed to identify events possessing a high-pr electron or muon in the final state, 

significant l/}r, and four or more jets. We shall use identical selection criteria on both data 

events and "Monte Carlo" events. Monte Carlo events arc simulated data samples that 

are used to measured the acceptance and resolution of the detector) including the effect of 

selection criteria. 

With a production cross section close to 5 pb, tf production is the rarest process ever 

observed in a hadron-collider environment. We begin our search for top quark events by 

requiring the presence of a high-pr electron or muon candidate in the event. We subse­

quently impose a set of selection criteria designed to select the subset of these events where 

the aforementioned high-pr lepton originates from the leptonic decay of a W-boson. This 

sample is known as the "inclusive W sample". Finally, we impose an even more stringent 

set of selection criteria to select the events that arc used to reconstruct the corrected PT 

distribution of tl events at the Tevatron. 

41 
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Table 3.1: Selection requirements applied to electron candidates. 

Er > 20 GeV 

E/P < 1.8 

E1wd/ Ecm < (l.05 

Lshr < 0.2 

Track/Strip Matching 

I Ze/ectron - Zvertex I < 5 crn 

I Zverlc:z: I < 60 Clll 

Fiducial R.equirementf; 

3.1 Inclusive Electron Sample 

As noted in Section 2.8 , electron candidates are formed by matching CEM clusters to 

charged tracks. The process begins with the level 1 trigger, where the trigger accepts all 

events possessing Er > 8 GeV. At level 2, where tracking information becomes available, 

the trigger requires that a CEM cluster with Br > 16 GeV must match a CFT track with 

PT > 12 GcV. Due to the fact that thi8 level 2 trigger is only about 90% efficient for fiducial 

high-p'l' electrons[16], an additional level 2 trigger based on f/Jr was added. This trigger 

requires a CEM dm1ter with ET> 16 GeV along with 20 GeV of raw I/Jy. 

In all cases, since the cuts applied at level 3 are subsets of the cuts that are applied 

offiine, we choo8c only to dc8cribc the latter. We de8cribc these selection in 8ome detail 

below. 

Firnt, the Er requirement ii,; raised to 20 GcV. Secondly, we rcqmre a rough corre­

spondence between the CTC-measured momentum of a particle (P) and its GEM-measured 

energy (E) by imposing the requirement that E / P < 1.8. Since electromagnetic :,;bowers 

should deposit almost all of their energy in the CEM, we then demand that the ratio of 

electromagnetic to hadronic energy in the event sati:,;fy the criteria E had / Eem < 0.05. The 

strip chambers embedded near the shower maximum of the CEM also prove useful here by 
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allowing a more precise reconstruction of the shower location by fitting the lateral energy 

profile of the electromagnetic cluster. Correspondence between this measurement and the 

location predicted by the charged track associated with the electron candidate i:,; demanded 

in both the r- ¢direction (~x < 1.5 cm) and in the direction of the beamline(~z < 3.0 cm). 

Furthermore, a x2 te8t between the mea8lll"ed Hhower profile and the expected shape (as 

determined by testbeam electrons) is performed. Furthermore, an additional compatibility 

test between the energy deposition in the calorimeter towers that comprise the electromag-

netic cluster and the expected shape is performed. This is quantified by using the variable 

Lshr, defined as 

Etower _ Etestbeam 
L.shr := 0.14 2:= i i , 

i 14 E 2 a 2 (Jo. VE) + · testbeam 

(3.1) 

where Ef0 wer· is the observed energy in tower i, Efestbeam is the predicted energy in tower 

i, based on studie:,; of tcstbcam electrons, and <7tcslbcam is the uncertainty on the expected 

value. The sum over i runs over all adjacent towers associated with the electron candidate. 

The distance between the interaction vertex and the reconstructed track in the z direction 

must be less than 5 cm. In addition to this, this vertex must lie within 60 cm of the center 

of the detector. Finally, fiducial criteria remove those electrons candidates whose corre-

sponding electromagnetic clusters lie close to the boundaries between detector components 

in order to ensure that electron energies are well-measured in the CDF detector. In table 

3.1, we summarize the selection criteria that are applied to electron candidates. 

Employing Htudies of Z-boson decay, the efficiency of these selection criteria has been 

measured to be 81.9 ± 0.7%. This is done by using a set of tight selection criteria in order 

to find one electron originating from this decay, while the selection criteria listed above 

arc applied to the secondary lepton. The invariant mas:,; of the two electron candidate:,; is 

required to be between 75 and 105 GeV. 

At this point in the event selection, many of the electron candidates in our data sample 

do not originate from W decay. An important source of background that can be easily dealt 

with i:,; the 1:10-callcd "convcrnion" electron:,;, electron candidates that originate from photon 

conversions in matter or Dalitz decays. Defore the application of selection criteria designed 
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to remove them, these electrons compose approximately 35% of the inclusive electron sam­

ple. These electrons can be characterit1ed by having an oppositely charged track whose 

trajectory extrapolates backwards to an intersection point with the electron track. Thc:,;c 

tracks, when paired together, are required to have an invariant mass less than 0.5 Ge V / c2
. 

Furthermore, another characteristic of photon conversions is that they are more likely to 

occur within regions of the detector where there is large mass density. For this reason, 

conversion candidates are required to have less than 20% of the hits in the VTX than what 

would be expected for an electron. 

3.1.1 Inclusive Muon Sample 

We begin our definition of a muon candidate event by requiring that a charged track found 

by CDF's onlinc track processor, the CFT, po:,;:,;csscs PT> 12 GcV / c and point to within 5° 

of an associated muon "stub", or collection of coincident hits in the outer muon chambers. 

We then further subdivide this sample based on the muon subsystcm(s) in which the muon 

candidate is detected. Muon candidates with associated hits in both the CMU and CMP 

chambers arc known as CMUP muons, wherca:,; muon candidates with a1:11:1ociatcd hits in only 

one of the detectors are known as either CMU,CMP or CMX-only nmons, as appropriate. 

Backgrounds for muon candidates arise predominantly from hadrons that have pen­

etrated, or "punched through" the hadronic calorimetry and cosmic rays. Due to high 

background rates, and the fact that :,;omc of the muon triggers generate rates that arc 

unacceptably large, the trigger system for muon candidates is more complicated than the 

one for electron candidates. One difference is that for some muon triggers, we employ a 

procedure known as "prescaling". Prescaling involves selecting only a subset of the events 

passing a given trigger. If a trigger i:,; prcscaled by a factor N, then only one out of every 

N events passing the trigger in question will be added to the data sample. Furthermore, 

for the triggers in which we arc interested here, the number N changes as a function of 

the instantaneous luminosity. This even more convoluted procedure is known as "dynamic 

prescaling''. The level 2 muon triggers arc li:,;tcd in table 3.2. Each line in this table 

corresponds to a different trigger. 
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Table 3.2: The level 2 triggers for muon candidates. Each line in this table corresponds to 

a separate trigger. Prescaled triggers are indicated with asterixes. 

CMU-only muon candidates 

$r > 35 GeV and two jets having Er> 3 GeV 

CFT track with PT > 12 GcV /c ,matched to CMU stub* 

As above, but with an additional jet having Er > 15 GeV 

CMUP Muons 

I/Jr > 35 GeV and two jets with Br > 3 GeV 

CFT track with PT > 12 GcV /c ,matched to CMU and CMP 1:1tubs 

As above, but with an additional jet having Br > 15 Ge V 

CMP-only Muons 

I/Jr> 35 GeV and two jets having Br> 3 GeV 

CMX Muons 

I/Jr > 35 GcV and two jets having ET > 3 GcV 

CFT track with PT> 12 GeV / c ,matched to CMU stub* 

As above, but with an additional jet having Br > 15 Ge V* 

At Level 3, full offline reconstruction of muon stubs and CTC tracking is available. The 

distance between the extrapolation of the CTC track associated with the muon candidate 

and the muon stub (6-:i:: = r6.(p) is required to be less than 10 cm for CMU-only or CMUP 

muons, 25 cm for CMX muons, and 40 cm for CMP-only nmons. 

The muon candidates selected by the trigger system are then subjected to a suite of 

offlinc 1:1clection criteria, which arc listed in Table 3.3. We begin by demanding that the 

muon candidate have PT greater than 20 Ge V / c. A set of criteria designed to ensure that the 

muon stub should be associated with the same charged track ob1:1ervcd in the CTC, ii,; then 

implemented. This is done by comparing the position of the extrapolated CTC track with 

the location of the reconstructed track in the muon chambers. The lc1:11:1 stringent matching 

requirements for CMP-only and CMX-only muon candidates are due to the fact that muons 
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Table 3.3: Selection requirements applied to muon candidates. 

Pr> 20 GeV /c 

Track-Stub Matching: 

l..6.xlc:11.ru < 2.0 cm or l..6.:i::bvrP < 5.0 cm or l..6.xlc:MU < 5.0 cm 

Eem < 2.0 GeV 

Etwd < 6.0 GeV 

lIUpact ParaIUeter < 3 nun 

lzrnuon - Zvcrlex I < 5 Clll 

I Zvertex I < 60 Cill 

reaching the CMP or CMX traverse IUOre material, and are thus more prone to defiection due 

to multiple scattering, than those muons detected in the CMU. In order to reject punch­

through hadrons, the energy deposition in the calorimeters is required to be consistent 

with what would be expected from a minimum-ionizing particle. Thus, we demand that 

the energy deposition in the electrornagnetic(hadronic) caloriIUeter tower associated with 

the muon be less that 2(6) GeV. Furthermore, tracks originating from cosmic rays arc 

then rejected by requiring that the IUuon candidate reconstructed trajectory extrapolated 

backward to within 3 mm (in r - ¢) of the beamline, and by requiring that at r = 0 it is 

within 5 cm (in z) of the IUeasured VTX event vertex. 

The efficiencies of these selection criteria are once again measured using Z-boson decays. 

The combined efficiency of these selection criteria is IUeasured to be 94.1 ± 1 % for CMX 

muons, 90 ± 23 for CMU-only muons, 88 ± 2% for CMP-only muons and 93.6 ± 0. 73 for 

CMUP nm011S[43]. 

3.1.2 T'V Sample 

We now select the "inclusive W sample", a sample of event containing central high-pr 

lepton:,;, :,;ignificant f/Jr. We de:,;cribe in thi:,; section a set of selection criteria that arc 

designed to separate events arising from W-boson decay from those candidate events arising 
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from other Hmirces. Other source8 of high-pr leptons include semilcptonic decayH of heavy 

flavor and Z-boson decays. 

Compared to leptons originating from, for example, Hemilcptonic B hadron dccayH, 

we expect leptons originating from W decays to be relatively well separated from energy 

depositions in the calorimeter that arise from other particle8 in the event. In order to 

quantify this separation, we define a quantity known as "isolation". For electrons, isolation 

ii,; defined by the relation 

(3.2) 

where Efone is the calorimeter energy contained in a cone of radius ~R = 0.4 centered on 

the electron cluster centroid, and Ej. is the calorimeter energy of the electron. For muonH, 

we define a similar quantity. This quantity is defined by 

E cone _ Etower 
fl - '1 " '1' 

I = ?L ' 
Pr 

(3.3) 

where E~i;wer is the amount of energy found in the tower intersected by the muon candidate, 

p~, is the transverse momentum of the muon track, as reconstructed by the CDF tracking 

system. Events included in the inclusive W sample are required to have a primary lepton 

with isolation less than 0.1. 

Another signature of a lcptonic W decay is the lfJr associated with the undetected 

production of an energetic neutrino. An estimate of the JfJr in an event can be obtained 

by computing the inverse vector sum of the trarrnvcrse energy measured in all calorimeter 

towers. If the primary lepton in the event is a muon, a more precise estimate of this quantity 

ii,; obtained by including the muon PT in the Hum and 1:1ubtracting the energy depoHited in 

calorimeter towers associated with the muon. Corrections are also made for other minimum-

ionizing tracks in the event, if they posses transverse momentum in excess of 10 GeV /c 

and pass matching requirements with a muon stub. Only events with JfJr > 20 GeV, as 

determined by this calculation, are considered as possible W candidates. The efficiency of 

this selection has been estimated to be 83% for tt events. 

Evcnti,; consi1:1tcnt with originating from the decay of a Z-boi,;on arc al8o removed. A 

Z-boson candidate is defined by requiring two oppositely-charged, electrons or muons m 
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Table 3.4: The number of events remaining after each stage of the inclusive W selection. 

The lepton selection criteria are presented in Tables 3.1 and 3.3 for electrons and muons 

respectively. 

Selection Criteria Muons Electrons 

Lepton Selection Criteria 87892 121123 

Ilad Run Removal 84251 115699 

Isolation < 0.1 51102 76791 

$r > 20 GeV 38602 57675 

the event, each having PT > 20 GeV / c, and the pair having an invariant mass in the region 

between 75 and 105 Ge V / c2
. In order to remove radiative Z decays, the invariant mass 

of the lepton pair with any high-pr photon candidate in the event must also lie outside 

this mass window. Furthermore, some periods of operation of the CDF detector are known 

to have been plagued by detector problems, imch as excessive noise in the muon chambers. 

Events collected during these periods, which are known as "bad runs", are are removed from 

the sample. The number of event removed from the sample for this reason is small, and is 

shown in Table 3.4. Events passing CDF's dilepton selection criteria[42] are also removed. 

The dilepton analysis also begins with the inclusive lepton ~mmplcs described above, but 

then searches for an additional lepton candidate of opposite charge having Er(PT) greater 

than 20 GeV. Additional selection criteria include $r > 25 GeV and the requirement of 

two jets with Er > 20 GeV. 

The number of events remaining after each step of the selection criteria described above 

is listed in Table 3.4. We plot the transverse mass of the primary lepton and JfJr in Fig. 

3.1. 

3.1.3 Kinematic Selection Criteria 

We now apply a set of selection criteria designed to increase the signal to noise ratio in our 

event sample. We first apply a set of jet cuts, to obtain the "W + 3 jet" sample. This 
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3.2.1 Simulation of Signal Events 

The principle of event generation is much simpler than its implementation. All of the event 

generators considered here begin with a tree-level calculation of the matrix element of the 

QCD or electroweak process of interest, and then fold the resulting matrix clement with an 

appropriate parton distribution function. At the time at which the Run I top analyses began, 

the MRSDO' partition functions[45] were chosen on the basis of their ability to reproduce 

CDF's W asymmetry data[46]. The generators then employ QCD cascade approximations 

to simulate higher-order effects. 

The vast majority of the Monte Carlo samples used in this analysis were generated 

with version 5.6 of the HERWIG Monte Carlo program[47]. HERWIG was originally chosen 

over another event generator, PYTHIA[48], due to the fact that it was shown to reproduce 

the ob:,;erved properties of multijet events in the CDF data[49]. Calculatiorn; with PYTHIA 

are used as a cross check and the ability to generate PYTHIA events without initial state 

radiation is a valuable tool in the computation of several systematic uncertainties. 

The simulation of tt production by both HERWIG and PYTHIA is based on the leading 

order QCD matrix clement. HERWIG then continues with coherent parton shower evolution, 

cluster hadronization, and an underlying event model based on data collected by CDF. 

PYTHIA, on the other hand, fragments parton using the Lund string model and models 

the underlying event with a simulation of multiple parton scattering. Thus, both of the 

aforementioned generators take into account color correlation between the initial and final 

state partons. The decays of B hadrons are modeled by a simulation based on data collected 

by the CLEO experiment[50]. 

The output of the event generators consists of a set of four vectors for a number of 

stable particles. The:,;e four-vectors can then be input into the CDF detector simulation. 

Although CDF has a complete detector simulation available, analyses involving top quark 

production use a simulation based on parameterized detector response. The parameteri­

z;ations of detector response in this simulation are based predominantly on testbeam data. 

Not surprisingly, they have been found to better model the hadronic response of the CDF 

calorimeter systems than the low level simulation. Since this simulation produces data 
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detector simulation used is the same as the simulation used for signal events. The default 

renormali~ation scale used in this generation was set to the mean square pr of the outgoing 

partorrn. Calculations using another Q2 scale (M~-) were made in order to estimate our 

sensitivity to variations in our Monte Carlo model of the background shape. 

Using this technique, a wide variety of distributions in large samples of W + jets events 

have been reproduced[52]. In addition to this, we have tested the ability of VECBOS to 

reproduce the background pr distribution2 in modified W + 3.5 jet samples expected to be 

depleted in both tf and W + jet events. These events were selected by requiring that they 

pass all of our W + 3.5 jet selection criteria except for the isolation requirement. 

That is, we define our "non-isolated W + 3.5 jet sample" to be those events passing all 

of our W + 3.5 jet selection criteria, except for the lepton isolation requirement. For these 

events. we demand that 

Jc(Ji) > 0.1 . (3.4) 

This data sample is interesting due to the fact that we expect events passing this selection 

to originate predominantly from background events containing no W-bosons. These "non-

W" backgrounds are not included in the VECBOS calculation, and there is thus no a priori 

reason to expect their kinematics to be well predicted by our background simulation. 

A comparison between the VECBOS prediction for two different renormalization scales 

and a sum of VECI30S plus 70% non-isolated data is given in Fig. 3.4. The magnitude 

of the non-isolated data contribution is chosen to be approximately equal to the expected 

contribution to our background estimate for sources other than QCD production of W + 

jets. The agreement between these two predictions is satisfactory. 

3.3 B Hadron Identification 

Although further kinematic selection, beyond what was employed in section 3.1.3, is possible[53], 

at this point we begin to employ a more efficient technique to separate our signal events 

2This distribution amounts to the "rec:onstructc<l top py" in background events. That is, it is the 
fitted (please refer to section 4.2) transverse momentum distribution of the three jets in the event that our 
reconstruction algorithm associates with the hadron-side top quark decay. 
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from background. We avoid applying further selection criteria on event shape variables and 

other event properties due to the small si~e of our data sample. However) the fact that 

tf events arc expected to result in two b-hadrons in the final state provides a powerful for 

background rejection. Due to the fact that the vast majority of the background sources to 

the W + 3.5 jet final state do not have heavy flavor in the final state, the efficient identi­

fication of fl-hadrons is a powerful selection mechanism. In this chapter we describe two 

methodologies for doing exactly this. One of these methodologies (SVX tagging) exploits 

the measurable lifetime of the fl-hadrons, and the other exploits their semi-leptonic decay 

modes (soft lepton or SLT tagging). 

Due to the fact that the number of [Hags per event is different in signal and background, 

this technique also provides a methodology to estimate the total background in our data 

sample. By separating our sample of tf candidate events into so-called "tagging subsam­

ples", each of which is defined by the number and type of b tags that it possesses, we can 

fit to the fraction of tf events in our data sample. These tagging subsamples will also prove 

invaluable when understanding the kinematic resolution of tf events, due to the fact that 

the JJT resolution achieved by our reconstruction algorithm is better in events that possess 

b-tags. This brings to the fore yet another benefit of having b-tagging information: due 

to the fact that jets possessing b-tags have a high probability of arising from the l>-quarks 

produced in Standard Model top quark decay, the correct assignment of jets to partons in 

tt events possessing one or two b-tags is simplified. 

Clearly, the identification of B-hadrons will be a very important capability in our study 

of top quark production kinematics. 

3.3.1 The SVX Algorithm 

Since B-hadrons have a lifetime of approximately 1.5 ps, and are produced with a most 

probable pr of approximately 60 GeV /c in decays of the top quark) they travel an average 

of 3.4 nun in the radial direction before decaying. Such "secondary vertices" are detected 

using the silicon vertex detector described in section 2.4.1. 

In order to determine the location of the primary vertex in the event, a weighted fit of 
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were required to extrapolate to within 5 cm of the associated vertices in z. 

A sample secondary vertex is depicted in Fig. 3.5. The tracks originating at the sec­

ondary vertex arc used a:,; an input to a [1-tagging algorithm. The aim of thi:,; algorithm is 

to associate displaced vertices formed by two or three charged tracks with jets in the event. 

The algorithm perform:,; two passes, the fl.mt :,;earching for secondary verticc:,; compo:,;ed of 

three high-impact parameter tracks, employing loose track quality requirements. If this 

pass fails to find an acceptable :,;econdary vertex, a second pass, using more :,;tringent track 

quality requirements, performs a search for acceptable two-track secondary vertices. The 

SVX tagging algorithm then attempt:,; to a:,;:,;ociate these tracks with a jct in the event. A 

"jet", in this context, is required to have uncorrected Er > 15 GeV and lnl < 2.0. Large 

impact-parameter tracks arc associated with such a jct if the opening angle between the 

track direction and the jet direction is less than 35° . The algorithm then computes a quan­

tity known as Lxy, defined as the distance between the primary and :,;econdary vcrtice:,; in 

the transverse plane. A jet with associated high impact parameter tracks is deemed "SVX 

tagged" if 

Lxy/a(L.r,y) > 3.0 . (3.5) 

The sign of L:z:y is chosen to be positive if the vertex is in the same hemisphere as the jet 

in question, negative otherwise. The SVX tagging algorithm is describe in more detail in 

references [16 , 44]. 

The SVX algorithm is CDF's mo:,;t powerful technique for identifying [1-jets in tf events. 

The efficiency for tagging at least one jet in a tt event has been measured to be approximately 

48%[37]. For background sources possessing real l1-quarks in the final state, this efficiency 

is approximately 253. For those background sources not possessing b-quarks, the efficiency 

falls to about 5%. This efficiency depends on the kinematic selection criteria used to define 

the data sample. 

The largest :,;mirce of background to SVX-tagged tf candidate is inclusive W production 

in association with jets containing band c quarks. These heavy quarks can arise from gluon 

splitting (g ---+ bb). Charm quarks can abo be produced from s quark:,; in the initial stage, 

a process that will be referred to as W c production. Feynman diagrams for the production 
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Figure 3.6: Sample Feynman diagrams for W c and Wbb production. These are both im­

portant sources of background to b-tagged tt candidate events. 

s ~ w u ~w 

c b 

g c d 

b 

processes arc given in Fig. 3.6. 

Fake tags, i.e. secondary vertex candidates associated with jets that contain no real 

secondary vertices do occur. In order to calculate the rate at which we expect fake tags to 

occur, we first assume that the distribution of Lxy for jets containing no heavy Havor is sym­

metric about Lxy = 0. We measure the negative L.r-y distribution in jets, and parameterize 

it as a function of jet Er, r7, and the number of reconstructed fiducial SVX tracks in the 

event, and we use this to calculate a so-called "fake matrix", which describe the probability 

for a jet not containing heavy flavor to be tagged by the SVX algorithm3 . This fake matrix 

can then be applied to the W +jct data samples in order to determine the number of fake 

tags expected in our data samples. 

3.3.2 The SLT Algorithm 

Since the branching fraction for the inclusive decay b---+ f.vX, (£ = e, µ) is approximately 

20%, an alternative mechanism for identifying heavy flavor decays is to search for the leptons 

arising from these decays. Since these leptons typically have momentum on the order of a 

few Ge V / c, and are thus rrmch less energetic than the primary leptons in tt events, such 

a procedure is referred to as "soft lepton tagging", or SLT. Soft leptons such as the ones 

3 A similar matrix is also calculated for the SLT tags described in section 3.3.2 
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described above can also arise from cascade decays such as b--+ cX--+ PvY. Due to the fact 

that these leptons arise from heavy flavor decays as opposed to leptonic W decay, they also 

have a higher probability of being non-isolated. The SLT algorithm at CDF searches for 

soft electron or muon candidates in a manner optimil':ed to identify them in such a complex 

environment. 

These leptons candidates arc defined by associating CTC tracks with muon stubs or 

electromagnetic clusters. In particular, due to the fact that we wish to maintain efficiency 

for the leptons arising from the cascade decays mentioned above, we consider leptons with 

PT as low as 2 GeV / c. The lepton trajectory is required to be within 6..R < 0.4 of a jet 

possessing calorimeter Er > 8 GcV. If the lepton turns out to satisfy the selection criteria 

described below, this jet is said to be "SLT tagged". For electron candidates, we impose 

several selection requirements in order to ensure that the electromagnetic cluster in question 

matches the profile expected from such a lepton. In particular, the transverse profile of the 

energy deposition in the cluster in both the CEM and the CES are required to match the 

expected profiles from testbeam electrons. A somewhat different clustering algorithm is 

used for primary lepton candidates, in order to deal with the fact that these lept0118 tend 

to be non-isolated. For muon candidates, tracks in the CTC are matched to corresponding 

tracks in the muon charnbern. A more complete description of the SLT tagging algorithm 

can be found in [16]. 

We measure the efficiency of the SLT tagging algorithms using well-understood sources of 

leptons. For electrons, photon convcn1ions arc used, whereas for muons, the decay J /1/; --+ µtt 

is used. Applying this efficiency (which is a function of the transverse momentum of the 

lepton in question) to Monte Carlo tf events allows us to measure the tagging efficiency in 

tf events to be approximately 15%[37]. 

The SLT algorithm iH le88 efficient than the SVX tagging algorithm, and it also ha8 a 

higher rate of fake tags. The principle background source to SLT tags is fake tags, that 

is, particles that are identified as leptons by the algorithm but are not actually leptons 

associated with the semi-leptonic decay of a heavy quark. Conversion electrons and muons 

originating from Kaon decay are possible sources of these fake tags as are hadrons that are 
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misidentified as leptons. As was done for the SVX algorithm, a fake matrix can be calculated 

by measuring the fraction of events in generic (mostly light-quark) jets that possess SLT 

tags. Applying this matrix to the W + jct data :,;ample result:,; in an estimate of the number 

of fake tags. 

Despite the larger background rates, since the SLT algorithm tags l>-quarks in a fashion 

almost completely uncorrelated with the SVX, it provides additional information as well as 

serving as a cross check. 



Chapter 4 

Reconstruction of tt candidates 

In the preceding chapters, we have described our methodology for selecting ti candidate 

events at CDF. We now proceed to describe our methodology frn- reconstructing the tt 

kinematic variables that describe the production and decay of the tf system. In order to do 

this we must first make unbiased meamll'ements of the "physics objects" in the event and 

then proceed to correctly assign these physics objects to the initial state partons. 

Although the energy depositions recorded in CDF's calorimeter subsystems arc corre­

lated with the energies of the partons from which they evolve, a set of corrections to the 

reconstructed jct energies must be applied in order to obtain make unbiased measurements 

of the jet energies. These corrections account for such effects as the absolute energy scale of 

the calorimeter, the energy deposited in the hadronic cluster by particles arising from the 

underlying event, multiple interactions and the relative response of the various calorimeter 

subsystems. An additional set of flavor-specific corrections arc also applied. 

Following a description of these "jct energy corrections'', we proceed to describe the 

kinematic fit we use in order to reconstruct our tt candidate events. Due to imperfect 

measurement of the relevant physics quantities in the event, and the resultant ambiguity in 

assigning the physics objects in the event to initial-state partons, our kinematic fit intro­

duces significant biases in event reconstruction. These biases arc a function of top quark 

PT· 

61 
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4.1 Jet Energy Corrections 

The raw jet momentum iH calculated by a vectorial Hummation of the calorimeter towern con­

tained in the jet cluster. This raw jet measurement is performed employing the assumption 

that each tower in the cluster represents a particle of zero ma88[58]. 

In thi8 section we describe two 8et8 of correcti01rn: 

• those corrections applied to all jets in the event, and 

• those corrections designed for Standard Model tf. events that arc applied to the four 

jets in the event that are assumed to arise from the decay of the tl system. These 

correction themselves arc flavor-specific, with an additional correction factor applied 

to those jets that are associated with b quarks. 

4.1.1 Flavor Independent Jet Corrections 

To account for systematic differences between the parton momentum and the raw calorime­

ter energy of the resulting jct, we employ a set of flavor-independent jct energy corrections. 

These corrections are almost exclusively derived from CDF inclusive jet data, in a fashion 

that will be described below. 

The jct energy corrections arc incorporated into CDF\; offiinc reconstruction code using 

an expression of the form 

JJT(R) = (p'fi-.aw(R)frel - UEM(R))fabs(R) - UE(R) + OC(R). (4.1) 

In this equation 

• pf,aw (R) is the tra1rnverse momentum of the jet, as measured by the calorimeter, 

• R = J(Lir1)'2 + (L°:l.¢)2 = 0.4 is the cone radius frH' our clustering algorithm, 

• frd is the relative energy i,;calc, u1:1ed to correct for non-uniforrnitirn in the calorimeter 

response as a function of r7, 

• U EM(R) takes into account energy from multiple interactions in the event, 
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• J ab.s 8ct8 the abHolute energy Hcalc, 

• U E(R) accounts for the energy deposition due to to the underlying event, the extra 

energy due to the pp interaction that iH not a88ociated with the hard Hcattering in the 

event, and 

• OC(R) iH the correction term for energy not contained in the cone of radiu8 R = OA 

and is the so-called "out of cone" correction. 

The relative energy correction iH derived from a dijet balancing analyHiH, and accountH 

for differences in the detector response in the different calorimeter subsystems[58]. The 

plug and forward regions can thus be calibrated relative to the central calorirneter. The 

uncertainty in the relative corrections ranges from 0.2-4.0%, with the higher values occurring 

near the cracks between detector components. 

Due to the fact that the rnean number of interactions per bunch crossing increased from 

0. 6 in Run IA to 1. 8 in Run II3, different values for the U EM ( R) and U E ( R) terms are used 

for data collected during these two time periods. For Run IA, the sum of these two terms 

was set to 0.72 GeV /c. This correction was applied after the absolute correction described 

below. For Run IB, these two effects were separated, with UEM(0.4) = nv0.197 GeV/c, 

where n 11 is the number of additional rccorrntructed vertices in the event. For the underlying 

event, we subtract UE(0.4) = 0.65 GeV /c aft.er the absolute corrections have been applied. 

The uncertainty in thcHe corrections is very Hmall, as Hhown in Fig. 4.1. 

The absolute correction:,; arc derived by requiring correspondence between the :,;imulation 

of the CDF calorimeter and the data. The absolute calorirneter energy scale is studied using 

testbeam data, minimum bias evcntH, and actual phyHicH data. ThiH correction accountH 

for, among other effects, calorimeter non-linearity, cracks between detector cornponents, and 

variation of calorimeter response between and along the different wedge:,; that compose it. 

The absolute correction, fa&s(0.4) varies from approximately 1.3 for raw jet PT= 15 GeV /c 

to about 1.12 for raw jct PT > 100 GeV /c. The uncertainty in the:,;e correction8 in plotted 

in Fig. 4.1. 

Soft gluon radiation from final-state partons results in observed energy depositions that 
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lie outside the clustering region. This is accounted for by applying an out-of-cone correction 

that varies with PT in almost exactly the same fashion as the absolute corrections described 

above. In order to compute the systematic uncertainty in this correction, W + 1 jct data 

was compared to HERWIG simulations of the same process. In both cases, the distribution 

of energy contained in an annulus with inner and outer radii of R = 0.4 and R = 1.0 iH 

computed. The mean of the ratio of these two distributions is taken to be the systematic 

uncertainty in the out of cone correction. This systematic uncertainty varies from approx­

imately 53 for raw jet PT = 15 GeV / c to about 1 % for raw jet PT > 100 GeV /c. In 

addition to thiH, we aHHign an additional "Hplash-out" uncertainty of 1 GeV / jet to account 

for the energy deposited in the regime R > 1. This uncertainty has been shown to be quite 

conservative[37]. 

In summary, the total correction factor varies from about 1.65 at corrected jct PT = 

15 GeV /c to 1.35 for jet PT > 120. The total systematic uncertainty in the corrected jet 

energies varies from about 10% at corrected jct PT = 15 GeV /c to 3.5% for jct PT > 120. 

4.1.2 Flavor-Specific Corrections 

The four leading jets in the event are assigned by our reconstruction algorithm to the jets 

arising from the decay of the tl system (see section 4.2). These corrections account for three 

separate effects, and their magnitude has been estimated using calculations that employ the 

HERWIG Monte Carlo program. The effects arc: 

• the difference in PT spectrum between a jet originating from top quark decay and the 

flat PT spectrum used to derive the absolute corrections, 

• the energy lo8t through sernileptonic heavy Havor decays, in particular from the un­

detected neutrino, and 

• the differences in energy deposition in the calorimeter between dijet final states and 

the nmltijet final state8 associated with tt candidate events. 

In Fig. 4.2, we compare the PT distributions for b quarks in HERWIG tt decays with the 

PT distribution of light quarks arising from the hadronic top quark decay. 
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The flavor-specific corrections arc different in the case where the jct in question is 

associated with an SLT tag. There are separate correction factors for soft electron and 

soft muon tags. The magnitude of the flavor-specific correction for each of the four possible 

cases is plotted in Fig. 4.3 as a function of corrected jet PT· The uncertainty in these 

corrections is estimated by computing the RMS difference between the corrected jet energies 

and the parton energies in HERWIG Monte Carlo samples. These uncertainties are used in 

the kinematic fit described below in order to define the range over which the jet energies 

are allowed to vary. 

A separate systematic uncertainty is not required for the parton-specific corrections. 

Uncertainties can that could arise from calorimeter response or the modeling of soft gluon 

radiation have already been taken into account. We investigate separately the effect of vary­

ing the momentum distribution of the top quarks (and hence the momentum distributions 

of their associated daughters). 

4.2 The Kinematic Fit 

The process of reconstructing the kinematics of tt events involves finding measurable quan­

tities in the event that arc correlated to the kinematic quantities of interest. Thus, in 

principle, it is possible to make a measurement of the top quark PT distribution by employ­

ing ~mch quantities as the total transverse energy in the event (often referred to as Hr) or 

by using the measured PT distribution of b-tagged jets in the event. Employing a technique 

such as this one docs present its difficulties, however, in that many possible systematic 

effects are folded into the measured distribution. Ideally, we would like to reconstruct the 

actual variable of intere8t (in this case PT) on an event-by-event basi8. ThiH is the approach 

that the CDF collaboration has traditionally chosen for it's top quark mass and kinematics 

rneasurernent8[57, 59], and is the approach that we adopt here. 

Let us focus, for the moment, on the lepton +jets final state, arising from the process 

depicted in equation 1.25. 

In the absence of initial and final state radiation. we expect four jets, a lepton, and a 
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Table 4.1: The fraction of HERWIG Monte Carlo event8 decaying into a "lepton+ jct8" final 

state and passing all of our selection criteria for which the correct jet-parton assignrrnmts 

arc made by our kinematic fitting technique. 

No Tag One b-tag Two b-tags 

0.285 0.315 0.578 

neutrino in the final state. We use the variable X to signify any additional particles against 

which the tf 8Y8tem i8 recoiling. 

After applying the 8clcction criteria dc8cribcd in Section 3.1.3, we as8ociatc the highc8t­

PT(ET) isolated muon( electron) candidate in the event with the lepton originating from the 

8emi-leptonic decay of one top quark( the "primary" lepton). The mi88ing tran8vcrnc energy 

in the event is taken as an estimate of the transverse energy of the neutrino associated 

with thi8 8amc decay. We arc now faced with the problem of as8ociating the mca8lU"cd jct 

energies in the event with the hadronic decay products of the tf pair. 

We begin by examining the assumption that the four highest Bl' jets in each event are 

associated with the decay products of the top quark. In the absence of initial and final state 

radiation, this would be the correct assumption to make. However, in HERWIG Monte Carlo 

samples, the fraction of tf events in which one of the leading four jets arises from either 

initial or final state radiation1 is approximately 45%. Thus, employing this assumption will 

lead to a 8ccnario where we can make the correct jct-parton as8ignmcnt8 at moi,;t 55% of 

the time. In Table 4.1, we present the fraction of correct parton assignments achieved by 

our kinematic fitter a8 a function of the number of b-tag8 in the event. Thu8, we could 

consider adding information from additional jets into the event. In Fig. 4.4, we plot the 

number of jct8 in HERWIG Monte Carlo cvcnt8 (in addition to the four jcti,; required to pass 

our standard selection criteria) that satisfy the selection cuts lr1I < 2.4, B1· > 8 GeV /c. In 

approximately 50% of the the event8, there exist8 at lea8t one additional jct. 

Figure 4.4 certainly demonstrates that the fifth jet information is there, if we choose to 

1 This fraction is usually referred to as the "hard gluon fraction". 
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constraints). 

• The invariant mass of the two top quarks must be mt= 175 GeV /c2 (2 constraints). 

• The invariant mass of the b/ system must be M~t· = 80.4 Ge V / c2 . 

• The invariant mass of the two jets originating from the hadronic W decay must be 

equal to Mw. 

The relevant unmeas1ircd quantities arc the three components of the neutrino momcn-

tum. 

We choose to solve the resulting over-constrained system of equations by minimi~ing the 

x2 

+ 

+ (4.2) 

Since there are six constraints and three unknowns, we are left with a three constraint (3C) 

fit. 

The first sum in Equation 4.2 runs over the primary lepton and all the jets in the event 

satisfying the selection criteria 1771 < 2.4 and Er > 8 GeV, whereas the second sum runs 

over the transverse components of the calorimeter energy depositions not associated with 

any jets, the "unclustered energi' . The variables Er and Ui refer to the values output by 

the fit whereas the variables Br and Ui refer to the measured (input) values. The symbol 

f refers to the primary lepton in the event whereas u stands for the inferred neutrino. The 

mass of the W boson is set to 80.4 GeV/c2 , and its width (r~v) is set to 2.1 GeV. The mass 

of the top quark is set to 175 GeV / c2 , and its width (rw) is set to 2.5 Ge V. The kinematic 

resolution has been found to be virtually independent of the values of the widths used. The 

uncertainties in the measured jct and lepton energies arc discussed in Sections 4.1 and 2.3, 

respectively. The x2 is minimi~ed employing the MINUIT algorithm[60]. 
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In the absence of b-tagging information, there arc 12 different ways to assign the four 

leading jets in the event to either the hadronically-decaying W-boson or one of the two b 

quarks that would be expected in tt events. The two jets assigned to the hadron-side W 

boson can be interchanged without creating a new permutation. Furthermore, the solu­

tion frn- the z component of the neutrino'8 momentum has a quadratic ambiguity typically 

resulting in two solutions for every possible jet-parton assignment, or 24 permutations in 

total. If there are jet8 in the event p088essing an SLT or SVX tag, these jets are required to 

be associated with b quarks in the fit. This reduces the number of possible configurations to 

4(12) in the case of 2(1) b-tagged jet8. We perform the fit for all permitted configuratiorn 

and choose the solution with the best x2. 

Events for which the lowest permitted x2 is greater than 10 are rejected. This cut 

remove8 22 event8 from our dataset, leaving us with 61 event8 in our data Hample. This fit 

provides, on an event by event basis, a measurement of the top quark transverse momentum. 

We define the top quark PT in an event to be the the vector sum of the transverse components 

of the jet momenta associated with the hadronically-decaying top quark candidate. 

4.3 Kinematic Resolution and Parton Assignments 

When the fitter is run on the standard HERWIG Monte Carlo samples and the output is 

compared to the true values for a given kinematic variable, it is found that the PT reso­

lution functions are broad, asymmetric, and non-Gaussian. For example, in Fig. 4.5 the 

distribution of residuals (defined as PT(fittcd) - PT(true)) on reconstructed PT for events 

passing our selection selection criteria is depicted. 

Furthermore, in Fig. 4.6, we compare the expected distribution at the generator level 

(the "true" values) and for full detector simulation and event reconstruction. It is evident 

that the PT distribution could be significantly modified by reconstruction using the MINUIT 

mass fitter alone. 

In Fig. 4.5, the non-Gaussian nature of the PT resolution function becomes evident. 

In order to determine how the resolution varies as a function of true PT, in Fig. 4.7 we 
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the b quarks is tagged by either the SLT or svx algorithnu; will show somewhat superior PT 

resolution to untagged events. The shape of the observed momentum distribution in both 

tagged and untagged events is illm1trated in Fig. 4.8 for the case2
. where true top quark PT 

is in the range 150 GeV / c < PT < 225 GeV / c The improvement in resolution is not large, 

as evidenced by this plot. 

One also expects some differences in PT re8olution for top quark8 decaying into jets when 

compared to those decaying semileptonically. For true PT in the range 75 Ge V / c < PT < 

150 GeV /c, the lepton and jct side top quark PT distributions arc compared in Fig. 4.9. 

The plot in Fig8. 4.8 and 4.9 show that the gro88 features of the mca8ured PT di:,;tribu-

tions are the same in each of the tagging/decay mode subsamples. However, there are some 

significant differencc8 in the distribution8 as well. One such difference i8 apparent in Fig. 

4.9, where the probability to measure PT > 200 GeV / c is twice as large for a hadronic top 

quark decay as it is for :,;cmilcptonic decay. Thu8, an event with mca8ured PT> 200 GeV /c 

has a rather different interpretation in each case. 

More significant differences exist for the cases of the constrained MINUIT fit and the 

uncon8traincd fit, for both lepton-side and jct-side top quarks. The constrained fit , who:,;e 

x2 is denoted by x~ , is the version of the kinematic fit described in section 4.2 where we 

con8train the rccon:,;tructed top quark ma:,;:,; to be 175 GeV /c2
. In the uncon:,;trained fit, 

whose x2 is denoted by X~c' no such constraint is made. The RMS error decreases from 

44 to 36 GcV, while the acceptance dccrease8 (for both 8ignal and background) by about 

153 when one removes events having x~ < 10, rather than making the same cut on x~.c 

Response functions for the two cases are compared in Fig. 4.10. They are once again similar 

in form, with the mass-constrained distribution being somewhat less biased toward lower 

It is clear from these di:,;tribution8, that the recon:,;tructed momenta returned by the 

MINUIT mass fitter are not an unbiased estimator of the true top PT distribution. The 

magnitude of this bia:,; depends, to a certain extent, on the tagging charactcri:,;tics of the 

~This is a somewhat arbitrary example, chosen because it is in this bin that the corrections to the VIIl\UIT 

output are largest 
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Chapter 5 

Measuring the Top Quark PT 

Distribution 

As discussed in section 4.2, we reconstruct tt events on an event-by-event basis by em­

ploying a kinematic fitting routine that constraim; the recom;tructed top quark mass to be 

175 Ge V / c2 . Due to biases that appear in the reconstructed PT distributions, we employ a 

procedure for correcting for thei,;e effects, thus producing a set of confidence levcb that have 

been corrected for all detector and reconstruction effects. This methodology is based on 

the ui,;e of i,;o-called "response functions," dii:;tributions of reconstructed transverse momenta 

in each of a number of true PT bins. These response functions depend, at some level, on 

the shape of the true PT distribution that is being reconi:;tructed, and we account for this 

systematic uncertainty in our confidence intervals. 

Before describing the unsmearing methodology used in this analysis, however, we engage 

in a brief discussion of correlations between the reconstructed and true transvernc momenta 

of the top and anti-top quarks in a given event. Evidence of a strong correlation between 

these two quantities forcei,; us to use the information from only one top quark per event. 

We also describe the calculation of the expected backgrounds in the data sample used to 

rneai,;ure the top quark PT distribution. This calculation uses the output of the b-tagging 

algorithms described in Sections 3.3.2 and 3.3.1. 

81 
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5.1 Backgrounds to tf Production 

In order to extract the true top quark PT distribution, we must understand both the shape 

and normalization of the background contributions to our data sample. In this section, 

we describe the background calculation that fixes the normafomtion of the estimated back­

ground distributions. Although the majority of the background contribution is expected 

to arise from QCD production of W + jets, a number of other background sources also 

contribute. We base our calculation on the background calculation performed in the mea­

surement of the top quark mass. This calculation is sunnnari~ed below, and a more complete 

description can be found in [37]. 

The primary source of background in our data sample is expected to be "W + jets" 

production. A sample Feynman diagram for thi8 procc88 i8 depicted in Fig. 3.3. Two 

important differences between t[ production and this process allow for their separation. 

Firntly, the jct energy spectrum in tt dccay8 is significantly more energetic than for cvcnt8 

produced through this background process. Secondly, the vast majority of W + jets events 

do not contain jct8 originating from [)-quarks. Thc8e arc the rationale behind the kinematic 

selection criteria espoused in section 3.1.3 and the tagging algorithms described in sections 

3.3.2 and 2.4.1. 

The bulk of the background calculation is performed in the so-called "mass sample", a 

subset of the 164 events selected in 8ection 3.1.3 that, in addition, po88CSS event kincmatic8 

that are well-described by the tt hypothesis. A kinematic fit almost identical to the one 

described in 8ection 4.2 is used in order to make this selection cut, with the sole difference 

between the two fits arising from the fact that this fit is used to measure the top quark 

ma8s on an event-by-event basis, and tlnrn the top quark mass is not con:,;traincd in the 

fit. Imposing the requirement that the x2 of thiH two-c01rntraint fit be le88 than 10 removes 

13 events from the data 8amplc. Thus, the calculation:,; and tagging cffi.cicncie:,; that arc 

described below refer to those calculated for this 151 event sample. At the end of this section, 

we apply a small correction factor to thc:,;e background estimate:,; in order to account for 

the somewhat-more-stringent selection criteria that will be used in the measurement of the 
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top quark PT distribution. 

The calculation is based on the probabilities of observing either an SVX or an SLT 

b-tag in signal and background events. We first subdivide our data sample into several 

subsamples, based on kinematic criteria and what b-tags, if any, arc present in the event. 

Knowing the tagging probabilities then allows for a calculation of the expected background 

contribution to each of these subsamples. Some of these contributions arc estimated as a 

function of the number of background W-candidates in the data sample, whereas others are 

absolute predictions. The top mass sample background fraction can then be calculated by 

a fit to the observed number of events in each of these subsamples. 

The events are first subdivided into "Class I" events and "Class II" events. Class II 

events have four or more jets satisfying the selection criteria lr1I < 2.0, Er > 20 GeV, 

whereas Class I events have exactly three jets satisfying this criteria. The tagging probabil-

ities frn- these two event classes will be different due to the differences in the kinematics of 

the jets in the event. Furthermore, Class II events have a higher signal to background ratio 

than class I events. We then proceed to further subdivide these events into four "tagging 

subsamples"\ which are 

1. SVX Tags - events possessing only SVX tags, 

2. SLT Tags - events possessing only SLT tags, 

3. SVX and SLT Tags - events possessing both SVX and SLT tags, 

4. No Tag - events with no b tags. 

The expected number of events in each of these 8 subsamples can be calculated as a 

function of the tt fraction of the dataset and the number of background W + jets events 

in the sample. The latter arises due to the fact that some of the background sources arc 

calculated relative to this number. The expression used to perform this calculation is of the 

1 Note that these subsamples a.re different than those used in the measurement of the top quark mass, 
and are chosen to optimize the precision on the estimate of the tt fraction in the top mass candidate event 
sample. 
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form 

Ni N +""""' k Nk + """"'di l i N e.r,p = aj tf L cj abs,j L '.i 1j lF· (5.1) 
k 

An equation of this form applies to both the class I and class II events. The parameter 

aj is the tagging probability in the lh tagging 1:1ub1:1ample, while cJ' and b~ arc the tagging 

probabilities for background processes k and i. These tagging efficiencies are computed by 

simulation of the detector response to each of these final 1:1tatcs. A list of the background 

processes that we consider is given in table 5.3. The first six background sources listed in 

this table arc absolute prcdiction1:1, 1:10 that their contributiorrn arc taken into account by 

the first sum in equation 5.L where N~bs,i is the number of background events expected 

from the klh background source. The final four background sources given in this table arc 

calculated relative to the number of real W events not arising from tf production, Nvv. 

Their contributions are taken into account by the second sum, where d) is the constant of 

proportionality between the expected number of background events from source i and Nvv. 

Equation 5.1 amounts to a prediction for the expected number of events in each of our 

8 tagging subsamples as a function of Na and N~v. We eliminate one of these unknown 

paramctcrn by demanding that the expected number of events in each event class be equal to 

the observed number of events. At this point, we are left with one parameter for each class 

of events, the fraction of tf. events in the dataset. A maximum likelihood fit to the number 

of observed events in each of the tagging subsamples is then performed in each event class, 

resulting in an estimate of the tf fraction in each of these 1:1ub1:1et1:1 of the W + 3.5 jct data 

sample. The results of the fit are shown in Table 5.1, and a comparison of the observed and 

expected numbers of events in each of the 8 subsamplc8 is given in Table 5.2. 

The background estimates that were used to derive the results presented in table 5.3 are 

determined from a combination of data and Monte Carlo studici,;. Herc we briefly expand 

on how this was done for each of the background sources. The non-W fraction is calculated 

directly from the data[54]. This is performed by measuring the number of b-tags as a 

function of lepton isolation and I/Jr. Due to the fact that we expect the sample with low 

ii,;olation and low 1fJr to be csi,;cntially devoid of real W cvcnt8, we can u8c the number of 

tags in this sample to predict the number of fake tags in events in the signal region. Di boson 
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Table 5.1: The resulting estimate for the composition of the 151 event Top Mass Candidate 

sample. These estimates are obtained using the likelihood fit described in the text. From 

[37]. 

Process Class I Class II 

tt 11 5+rH 
. -.5.2 28 5+8·2 

. -7.6 

w;z+ jets 67 5+5·2 
. -6.4 28.1~r~ 

Other Bgds 7.9 ± 0.9 7.4 ± 1.8 

Table 5.2: A comparison of the predictions of the likelihood fit described in the text to the 

observed number of events in each of the 8 tagging subsamples. The sum of the expected 

number of events is constrained to the observed values in the fit. From [37]. 

Class I Class I Class II Class II 

ObHerved Observed Expected Expected 

Only SVX tags 3 10 5.6 12.4 

Only SL T tags 6 8 4.2 4.8 

SVX and SLT tags 3 4 1.1 3.0 

No Tags 75 42 76.0 43.8 

Total 87 64 87 64 

production is studied using the PYTHIA Monte Carlo program with the production cross 

section scaled to the theoretical value[55]. Similarly, the Z---+ TT rate is also studied using 

the PYTHIA Monte Carlo program, and the normalization is obtained by studying z+ jct 

production in the R.un I data sample. Iloth the PYTHIA and HERWIG Monte Carlo programs 

arc used to study single top production[56], with the theoretical cross section again being 

used (both the W* and W g fusion processes are taken into account). 

The calculation of the remaining contributions listed in table 5.3, relative to the number 

of background W candidate events in our data sample, is performed using a combination of 
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the PYTHIA, HERWIG, and VECBOS event generators. The Monte Carlo generaton; predict 

the relative production rates of each of these final states. Combining this with the tagging 

cfficiem:y appropriate for a given final state result:,; in a prediction of the relative magnitude 

of each of these contributions. 

One conclusion that arises from the results of this calculation is that there is little to 

be gained from including Class I events with no b-tag. Out of 75 observed events, only 5.2 

are expected to arise from tt production. In order to improve the signal to noise ratio, we 

remove these events from our data sample, leaving us with the 76 event sample that was 

used to make CDF's measurement of the top quark mass[57]. The expected background 

contribution in each of four tagging subsamples (different from those described above) is 

presented in Table 5.3. 

In section 4.2 we describe the kinematic fit that we employ in order to reconstruct top 

quark kinematics on an event-by-event basis. The fit is similar, but not identical, to the 

fit used to measure the top quark mass in the lepton + jets final state. The difference 

arises from the fact that we do not allow the top mass to fioat in the kinematic fit, instead 

constraining it to a value of 175 GeV /c2 . In order to take thi:,; into account, a correction 

factor to the above results must be applied. We employ VECBOS Monte Carlo event samples 

generated at two different renormalization scales in order to estimate this fraction. The 

results are consistent and are presented in Table 5.4. The results of this Monte Carlo Study 

indicate that we :,;hould :,;cale the estimated top mass background by a factor of 0. 79 ± 0.08 in 

order to predict the background contribution to the mass-constrained sample. This number 

ii,; obtained by taking the Q2 = (pr )2 VECBOS a:,; our central value and estimating the 

uncertainty by comparing to the result for the CJ2 = MA,. VECBOS sample2
• These results 

arc presented in Table 5.5. 

After summing the contributions presented in table 5.3 and applying the correction 

factor discussed above, we arrive at our final background estimate, presented in table 5.5. 

2 This is exactly what we would have expected from naive scaling based on the sizes of our data samples. 
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Table 5.3: The expected contribution arising from the various background sources to tf 

production. This chart lists the number of expected background events in various tagging 

subsamples of the top ma:,;:,; sarnplc[37]. Class I events with no b-tag:,; arc not included in this 

table. We apply a correction factor to generate the estimate of the background normali:.mtion 

in the data sample used to measure the top 1>'1 ' distribution. The SVX tagging subsample 

consists of events possessing one SVX tagi events in the 2SVX tagging subsample possess 

two of these tags, and events in the SLT subsample possess only SLT tags. 

Source svx 2SVX SLT No Tag Total 

non-W/Z 0.5 0.0 1.0 4.6 6.1 

WW 0.1 0.0 0.1 0.6 .08 

wz 0.0 0.0 0.0 0.0 0.1 

zz 0.0 0.0 0.0 0.1 0.1 

Z-t T T 0.1 0.0 0.2 0.5 0.8 

Single Top 0.0 0.0 0.1 0.2 0.4 

We+Ze 0.2 0.0 0.8 1.7 2.7 

Wbb+ Zbb 0.8 0.2 0.4 1.1 2.5 

Wee+ Zee 0.4 0.0 0.8 2.0 3.2 

W / Z +H,d,s 0.2 0.0 4.1 19.6 23.9 

Total I3gd. 2.4 ± 0.8 0.2 ± 0.1 7.6 ± 1.3 30.4 ± 4.5 40.7 

Ob:,;. Events 15 5 14 42 76 

Table 5.4: Number of events passing the mass selection criteria in two different VECBOS 

samples with and without the mass constraint. 

Sample No Constraint Constraint Fraction 

2.2 fb-l of C / tt- with q2 = (pr)2 413 324 0.785 ± (l.044 

-·1 - . '2 '2 6.19 fb of c with Q = Mw 1002 802 0.800 ± 0.028 
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Table 5.5: Estimated background content of our data sample. We divide the data into 

tagged and untag0 ·ed events. 
================================================ 

Tagging Subsample Background Estimate 

b-tagged sample (29 Events) 8.0 ± 1.5 

Untagged sample (32 Events) 23.9 ± 4.3 

5.2 Correlations 

The first question that we must consider is the statistical power of our data sample. Due to 

the fact that the momentum of the top quark and the anti-top quark are strongly correlated 

in any given event, we cannot make two independent measurements of the top quark PT 

spectrum in each event that passes our selection criteria. This is demonstrated in Fig. 5.1. 

where a scatter plot is made of the PT of the semileptonic decay against the PT of the 

hadronically-decaying top quark candidate. A strong correlation is evident. 

One can imagine several ways of dealing with this effect. One possibility would be 

to combine two correlated measurements of the PT spectrum. This approach, if adopted 

would greatly complicate the estimation of the statistical uncertainties associated with the 

measurement. The correlatimrn between the different :mbsamples used in the measurement 

would have to be understood. Although this could presumably be done by using Monte 

Carlo experiments, we have chosen to adopt a simpler approach. 

The approach that we have chosen involves making a measurement using only the re­

constructed PT of the top quarks that decay hadronically. This choice is made due to the 

fact that the predicted PT resolution fi.>r hadronic decays is less biased than that for the 

scmilcptonic top quark decays. By considering only one top quark in each event, we also 

arrive at a set of statistically independent measurements of top quark P'l'· This methodology 

greatly simplifies the uncertainty analysis. 

In effect, we discard any information on PT(tt). The loss of information with the limited 

statics of this sample is modest. 
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assumption about how the PT distribution varies across the bin in question. For example, 

the response functions depicted in Fig. 4. 7 are, in principle, only valid for the case where 

the PT distribution is identical to the HERWIG predictions. Two questions then arise. 

• Which assumption should we take to calculate the "central value"? 

• How sensitive are our results to reasonable variations of this assumption? 

The approach that we have decided upon relies on the data in order to estimate the shape 

of the true PT distribution within each true P'l.' bin. We employ an iterative "bootstrap" 

procedure. First, using the measured distribution, we formulate an initial estimate for the 

the fraction of top quarks produced in each PT bin. Using this, we frmn an estimate for 

the shape of the true PT distribution across each bin by linearly interpolating between the 

smeared data points, as depicted in Fig. 5.3. 

Using this estimate for the shape of the true PT distribution, we draw 5000 Monte Carlo 

events in each bin of true PT· A rejection algorithm ensures that the true PT is distributed 

as shown in Fig. 5.3. The resporn.;c functions for the untagged and tagged samples arc 

calculated separately. The data distribution in each tagging subsample is then used to 

construct the log likelihood function: 

(5.2) 

where 

• Ri is the fraction of top quarks produced in true bin i, 

• B is the background fraction in the tagging subsample under consideration, 

• the Tk , V are the response functions for the signal and background respectively, and 

• ttb ± O"(ttb) is the estimated background fraction within a given tagging subsample. 

The signal (T(pT)) and background (V(pT)) response functions are normali~ed to unity. 



Estimate of Underlying True PT Distribution

0

0.1

0.2

0.3

0.4

0.5

0 100 200 300



5.4. CHECKS OF METHODOLOGY 93 

Table 5.6: The parameterization m;cd in the fit. This provides a natural way to fit to the 

fractions in each true P'l.' bin subject to the physical constraints. 

True Bin Fraction 

0 < PT < 75 R1 = ~1 

75 <PT< 150 R2 = (1 - (1)(2 

150 <PT< 225 R :1 = (1- (1)(1- 6)6 

225 <PT < 300 R4 = (1 - ~i)(l - (2)(1 - 6) 

shown in Table 5.6, where we introduce three new parameters (i, 1, 2, 3 that arc 

constrained to lie between 0 and 1. 

We then maximize ln(,C) using the MINUIT library by varying the ~i· This gives us an 

estimate of the R i 's and hence the true P'l.' distribution. We then use the results of our 

fit as our initial guess for subsequent iterations of the bootstrap procedure. We define the 

termination point of the algorithm as the point at which the condition 

~new_ ~old 
1, l < 0 1 

cl~; - . ' 
(5.4) 

is satisfied for each ~i , where aew(~y1ct) is the value of ~i in the current(previous) iteration 

of the procedure, and 8~, is the statistical uncertainty (provided by MIG RAD). Asymmetric 

MINOS errors are used for the final uncertainty calculations. MINos[60], operates aft.er 

a minimum has been found, and calculates parameter uncertainties taking into account 

both parameter correlations and non-linearities. The algorithm proceeds by varying one 

parameter away from the minimum, and re-maximizing the likelihood with respect to the 

other two ~i's. By shuffling the rows in Table 5.6 so that a different Ri corresponds to 6 , 

we compute these uncertainty estimates for each of the four R1 's. 

5.4 Checks of Methodology 

We have performed Monte Carlo experiments in order to verify our methodology. These 

involve selecting random samples of 61 events from our standard HERWIG Monte Carlo 
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samples. Each of these samples contains 29 events with b-tags and 32 events with no tags. 

The background fraction in each of the two tagging subsamples is allowed to fluctuate 

around our the background estimates presented in Table 5.4 in a manner consistent with 

the uncertainties in these fractions. We draw the number of a background events from a 

Gaussian probability distribution with a width equal to the uncertainty in the estimate. 

Due to the fact that our bootstrap algorithm is rather CPU-intensive, we have decided 

to use a simplified version of our unsmearing procedure in performing some of the checks on 

the likelihood fit's inherent robustness. We choose to not vary the shape of the underlying 

PT distribution, which allows us to employ double-Gaussian fits of the type shown in Fig. 

4. 7 in our likelihood fit. These response functions arc calculated under the assumption 

that the variation of the PT distribution within each bin is as predicted by the Standard 

Model. This requires orders of magnitude less CPU than docs the process of constructing 

our response functions via rejection against an arbitrary PT distribution. Here we check 

only the basic principles of our methodology; later we shall assign a systematic error to take 

into account the fact that our bootstrap technique may not get the underlying assumption 

correct. 

For R1, R2, and R:~, it makes sense to fit the error distributions to single Gaussian 

functions. These plots are shown in Figs. 5.4-5.6. Only the resolution function for R:1 shows 

any significant deviation from the expected Gaussian distribution with unit width. About 

43 of the Monte Carlo experiments contribute to the long negative tail in the distribution. 

In order to understand why the algorithm fails to make a reasonable error estimate in these 

cases, we make a plot of the resolution function for the subset of Monte Carlo experiments 

with R:~ > 10-8 in Fig. 5. 7. In this plot we sec acceptable agreement with the unit Gaussian 

hypothesis. This indicates that in the small subset of the Monte Carlo experiments where 

the fit converges to Ra = 0, the fit's statistical uncertainty estimate fails to produce accurate 

estimates of the uncertainty on R3· In the fit to the datai however, we are operating in a 

region where Ra iR far from zero. In this region, Fig. 5.7 indicates that the fit iR indeed 

operating properly. 

For R1, we are basically limited to placing an upper limit on the distribution. It is the 
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Figure 5.9: The PT di8tribution for the hadronically-decaying top quarh in the con8trained 

mass sample. The shaded distribution is the estimated background distribution, with the 

8hapc a8 predicted by VECBOS. 
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how the acceptance varic8 for each of our true PT bin:,;, and we must correct for this effect. 

We have measured the acceptance for tt production as a function of top quark PT in HERWIG 

Monte Carlo samples by generating approximately 20000 events in each JJT bin and then 

processing them with the CDF detector simulation. In Table 5.7, we show the results for 

the acceptance in each bin of true JJT. We use these results to re-scale the corrected results 

in the previous section, resulting in the corrected results) shown below. 

R1 0 21 +0.22 
. -0.21 (5.16) 

R2 0 4 r::+o.2a 
. 0-0.2:1 (5.17) 

R3 0 34+0.H 
. -0.1 2 (5.18) 

R1 o ooo+o.o:H 
. -0.000 (5.19) 

R1 +R2 0 66+0.16 
. -0.16 (5.20) 

In the above) the uncertainties are statistical only. 
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Table 5. 7: Relative Acceptance results for the constrained mass sample in each true PT bin. 

We include only statistical errors on the acceptance. The results are normalized to f1, the 

absolute acceptance in the first true PT bin. 

True I3in Acceptance 

0 <PT< 75 1.00 

75 <PT< 150 1.16 ± (J.02 

150 < PT < 225 1.34 ± 0.02 

225 <PT< 300 1.24 ± 0.02 

5.8 Systematic Uncertainties 

In the measurement of the top quark PT distribution, systematic uncertainties can contribute 

in two different places. By modifying the response functions used to perform the unsrnearing 

analysis described in the last chapter, they can introduce biases into the fit. Furthermore, 

they can change how the relative acceptance varies as a function of PT· 

We measure the systematic uncertainties in the fit by performing Monte Carlo pseudo­

experiments of the type described in section 5.4, and computing the means of the outcomes 

of these pseudo-experiments after modifying one of the systematic effects in our Monte 

Carlo model. I3y comparing the means of the outcomes of these pseudo-experiments to 

the means of the outcomes of our default pseudo-experiments, we can estimate the bias 

introduced by various systematic effects. These effects include variation of the top quark 

mass, uncertainty in the jet energy scale, initial and final state radiation, and the shape 

of the true PT distribution within each bin. Other sources of systematic uncertainty are 

negligible. 

We also compute systematic uncertainties in the relative acceptance corrections de­

scribed in Section 5. 7, by recomputing the acceptance in each bin of true PT after varying 

our Monte Carlo model to take into account a possible systematic variation. Due to the 

small si~e of the relative acceptance corrections, these effects are relatively minor. 
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We describe in the following Sections the mea8urement of the systematic uncertainties in 

our unsmearing procedure. They include the variation of the shape of the true PT spectrum 

within each bin, the modeling of the background PT di1:1tribution, the jct energy :,;calc, initial 

and final state radiation, and variation of the top quark mass. 

5.8.1 Variation of the Shape of the P'l.' Spectrum 

As we have noted in section 5.3, a potential bias in our technique results from the fact that 

our bootstrap technique does not perfectly extract the shape of the PT distribution within 

each bin. Any discrepancy between the estimate of the shape of the PT distribution within 

each bin given by the bootstrap technique and the actual PT distribution will result in a 

bias. This bias results due to the fact that the response functions that we employ in order 

to perfrffrn the unsrnearing are, at some level, a function of the true PT distribution within 

each bin. 

We use the true PT distributions depicted in Fig. 5.10 in order to evaluate the magni­

tude of the resulting systematic uncertainty. The true values of the Ri 's for each of these 

distributi011s are given in Table 5.8. We evaluate a systematic uncertainty by comparing the 

mean outcome of the p:,;eudo-experiment:,; to the true value of the Ri'8 in the distribution:,;. 

This comparison is given in Table 5.9. Distribution a) is the Standard Model expectation 

and :,;uffern little average bia:,;. Distribution c), in particular, con1:1i1:1tently cause:,; significant 

bias for all all of the considered interpolation hypotheses. This is due to the depletion of 

events with low PT and the strongly-peaked nature of the distribution. 

5.8.2 Variation of the Top Quark Mass 

The Run I Tevatron top ma:,;:,; mea:,;urcment for Run I is mt = 174.3 ± 5.1 GeV /c2 [40]. 

A systematic uncertainty stems from the fact that the kinematic fit constrains the decay 

products to come from a top quark mass of 175 GeV / c2 . In order to investigate bia8es that 

might be introduced by constraining the top mass to an incorrect value, we have run our 

analy:,;is procedure on Monte Carlo datasets where mt = 170 GeV / c2 and mt = 180 GeV /c2
. 

A small bias appears in the fit, causing the technique to underestimate R1 and overestimate 
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Table 5. 9: The residual bias for the distributions depicted in Fig. 5.10. This bias is 

evaluated by comparing the true values to the means of the outcomes in Monte Carlo 

pseudo experiments. The largest obi,;erved biai,; in each variable ii,; taken ai,; a i,;yrnrnetric 

systematic uncertainty in the measurement. 

Parameter a) b) c) d) 

Rfit _ Rtrue 
,·1 ,·1 -0.llll ± 0.()()9 -OJJ37 ± 0.007 -0.026 ± 0.003 -0.018 ± 0.004 

Rfit Rt.rue 2 - 2 +0.011 ± 0.010 +0.015 ± 0.009 +0.003 ± 0.008 -0.027 ± 0.007 

Rfit _ Rtrne 
;3 ;3 -0.003 ± 0.005 +0.018 ± 0.008 +0.051 ± 0.008 +0.040 ± 0.008 

Rfit _Rt.rue 
4 4 +0.002 ± 0.002 -0.006 ± 0.004 -0.021 ± 0.004 +0.005 ± 0.006 

Table 5.10: Residuals for our fitting technique as a function of rn1• 

mt= 175 GeV/c2 rnt = 170 GeV /c2 
'mt = 180 GeV /c2 

6R1 -0.007 -0.026 -0.021 

6R2 +0.002 +0.015 +0.027 

6R:3 -0.001 -0.005 -0Jl23 

tiR4 +0.008 +0.018 +0.013 

o(R1 + R2) -0.005 -0.012 +0.006 

R2 in both cases. The sy1:1ternatic error introduced by the variation of the top rnasi,; is both 

small and completely asymmetric. 

We estimate our systematic uncertainties by comparing the means of the outcomes of 

our Monte Carlo pi,;eudo-experirnents to the true values for these three different top quark 

masses. In Table 5.10 are the residuals on the Ri 's before they are corrected for acceptance 

effects. We take the largest obi,;erved deviation in each bin to be our rntimate of the 

systematic uncertainty due to the uncertainty on the top quark mass. 
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5.8.3 Variation of the Background Shape 

In order to estimate the uncertainty introduced in our calculation by our choice of modcl1:1 for 

the background shape, we have redone our likelihood fit using background events computed 

ui,;ing a QCD renormalization 1:1cale of Q2 = M?F instead of Q2 = (pr) 2 . The plots for the 

background shapes in the two cases are compared in Fig. 5.11. The deviations introduced 

by thii,; modification arc i,;mall. This was predictable, due to the obvious i,;imilarity between 

the background predictions at the two different renormali~ation scales. The variations in 

the R;, arc 

l6R1I 0.025, (5.21) 

l<l'R2I 0.008, (5.22) 

l6R:,I 0.008, (5.23) 

l6R1I = 0.010, (5.24) 

l6(R1 + R2)I 0.016. (5.25) 

We take this uncertainty to be symmetric. 

Furthermore, as was noted in Section 5.1, we have explored the shape of the non-W 

background in our data 1:1ample. Thii,; was done by 1:1clccting a sample of events that pass all 

of our selection criteria except frn- the fact that they fail the lepton isolation criteria. This 

so-called "non-ii,;olated W sample" ii,; expected to be enriched in the non-W background 

that are expected to make up approximately 303 of our final data sample. In Fig. 3.4, we 

compare the reconstructed PT distributions for the two different VECBOS Q2 i,;cales with a 

third distribution composed of 30% non-isolated W + 3.5 jet data and 70% VECBOS Monte 

Carlo. 

Since the magnitude of the variation in the shape of the background PT i,;pcctrum upon 

addition of the expected amount of non-W background is similar to the variation obtained 

by varying the VECBOS Q2 i,;cale, we deem it superfluoui,; to take an additional 1:1y1:1tcmatic 

uncertainty for this effect. 
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5.8.4 Jet Energy Scale 

A systematic uncertainty arises due to the jet energy corrections. This uncertainty is the 

largest systematic uncertainty in the measurement of the top quark ma..'ls. Although the 

mass-constrained kinematic fit used in the current analysis lowers our sensitivity to the 

initial jet energies, this uncertainty still produces a measurable effect. There are four 

principle contributions to this uncertainty: 

• the stability of the calorimeter response over the course of Run I, 

• the uncertainty in the absolute jct energy correction, 

• soft gluon radiation, that covers uncertainties on the out of cone corrections, from 

R = 0.4 to R = 1.0, and 

• an uncertainty on the out-of-cone corrections for R > 1. 

In order to determine the potential bia..'> due to a shift in the jet energy scale we perform 

pseudo-experiments on samples where the jct energy scale has been changed within its 

uncertainties. The shifts due to calorimeter stability and the absolute jet energy correction 

arc combined. The means of the outcomes of the shifted pseudo-experiments arc compared 

to the means in the case of the default energy scale. These shifts are presented in Table 

5.11. 

In the cases where the different shifts introduce a bias in the same direction, we add 

the various systematic uncertainties in quadrature in order to obtain a combined shift. One 

can sec that the uncertainty is almost completely asymmetric. This is due to the fact that 

the primary effect of the shift in the absolute jet energy scale is to increa..<;e the fraction of 

parton assignments that arc missed. 

The largest deviation in a particular direction is taken as a systematic uncertainty. 

We neglect any correlations between the uncertainties in the top quark mass and the jet 

energy scale. This is due to the fact that the shift in the world-average top quark mass due 

to the variation in the CDF calorimeter energy scale is small. Monte Carlo studies where 
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Table 5.11: The mean measured values of the R~s as a function of the jet energy scale. 

The three different effects arc evaluated :,;cparatcly and the rc:,;ulting shift:,; arc added in 

quadrature. 

R1 R2 R:~ R1 

Default 0.371 0.450 0.146 0.0323 

Absolute Energy Scale(+) 0.344 0.466 0.146 0.0432 

Ab:,;olute Energy Scale(-) 0.374 0.464 0.121 0.0382 

Soft Gluon Radiation(+) 0.342 0.479 0.138 0.0407 

Soft Gluon Radiation(-) 0.386 0.446 0.128 0.0369 

R > 1 Corrections(+) 0.345 0.478 0.137 0.0399 

R > 1 Corrections( - ) 0.385 0.447 0.131 0.0377 

Table 5.12: The systematic uncertainties due to variations in the jet energy scale. We 

compute the effect of both the bias introduced into the unsmearing procedure and the 

effects due to the change in relative acceptance between different JJT bins. 

8R1 tiR2 8Ra 8R4 8(R1 + R2) 

.Jet Energy Scale Increased (Dias) 0.047 -0.043 0.012 -0Jl16 +0.011 
-0.002 

Jet Energy Scale Decreased (Bias) -0.020 +0.005 0.032 -0.009 -0.023 -0.016 

.Jet Energy Scale Uncertainty +0.047 +0.000 +0.032 +o.ooo +0.011 
-0.020 -0.04;~ -0.000 -0.0Ui -0.02:~ 

both the absolute energy scale and the top quark ma:,;:,; arc shifted demonstrate that this 

assumption is reasonable. 

5.8.5 Initial State Radiation 

We face the possibility that there could be an anomalous increase or reduction in the amount 

of actual initial state radiation, compared with our Monte Carlo calculations. This could be 
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Table 5.13: Mean variation in Ri a8 a function of the amount of initial 8tatc radiation. Sec 

text for an explanation of how the Monte Carlo models are varied. 

No ISil Incrca8ed ISil 

8R1 -0.005 -0Jl16 

?5R2 -0.002 +0.011 

8R:1 +0.002 -0.005 

?5R4 +0.005 +0.009 

8(R1 + R2) -0.007 +0.005 

due to theoretical unccrtaintic8 in our Monte Carlo calculation or due to new phy8ic8. We 

can estimate a systematic uncertainty for the case where there is an anomalous reduction 

in the amount of ISil by performing Monte Carlo cxperiment8 on PYTHIA event8 without 

initial state radiation. We estimate the systematic uncertainty exactly as was done in the 

top mass analysis (ie: by multiplying the residual by 0.5). The results are presented in 

Table 5.13. The effect is seen to be negligible. 

Another possible uncertainty is created if we assume that tt pairs are produced m 

association with another particle, i.e. 

qq ---7 ttX (5.26) 

Thi8 8cenario would, in principle, re8ult in an cxce88 of cvent8 po88e88ing large values of 

p·r(tt). As one can see from Fig. 5.12, this could degrade the PT resolution in the MINUIT 

mass fitter. Thi8 effect originate8 primarily from the prrnence of extra jet8 in the event, 

which in turn increases the likelihood that incorrect parton assignments can be made. This 

broadens the re8olution function significantly. 

In order to place limits on the number of extra jets in an event originating from <moma­

lous amounts of initial state radiation, we consider the distribution of the number of jets for 

the event8 pa88ing our selection criteria. The ob:,;erved di:,;tribution can then be compared 

to the expected template for events having the Standard Model PT(tt) distribution as well 
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5.8.6 Final State Radiation 

When evaluating the systematic uncertainty due to final state radiation, we continue to 

follow the procedures adopted in the measurement of the top quark ma88[37]. In particular it 

has been argued that a reasonable estimate of the uncertainty in the top mass measurement 

can be be calculated by considering the PYTHIA events with no initial state radiation. 

Although it is possible to generate PYTHIA events with no final state radiation, we have 

cho8cn not to follow thi8 procedure. Thi8 i8 due to the fact that , in the ab8encc of 8oft 

gluon radiation, events generated without any final state radiation will have significantly 

different 8hapc8 than those generated with final state radiation. Thi8 rcndcn; the jct energy 

corrections discussed in Section 4.1 invalid. 

The reasoning that we employ is that if we compare PYTHIA events with no ISR for 

which the correct jet-parton assignments are made to the entire sample of no-ISR PYTHIA 

events, we can measure the magnitude of the bias introduce by a variation in final state 

radiation. Thus, we define our systematic error to be: 

8Ri = 0.5(PYTHIA(No ISR, 4 jets match) - PYTHIA(No ISR)), (5.27) 

where PYTHIA(No ISR, 4 jets match) is the subset of PYTHIA events having exactly four 

jets, all of which are within l:l.R < 0.4 of a parton in ('q, ¢) space. We do not demand that 

the correct parton be matched. The means of the outcomes of the pseudo-experiments are 

presented in table 5.14. 

5.9 Systematic Uncertainties due to the Relative Acceptance 

In Table 5.15, we prc8cnt the relative acccptancc8 measured in the Monte Carlo samples 

used to study our systematic uncertainties, including the PYTHIA samples with no initial 

state radiation. In addition to this, we have incrca8cd the Monte Carlo statistics available 

for measuring each of these effects. Since the fit to the data converges to R ,;, = 0, the 

relative acceptance of the fourth PT bin, q, only affcct8 the 8caling of the uncertainties on 

R1. 
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Table 5.14: Means of the Monte Carlo pseudo-experiments for the evaluation of the final 

state radiation systematic error. Half of the difference between the two cases is taken to be 

the symmetric systematic error. 

No ISR No ISR, 4 Jeti,; Match 

(R1) 0.367 0.292 

(R2) 0.451 0.496 

(R:;) 0.146 0.165 

(R4) 0.038 0.049 

(R1 + R2 ) 0.818 0.788 

Table 5.15: The computed relative acceptancei,; for the different Monte Carlo i,;amplcs. The 

parameter f.1, the relative acceptance of the first bin, is defined to be 1. The central values 

of the Ri'i,; have no seni,;itivity to the value of E4, due to the fact that the fit converges to 

z;ero in that bin. 

fl f.2 f.3 f.4 

Central Values 1.00 ± 0.00 1.16 ± 0.01 1.34 ± (l.02 1.24 ± (l.04 

Flat PT Spectrum 1.00 ± 0.00 1.19 ± 0.05 1.33 ± 0.05 1.26 ± 0.05 

ml= 170 GeV 1.00 ± 0.00 1.16 ± (l.02 1.36 ± (l.03 1.23 ± (l.05 

mt= 180 GeV 1.00 ± 0.00 1.14 ± 0.02 1.23 ± 0.03 1.32 ± 0.05 

Jet Energy(+) 1.00 ± 0.00 1.16 ± 0.01 1.38 ± (l.02 1.34 ± (l.05 

Jet Energy(-) 1.00 ± (l.00 1.18 ± (l.02 1.36 ± (l.03 1.20 ± (l.05 

No Initial State Radiation 1.00 ± 0.00 1.20 ± (l.02 1.45 ± (l.04 1.41 ± (l.08 
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In Table 5.15, the "Central Valuc8'' arc the default values used to correct our measured 

results. They are computed using standard HERWIG Monte Carlo samples. The "flat PT 

8pectrum'' re8ult i8 the relative acceptance calculated for a 8ample of HERWIG Monte Carlo 

events having a flat true PT distribution. We also compute the relative acceptance using 

Monte Carlo events having top quarks masses of mt = 170 GeV and rnt = 180 GeV. The 

entries labelled "jet energy (±)" are the relative acceptance calculated using Monte Carlo 

samples where the energy scale has been shifted either up or down by the total uncertainty 

in the jet energy scale. Finally, the relative acceptance is also computed for PYTHIA events 

having no initial state radiation. 

One can 8ee that the only 8ignificant i,;hift occurn for the cai,;es where mt = 180 GeV and 

where ISR is turned off. We assign a systematic uncertainty in these two cases, as well as 

the systematic uncertainty a."8ociated with the model of final 8tatc radiation. 

The uncertaintirn on the acceptance and thoi,;e due to any bias introduced into the 

fit are correlated. Indeed, if a particular systematic effect is present , then both of these 

shifti,; will occur i,;imultaneously. In order to take this into account we add the uncertainties 

due to these two effects linearly and then add the net uncertainties due to the different 

systematic effects in quadrature. In the cai,;e of asymmetric i,;hifts, such as the jct energy 

scale uncertainty, we add the uncertainties linearly to arrive at conservative estimates. For 

example, we take the combined uncertainty of ~g:ggg and ~g:g~g to be ~8:8f8, not ~g:g~g. 

Similarly, we take the combined uncertainty of ~g:g3g and ~g:g3g to be ~g:ggg. 

We have also computed the acceptance effects due to variations in the amount of QCD 

radiation. We have C8timatcd the magnitude of thii,; effect by computing the relative ac­

ceptance corrections for PYTHIA Monte Carlo samples with no initial state radiation. For 

the initial state radiation uncertainty we multiply the magnitude of the shift by 0.5, as was 

done when computing the uncertainty due to bias in the fit. For the final state radiation 

uncertainty, we compute the difference in in our results using the acceptance values calcu­

lated for events having no ISR to that calculated using events having no ISR, exactly four 

jets and all parton assignmenti,; made correctly. The effect is found to be negligible. The 

results are presented in Table 5.17. 
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Table 5.16: The systematic unccrtaintie:,; due to the variation of the top quark mass. We 

compute the effect of both the bias introduced into the unsmearing procedure and the effects 

due to the change in relative acceptance between different PT bins. There is no significant 

acceptance uncertainty in the case of a 170 GeV top quark mass. 

0R1 0R2 0R3 0R1 o(R1 + R2) 

1 70 Ge V Top Quark Mass (Bias) 0.026 -0.016 0.005 -0.018 0.010 

180 GeV Top Quark Mass (Dias) 0.021 -0.027 (J.023 -0.013 -0.06 

180 GeV Top Quark Mass (Acceptance) -0.009 -0.006 0.014 0.000 -0.14 

Top Mass Uncertainty +0.02tl +o.ooo +o.o:n +o.ooo +0.010 
-0.009 -0.0:~;~ -0.013 -0.018 -0.020 

Table 5.17: The systematic uncertainties due to the uncertainty in the model of initial and 

final state radiation. All unccrtaintie:,; arc taken to be symmetric. Within the :,;tati:,;tical 

power of our Monte Carlo samples) final state radiation has no significant effect on the 

relative acceptance. 

8R1 6R2 6Ra 6R4 8(R1 + R2) 

Initial State Radiation (Bias) 0.016 0.011 0.005 0.009 0.005 

Initial State Radiation (Acceptance) 0.006 0.000 Cl.006 Cl.000 0.006 

Final State Radiation (Bia:,;) 0.037 0.022 0.009 0.005 0.015 

Net ISR Uncertainty ±0.022 ±0.011 ±cl.011 ±0.009 ±cl.011 

Net FSR Uncertainty ±0.037 ±0.022 ±0.009 ±0.005 ±0.015 
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Table 5.18: Summary of Systematic Uncertainties. 

Systematic Effect 6R1 6R2 6Ra 6R1 6(R1 + R2) 

mt +0.026 +o.ooo +0.0:37 +o.ooo +0.010 
-0.009 -0.03:3 -0.013 -0.018 -0.020 

Initial State Radiation ±0.022 ±0.011 ±0.011 ±0.009 ±0.011 

Final State Radiation ±0.037 ±0.022 ±0.009 ±0.005 ±0.015 

Jet Energy Scale +0.047 +0.005 +o.o:n +o.ooo +0.011 
-0.020 -0.04;{ -0.000 -0.016 -0.02:{ 

Background Model ±0.025 ±0.008 ±0.008 ±0.010 ±0.017 

Shape of PT Spectrum ±0.037 ±0.027 ±0.051 ±0.021 ±0.045 

We present a summary of the systematic uncertainties in Table 5.18. 

5.10 Setting a 95% C.L. Upper Limit 

As was mentioned in the introduction, there arc several models of anomalous top quark 

production that could result in an enhancement in high-p:r top quark production. Thus, 

we find it desirable to place a 953 confidence level upper limit on R4, our measurement of 

the fraction of top quarks produced with PT> 225 GeV /c. 

We have calculated our 95% confidence level upper limit on R4 by employing a Bayesian 

statistical technique. In order to take into account our systematic uncertainties, we first 

convolve our likelihood with a Gaussian distribution, G, whose width is the total systematic 

uncertainty in R,;,. In order to take into account the variation of the systematic uncertainty 

as a function of R4, we have re-measured these biases at a nominal value close to the resulting 

upper limit, namely R1 = 0.15. The total systematic uncertainty in R1 is measured to be 

!8:8~~ at R4 = 0.15. This is to be compared to the systematic uncertainty of !8:8~!: at 

R,;, = CJ.10. 

Our smeared likelihood function is: 

(5.28) 
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Thus, the 95% C.L. upper limit on nrc, R~·5 , is defined by 

l R1" 1 ll 1 £ (:r)dx = 0.95 £ (x)dx . 
. 0 . 0 

(5.29) 

The resulting upper limit on Ri 1s 

Ri < 0.16 at 953 C.L. (5.30) 

Extreme PT distributions and the Upper Limit on R1 

In the previous discussions, our iterative unsmearing methodology has been shown to be 

valid for a large variety of true PT <lif;tributions. It has been argued that for certain carefully 

chosen (and unphysical) PT distributions, our methodology would not be completely robust. 

In order to provide a limit that is completely independent of the shape of the PT distribution 

in the fourth PT bin, we have evaluated our upper limit using a response function in the 

fourth PT bin whose true PT distribution consists of a delta function of events having true 

hadronically-decaying top quark PT at 225 GeV /c:~. This results in a very conservative limit 

due to the fact that this particular choice of response function maximizes the overlap of the 

fourth response function with the data. 

The upper limit, when calculated with this technique, rises to: 

R4 < 0.19 (at 95% C.L.) (5.31) 

However, we foel that the limit of 0.16 is applicable in all cases that have been consid-

ered in the existing theoretical literature on anomalous top quark production and is the 

appropriate results to quote from our analysis. 

5.11 High PT Acceptance 

We have investigated the validity of extending our upper limit on Ri beyond 300 Ge V / c. 

In order to place limits on production in this regime, it is necessary to understand how our 

PT resolution and acceptance vary as a function of PT· 

3In practice, this is a rectangle between 225 and 235 GeV /c 
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by simply reducing the area of the Il4 response function in the fit. This will result in a 

smaller upper limit on R1, and we have verified that this is indeed the case. Thus, we con­

clude that our upper limit on Il4, which is formally an upper limit on top quark production 

with PT E [225, 300] is indeed an upper limit on top quark production above 225 Ge V / c. 

The argument presented above has been verified by explicitly adding a high-py com­

ponent of various magnitudes to the R4 response function, and calculating the upper limit 

using this response function in the fit to the data. No indication of a possible high-pr 

component has been observed. 

The question of how high this upper limit may be extended has also been investigated. 

The PYTHIA Monte Carlo generator has been employed to generate high-p'l' samples. To 

within the stafo.;tical power of our Monte Carlo samples, the acceptance for the region 

between 300 Ge V / c and 330 Ge V / c is the same as the acceptance between 225 Ge V / c and 

300 GeV / c. The acceptance falls, primarily due to jct merging, as the PT increases to even 

higher values. To investigate this effect, in Fig. 5.15 we plot the ratio of the generated P'l' 

distribution to the PT distribution of those events that pass our selection criteria. From this 

figure, we conclude that the acceptance fall8 off only Hlightly between 300 and 425 GeV / c. 

In terms of our upper limit, this falloff in acceptance is more than compensated for by the 

reduction in the magnitude of the response functions underneath the data as one moves 

into the region above 300 GeV /c. We conclude that our upper limit is valid out to at least 

425 GeV / c, and state it as a limit on top quark production between 225 and 425 GeV /c. 
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Chapter 6 

Conclusions 

In summaryi we have made the first measurement of the top quark PT distribution. This 

mea8urcment wa8 performed at a multi-purpo8e collider detector U8ing tf pairn produced 

in pp collisions at fa = 1.8 TeV. The results are presented in Table 6.1 , where they are 

compared to the Standard Model prediction8 1
• We have m1ed a likelihood technique to 

correct for biases introduced due to reconstruction and resolution effects. We have also 

computed a 95% confidence level upper limit on the fraction of top quarks that are produced 

with 225 < PT < 425 Ge V / c, and find this fraction (referred to as "R1"), to be less than 

0.16 at 95% C.L. This upper limit can be used to place limits on the production of tt pairs 

by anomalous interactions) as demonstrated in Appendix I3. 

1 These predictions a.re generated using the IIERWIG IVIonte Carlo genera.tor. 
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Table 6.1: The results of our measurement of the top quark P'l.' distribution. The Standard 

Model expectation is generated using the HERWIG Monte Carlo program. 

P'l.' Bin Parameter Measurement Standard Model Expectation 

0 S, pr < 75 GeV/ c R1 021+0.22( )+0.10( ) . _0_21 stat -o.os syst 0.41 

75 <:::,PT < 150 GcV / c R2 0 4r:+o.2:1( t t)+o.o-1 ( t) . u_o.n s a -0.07 sys 0.43 

150 <:::,PT < 225 GeV /c R:1 0 34+0.14( t t)+0.07( t) · -0.12 s a -0.05 sys 0.13 

225 <:::,PT< 300 GeV / c R4 +0.031 (' ) +0.02-1 ( ) 0.000_0_000 stat -o.ooo syst 0.025 

0 <;_ PT < 150 GeV /c R1+R2 0 66+0.l 7 ( ) +0.07 ( ) . _0_17 stat _0.07 syst 0.84 
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Appendix B 

Theoretical Implications 

In thi8 appendix, we cornidcr a 8erie8 of general modcl8 for anomalou8 tt production. The 

models that we consider are parameterizations of contributions to the tl production vertex, 

and were first discu1:11:1ed in [31]. The models in que:,;tion predict the top quark PT di1:1tribution 

as a function of the mass scale of the new physics. Throughout this appendix, we follow 

the original authors and assume rn,t = 160 GcV /c2 for the purposes of calculating the PT 

distributions. 

We consider three such models: 

A) Production of a new color :,;inglct vector resonance decaying into tf. The coupling 

strength of this new gauge interaction is set to equal that of QCD. 

B) Production of a new color octet resonance, decaying into tt and interfering additively 

with QCD. The PT distributions for this model correspond to the top plot in Fig. 1.3. 

C) Production of a new color octet resonance, decaying into tt and interfering destruc­

tively with QCD. The PT distributions for this model correspond to the bottom plot 

in Fig. 1.3. 

Employing the calculations presented in [31], we have computed the expected value of 

R4 for various ma:,;:,; scales in each of these model:,;, tlm:,; deriving an estimate of the mass 

reach of our analysis. The goal of this section is not so much to provide a precise limit, 
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Table B.1: The predicted value8 of R4 for model8 A, B, and C (8ee text) a8 a function of 

the mass scale of new physics. 

Mass Scale Model A Model B Model C 

oc 0.027 0.027 0.027 

1.0 TeV 0.076 0.053 0.015 

0.8 TcV 0.186 0.093 0.093 

0.7 TeV 0.258 0.129 0.259 

0.6 TeV 0.103 0.289 

as to provide a rough measure of our sensitivity to new physics. When computing R1, we 

truncate the predicted PT di1:1tribution at 300 GeV /c. Thii,; provide8 ui,; with con8crvativc 

estimates of our mass reach. In Table Il.1, we present the results of this calculation. 

We note that R4 (and hence our 8ernitivity) i8 highe8t for model8 A and C. Thii,; i8 

due to the fact that for model Il, which represents additive interference of a new strong 

interaction with QCD, we obtain a JJ'J.' distribution of very similar shape to the Standard 

Model prediction. In cases such as this one, the total production cross section is more 

sensitive to the anomalous interaction than the present analysis. 

In cases A and C, however, we can interpolate between the data points presented in Table 

B.1 in order to obtain approximate lower limits on the mass scales of the new interactions. 

The results of these calculations are: 

A > 0.86 TeV (Model A), and (B.1) 

A > 0.77 TeV (Model C). (B.2) 



Appendix C 

The KS Test 

In order to quantify the level of agreement observed between the Standard Model prediction 

and our smeared PT distribution we have performed a KS test for compatibility between 

these two distributions. For our default background fraction, the measured KS probability 

is 0.050. In order to take into account the variation in this probability with the systematic 

uncertainties in the analysis, we have computed the KS probability for the observed distri­

bution using predictions frH" the cases where one of our systematic effects has been shifted. 

The results are presented in Table C. l. 

In order to quantify the sensitivity of our result to the systematic effects, we choose 

to compute the KS probability after varying each of the relevant systematic effects by one 

standard deviation. The results are presented in Table C. l. We interpret the result as 

follows: "Assuming our default Monte Carlo model to be correct, the probability to observe 

a difference between the two distributions as large as the one that is measured is calculated 

to be 5.03. This probability varies between 1.03 and 9.4% when the background level and 

each of the systematic effects are varied by one standard deviation in our model." 
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Table C.l: The KS probability for the cases where one of our systematic effects has been 

shifted by one standard deviation in the Monte Carlo prediction. We take the range of 

variation a8 a mea8ure of the Hensitivity of this probability to HyHtematic effect8. 

Systematic Effect KS Probability 

None 5.0% 

Increase Background Normalization 2.4% 

Decrease Background Norrnali:.-:;ation 9.4% 

Increase .Jet Energy Scale 7.3% 

Decrease Jet Energy Scale 1.0% 

No Initial State Radiation in tt Model 3.5% 

ml = 170 GeV /c2 3.8% 

rnt = 180 GeV /c2 6.3% 

Q2 = Mtv in VECBOS 3.7% 



Bibliography 

[1] W.C. Rontgen, Sit:.1ber. Physik. Med. Ges. 137 1 (1895). 

[2] E. Rutherford, Phil. Mag. 21 669 (1911). 

[3] J. Chadwick, Nature 129 312 (1932). 

[4] S.H. Neddermeyer, C.D. Anderson, Phys. Rev. 51 884 (1937). 

[5] H. Yukawa, Proc. Phys.-Math. Soc . .Tap. 17 48 (1935). 

[6] D.H. Perkins , Nature 159 126(1947). 

[7] M. Gell-Mann, Phy:,;. Lett. 8 214(1964); G. Zweig, CERN-8182-TH-401 (1964). 

[8] V.E. Barnes et al., Phys. Rev. Lett. 12 204 (1964). 

[9] R.W. McAllister, R. Hofstadter, Phys. Rev. 102 851 (1956). 

[10] M. Breidenbach et al., Phys. Rev. Lett. 23 935 (1969). 

[11] M. L. Perl et al., Phys. Rev. Lett. 35, 1489 (1975). 

[12] .J.E. Augustin et (},l., Phys. Rev. Lett. 33, 1406 (1974); .J . .J. Aubert et al., Phys. Rev. 

Lett. 33, 1404 (1974). 

[13] S. L. Glashow, J. Iliopoulos and L. Maiani, Phy:,;. Rev. D2, 1285 (1970). 

[14] G. Hanson et al., Phys. Rev. Lett. 35, 1609 (1975). 

[15] S. W. Herb et al., Phys. Rev. Lett. 39, 252 (1977). 

133 



134 BmLIOGRAPHY 

[16] F. Abe et al. , Phys. Rev. D50, 2966 (1994). 

[17] F. Abe et al., Phys. Rev. Lett. 74, 2626 (1995); S. Abachi et al., Phys. Rev. Lett 74, 

2632 (1995). 

[18] S.L. Glashow, Nucl. Phys. 22, 579 (1961); S. Weinberg, Phys. Rev. Lett. 19, 1264 

(1967); A. Salam, in Elementary Particle Physics, ed. N. Svartholm, p. 367 1968. 

[19] P. W. Higgs, Phys. Rev. 145, 1156 (1966); P. W. Higgs, Phys. Rev. Lett. 13, 508 

(1964). 

[20] R .. S. Chivukula, Dynamical Electroweak S:1rrnmetr·y Breaking and the Top Quark, talk 

pre:,;entcd at SLAC Topical Worki:ihop, Stanford, 19-21 .July 1995. 

[21] G. Abbiendi et al., Eur. Phys . .J. C12, 567 (2000). 

[22] H. Georgi and S.L. Glashow, Phys. Rev. Lett. 32, 438 (1974). 

[23] L. Susskind, Phys. Rev. D 20, 2619 (1979). 

[24] S. Weinberg, Phys. Rev. D 13, 974 (1976); S. Weinberg, Phys. Rev. D 19, 1277 (1979). 

[25] B. Holdorn, Raising the Sideways Scale, Phy:,;. Rev. D 24, 1441 (1981); B. Holdorn, 

Techniodor, Phys. Lett. B150, 301 (1985). 

[26] .J.D. Iljorken, Proc. Summer Institute on Particle Physics, SLAC Report 198 (1976); 

J. Elli:,;, M.K. Gaillard and D.V. Nanopoulos, Nucl. Phy:,;. B106 292 (1976). 

[27] R.K. Elfo;, W . .J. Stirling and B.R. Webber, QCD and Collider Phywics, Cambridge 

University Press, Cambridge: 1996. 

[28] N. Kidonaki:,; and .J. Smith, Phy:,;. Rev. D51, 6092 (1995). 

[29] C.T. Hill, Phys. Lett. B345, 483 (1995). 

[30] K. Lane, Phys. Rev. D 52, 1546 (1995). 

[31] C.T. Hill and S. Parke, Phys. Rev. D 49, 4454 (1994). 



BmLIOGRAPHY 135 

[32] T.G. Rizzo, hcp-ph/ 9902273; E. Simmons hcp-ph/ hcp-ph/9908511. 

[33] K. Lane, Infro(foction to Technicolor, in The Building Blocks of Creation (TASI-93), 

S. Raby and T. Walker. eds. (World Scientific, Singapore, 1994). 

[34] K. Cheung and R.M. Harris, Di8covering New Intemd'ion8 at Coll,iders, in the pro­

ceedings of 1996 DPF DPI3 Summer Study on New Directions for High-energy Physics 

(Snowmass 96), Snowmass, CO, 25 Jun - 12 Jul 1996. 

[35] Il. Holdom, Phys. Lett. B353, 295 (1995). 

[36] Il. Abbott et al., Phys. Rev. D58, 052001 (1998). 

[37] T. Affoldcr ct al., hcp-ex/0006028. 

[38] G. Carron et al., Phys. Lett 77B, 353 (1978). 

[39] A.G. Ruggiero, IEEE Trans. Nucl. Sci. 30, 2478 (1983). 

[40] Particle Data Group, Eur. Phys. J. C 3, 1 (1998). 

[41] F. Abe et al., Nud. lnstrmn. Methods Phys. Res., Sect. A 271, 387 (1988); D. Amidei 

et al., Nucl. Instrum. Methods Phys. Res., Sect A350,73 (1994). 

[42] F. Abe et al., Phys. Rev. Lett. 80, 2063 (1998). 

[43] K.A. Tollefson, Ph.D. Thesis, University of Rochester (1997). 

[44] F. Abe et al., Phys. Rev. Lett. 80, 2779 (1998). 

[45] A.D. Martin, R.G. Roberts, and W.J. Stirling, Phys. Lett. B 308, 145 (1993). 

[46] F. Abe et al., Phys. Rev. Lett. 74, 850 (1995). 

[47] G. Marchesini and B.R. Webber, Nucl. Phy8. B 310, 461 (1998); G. Marchesini et al., 

Comput. Phys. Commun. 67, 465 (1992). We use HERWIG version 5.6. 

[48] T. Sjostrand, Comput. Phys. Commun. 82, 74 (1994). 

[49] F. Abe et al., Phys. Rev. Lett., 75, 608(1995). 



136 BmLIOGRAPHY 

[50] P. Avery, K. Read, G. Trahern, Cornell Internal Note CSN-212 (1985). 

[51] F.A. Berends, W.T. Giele, H. Kujif and I3. Tausk, Nucl. Phys. I3 357, 32 (1991). 

[52] F. Abe et al., Phys. Rev. Lett., 79, 4760 (1997). 

[53] F. Abe ct al., Phys. Rev. D 51, 4623 (1995). 

[54] F. Abe et al., Phys. Rev. Lett., 80, 2773 (1998). 

[55] .J. Ohnenms and .J. F. Owens, Phys. Rev. D 43, 3626 (1991). 

[56] T. Stelzer, Z. Sullivan and S. Willenbrock, Phys. Rev. D 58, 3626 (1998); T. Stelzer, Z. 

Sullivan and S. Willenbrock, Phys. Rev. D 56, 5919 (1997); T. Stelzer, S. Willenbrock, 

Phys. Rev. D 54, 6696 (1996); T. Stelzer, S. Willenbrock, Phyi,;. Rev. B 357, 125 

(1995). 

[57] F. Abe ct al., Phyi,;. Rev. Lett. 80, 2767 (1998). 

[58] F. Abe et al., Phys. Rev. D 47, 4857 (1993). 

[59] T. Affolder et al. , FERMILAB-PUB-00/051-E. 

[60] F . .James and M. Roo1:1, Comput. Phys. Commun. 10, 343 (1975). 

[61] W.T. Eadie et al., Staf'istical Methods in E:qJerimental Phys'ics, North-Hollad, Amster­

dam: 1971. 


