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ABSTRACT

Subjet Multiplicity of Quark and Gluon Jets Reconstructed

with the k? Algorithm in p�p Collisions

Robert Michael Snihur

This thesis presents some of the �rst experimental results of the k? jet algorithm

at a hadron collider. Gluon jets dominate the �nal state of proton-antiproton (p�p)

collisions at high center-of-mass energies (
p
s = 1800 GeV). Quark jets make up a

signi�cant fraction of the jet cross section only at high jet transverse momentum

pT or low
p
s. For �xed pT , we compare jets at

p
s = 1800 GeV to

p
s = 630 GeV,

and interpret di�erences in terms of di�ering contributions from gluon and quark

jets. We de�ne jets with a successive combination algorithm based on relative

transverse momenta (k?). To study jet structure, the k? algorithm is then applied

within the jet to resolve subjets. We measure the number of subjets within mixed

quark and gluon jet samples at
p
s = 1800 and 630 GeV. A simple method is used

to extract measurements of pure quark and gluon jet samples separately. The
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method requires knowledge of the relative mix of quarks and gluons in the two
p
s

samples, which we derive from Monte Carlo and a detailed detector simulation.

The number of subjets emitted in gluon jets is measured to be approximately twice

that in quark jets.
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Chapter 1

Introduction

According to the standard model of particle physics [1], the proton is made up of

quarks and gluons. The strong nuclear force binds the constituents within the pro-

ton, analogous to the way the electromagnetic force binds the nucleus and electrons

within the atom. The theory of the strong force is called Quantum Chromodynam-

ics (QCD) [2, 3], and is described in chapter 2. The name is derived from the theory

of the electromagnetic force, Quantum Electrodynamics (QED) [4]. Both theories

describe the motion of small charged particles fundamental in nature. While QED

concerns itself with electric charges, QCD involves color charges. Both theories

are grounded in the mathematical framework of group theory, and they both use

perturbation theory to make calculations which can be tested by experiments. An

important di�erence however, lies in the strength of their respective interactions,

which is given by a fundamental parameter in each theory, called the coupling

1
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constant. The coupling constant of QCD is �s, where the subscript \s" stands for

strong, in contrast to the coupling constant � of QED. Although they are called

constants, this is a misnomer. The strength of each force varies depending on the

scale at which a charge is resolved. A high momentum probe can resolve small

spatial distances. In QED, the strength decreases as the distance is increased from

an electric charge. In QCD however, the strength increases as the distance is in-

creased. This is the origin of the concept of con�nement [5, 6, 7]. As the colored

quarks and gluons within the proton are pulled apart, the strength of the force

between them increases, making it impossible to liberate a quark or gluon from

the proton. The quarks and gluons are con�ned to stay within composite objects

called hadrons, examples of which include the proton (p) and antiproton (�p).

The principle of con�nement is responsible for the production of jets in high en-

ergy collisions between hadrons. Currently, the Fermilab Tevatron collides beams

of protons and antiprotons at the highest energy in the world, approximately 2000

times the rest energy of a proton. According to the Heisenberg uncertainty prin-

ciple, such high momentum beams probe the very smallest distance scales within

the proton. In the high energy limit, only a single quark or gluon is probed within

each incoming hadron. A violent collision of a proton with an antiproton is pic-

tured as a collision between a quark or gluon from each hadron. Immediately after

the collision, the struck quark or gluon begins to separate itself from the rest of

the quarks and gluons within the hadron. As the distance of separation increases
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however, so does the strength of the force holding it in. Eventually, the energy

density between them gets great enough to create a particle-antiparticle pair out

of the vacuum. This process continues until the quarks and gluons arrange them-

selves into new hadronic states, giving rise to the spray of particles called jets. The

subject of this thesis is the study of the development of these jets.

The ideas presented so far evolved from a consideration of the structure of

the proton. Experiments probing the proton structure with high energy electron-

s prompted the theoretical parton model of the proton, soon followed by QCD.

Though jets are nowadays routinely observed in electron-proton collisions at cur-

rently available energies, they were �rst observed in collisions of electrons (e�)

and positrons (e+) [8]. The point-like nature of the e+e� initial state before the

the collision simpli�es the interpretation of the observed �nal states. The multi-

hadron �nal states are the result of e+e� annihilation, and subsequent creation of

a quark-antiquark pair. The absence of hadrons in the initial state means that a

jet of hadrons originates from a quark or antiquark, at the simplest level.

As e+e� collider energies increased, events with three jets were observed [9]. In

QCD, the origin of the third jet is a gluon, radiated by the quark-antiquark pair.

This provided direct proof for the existence of gluons. Soon after their discovery,

the properties of these three-jet events were studied [10]. Although QCD explained

three-jet events, it did not provide a clear way to tag which jet originated from

the gluon. This was because the development of quarks and gluons into jets of
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hadrons was not fully understood. The early studies relied heavily on Monte Carlo

simulations, which generally predicted the gluon jet had lower energy than the

other two jets in these special events. A comparison of quark jets to gluon jets

tagged in this manner su�ered from an inherent jet energy bias. To combat this,

events were carefully selected with speci�c jet con�gurations and energy cuts. The

di�erent jet samples required a program of complementary analyses. Only with the

advent of silicon vertex detectors were quark jets tagged with precision [11, 12]. In

this case, the signature of a heavy quark jet was a secondary vertex in the event.

Even so, biases must be accounted for by studying the tagging method in several

di�erent jet samples.

Nevertheless, a coherent picture from e+e� collisions emerged [13]. Jets initiat-

ed by gluons were signi�cantly di�erent than jets initiated by quarks. Compared

to quark jets, gluon jets had more particles, a softer momentum distribution, less

charge, and were more spread out. To date, there has been precious little con�r-

mation of this picture in hadron collisions [14].

If e+e� collisions are a clean laboratory to study quark and gluon jet di�erences,

then p�p collisions are a rich, though messy, environment for such a study. As we

have said, the proton is a complex object. There are many quarks and gluons

within the proton, any one of which may participate in a hard scattering collision.

Furthermore, while the incoming proton beam momentum is known with good

accuracy, the initial momentum of the quark or gluon involved in the hard scatter
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is unknown. Jets observed in p�p collisions originate from any one of a number of

quark and/or gluon combinations. Although there are many more unknowns, p�p

colliders are veritable jet factories. The multitude of elementary processes makes a

p�p collider an ideal environment for the application of knowledge gained from e+e�

colliders. Before this can be done, however, a measurement of di�erences between

quark and gluon jets must be carried out at a p�p collider. This is the goal of this

thesis.

The organization of this thesis is as follows. In chapter 2, we present an overview

of the theory of QCD, with emphasis on the explanation of jets. In particular,

we adopt a de�nition of jets that is similar to that used at e+e� colliders. We

also introduce the jet observable measured in this thesis, one which is a powerful

discriminant between quark and gluon jets. In chapter 3, we briey describe the

experimental apparatus used in this thesis, namely the D� detector. Chapter 4

addresses some of the speci�cs associated with the experimental reconstruction

of jets. Chapter 5 discusses the procedure followed in the analysis, including the

important subjects of jet selection and the method by which we separate quark and

gluon jets. In chapter 6, we report the results of the measurement. Conclusions

are drawn in chapter 7, with some reference to e+e� experiments.



Chapter 2

Theory

2.1 Parton model

The parton model of the proton successfully explained the results of the SLAC-

MIT deep-inelastic scattering experiments of point-like electrons o� proton targets

[6]. In the Bjorken-Feynman model, the proton is composed of parts, or partons.

A collision between an electron (e) and a proton (p) is interpreted as a collision

between a point-like electron and a parton within the proton. Each parton i carries

a fraction x of the proton momentum, with probability fi(x). The function fi(x)

is called a parton distribution function (pdf). The constraint

X
i

Z
dxxfi(x) = 1: (2.1)

6
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means all the fractions must add up to one. In the most naive parton model of

the proton, the electron can scatter o� of any one of three partons, each of which

carries a third of the proton momentum.

If an electron could change its momentum in a ep collision, so too could the

struck parton. At high momentum transfer, the parton would be ejected from the

con�nes of the proton. The proton is thus broken up in an inelastic collision, which

is de�ned by a four-momentum transfer q with q2 = �Q2 < 0.

2.2 QCD

The parton model can be extended by the theory of Quantum Chromodynamics

(QCD). QCD is a gauge �eld theory similar to Quantum Electrodynamics (QED),

in that charged particles interact by exchanging mediating particles. QED has

particles with only two kinds of electric charge, positive and negative, while the

mediating particles are neutrally charged. In QCD, color charges interact according

to the dynamics of the SU(3) gauge group. There are three di�erent color charges

and anti-charges. Fundamental particles in QCD carry either a single color charge

(quarks and antiquarks, hereafter collectively called quarks) or a combination of

color charges (gluons). Quarks therefore come in three varieties of color, but gluons

come in eight combinations of color. The quarks (q) are identi�ed as the fermionic

matter �elds, and the gluons (g) are associated with the gauge bosons of the theory.

The parton model is recovered by neglecting interactions between the quarks and
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gluons of QCD.

The Feynman rules for QCD contain a qqg interaction vertex of the form shown

in �g. 2.1, analogous to the electron (e) photon () vertex ee in QED. Unlike QED

however, gluons carry a net color charge in QCD, and thus they can self-interact.

This gives rise rise to a triple gluon vertex, and a four gluon vertex, also shown in

�g. 2.1. We will be interested in studying the di�erences among the QCD vertices.

We will focus on the qqg and ggg vertex, and will not discuss the four gluon vertex.

Figure 2.1: The qqg, ggg and gggg interaction vertices of QCD.

As in QED, accelerated charges in QCD interact by emitting radiation. The

quarks inside a proton are constantly in motion, emitting and absorbing gluons.

Conservation of energy and momentum at the interaction vertices means that a

quark, initially carrying a fraction x of the proton momentum, can evolve to a
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smaller momentum fraction x0 < x by the emission of a gluon. Likewise, a quark

can absorb a gluon, and evolve to a larger momentum fraction. The probability for

these to occur is parameterized by the pdfs. The result is a smearing of the pdfs

around the most naive parton model expectation of a delta function at x = 1=3.

This is illustrated in �g. 2.2. At a �ner level, gluons within the proton can split

into quark-antiquark pairs (called sea quarks). The contribution of the sea quarks

become appreciable only at low values of x. The up and down quark pdfs are

shown in �g. 2.3, as well as the gluon pdf, for the CTEQ4M parameterization set

[15]. Note that x2fi(x) is plotted in �g. 2.3 to deemphasize the low x region; the

gluon curve rises dramatically in this region, and all other quark avors are highly

suppressed.

A comparison of the cross sections (or the proton structure function F2(x))

with and without QCD identi�es [2] a splitting function

Pq!q(z) = CF

1 + z2

1� z
; (2.2)

where the color factor CF = 4=3 comes from the qqg vertex, de�ned in terms of

the matrices of SU(3) in the fundamental representation [3]:

X
A

tAabt
A
bc = CF �ac: (2.3)

The function Pq!q(z) represents the probability for a quark, initially with four-
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Figure 2.2: Di�erent models of the proton (left) and the corresponding structure
function (right). The proton structure function F2(x) =

P
i e

2
ixfi(x), where ei is

the electric charge of parton i, and the sum is over all partons. Taken from [2].
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Figure 2.3: The parton distribution functions, as a function of x, for the gluon, up
quark, and down quark. Taken from the CTEQ4M set [16]. The renormalization
scale � = 50 GeV.

momentum p, to split into a quark with four-momentum fraction z and a gluon

with (1� z). Similarly, the function Pg!g(z) describes the splitting of a gluon into

two gluons, and is given by [2]

Pg!g(z) = CA

z4 + 1 + (1� z)4

z(1� z)
: (2.4)

In this case, the color factor from the ggg vertex CA = 3, and is de�ned in terms of

the SU(3) matrices in the adjoint representation T (or equivalently by the SU(3)
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structure constants of fABC with A;B;C = 1; :::; 8) [3]:

TrTCTD =
X
A;B

fABCfABD = CA�CD: (2.5)

The four splitting functions Pq!q; Pq!g; Pg!q; Pg!g are called the DGLAP split-

ting functions, named after Dokshitzer, Gribov, Lipatov, Altarelli, Parisi, and

are plotted in �g. 2.4. The divergence as z ! 0 corresponds to low energy (in-

frared) radiation, and the divergence as z ! 1 corresponds to collinear radia-

tion. A quark or gluon, therefore has an in�nite probability to emit soft and/or

collinear radiation. Because Pg!g(z) >> Pg!q(z), a gluon is much more like-

ly to split into two gluons rather than a quark-antiquark pair. Note also that

Pg!g(z) > Pq!q(z) = Pq!g(1� z) because the ggg vertex is proportional to
p
CA

and the qqg vertex is proportional to
p
CF . Quite generally then, a gluon is

CA=CF = 9=4 more likely to radiate than a quark. Fundamentally, this is because

of the increased color charge of a gluon relative to a quark - a consequence of the

dynamical structure of SU(3).

2.3 Jet de�nition

While the lowest order Feynman diagrams contributing to e+e� ! hadrons have

a quark-antiquark pair in the �nal state, each �nal state parton has a divergent

probability to radiate gluons. In ep or p�p collisions, an initial state hadron is broken
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Figure 2.4: The splitting functions Pq!q; Pq!g; Pg!q; Pg!g of QCD, as a function
of z.

up into a parton undergoing a hard scatter, and the remnant partons. Partons in

the �nal state of the hard scatter will also radiate gluons, as in e+e� annihilation,

but these can become confused with the remnant partons. For the most part, we

are interested in studying the hard scatter, to see if the formalism used in e+e�

annihilation has been suitably adapted to hadron collisions.

Early evidence for jets can be traced to the measurements of event sphericity

at e+e� colliders [8], which de�ned a preferred axis for each event, in addition to

the initial beam direction. Other variables such as thrust and aplanarity were also

measured. To deal with the calculational problems associated with the infrared

and collinear divergences of QCD, the concept of jets was introduced. A jet is
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Figure 2.5: An illustration [17] of a p�p collision, resulting in a hard scattering event.
The proton is broken up into a parton which participates in the hard scatter, and
the remnant partons (and similarly for the antiproton). The partons involved in
the hard scatter can emit both initial and �nal state radiation.

the bridge between the elementary quarks and gluons of QCD, and the hadrons

observed in �nal states of high energy collisions. One of the �rst attempts to de�ne

jets was by Sterman and Weinberg [18]. A jet was de�ned as a cone of half-angle �,

which contained a fraction � of the total available energy. Other ways of de�ning

jets (jet algorithms) were proposed for e+e�, ep, and p�p collisions. In general, jet

algorithms must be [19]:

� Theoretically Well Behaved: Infrared/collinear safe, containing no ad-hoc

parameters.

� Detector Independent: There should be no dependence on cell type, numbers,
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or size.

� Order Independent: Equivalence at the parton, particle, and detector levels.

This can mean there is a smooth transition from one regime to another.

� Fully Speci�ed: Energy, angles, and underlying event should be clearly and

completely de�ned. If necessary, pre-clustering, merging, and splitting algo-

rithms must be completely described.

� Lorentz boost invariant.

In reality, there is always some dependence on the particular apparatus used

in any experiment. This is discussed in section 4.1. Jet algorithms are essentially

a response to this problem. Since the experiments cannot measure exactly the

energy and momenta of the elementary scattering, the measurements are modi�ed

to something which is well-de�ned in both theory and experiment, namely jets.

For the rest of this thesis, we shall use a coordinate system de�ned so that

the z axis points along the proton beam direction, the y axis points vertically

upward, and the x axis points outward from the center of the accelerator ring (see

chapter 3). A polar coordinate system is also used in which the polar angle � is

de�ned as the angle from the z axis, and the azimuthal angle � is de�ned as the

angle around the z axis, with � = 0 along the x axis. The transverse plane is

de�ned to be perpendicular to the z axis. When we refer to coordinates in the

center of mass reference frame, the variables will be superscripted with an asterisk,
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as in ��. Considering a particle with four momentum (E;p), a useful coordinate

is the rapidity y, de�ned by

y =
1

2
ln
E + pz
E � pz

: (2.6)

The rapidity is additive under Lorentz boosts along the beam direction. Therefore

the shape of the rapidity distribution dN=dy is invariant. Also, the invariant

di�erential is:

d3p

E
= dyd2pT : (2.7)

For particles with p� m =
p
E2 � p2,

y � � ln(tan(�=2)) � �; (2.8)

which de�nes the pseudorapidity � as a purely angular coordinate.

2.3.1 k? jet algorithm

The k? jet algorithm o�ers several bene�ts over the �xed cone jet algorithms

widely used at hadron colliders. Theoretically, it is infrared and collinear safe to

all orders of calculation. An identical algorithm is applied to vectors from �xed-

order or resummation calculations in QCD, partons or particles in a Monte Carlo
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event generator, or energy deposits (or tracks) in a detector. Inspired by the way

partons radiate in QCD, the k? jet algorithm successively merges pairs of vectors,

in order of increasing relative transverse momentum (k?). This is illustrated in

�g. 2.6. The algorithm contains a single arbitrary parameter, which controls when

merging stops. All vectors remaining when merging stops are then called jets.

Thus, every vector in the event is assigned uniquely to a k? jet. The k? algorithm

fundamentally merges closeby vectors, providing a close correspondence of jets

reconstructed in the detector to jets reconstructed in theoretical models.

There are several variants of the k? jet clustering algorithm for hadron colliders

in the literature [20, 21, 22]. The main di�erences concern how vectors are merged

together, and when clustering stops. The merging, or recombination, scheme was

investigated by Catani et al. [21]. D� chooses the covariant E scheme, which

corresponds to vector addition of four-momenta, because it is the most straight-

forward, corresponds to the scheme used in the k? algorithm in e+e� collisions

[12], has no energy defect [23], and is better suited [24] to the calibration method

described in section 4.3. The prescription of Catani et al. [20, 21] separates the

event into a hard scattering part and a low-p? part (beam remnant jets). How-

ever, Ellis and Soper [22] have no notion of the latter, and thus resolve even the

low-p? part into �nal state jets; if desired, the same beam jets can be identi�ed

after clustering stops in [20, 21]. To stop clustering, Catani et al. [20, 21] suggest

two ways to use a stopping parameter dcut: (i) set to a constant value, this means
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Figure 2.6: A simpli�ed example of the k? algorithm.

all �nal state jets will have pT >
p
dcut; (ii) an e�ective dcut can be identi�ed if

clustering is instead continued until there a given number of jets in each event.

On the other hand, the algorithm in Ellis and Soper [22] clusters until all jets are

separated by �R > D, and D� has adopted this choice based on exibility. Once

a merging scheme is agreed upon, the two algorithms are identical when dcut = 0

and D = 1:0. Higher values of dcut can be recovered from the jets obtained using

D = 1:0. Di�erent values of D cannot be recovered by a clever choice of dcut.
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Finally, the value D = 1:0 treats initial state radiation in the same way as �nal

state radiation [25].

The D� jet algorithm starts with a list of energy preclusters, formed from

calorimeter cells, or equivalently from particles or partons in a Monte Carlo event

generator (see section 4.1). The preclusters are guaranteed to be separated by

�R =
p
��2 +��2 > �Rp = 0:2, where � and � are the pseudorapidity and

azimuthal angle of the preclusters. Initially, each precluster is assigned a vector

(E;p) = Eprecluster(1; cos� sin �; sin� sin �; cos �); (2.9)

where � is the angle with respect to the beam axis, and p2T � p2x + p2y.

The steps of the jet algorithm are:

1. For each vector i in the list, de�ne

dii = p2T;i:

For each pair (i; j) of vectors, also de�ne

dij = min(p2T;i; p
2
T;j)

�R2
ij

D2

= min(p2T;i; p
2
T;j)

(�i � �j)
2 + (�i � �j)

2

D2
; (2.10)

where D � 1 is a parameter of the jet algorithm. For D = 1 and �Rij � 1, dij is
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the relative k? (squared) between vectors.

2. If the minimum of all possible dii and dij is a dij, then replace vectors i and

j by their merged vector (Eij;pij), where

Eij = Ei + Ej

pij = pi + pj;

and go to step 1. Else, the minimum is a dii so remove vector i from the list and

de�ne it to be a jet.

3. Repeat steps 1 and 2 if there are any vectors left in the list.

The algorithm produces a list of jets, each separated by �R > D. Figure 2.7

illustrates how the k? algorithm successively merges the vectors in a simpli�ed

diagram of a hadron collision.

2.3.2 Cone jet algorithm

In contrast to the k? jet algorithm, the �xed cone jet algorithm maximizes the

energy within an area A = �(�R)2 of � � � space, where �R =
p
��2 +��2

is the \jet radius" [42]. The jet axis is de�ned as the ET -weighted centroid of

the cone. The �xed cone algorithm is an iterative algorithm, starting with cones

centered about the most energetic vectors in the event (these are called seeds).

The ET -weighted centroids are calculated, then used as centers about new cones



21

Beam

Beam

Beam

Beam

Beam

Beam

*

*

*

*

*

Figure 2.7: A simpli�ed example of the �nal state of a collision between two beams
of hadrons. The open arrows represent vectors in the event, and solid arrows
represent the �nal jets reconstructed by the k? algorithm. The six diagrams show
successive iterations of the algorithm. In each diagram, either a jet is de�ned (when
its vector is well separated from all other vectors), or two vectors are merged (when
they have small relative k?). The asterisk labels the relevant vector(s) at each step.
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in � � � space. The procedure is iterated until the centroids are stable. The �xed

cone jet algorithm contains an arbitrary parameter �R, known as the cone-size,

which takes the place of a stopping parameter in the k? jet algorithm. The cone-

size functions as a hard cut in � � � space to determine what energy belongs to a

cone jet. Unfortunately, the �xed cone jet algorithm allows cones to overlap, so a

single vector may belong to two or more cone jets; a second arbitrary parameter is

needed to determine if overlapping cones are split or merged [26]. This algorithm

has far less analogy to the partonic calculations of QCD.

Figure 2.8: A simpli�ed example of the cone jet algorithm.
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2.4 Jet production in QCD at leading order

Jet production in p�p collisions as described by QCD at leading order is factorized

into a hard scattering cross section �̂ and a pair of parton distribution functions.

This is shown schematically in �g. 2.9. The cross section to produce two jets is

given by

d�

dp2T
(p�p! 2 jets) =

X
ijkl

Z Z
dxpdx�pfi(xp)fj(x�p)

d�̂

dp2T
(ij ! kl)

(2.11)

where �̂(ij ! kl) is the hard scattering cross section, and the pdf fi(xH) is the

probability of �nding a parton i within a hadronH carrying a fractional momentum

xH . The gluon, up quark and down quark pdfs are shown in �g. 2.3. In leading

order, the hard scattering cross section describes the collision of two partons, and

may be written as

d�̂

dp2T
(ij ! kl) =

ŝ

(t̂� û)

d�̂

dt̂
(ij ! kl)

=
ŝ

(t̂� û)

jM2j
16�ŝ2

; (2.12)

where the Lorentz invariant Mandelstam variables ŝ = (pi+pj)
2, t̂ = (pi�pk)2, and

û = (pi � pl)
2 are formed from the partonic four-momenta, and M is the matrix

element for the parton subprocess ij ! kl. The leading order Feynman diagrams
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are shown in �g. 2.10. Each diagram has two partons in the initial state and two

partons in the �nal state. In leading order QCD, each �nal state parton is a jet.

p

�p

�̂

remnants

remnants

i

j

k

l

Figure 2.9: The factorization of a p�p collision into a hard scattering cross section
�̂ and a pair of parton distribution functions.

2.4.1 Inclusive jets

The single jet inclusive cross section essentially counts the number of jets which

are produced. At leading order, each event has exactly two jets in the �nal state,

so there are two entries per event in the single jet inclusive cross section. Moreover,

both jets have the same pT . At leading order then, the single jet cross section is

exactly twice the dijet inclusive cross section, as long as both jets in the event are

accepted. This is no longer true if either of the jets is not counted, due to any

possible selection cuts in a measurement.
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Figure 2.10: The leading order Feynman diagrams contributing to jet production.
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In experimental measurements, however, jets are counted only in the �ducial

volume of the detector [27]. No attempt is made to extrapolate the measurements

to regions not covered by the detector. The cross sections thus become di�erential

in nature. In addition, the single jet inclusive cross section is measured as a

function of jet pT , above some threshold pmin
T . The di�erential jet cross section

decreases rapidly as a function of increasing jet pT . It is therefore essential to

incorporate the same pT cuts (and any other cuts) in theoretical predictions, when

comparing to experimental data. Kinematic cuts will, in general, alter the relative

contributions of the leading order Feynman diagrams to any particular jet cross

section. One simple reason is that the di�erent Feynman diagrams have di�erent

kinematic behaviour (see �g. 2.11). A second reason has its origin in factorization

itself: applying cuts to the �nal state jets at leading order imposes constraints

on the initial state partons as well. Namely, the range of possible x-values is

restricted. The probability of �nding a suitable initial state parton, given by the

pdfs, must be convoluted with the hard scattering matrix element. We describe a

simple example in the next section.

2.4.2 Quark and gluon jets

Figure 2.11 lists the values of the hard scattering matrix elements at �� = 0

(or �� = �=2), for di�erent initial and �nal states. To determine the relative

contribution of di�erent initial state parton pairs to the total hard scattering jet
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Figure 2.11: Table [5] of the matrix elements in leading order Feynman diagrams
contributing to jet production.
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cross section, one simply sums the appropriate entries of table 2.11. For example,

the three Feynman diagrams with qg initial states constitute 34% of the hard

scattering jet cross section. The Feynman diagrams with gg initial states constitute

30:55%. Note that a small fraction of the latter have no gluons in the �nal state

however. For the most part, the number of gluons in the initial state is the same

as in the �nal state. The only exceptions, gg ! q�q and q�q ! gg, respectively

contribute just 0:8% and 5:8% to the hard scattering jet cross section, at �� = 0.

These exceptions must be taken into account, if we instead want to calculate the

relative contribution of di�erent �nal state parton pairs to the total hard scattering

jet cross section. Furthermore, if we wish to calculate the contribution of �nal state

gluons to the total hard scattering jet cross section, then we should multiply the

gg �nal state by a factor two relative to qg �nal states, then sum them.

The preceeding discussion considered only the hard scattering cross section,

without mentioning the pdfs. When the pdfs are taken into account in p�p collisions,

the relative contributions of the zero-, one-, and two-gluon initial states become

dependent on x. This is illustrated by a simple example. In the center-of-mass

frame, two leading order jets are always back-to-back in �� (i.e., ��� = 0) and

�� = � (i.e., �� = �). The lab frame however, is generally boosted along the

hadron beam direction with respect to the center-of-mass frame. In the lab frame,

the two jets are no longer back-to-back in �. The amount of the boost depends on

the x of the partons in the initial state of the hard scatter, and is parameterized
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by the pdfs. If the x of one parton is greater than the other, then the system

is boosted. Because the gluon pdf dominates at low x, and quark pdfs dominate

at high x, a boosted system usually has a quark and a gluon in the initial state.

According to �g. 2.10, there are three diagrams for the qg initial state; each has

a qg �nal state. One diagram corresponds to gluon exchange (shown in �g. 2.12),

while the other two correspond to quark exchange and are related by crossing.

The gluon exchange diagram has a t-channel pole, meaning the cross section is

enhanced for small center-of-mass scattering angle. In the boosted lab frame, the

direction of the high-x quark is relatively unchanged by the collision, but the gluon

direction is changed abruptly. The gluon is therefore boosted to lower values of j�j,

while the quark is boosted to higher values of j�j. If only central jets are selected

(j�j < j�cutj), then the gluon may be selected preferentially over the quark.

Figure 2.12: Leading order Feynman diagram for qg ! qg.

The example described above illustrates the subtle interplay of the dynamics of

the hard scattering matrix elements with the pdfs | all of which is well-de�ned in

leading order QCD. Modern QCD event generators are particularly well-suited to
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studying the components of the inclusive cross section, as kinematic cuts on �nal

state jets are easily implemented. Figure 2.13 shows the relative contributions of

the zero-, one-, and two-gluon initial states to the inclusive jet cross section become

dependent on pT . This is because x is directly proportional to the jet pT ; for the

parton subprocess ij ! kl

xi =
pTp
s
(eyk + eyl)

xj =
pTp
s
(e�yk + e�yl) (2.13)

where s is the total available energy in the collision. Some typical values of x

relevant to this analysis are shown in table 2.1. Figure 2.13 was determined using

the QCD event generator JETRAD [28]. Three separate calculations in leading

order mode were required [29]. The �rst calculation used the default parameter

set, requiring both �nal state jets to have � = 0. The second calculation was the

same as the �rst, except the gluon pdf was set to zero. The third calculation was

the same as the �rst, except all quark and anti-quark pdfs were set to zero. The

zero-gluon initial state contribution (labeled QQ in �g. 2.13) was the ratio of the

second calculation to the �rst. The two-gluon initial state contribution was the

ratio of the third calculation to the �rst. The remaining portion was, by de�nition,

the contribution of one-gluon initial states. Such a procedure could be extended to

determine the contribution of di�erent �nal state parton pairs to the inclusive jet
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cross section, but is even more cumbersome. Instead we use a parton shower Monte

Carlo event generator, which also contains the exact leading order calculation, but

is more exible.

Transverse Energy of the Jet

Quark/Gluon Contributions to Cross Sction
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Figure 2.13: The contribution of di�erent initial states to the jet cross section.

2.4.3 Gluon jet fraction

In leading order QCD, the fraction of �nal state jets which are gluons decreases

with increasing x / pT=
p
s, the momentum fraction of initial state partons within

the proton. This is due primarily to the x-dependence of the parton distribution

functions (pdfs). For �xed pT , the gluon jet fraction also decreases when
p
s is

decreased from 1800 GeV to 630 GeV. This suggests an experimentally accessible
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p
s (GeV) jet pT (GeV) x
1800 50 0.06
1800 65 0.07
1800 100 0.11
630 50 0.16
630 65 0.21
630 100 0.32

Table 2.1: Values of x calculated with eq. (2.13), for di�erent jet pT at the two
center of mass energies and y = 0.

way to de�ne jet samples with di�erent mixtures of quarks and gluons. A single

set of cuts can be used to select jets at the two beam energies, keeping all detector

parameters �xed.

The relative mixture of quark and gluon jets passing a set of kinematic cuts can

be determined unambiguously in a leading order QCD event generator, for a given

set of pdfs. At this order, there is no dependence on the jet algorithm, because

each of the two �nal state partons de�nes a jet. We use the HERWIG (version

5.9) [30] Monte Carlo with the CTEQ4M pdf to generate leading order QCD 2! 2

events, and keep track of the identity (quark or gluon) of the incoming and outgoing

partons. The identity (ID) distribution of �nal state partons is shown in �g. 2.14.

Quarks have ID = 1{6, ordered by increasing mass, antiquarks have negative ID,

and gluons have ID = 9. The subprocesses are labeled by their color ow diagrams,

of which there are 31. The distribution of subprocesses is shown in �g. 2.15. We

will assume that the dynamics of jet evolution depend on whether the originating

parton was a quark or gluon, but not on the color ow in the event. This is
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not exact, but proves to be a reasonable assumption [31]. Therefore, we classify

jets by the identity of the partons in the �nal state. The gluon jet fraction f is

therefore the number of outgoing gluons that pass the selection cuts divided by

the total number of outgoing partons that pass the selection cuts. For example,

the jet sample selected from only gg ! gg or q�q ! gg events will have a gluon jet

fraction equal to one. In the full ensemble of Monte Carlo events, �g. 2.16 shows

the di�erence in gluon jet fraction at the two center-of-mass energies increases

as the jet hpT i increases, though the statistics are poor for small bins of jet pT .

Integrating over a larger range of jet pT , �g. 2.17 shows the gluon jet fraction at

p
s = 630 GeV is �30% smaller than at

p
s = 1800 GeV, where we have selected

central (j�j < 0:5) jets with � 55 < pT < 100 GeV. This is due primarily to

the relative abundance of gluons in the initial state at
p
s = 1800 GeV | which

scatter predominately through the t-channel | compared to
p
s = 630 GeV, and

secondarily to the leading order mixture of Feynman diagrams, for the given set

of kinematic cuts.

2.5 Jets in QCD at higher orders

A subset of the Feynman diagrams contributing to jet production at next-to-leading

order in QCD are shown in �g. 2.18. These diagrams show the 2! 3 subprocesses,

each of which contain a real emission; the next-to-leading order 2 ! 2 diagrams

contain a virtual emission, and are not shown. Real emission can occur through
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Figure 2.14: The top (bottom) plot shows identity of �nal state partons with
55 < pT < 100 GeV for

p
s = 1800 (630) GeV. Both �nal state partons were

required to have j�j < 0:5. Quarks have ID = 1{6, ordered by increasing mass,
antiquarks have negative ID, and gluons have ID = 9.

�nal state radiation, or initial state radiation. In either case however, the distribu-

tion of radiation is governed by the DGLAP splitting functions of QCD. Radiation

will be enhanced around the direction of the partons involved in the hard scat-

ter at leading order (collinear), or the radiation will have low energy (infrared).

In the case of collinear splitting in the �nal state, the pair of partons will likely

get clustered into the same jet. However, the energy of the jet will no longer be

concentrated at the jet axis, giving the jet a non-trivial structure. In the case of

soft emission from a �nal state parton, the pair of partons may, or may not be,
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Figure 2.15: Distribution of subprocesses in a QCD dijet Monte Carlo sample. The
events were generated by HERWIG 5.9 requiring parton pT > 50 GeV, and requiring
one or the other �nal state parton to have j�j < 0:9. The di�erent hatched regions
correspond to leading order �nal states with: no gluons (subprocesses ending in
01{06, 09, 12{14, 17{20, 27{28); one gluon (10{11, 21{26); two gluons (07{08,
15{16, 29{31).

clustered into the same jet, depending on the opening angle.

Next we consider initial state radiation at next-to-leading order. Collinear

initial state radiation will be close to the proton or antiproton direction, and will

rarely get clustered into the jets containing the �nal state partons (especially if

the jets are required to be away from the beam direction). The soft initial state

radiation, however, is generally emitted at all angles. Whether a parton radiated

from the initial state is clustered into the same jet as one of the two partons in the

�nal state depends on the exact con�guration of the event. It also depends on the

jet algorithm, and in particular, on the size parameter of the jet algorithm. We
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Figure 2.16: The fraction of �nal state partons which are gluons, as a function of
parton pT , for 1800 and 630 GeV.

therefore expect more jet structure in larger jets, due to the e�ects of initial state

radiation.

At present, there are no exact calculations of jet production beyond next-to-

leading order. One way to estimate the contributions of higher orders in pertur-

bative QCD is the technique called resummation. Resummation calculations are

possible when the k? jet algorithm is used, but not when the cone jet algorithm

is used. Resummation calculations include the e�ects of soft gluon radiation to all

orders.

Another way to approximate the contributions of higher orders in perturbative

QCD is the well-developed method of parton showers. A simple illustration of

parton showers is shown in �g. 2.19. Parton showers generate multi-parton �nal

states by repeated application of the DGLAP splitting functions. Each splitting

generates a pair of partons with smaller four-momentum than the original parton.

Splitting stops at a scale set by an adjustable parameter within the Monte Carlo
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Figure 2.17: The gluon fraction f of leading order �nal state partons with pmin
T <

pT < 100 GeV, as a function of the minimum parton transverse momentum pmin
T ,

using the CTEQ4M pdf. Here both leading order partons are required to be central
(j�j < 0:5). The solid symbols show f 1800, the prediction for

p
s = 1800 GeV, and

the open symbols show f 630 the prediction for
p
s = 630 GeV.

event generator. Parton showers are connected to the initial and �nal states of

a leading order hard interaction between a pair of partons within the incoming

hadron beams.

Usually, parton shower Monte Carlos also include models of hadronization.

The non-perturbative process of hadronization models the conversion of colored

partons into the stable, colorless objects observed in experiments, namely hadron-

s. Hadronization begins at the scale that cut-o� the parton shower. Therefore,

the boundary between the parton shower and the hadronization is relative, and
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Figure 2.18: Examples of next-to-leading order Feynman diagrams with three par-
tons in the �nal state.

depends on the details of the particular Monte Carlo. Generally, hadronization

increases the number of four-vectors in the �nal state.

Figure 2.20 illustrates the initial state of a qg ! qg subprocess, described at

di�erent levels of sophistication. Figure 2.21 illustrates how multiple jets arise

in the �nal state, and the resulting rich structure. The total amount of energy

in the event must stay (approximately) constant during the processes of parton

showering and hadronization. Therefore, the leading jets reconstructed at the

particle (hadron) level will have less energy than the jets in the hard scatter. This

is demonstrated in �g. 2.22, which shows the pT of jets in leading order QCD, for the

same sample described in section 2.4.3 (generated with pT > 50 GeV). Also shown

is the pT of jets reconstructed in the HERWIG Monte Carlo, after the development

of parton showers and the hadronization model (these are called particle jets). The
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Figure 2.19: A hard scattering event, illustrating the parton showers in the initial
and �nal state [7].

particle jet pT spectrum extends below the leading order generation threshold, due

to uctuations in the parton shower and hadronization models.

2.6 Jet structure

There are a number of variables that have been proposed to study the structure

of jets. Generally, a particular algorithm is used to reconstruct jets, which are

then analyzed in terms of some observable. In p�p collisions, the fraction of jet ET

was measured as a function of distance r from the jet axis [32]. Recently, there
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Figure 2.20: A quark from the proton interacts with a gluon from the antiproton
(before). (a) At the hadron level, a proton collides with an antiproton. (b) At the
parton shower level, a sea of quarks and gluons interact. (c) At the 2! 2 parton
level, a quark interacts with a gluon.

has been a proposal to study a related quantity, the radial moment [33]. Another

quantity of interest is the jet mass [34]. Because the quarks and gluons of QCD

are considered to be massless, the mass of a jet is directly related to its opening

angle. An invariant mass can also be reconstructed from a pair of jets, and this

can be used to study jet structure [35]. We now de�ne the measure of jet structure

used in this analysis, which is useful for discriminating between quark and gluon

jets.
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2.6.1 Subjets

The subjet multiplicity is a natural observable of a k? jet [20, 21, 36, 37, 38].

Subjets were de�ned by reapplying the k? algorithm, as in section 2.3.1, this time

starting with a list of vectors from preclusters assigned to a jet. Pairs of vectors

with the smallest dij were merged successively until all remaining

dij > ycutp
2
T (jet); (2.14)

where 0 � ycut � 1 is a dimensionless resolution parameter. The remaining vec-

tors were called subjets, and the number of subjets within the jet is the subjet

multiplicity M . In the computer implementation, subjets for any choice of ycut

could be quickly reconstructed, because the k? jet algorithm kept a `history' of

all vectors that were merged into a jet. For ycut = 1, every jet consists of a single

subjet (M = 1), identi�ed as the jet itself. As ycut decreases, the subjet multiplic-

ity increases, until every precluster becomes resolved as a separate subjet in the

limit ycut ! 0. Two subjets within a jet are resolved if they are noncollinear (i.e.,

well-separated in � � � space), or if they are both hard (i.e., carry a signi�cant

fraction of the jet pT ). The analysis in this article uses a single resolution param-

eter ycut = 10�3. For ycut = 10�3, the minimum subjet pT is � 3% of the total

jet pT , independent of the choice of D parameter. Note that ycut, as de�ned by

eqs. (2.14) and (2.10), involves a ratio of subjet pT to jet pT . A mismeasurement
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of a jet's pT would therefore not a�ect its subjet multiplicity. We do not attemp-

t to correct the momenta of individual subjets, given the fact that subjets were

speci�ed during jet reconstruction, and the jet momentum calibration was derived

after reconstruction. However, the experimental e�ects described in section 4.3

were corrected for in the subjet multiplicity variable. In general, the presence of

Uranium noise, multiple interactions, and pileup increased the subjet multiplicity.

Perturbative and resummed calculations [36, 37] and Monte Carlo estimates

(see section 5.4) also predict that gluon jets have a higher M than quark jets in

p�p collisions, and this has been con�rmed experimentally in e+e� collisions [12].

Higher order QCD radiation in the predictions modi�esM from the trivial leading

order result: MLO = 1. Radiation in QCD is governed by the vertex diagrams

shown in �g. 2.1, and allows up to three partons in the initial or �nal state of p�p

collisions at next-to-leading order. If two partons are clustered together into a jet,

they can be resolved separately as subjets (M = 2), for su�ciently small choices of

ycut. The distribution of radiation about the directions de�ning the incoming and

outgoing legs of the 2! 2 scatter is given by the DGLAP splitting functions. Soft

and/or collinear radiation is enhanced, which corresponds to the region of small

ycut. In the framework of parton showers, repeated application of the DGLAP

splitting functions allows jets with M > 2. Parton showers are connected to the

initial and �nal states of a leading order hard interaction between a pair of partons

within the incoming hadron beams. The parton shower initiated by a gluon in the
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�nal state of a hard scatter will result in a jet with more subjets than one initiated

by a quark. In the same framework, a soft parton radiated from the initial state

will be clustered with a �nal state parton into the same jet, if they happen to

be separated by �R < D. In this case, the subjet multiplicity depends weakly

on whether the �nal state parton was a quark or gluon. The contribution of

initial state radiation to the subjet multiplicity does however depend on the beam

energy. Initial state radiation is treated on an equal footing as �nal state radiation

in the k? algorithm with D = 1:0 [36], and diminishes in importance as D is

decreased. In general, subsequent emissions in parton showers have smaller energy

and momentum, with the result that the hM(y0cut)i > hM(ycut)i where y0cut < ycut.
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a). b).

c).

Figure 2.21: A quark from the proton interacts with a gluon from the antiproton
(after). (a) At the 2 ! 2 parton level, a quark and a gluon emerge. (b) At the
parton shower level, jets of quarks and gluons emerge. (c) At the hadron level, jets
of hadrons emerge.
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Figure 2.22: The pT distribution for the two �nal state partons and the leading
two particle level jets, at

p
s = 1800 GeV. No cuts have been applied, other than

the generation cuts. The particle level jet pT spectrum is lower than that for
the �nal state leading order partons: hpT (particle jets)i = 54:5 � 0:1 GeV and
hpT (leading order partons)i = 63:0� 0:1 GeV.



Chapter 3

Apparatus

3.1 Tevatron

An overview of the Tevatron accelerator complex at Fermilab is shown in �g. 3.1.

In this section, we present only a brief summary; an excellent introduction can

be found in [39]. First, 18 keV H� ions from a magnetron source are accelerated

to 750 keV by a Cockroft-Walton accelerator. The H� ions next are accelerated

in a 79 m linear accelerator (LINAC) to an energy of 400 MeV. The H� ions are

then passed through a carbon stripping foil and some are converted to H+ ions,

or protons. The protons are injected into the Booster synchrotron and accelerated

to 8 GeV. In the next phase, protons are injected into the Main Ring, which is

housed in the same tunnel as the Tevatron. The circular tunnel has a diameter

of approximately two kilometers. Protons are accelerated by the Main Ring to an

46
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energy of 150 GeV. The Main Ring also supplies a proton beam to the target hall

to initiate antiproton production.

The Tevatron accelerates protons and antiprotons up to 900 GeV, using a sys-

tem of 53 MHz radiofrequency (RF) cavities. The Tevatron includes a system

of 774 superconducting magnets, operated at 4.6 K, to bend the proton and an-

tiproton beams around the tunnel. In Run I operations (1994-1996), there were

6 bunches of � 150 � 109 protons and 6 bunches of � 50 � 109 antiprotons, si-

multaneously rotating in opposite directions in the Tevatron beampipe. Proton

bunches collide with antiproton bunches at two interaction points, B� (CDF) and

D� every 3.5 �s.

Figure 3.1: The Tevatron accelerator complex.

The Tevatron was operated with 900 GeV proton and antiproton beams (total
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energy available
p
s = 1800 GeV) during the years 1994-1996 (Run Ia and Ib).

The Tevatron was also operated with 315 GeV beams (
p
s = 630 GeV) for a short

time at the end of 1995 (Run Ic). The data used in this thesis were collected by

the D� detector, and focus on a comparison of data taken at
p
s = 1800 GeV to

p
s = 630 GeV.

3.2 D� detector

Experimentally, we study p�p collisions with the D� detector [40]. The D� detector

is 13 m high, 20 m long, and weighs 5500 tons. The Tevatron beamline passes

through the D� detector, de�ning the z axis along the proton direction. The y

axis points upward, and therefore the x axis points out of circular ring holding the

beam. The D� detector does not have a central magnetic �eld; instead the space

in the experimental hall is devoted to high precision calorimetry.

In the following sections, particular attention is paid to describing the calorime-

ter. We briey describe the central detector, and follow with an overview of the

triggering and data acquisition system.

3.2.1 Calorimeter

The heart of the D� detector is the calorimeter. The calorimeter measures the en-

ergy of electromagnetic and hadronic showers, initiated by all particles produced
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D0 Detector

Muon Chambers

Calorimeters Tracking Chambers

Figure 3.2: An isometric view of the D� detector.
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in p�p collisions (except muons and neutrinos). At D� the calorimeter is used

to detect jets, and thus is the primary detector component used in this analysis.

Jets therefore include energy from both charged and neutral particles. The D�

calorimeter, shown in �g. 3.3, is a sampling calorimeter, meaning that electromag-

netic and hadronic showers are measured (sampled) multiple times during their

development. The calorimeter uses liquid argon as the active medium to sample

the ionization energy produced in electromagnetic and hadronic showers. Three

cryostats contain the liquid argon, in which are immersed layers of dense absorb-

ing material. The cryostat de�ning the central calorimeter (CC) covers the region

j�j < 1:0, while the symmetric end calorimeters (EC) extend forward to j�j < 4:0.

Each cryostat is divided into an electromagnetic (EM), �ne hadronic (FH), and

a coarse hadronic (CH) section. The EM and FH have uranium absorber plates,

and the CH has copper or stainless steel absorber plates. Copper readout pad-

s are centered in the liquid argon gaps between the absorber plates. Radially,

the electromagnetic calorimeter has 4 absorber-readout layers, and the hadronic

calorimeter has up to 4 layers. This corresponds to 20 radiation lengths (X0) in

the EM, followed by 7 nuclear interaction lengths (�). The plate thickness and size

of the gap was varied in each layer so that the energy measured in hadron showers

matched that in electromagnetic showers. The response ratio

Relectrons

Rhadrons

� 1:1 (3.1)
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in the D� calorimeter.

1m

D0 LIQUID ARGON CALORIMETER

CENTRAL 
CALORIMETER

END CALORIMETER

Outer Hadronic
(Coarse)

Middle Hadronic
(Fine & Coarse)

Inner Hadronic
(Fine & Coarse)

Electromagnetic

Coarse Hadronic 

Fine Hadronic 

Electromagnetic

Figure 3.3: The D� liquid argon calorimeter is divided physically into three
cryostats, de�ning the cental calorimeter and two end calorimeters. Plates of ab-
sorber material are immersed in the liquid argon contained by the cryostats. Each
cryostat is divided into an electromagnetic, �ne hadronic, and coarse hadronic
section.

The entire calorimeter is segmented into �6000 towers, each of size ����� =

0:1� 0:1, projected towards the center of the detector, the nominal p�p interaction

point. Figure 3.4 shows a projection of one quadrant of the D� calorimeter in the

y�z plane. Each layer in a calorimeter tower is called a cell (shown in �g. 3.5), and

yields an individual energy measurement. A particle incident upon a calorimeter

cell will lose energy in the absorber material, then ionize material in the active

medium. The copper readout pads are maintained at a potential +2 kV, while

the absorber plates are grounded. Ionization electrons will therefore drift to the
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readout pads, where the charge is integrated and converted to a voltage signal.

Figure 3.4: One quadrant of the D� calorimeter and drift chamber, projected
in the y � z plane. Radial lines illustrate the detector pseudorapidity and the
pseudoprojective geometry of the calorimeter towers. Each tower is of size �� �
�� = 0:1� 0:1.

Readout

The random decay of radioactive Uranium nuclei in the calorimeter means that

energy is often present in a given cell, even in the absence of an external particle

ux. For each cell, a distribution of this pedestal energy was measured in a series

of calibration runs with no p or �p beam in the Tevatron. Electronic pulse shaping

made the pedestal distribution asymmetric, with a longer high-end tail, as illus-

trated in �g. 3.6. The mean pedestal energy was calculated and subtracted online
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CC Module EM FH CH

Rapidity Range (j�j � ) 1.2 1.0 0.6
Absorbing Material Uranium Uranium Copper

Absorber Plate Thickness 2.3 mm 2.3 mm 46.5 mm
Total Depth (X0) 20.5 96 32.9
Total Depth (�) 0.76 3.2 3.2
Number of Layers 4 3 1
Depth per Layer 2, 2, 7, 10 X0 1.3, 1.0, 0.9 � 3.2 �
Segmentation 0.1�0.1 0.1�0.1 0.1�0.1

0.5�0.5 (Layer 3)
Sampling Fraction 11:79% 6:79% 1:45%

Channels 10; 368 3; 000 1; 224

Table 3.1: Parameters for the Central Calorimeter.

EC Module EM Inner FH Inner CH

Rapidity Range � j1:3� 3:7j � j1:6� 4:5j � j2:0� 4:5j
Absorbing Material Uranium Uranium Steel
Absorber Thickness 4.0 mm 6.0 mm 6.0 mm
Total Depth (X0) 20.5 121.8 32.8
Total Depth (�) 0.95 4.9 3.6
Number of Layers 4 4 1
Segmentation 0.1�0.1 0.1�0.1 0.1�0.1
for j�j < 2:6 0.5�0.5 (Layer 3)

for 2:6 < j�j < 3:2 0.1�0.1 (all Layers) 0.1�0.1 0.1�0.1
for j�j > 3:2 0.2�0.2 or more 0.2�0.2 or more 0.2�0.2 or more

Sampling Fraction 11:9% 5:7% 1:5%
Channels 7; 488 5; 216

Table 3.2: Parameters for the EM and Inner Hadronic End Calorimeter modules.
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EC Module Middle FH Middle CH Outer CH

Rapidity Range � j1:0� 1:7j � j1:3� 1:9j � j0:7� 1:4j
Absorbing Material Uranium (1.7% Nb) Steel Steel

Absorber Plate Thickness 6.0 mm 46.5 mm 46.5 mm
Total Depth (X0) 115.5 37.9 65.1
Total Depth (�) 4.0 4.1 7.0
Number of Layers 4 1 3
Segmentation 0.1�0.1 0.1�0.1 0.1�0.1

Sampling Fraction 6:7% 1:6% 1:6%
Channels 1,856 960

Table 3.3: Parameters for the Middle and Outer Hadronic End Calorimeter mod-
ules.

from the energy measured in a hard scattering events resulting from the p�p colli-

sion during normal data-taking runs. To save processing time during data-taking,

a zero-suppression chip was used in the calorimeter readout electronics. Cells con-

taining energy within two-� of the mean pedestal energy were not read out or

recorded. Since the pedestal distribution was asymmetric, upward uctuations in

measured cell energies occurred more often than downward uctuations. In the

measurement of a hard scattering event, the net result was an increased multiplic-

ity of readout cells and a positive o�set to their raw energies. This e�ect is called

Uranium noise, and must be corrected for in the measurement of jet properties.

There are two other instrumental e�ects which contribute to the energy o�set

measured by calorimeter cells. The �rst is energy due to multiple p�p interactions

within the same accelerator bunch crossing. This o�set is luminosity-dependent.

To understand the second e�ect, we explain how the calorimeter cells are sampled,
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G10 Insulator
Liquid Argon

Gap
Absorber Plate Pad Resistive Coat

Unit Cell

Figure 3.5: A unit cell in the D� calorimeter.

with the help of �g. 3.8. The drift time of ionization electrons in the liquid argon

gap to the copper readout pad of a calorimeter cell is � 500 ns. The collected

electrons are integrated to produce an electronic signal which is shaped so that

the peak occurs at � 2 �s, and the signal decay time is � 30 �s. Each cell is

sampled once at the time of bunch crossing (base), and again 2 �s later (peak).

The di�erence in voltage between the two samples (peak minus base) de�nes the

raw energy in the cell. The actual reading for the base sample depends on previous

bunch crossings, because the signal decay time is much longer than the accelerator

bunch spacing (3.5 �s). In the case that a previous bunch crossing deposited

energy in a particular cell, then that cell's base sample may be too high for the

current bunch crossing. Furthermore, if the current crossing contributed little or
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Figure 3.6: Illustration of the pedestal energy distribution in a calorimeter cell
(solid line), due to Uranium noise. The mean value is de�ned to be zero, and
the peak occurs at negative values. Removal of the portion between the vertical
dashed lines (within 2� of the mean) results in a positive mean for the remaining
distribution.

no energy to such a cell, then its raw energy may be negative. Also (occupancy)

luminosity-dependent, this e�ect is called pileup, and leads to an average negative

contribution to the o�set.

The towers are projective only for an event with a primary vertex in the center

of the D� detector. Each cell position is adjusted according to the measured

zvertex, and put into a logical grid in � � � space, with the same segmentation as

the physical D� calorimeter.
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Figure 3.7: Energy distribution of calorimeter cells for a sample of minimum bias
events. The dip around zero is caused by zero suppression which sets the 2� region
to zero in hardware before being readout.

3.2.2 Central detector

The central detector (CD), shown in �g. 3.9, is composed of the vertex drift cham-

ber (VTX), the transition radiation detector (TRD), and the central and forward

drift chambers (CDC and FDC). The VTX measures the position of the p�p inter-

action point in the plane perpendicular to the beam direction. The TRD discrimi-

nates between electrons and pions. The CDC and FDC measure the trajectories of

charged particles produced in a p�p collision. For this analysis, the CDC was used

only to �nd the component of the p�p interaction point along the beam direction

(i.e., the z position of the event vertex) and hence the jet polar angles used in

calculating pT . The central detector did not have a magnetic �eld.
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Current crossing
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ttptb

Previous crossing, L interactions
Previous crossing, M interactions
Previous crossing, N interactions

L > M > N

Figure 3.8: Schematic of voltage in a calorimeter cell as a function of time. The
solid line shows the contribution for a given event (the current crossing). The
cell is sampled once at tb, just before a p�p bunch crossing, to establish a base
voltage. The voltage rises during the time it takes electrons to drift in the liquid
argon gap (�500 ns), and reaches a peak value at tp � 2�s, which is set by
pulse-shaping ampli�ers in the signal path. The cell is sampled again at tp, and
the voltage di�erence �V = V (tp) � V (tb) is proportional to the raw energy in
the cell. Because the decay time of the signal � � 30�s is much larger than the
accelerator bunch crossing time tx = 3:5�s, V (tb) may have a contribution from a
previous bunch crossing. The size of this contribution is related to the number of
p�p interactions in the previous crossing, which depends on the beam luminosity.
The dashed lines show an example contribution from a previous bunch crossing
containing three di�erent numbers of p�p interactions. The �gure is not drawn to
scale.
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Figure 3.9: The central detector.

3.2.3 Triggers and data acquisition

Bunches of proton and antiprotons crossed every 3.5 �sec in the center of the D�

detector. The digitized information from the entire D� detector was typically 200

kBytes per event. To store all this data would have required recording 57 GB per

second! The job of the trigger system was to select and record interesting collisions

for further study. The block diagram in �g. 3.10 shows the three stages of the D�

trigger system. The function of the trigger system as a whole was to reduce the

event rate from 287 kHz (the bunch crossing rate) to 1-2 Hz, the rate at which

events were written to tape.
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Figure 3.10: Block diagram of the triggering system.

Level � Trigger

The level � trigger reduced the event rate from 287 kHz to 50 kHz. The pro-

cessing time was 132 ns. The level � trigger used information solely from the

two scintillating tile hodoscopes, located just inside the end calorimeters and n-

ear the beampipe. Each hodoscope system consisted of two layers of rectangular

scintillators, read out with photomultiplier tubes. With their fast response, the

scintillators detected particles deected at small angles from the beams. When

a proton and an antiproton broke up in an inelastic collision, remnant particles

were produced near the beampipe. Time coincident signals in the two hodoscopes

therefore indicated that an inelastic collision occurred, and event processing was

passed on to the next level.

Level 1 Trigger

The level 1 trigger reduced the event rate from 50 kHz to 200 Hz. The processing

time was 900 ns. The level 1 trigger was implemented in hardware logic circuits.

It used information only from calorimeter towers and the muon system. Muon
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triggers were not used in this analysis, and are not discussed further. Calorimeter

towers were grouped together into 2 � 2 arrays called calorimeter towers. The

transverse energy in a trigger tower was calculated as the sum of the transverse

energy in each tower. An event was passed by the level 1 system if the trigger towers

passed any one of a variety of requirements. For example, the JET 30 trigger at

level 1 required a trigger tower with at least 15 GeV of transverse energy.

Level 2 Trigger

The level 1 trigger reduced the event rate from 200 Hz to 1-2 Hz. The process-

ing time was 100-200 ms. The level 2 trigger was implemented in a farm of 48

VAXstation nodes. The level 2 system used information from all the detector

subcomponents. The level 2 system reconstructed physics objects with simpli�ed

algorithms. For example, a jet at level 2 was de�ned by a 7�7 array of calorimeter

towers. Properties of the objects were compared to a list of requirements to deter-

mine whether to accept or reject an event for recording to tape. For example, the

JET 30 trigger at level 2 required a jet with at least 30 GeV of transverse energy.

This analysis used only the JET 30 trigger, which was the only trigger with an

identical de�nition in both the
p
s = 1800 and 630 GeV data taking runs.



Chapter 4

Jet Reconstruction

4.1 Preclustering

The k? jet algorithm is an O(n3) algorithm [21], where n is the number of vectors

in the event. Limited computer processing time does not allow this algorithm to

run on the �45000 cells or even the �6000 towers of the D� calorimeter. There-

fore, we employ a preclustering algorithm to reduce the number of vectors input

to the algorithm. Essentially, logical towers are merged if they are close together

in � � � space, or if they have small (or negative) pT . Physical towers are trans-

formed into logical towers by shifting the origin of the coordinate system from the

center of the D� detector to the measured position of the p�p interaction point.

An identical algorithm must also be applied to particles in a Monte Carlo genera-

tor. Otherwise, if a single particle strikes the boundary between two calorimeter
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towers, two clusters of energy may be measured. At the particle level there is

only one vector and experimentally we measure only two vectors. Conversely, two

collinear particles may shower in a single calorimeter tower. In this case, there are

two vectors at the particle level and experimentally we measure only one vector.

Preclustering all vectors within a radius (�Rp =
p
��2 +��2 = 0:2) larger than

the calorimeter tower size removes this problem. Next, the preclustering algorithm

absorbs negative energy calorimeter towers [41], which cannot be accommodated

by the k? algorithm. Finally, a similar method is used for low pT vectors.

The preclustering algorithm has six steps:

1. Remove any calorimeter cells with pT < �500 MeV. Cells with slightly

negative pT are allowed due to pileup e�ects in the calorimeter, but cells with

highly negative pT are very rarely observed in minimum bias events (see �g. 3.7),

and are thus considered spurious, so they are removed.

2. Treating each calorimeter cell as massless, convert (Ex; Ey; Ez) ! (�; �)

according to:

� = ln
E +Ezp
E2
x + E2

y

� = tan�1
Ey

Ex

where E = Ex +Ey +Ez.

3. For each calorimeter tower, sum the transverse energy of cells within that

tower, where E2
T = E2

x +E2
y
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4. Starting at � = �9 and � = 0�, combine closest towers into preclusters such

that no two preclusters are within �Rp =
p
��2 +��2 = 0:2. The combination

follows the Snowmass prescription [42]:

ET = ET;i +ET;j

� =
ET;i�i +ET;j�j
ET;i +ET;j

� =
ET;i�i +ET;j�j
ET;i +ET;j

The procedure continues in the direction of increasing �, then is iterated over

increasing �.

5. Preclusters which have negative transverse energy ET = ET� < 0 are

redistributed to neighboring preclusters. Given a negative ET precluster with

(ET�; ��; ��), we de�ne a search square of size (�� � 0:1) � (�� � 0:1). If the

scalar sum of positive ET in the search square is greater than jET�j, then ET� is

redistributed to the positive ET preclusters in the search square. Otherwise, the

search square is increased in steps of �� = �0:1 and �� = �0:1, and redistribution

is again attempted. If redistribution still fails with a search square of size (�� �

0:7)� (�� � 0:7), the ET of the negative energy precluster is set to zero.

6. Preclusters which have ET < Ep
T = 200 MeV are redistributed to neighboring

preclusters, as in step 5. We make the additional requirement that the search

square have at least three positive ET preclusters, to reduce the overall number of
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�gs. 4.2 and 4.3, the number of preclusters in the detailed detector simulation is a

factor 2.4 higher than at the particle level, for �Rp = 0. Most of the additional

preclusters are reconstructed near the beampipe and some are due to localized

deposits of low energy. With �Rp = 0:2, the number of preclusters increases only

by a factor 2.0, with a coarser calorimeter.

4.2 k? jet algorithm

The k? jet algorithm was already described completely in section 2.3.1. In this sec-

tion we address some of the implications of the preclustering algorithm (described

in the previous section) with regard to the properties of k? jets. In particular, we

studied the e�ect of the preclustering radius �Rp on jet pT , using a Monte Carlo

sample of QCD jet events. A study of the e�ects on jet structure is postponed

until section 4.5. The Monte Carlo sample is described more fully in section 5.3,

and the jets were reconstructed with the k? algorithm, using D = 0:5.

Figure 4.4 shows the comparison of the leading jet pT with �Rp = 0:2 to that

with �Rp = 0. The preclustering radius �Rp = 0:2 (step 4. of the precluster-

ing algorithm) reduces the mean jet pT by 0.7 GeV. Evidently, the preclustering

algorithm assigns energy di�erently than the k? algorithm. It is di�cult to track

exactly which towers end up in each jet, in part because of the redistribution of

energy in steps 5. and 6. of the preclustering algorithm. The net e�ect is that some

energy belonging to the leading jet when �Rp = 0 is transferred to non-leading
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Figure 4.2: Distribution of the number of preclusters per event, with �Rp = 0:2
(solid), and with �Rp = 0 (dash). Taken from a sample of QCD jet events from
Monte Carlo data. The jets were reconstructed using the calorimeter simulation,
including the luminosity simulation. The preclustering radius �Rp = 0:2 reduces
the mean number of preclusters per event by 37%
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Figure 4.3: Same as in �g. 4.3, except the jets were reconstructed in Monte Carlo
data at the particle level, with no calorimeter or luminosity simulation. The same
preclustering radius �Rp = 0:2 reduces the mean number of preclusters per event
by 24%
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jets when �Rp = 0:2. The shift in the leading jet pT spectrum is visible in the

top panel of �g. 4.4, and the ratio in the bottom panel suggests some dependence

on the jet pT . A correction was not explicitly applied to the experimental data

for this e�ect. Instead, the theoretical predictions included the identical preclus-

tering algorithm used in experimental data. Fortunately, the particle level result

for leading jet pT is not as sensitive to �Rp. This is shown in �g. 4.5. Note that

even the particles in the Monte Carlo were projected into a calorimeter-like grid

(�� � �� =0.1�0.1) by step 3. of the preclustering algorithm. If this were not

the case, then we would expect an even larger e�ect than illustrated in �g. 4.5.

This is demonstrated in �g. 4.6, which shows the particle level jet pT spectra with

�Rp = 0, both with and without the projection of particles into a calorimeter-like

grid. Although there are some di�erences, the jet pT is not very sensitive to the

�ne segmentation of the D� calorimeter.

4.3 Jet momentum calibration

The calibration of jet momentum is an attempt to remove e�ects of the detector as

well as the physics underlying event (momentum due to soft interactions between

the remnant partons of the proton and antiproton). These e�ects enter in the

relation between the momentum of a jet measured in the calorimeter pmeas and
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Figure 4.4: The top panel shows the distribution of the leading jet pT with Ep
T =

200 MeV (solid), and with Ep
T = 0 MeV (dash). Measured in a sample of QCD jet

events from Monte Carlo data. The sample was generated with minimum parton
transverse momentum pmin

T = 50 GeV. The k? jets were reconstructed with the
D = 0:5 in the calorimeter simulation, including the luminosity simulation. The
preclustering threshold Ep

T = 200 MeV reduces the mean of the leading jet pT by
0.7 GeV. The bottom panel shows the ratio of the histograms in the top panel.
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Figure 4.5: Same as in �g. 4.4, except the jets were reconstructed in Monte Carlo
data at the particle level, with no calorimeter or luminosity simulation. The same
preclustering threshold Ep

T = 200 MeV reduces the mean of the leading jet pT by
0.25 GeV. The bottom panel shows the ratio of the histograms in the top panel.



72

Figure 4.6: The solid is the same as the dashed in �g. 4.5, i.e., with Ep
T = 0 MeV.

The dashed does not precluster particles into a calorimeter-like grid. This step of
the preclustering algorithm reduces the mean of the leading jet pT by 0.2 GeV.
The bottom panel shows the ratio of the histograms in the top panel.
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the true jet momentum ptrue [41]

ptruejet =
pmeas
jet � pO(�

jet;L; pjetT )

Rjet(�jet; pjet)
(4.1)

where pO denotes an o�set correction and Rjet is a correction for the response of

the calorimeter to jets. A true jet is thus de�ned to be a jet composed only of

the �nal state particle momenta from the hard parton-parton scatter (i.e., before

interaction in the calorimeter). Although eq.( 4.1) is valid for any jet algorithm,

pO and components of Rjet do depend on the details of the jet algorithm. The

calibration described here refers to an identical k? jet algorithm at the particle

level as at the calorimeter level, described in section 2.3.1, with D = 1:0. We rely

on many of the results from the calibration of the �xed cone jet algorithm. [41]

The o�set pO is the momentum of a reconstructed jet that is not associated

with the hard interaction itself. It is divided into two parts:

pO = Oue +Ozb;

where Oue is the o�set due to physics underlying event and Ozb is the o�set due

to the experimental environment. The source of Ozb is additional energy in the

calorimeter cells of a jet from the combined e�ects of Uranium noise, multiple

interactions, and pileup. We measure Oue and Ozb in k? jets separately, but with a

similar method. The method uses cell energies measured in the D� calorimeter to
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o�set Monte Carlo jet events. The Monte Carlo events were generated by HERWIG

(version 5.9) [30] with 2 ! 2 parton pT thresholds of 30, 50, 75, 100, and 150

GeV, and underlying event switched o�. The Monte Carlo events were propagated

through the D� detector simulation [46] which provides a cell-level simulation

of the calorimeter response and resolution. The digitized Monte Carlo events

were then passed through the calorimeter reconstruction and jet �nding packages,

de�ning the �rst sample of jets. The detector simulation does not include the e�ects

of Uranium noise, nor the accelerator conditions causing multiple interactions and

pileup. The total contribution of these three e�ects is modeled by overlaying a zero

bias event, which is a random p�p bunch crossing. Zero bias events were recorded

by the D� detector at various instantaneous luminosities in special data-taking

runs without the zero suppression discussed in section 3.2. The cell energies as

measured by D� in zero bias events were added cell-by-cell to the energies in

simulated Monte Carlo jet events. The summed cell energies were then zero-

suppressed o�ine, using the pedestals appropriate to the zero bias events. Finally,

the summed cell energies were passed through the calorimeter reconstruction and

jet �nding packages, producing a second sample of jets. The two samples are

compared on an event-by-event basis, associating jets in the two samples with

�R < 0:5 [24]. The di�erence in the measured pT of corresponding jets is Ozb,

shown in �g. 4.7 as a function of �jet for di�erent instantaneous luminosities.

This method was tested with the �xed cone jet algorithm, and gives o�sets
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Figure 4.7: The o�set correction Ozb as a function of jet pseudorapidity. The
jets were reconstructed by the k? algorithm, as described in the text, with D =
1:0. Ozb accounts for the combined e�ects of pileup, Uranium noise, and multiple
interactions. The di�erent sets of points are for events with di�erent instantaneous
luminosity L � 14; 10; 5; 3; 0:1� 1030cm�2s�1. The curves are �ts to the points at
di�erent L, motivated by the functional form in [41].
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consistent within the systematic errors stated in [41]. Approximately 30% of the

discrepancy between the two methods can be explained by the Ejet
T dependence

of the occupancy within cone jets (the fraction of cells read out inside the cone).

The remaining 70% is assigned as a systematic error, and carried over to our

measurement for the o�set Ozb in the k? jet algorithm. The o�sets Ozb in the

k? jet algorithm (with D = 1:0) are 50 � 75% larger than in the �xed cone jet

algorithm (with R = 0:7), using our method for both algorithms.

The o�set due to physics underlying event Oue is modeled by a minimum bias

event. A minimum bias event is a zero bias event, with the additional requirement

of a coincidence signal in the scintillating tile hodoscopes [40] near the beampipe.

The additional requirement means there was an inelastic p�p collision during the

bunch crossing. In addition to Oue, a minimum bias event measured in the D�

calorimeter also includes energy from Uranium noise, multiple interactions, and

pileup. However, the luminosity dependence of multiple interactions and pileup in

minimum bias events is di�erent than in zerobias events [43]. In the limit of zero

luminosity, these two e�ects are negligible. Therefore, a minimum bias event at

low luminosity includes the o�set due to physics underlying event and Uranium

noise. A zero bias event at low luminosity includes only the o�set due to Uranium

noise. To measure the jet momentum o�set Oue, we again compared two samples

of jets. Minimum bias events as measured by the D� calorimeter at low luminosity

were added to Monte Carlo jet events; the resulting jets de�ned the �rst sample
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of jets in the determination of Oue. The second sample of jets was reconstructed

from zero bias events at low luminosity added to Monte Carlo jet events. Oue was

calculated by subtracting the momentum of jets in the second sample from the

�rst sample. The underlying event o�set Oue for k? jets is shown in �g. 4.8.

D� makes a direct measurement of the jet momentum response using conserva-

tion of pT in photon-jet (-jet) collider events [41]. The photon energy/momentum

scale is determined from the D� Z ! e+e�, J= and �� data samples, using the

masses of these known resonances. In the case of a -jet two body process, the jet

momentum response can be measured as:

Rjet = 1 +
~E/T � n̂T
pT

; (4.2)

where pT and n̂ are the transverse momentum and direction of the photon. To

avoid resolution and trigger biases, Rjet is binned in terms of E
0 = pmeas

T �cosh(�jet)

and then mapped onto pmeas
jet . E 0 depends only on photon variables and jet pseu-

dorapidity, which are quantities measured with very good resolution. Rjet and E
0

depend only on the jet position, which has little dependence on the type of jet

algorithm employed.

Rjet as a function of pmeas
jet (pk?) is shown in Figure 4.9. The data is �t with

the functional form Rjet(p) = a+ b � ln(p) + c � ln(p)2. Rjet for cone (R = 0:7) [41]

and k? (D = 1) jets are di�erent by about 0.05. This di�erence does not have any

physical meaning; it arises from di�erent voltage-to-energy conversion factors at
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Figure 4.8: The underlying event correction Oue as a function of jet pseudorapidity.
The jets were reconstructed by the k? algorithm, as described in the text, with
D = 1:0. Oue accounts for the momentum added to jets due to spectator partons
not involved in the hard scatter, but from the same p�p collision. The solid curve
is a �t to the points, motivated by the functional form in [41]. The dashed curves
denote the �1� systematic error.
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the cell level before reconstruction.

4.4 Comparison of the k? jet algorithm to the cone

jet algorithm

Because these are the �rst experimental results of a k? jet algorithm from a hadron

collider, we compare to the traditional cone jet algorithm. The results in this

section refer to the k? jet algorithm described above with D = 1:0 and corrected

according to section 4.3. The cone jets were reconstructed [44] with a conesize

R = 0:7, and corrected according to [41]. This comparison used � 75% of the

events in the 1994-1996 dataset used for the inclusive cone jet cross section analysis

at
p
s = 1800 GeV [27]. The two algorithms are similar by design [22], de�ning

similar jet directions and momenta, at least for the two leading (highest pT ) jets

in the event. Additional jets in the event usually have much smaller pT than the

leading two, making them more di�cult to measure, so we do not consider them

here. The jets reconstructed by each algorithm are compared on an event-by-event

basis, associating a cone jet with a k? jet if they are separated by �R < 0:5.

To obtain a pure sample of events with only good hadronic jets, the following

requirements were placed on the events and on the reconstructed k? jets, based on

standard cuts in use at D� for the �xed cone jet algorithm [44]:

� Measured event vertex within 50 cm of the center of the detector
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Figure 4.9: The calorimeter response correction for k? jets with D = 1:0, as a
function of jet pT . The Monte Carlo point is used to constrain the �t (solid) at
high jet pT . The dashed curves denote the �1� systematic error.
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� Missing ET less than 70% of the leading jet pT

� Fraction of jet pT deposited in the coarse hadronic calorimetry less than 40%.

� Fraction of jet pT deposited in the electromagnetic calorimetry between 5%

and 95%.

� Jet j�j < 0:5

These requirements yield a sample of 68946 k? jets. Approximately 99:94% of

the k? jets have a reconstructed cone jet within �R < 0:5, when the matching

cone jet is one of the leading two cone jets in the event. For these pairs of jets,

the distance between a k? jet and matching cone jet is shown in �g. 4.10. The

�xed cone algorithm therefore �nds a jet within �R < 0:1 of a k? jet � 90% of

the time. Figure 4.11 shows the di�erence pT (k? jet)� ET (cone jet) as a function

of pT (k? jet). k? jets generally have a higher pT than associated cone jets. The

di�erence becomes more pronounced with higher jet pT , increasing from � 5 GeV

at pT � 90 GeV to � 8 GeV at pT � 240 GeV.

4.5 Subjets

In experimental measurements, the growth of the subjet multiplicity M at very

small ycut (discussed in section 2.6.1) is cut o� due to the energy thresholds and

limited granularity of the detector. Theoretical predictions ofM are placed on the
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Figure 4.10: The distance �R =
p
��2 +��2 between a k? jet and its matching

cone jet. The k? jets were reconstructed with D = 1:0, and the cone jets were
reconstructed with R = 0:7. Only the two leading jets from each algorithm were
considered. The k? jets were selected with the cuts described in section 4.4, and
the pT cuts corresponding to the points in �g. 4.11.

same footing as experimental measurements by preclustering (as in section 4.1) for

all cases. Requiring preclusters to be separated by �Rp means that the subjets

closest in � � � space for ycut <
�
�Rp

2D

�2
begin to be resolved based solely on the

pT fraction of the subjets within the jet. The preclustering stage allows us to

compare the measurement of M with predictions in the interesting region of small

ycut, without an explicit correction for detector granularity.

The e�ects of detector granularity on the subjet multiplicity were studied with-

in the context of the preclustering algorithm, as advertised in section 4.2. The
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Figure 4.11: The di�erence �pT = pT (k?jet) � pT(conejet) as a function of
pT (k?jet). A cone jet is associated with a k? jet if their separation �R < 0:5

jet structure, as characterized by the subjet multiplicity, is more sensitive to the

preclustering radius �Rp than was the jet pT . Figure 4.12 shows the average sub-

jet multiplicity, as a function of ycut, (see section 2.6.1) in particle level jets. There

are more subjets in jets when �Rp = 0, compared to when �Rp = 0:2. Requiring

preclusters to be separated by �Rp a�ects the subjet structure below

ycut <

�
�Rp

2D

�2

< 10�1:4 (4.3)

Again, the subjet multiplicity is increased even further when particles in the Monte
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Carlo are not projected into a calorimeter-like grid (����� =0.1�0.1). This un-

derscores the fact that the same preclustering algorithm, as well as the same jet

algorithm, must be used in any comparisons of theoretical predictions to experi-

mental data.
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Figure 4.12: The average subjet multiplicity, as a function of ycut, in a sample of
jets reconstructed in Monte Carlo data at the particle level, with no calorimeter
or luminosity simulation. The solid curve shows the results with �Rp = 0, and
the dashed curve shows the results with �Rp = 0:2. The preclustering radius
�Rp = 0:2 reduces the average subjet multiplicity, for ycut < 10�1:4.



Chapter 5

Procedure

This chapter forms the heart of the thesis. The precise de�nition of the jet samples

under study has implications for how the samples will be analyzed, and the inter-

pretation in terms of gluon and quark jets. The jets described in the remainder

of this thesis have been de�ned by the k? jet algorithm with D = 0:5. First we

describe the jet samples to be studied, then we describe a method to analyze them.

5.1 Jet Selection

Several ideas have been proposed in the past as way of de�ning gluon and/or quark

enriched samples of jets. De�ning only a quark enriched sample, or only a gluon

enriched sample, is of little use, however. This is because it is di�cult to conclude

that any measured jet properties are due to the quark or gluon nature of the

86
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sample, and not because of the way the sample itself was de�ned. To understand

jets in terms of quarks and gluons then, an enriched jet sample must be compared

to another jet sample.

One example is the t�t ! jets �nal state. This process has six quark jets

in the �nal state. Unfortunately, the cross section is small, and does not yield

enough events for a systematic study. The dominant background is QCD multijet

production, which primarily has gluon jets in the �nal state. Consider another

example: looking at �g. 2.13, we could naively de�ne a quark (gluon) jet sample

by selecting high (low) pT jets. Comparing the jet shapes in the two samples would

show the \quark" jets to be much narrower than the \gluon" jet sample. However,

Monte Carlo studies show that a high pT quark jet is narrower than a low pT quark

jet, biasing the entire measurement. Another proposal would be to de�ne a quark

(gluon) jet sample by selecting central (forward) jets. The pure � dependence of

the jet shape will once again bias the conclusion. Yet another proposal would be

to compare samples of dijets in the same-side (�1�2 > 0) of the detector to those

in the opposite-side (�1�2 < 0), selected at the same pT and �. The bias in this

case turns out to be physics based, and is often called minijet production [45].

As suggested in section 2.4.3, we de�ne quark and gluon enriched jet samples

with the same pT by varying the center-of-mass energy from
p
s = 1800 to 630

GeV.
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5.1.1 Inclusive jets at
p
s = 1800 and 630 GeV

The classi�cation of quark and gluon jets is unambiguous only in leading order

QCD, where there are two, and only two, jets in the �nal state of a p�p collision.

For this reason, we will start by selecting only the two leading jets in the event.

Jets beyond the leading two are described at higher orders in QCD, and usually

have a much smaller pT than the leading two. These low pT jets are di�cult to

measure, so we do not consider them here. Any cuts described in the following

sections are applied equally to both leading jets in the event. A given event may

have two, one, or no jets which are selected for further analysis.

For the purposes of this analysis, we de�ne inclusive jet samples by applying

the cut:

j�j < 0:5: (5.1)

The cut is experimentally motivated; while a loose cut may be desired to keep jets

away from the beampipe, such a tight cut also restricts jets from poorly instru-

mented regions of the calorimeter.

The next most important cut concerns the jet pT . Recall that the di�erence in

gluon jet fraction between the
p
s = 1800 and 630 GeV samples generally increases

as the hpT i increases (see section 2.4.3), reaching a maximum near hpT i = 100 GeV.

Ideally then, we would like to de�ne jet samples at
p
s = 1800 and 630 GeV with
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hpT i = 100 GeV. Jet samples with a desired hpT i can be de�ned by accepting

jets within an appropriate window of minimum and maximum jet pT . The steep

negative slope of the jet pT spectrum results in samples with the average jet pT

close to the minimum allowed by the selection cuts.

5.2 Jet samples in D� data

In this section we describe the selection of jets in D� data, at
p
s = 1800 and 630

GeV. As much as possible, the selection criteria were identical for both samples,

except for
p
s. The strength of the conclusions lies in this fact.

We would like to de�ne jet samples having hpT i = 100 GeV in D� data, with

enough jets to make statistically signi�cant measurements of their internal struc-

ture. With only three weeks of operation at
p
s = 630 GeV, this is impossible. We

must therefore settle on a lower range of jet pT . The pT of the leading jet is shown

in �g. 5.2, for events passing the JET 30 trigger at
p
s = 630 GeV. Even though

this trigger was unprescaled during operation at
p
s = 630 GeV, the entire data

sample has only � 44000 events. The jet sample can be roughly doubled, by also

considering the second leading jet in the event. The pT of the second leading jet

is shown in �g. 5.3.

While the upper limit of jet pT can remain unrestricted, it is the lower limit that

determines the average, due to the steeply falling cross section as a function of jet

pT . In the end, we will not be as concerned about the average, as we are about the
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minimum acceptable jet pT . As the minimum acceptable jet pT is lowered from

100 GeV, �g. 5.2 shows that more and more jets would be accepted, increasing

the statistical accuracy of any measurement. Figure 5.2 also shows the turn over

of the jet pT spectrum at low jet pT , caused by ine�ciency of the online trigger.

This region must be avoided because of possible biases in observed jet properties.

Unfortunately, this region contains most of the data. The minimum acceptable

jet pT must be set in a region where the pT spectrum has a negative slope, and

is safely away from any trigger threshold. Fortunately, any residual trigger biases

should be present in both the
p
s = 630 and 1800 GeV samples, since the trigger

de�nitions were identical.

One feature of the events which is di�erent in the two samples is the instan-

taneous luminosity. This is shown in �g. 5.1. Events with higher instantaneous

luminosity have greater probability of containing an extra p�p interactions, in addi-

tion to the one responsible for the hard scatter. Multiple p�p interactions can change

the observed jet properties. This is not a large e�ect in the subjet multiplicity, but

we will correct for it in section 6.3.

Applying identical cuts biased the average jet pT upwards by � 2 GeV in the

p
s = 1800 GeV sample compared to the

p
s = 630 GeV sample. When the

leading jet pT spectra are superimposed, as in �g. 5.2, the bias is visible, though

exaggerated due to the normalization. The size of the hpT i bias is controlled by the

width of the pT selection bin, ultimately due to the fact that the jet cross section
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Figure 5.1: The instantaneous luminosity distribution (in units of 1030cm�2s�1)
for D� data at

p
s = 1800 GeV and

p
s = 630 GeV, before any selection cuts are

applied.

is a more steeply falling function of pT at
p
s = 630 GeV than at

p
s = 1800 GeV.

Figure 2.17 also shows the gluon jet fractions change only slightly when the

width of the pT selection bin is varied by a few GeV. Even so, we found that the

jet properties studied in this analysis were weakly dependent on the jet pT .

We therefore choose to apply identical cuts (pT and otherwise) in D� data at

p
s = 1800 GeV and 630 GeV. This will reduce any possible experimental biases
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Figure 5.2: The pT distribution of the leading jet in D� data, from the JET 30

trigger, before any selection cuts are applied. The distributions at
p
s = 1800 GeV

and
p
s = 630 GeV have normalized to the number of jets.

or systematic e�ects not corrected for in section 6.3. Speci�cally, we select events

that passed the JET 30 trigger [44], and apply the same cuts as in section 4.4:

� Measured event vertex within 50 cm of the center of the detector.

� Missing ET less than 70% of the leading jet pT .

� Fraction of jet pT deposited in the coarse hadronic calorimetry less than 40%.

� Fraction of jet pT deposited in the electromagnetic calorimetry (EMF) be-

tween 5% and 95%.

� Jet j�j < 0:5.

The event vertex distribution is shown in �g. 5.4. The electromagnetic pT

fraction of the leading two jets is shown in �g. 5.5. An important point is that the

jets were reconstructed by the k? algorithm with D = 0:5; this choice is motivated
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Figure 5.3: The pT distribution of the second leading jet in D� data, from the
JET 30 trigger, before any selection cuts are applied. The distributions at

p
s =

1800 GeV and
p
s = 630 GeV have normalized to the number of jets.

in section 5.4. The pseudorapidity distribution of the selected jets is shown in

�g. 5.6. Of the two highest pT jets in the event, we selected central jets with

j�j < 0:5 and measured 55 < pT < 100 GeV. Figure 5.7 shows the pT distribution

of the selected jets at
p
s = 1800 GeV is harder than at

p
s = 630 GeV. With

these cuts, the mean jet pT at
p
s = 1800 GeV is 66:3 � 0:1 GeV, which is 2.3

GeV higher than at
p
s = 630 GeV. This is due, in part, to the kinematic hpT i

bias discussed above. It may also be due to di�erences in the contribution of the

o�set to jet pT . However, the entire o�set pO � 3� 4 GeV at
p
s = 1800 GeV for

D = 1:0 (see section 4.3), and is a factor � 4 smaller for D = 0:5. Only a small

fraction of the jet o�set depends on
p
s, which a�ects the subjet multiplicity only

by slightly shifting the jet pT selection bin. Rather than attempting to measure

and account for small e�ects in the jet pT distributions, we simply use identical jet

pT cuts at the two beam energies, and estimate an error on M by varying the jet
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selection cuts (see section 6.4). As discussed in [41], the calorimeter response has

a much larger e�ect on the measured jet pT than the o�set, for the range of jet

pT considered here. However, the calorimeter response is independent of
p
s, so

there is no need to correct for it in our samples. We note that the response does

not depend greatly on the choice of jet algorithm, nor on the area of a jet in ���

space.

Figure 5.4: The position of event vertex along the z axis, measured from the center
of the detector. The distributions in D� data at

p
s = 1800 and 630 GeV have

been normalized to the number of events. All other cuts have been applied. We
require jzj < 50 cm.
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Figure 5.5: The normalized EMF distribution of the selected jets in D� data atp
s = 1800 (band) and 630 GeV (points). All other cuts have been applied. We

require 0:05 < EMF < 0:95.

5.3 Jet samples in Monte Carlo data

The jet samples in Monte Carlo data described here generally serve three purpos-

es. First, they permit a comparison of QCD predictions to the D� experimental

measurements. Although this is important, the comparison of the experimental

data at
p
s = 1800 to

p
s = 630 GeV stands on its own. A second use of the

Monte Carlo samples then is to estimate the fraction of quark and gluon jets in

the experimental samples at
p
s = 1800 and 630 GeV. From section 2.4.3, we ex-

pect the
p
s = 1800 GeV jet sample to have relatively more gluons than the 630

GeV sample. Section 5.4 describes how the gluon jet fraction is used to extract
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Figure 5.6: The � distribution of the selected jets in D� data. The
p
s = 630 GeV

data (points) has been normalized to the
p
s = 1800 GeV data (band) in the four

central bins. All other cuts have been applied. We require j�j < 0:5.

measurements of pure quark and gluon jets. Finally, the Monte Carlo jet samples

described in this section are used to correct the subjet multiplicity for e�ects due

to the detector. This is valid provided that the Monte Carlo samples agree with

the D� data, and that they are unbiased, or at least biased in the same way as

the D� data.

We used the HERWIG 5.9 Monte Carlo, a parton shower generator with cluster

hadronization, and the CTEQ4M pdf. Approximately 10,000 events were generated

at each
p
s, with parton pT > 50 GeV. To increase statistics, the generation also

required at least one of the two leading order partons to be central (j�j < 0:9).

The pseudorapidity distribution of the �nal state partons at
p
s = 1800 GeV is
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Figure 5.7: The pT distribution of the selected jets in D� data. The
p
s = 630 GeV

data has been normalized to the
p
s = 1800 GeV data in the bin 54 � pT < 60 GeV.

All other cuts have been applied. We require 55 < pT < 100 GeV. The
p
s = 1800

GeV distribution is slightly harder in this region: hpT (
p
s = 1800GeV)i = 66:3�0:1

GeV and hpT (
p
s = 630 GeV)i = 64:0� 0:4 GeV. The turnover at lower jet pT is

due to ine�ciencies of the trigger.

shown in �g. 5.8, and at
p
s = 630 GeV in �g. 5.9. Without any cuts, the

p
s =

630 GeV sample is more central (has lower j�j) than the
p
s = 1800 GeV sample.

This is because there is more phase space at
p
s = 1800 GeV to produce a jet with

at least 50 GeV of pT . The slight di�erence in generated � is acceptable, as long

as more restrictive � cuts are imposed to stay away from the generation threshold.

Next we focus on the distributions of generated pT . These are shown in �g. 5.10,

for the leading order partons in the �nal state. Again, the
p
s = 1800 GeV sample

has a higher jet pT . To maximize statistics, we would like the minimum generated
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Figure 5.8: The pseudorapidity (�) distribution of �nal state partons in HERWIG

5.9 QCD dijet events. The events were generated at
p
s = 1800 GeV, requiring at

least one of the two partons to be central (j�j < 0:9).
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Figure 5.9: The pseudorapidity (�) distribution of �nal state partons in HERWIG

5.9 QCD dijet events. The events were generated at
p
s = 630 GeV, requiring at

least one of the two partons to be central (j�j < 0:9).

parton pT to be as close as possible to the minimum jet pT of the sample ultimately

selected. However, the minimum jet pT must be high enough above the generation

threshold so that no biases are present in the observed jet properties.
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Figure 5.10: The pT distribution of �nal state partons in HERWIG 5.9 QCD dijet
events. The distributions at

p
s = 1800 GeV (crosses) and

p
s = 630 GeV (his-

togram) have been normalized to the number of jets. The events were generated
with parton pT > 50 GeV.

5.3.1 Particle level jets

Particle level jets were �rst introduced in section 2.5. Since we do not correct jets

for the e�ects of hadronization at D� , particle jets are de�ned as true jets (see

section 4.3). Previously, �g. 2.22 showed the pT distribution of the leading two jets

at the particle level compared to that of the two �nal state partons, for
p
s = 1800

GeV. We see that the two leading particle level jets have a lower pT than the �nal

state partons, and the particle level jet pT spectrum extends below the partonic

generation threshold. The di�erence in momentum goes into forming extra (non-

leading) jets at the particle level. This represents the e�ect of parton showering

and hadronization in the Monte Carlo. When pT cuts are applied on particle level

jets, the associated leading order partons have a signi�cantly higher pT . Since

the gluon fraction decreases with increasing parton pT , the gluon fraction will be
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smaller when events are selected according to particle level jet pT , compared to

when events are selecting according to partonic pT .

5.3.2 Detector Simulation

The particles produced in Monte Carlo events were passed through a full simulation

of the D� detector. The simulated energy output for each cell in the calorimeter

was available for further processing. The digitized cell energies were then passed

through the o�ine reconstruction and jet �nding packages, as in the data.

In general, there are three levels of sophistication in the calorimeter simulation;

the trade o� comes at the sake of computer processing time.

Plate level GEANT

The most sophisticated simulation, called \plate level" GEANT [46], contained a

full description of the geometry and composition of the entire D� detector, includ-

ing the Uranium plates of the calorimeter. Individual particles were propagated

through the di�erent layers. This approach has been shown to describe the show-

ering of individual pions accurately [47].

Mixture level GEANT

This simulation [48] used a geometry in which the material density of the calorime-

ter was averaged over di�erent � and � slices. By eliminating material boundaries,
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processing time was drastically reduced compared to the plate level simulation.

SHOWERLIB

This simulation [49] of the calorimeter was, in fact, a large library of individual

particle showers collected from extensive simulation using the mixture level simu-

lation. A particle produced in the Monte Carlo was replaced by a shower recorded

in the library based on its energy and position in the calorimeter. Only the highest

energy cells which make up 95% of a track's energy are kept, up to a maximum

of 32. The energy in these cells is then rescaled to give the correct total energy.

Although it required much disk space, processing time was reduced even further.

5.3.3 Luminosity Simulation

To simulate the e�ects of Uranium noise, pileup from previous bunch crossings,

and multiple p�p interactions within the same bunch crossing, we overlaid real D�

random crossing events onto our Monte Carlo sample, on a cell-by-cell basis in the

calorimeter. A sample with instantaneous luminosity of L � 5� 1030cm�2s�1 was

used at
p
s = 1800 GeV, and L � 0:1 � 1030cm�2s�1 was used at

p
s = 630 GeV.

The digitized events were then passed through the o�ine reconstruction and jet

�nding packages, as in the data.

To account for the di�erence in calorimeter response between data and Monte

Carlo [41], the reconstructed jet pT was scaled downwards. Jets were then selected
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with the same criteria as in the data. The pT distribution of the selected jets in the

Monte Carlo is shown in �g. 5.11. We tag every selected jet in the detector as either

quark or gluon by the identity of the nearer (in ��� space) �nal state parton in the

QCD 2! 2 hard scatter. This tagging method does not impose a hard cut on the

jet-parton distance in � � � space, eliminating the dependence on the exact value

of this distance. It is extremely rare that both leading jets are tagged by the same

parton. The distance between one of the partons and the closest calorimeter jet is

shown in �g. 5.12. The gluon jet fraction of the selected jets is shown in �g. 5.13, as

a function of the minimum pT which selects the jets. The decreased gluon fraction

compared to �g. 2.17 is mainly due to higher order radiation in the QCD Monte

Carlo. This is illustrated in �g. 2.22, which shows the pT distribution of the leading

two jets at the particle level compared to that of the two �nal state partons, for

p
s = 1800 GeV. The same is true for cuts applied to the calorimeter level jets

compared to the particle level jets, although this di�erence is much smaller. In

what follows, we shall use nominal gluon jet fractions f 1800 = 0:59 and f 630 = 0:33,

measured in the Monte Carlo at the calorimeter level for 55 < pT < 100 GeV. We

will vary f 1800 by �0:02, and f 630 by �0:03, based, in part, by �g. 5.13. This is

discussed in more detail in section 6.4.
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Figure 5.11: The normalized pT distribution of the selected jets in Monte Carlo
data at

p
s = 1800 and 630 GeV.

5.4 Quark and Gluon Jet Separation

There is a simple method to extract a measurement of quark and gluon jets on a

statistical basis, using the tools described in the previous sections. M is the subjet

multiplicity in a mixed sample of quark and gluon jets. It may be written as a

linear combination of subjet multiplicity in gluon Mg and quark jets Mq:

M = fMg + (1� f)Mq (5.2)

The coe�cients are the fractions of gluon and quark jets in the mixed sample, f

and (1 � f), respectively. Consider Eq. (5.2) for two similar samples of jets at
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Figure 5.12: The distance of the closest calorimeter level Monte Carlo jet to one
of the leading �nal state partons. The solid (open) points show the Monte Carlo
sample at

p
s = 1800 (630) GeV. No cuts have been applied.

p
s = 1800 and 630 GeV, assuming Mg and Mq are independent of

p
s (we return

to this assumption later). The solutions are

Mq =
f 1800M630 � f 630M1800

f 1800 � f 630
(5.3)

Mg =

�
1� f 630

�
M1800 � �1� f 1800

�
M630

f 1800 � f 630
(5.4)
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Figure 5.13: The gluon fraction of selected jets with pmin
T < pT < 100 GeV, as a

function of pmin
T , for

p
s = 1800 and 630 GeV, using the CTEQ4M pdf. The jets

have been tagged by the identity of the nearer leading order �nal state parton.

where M1800 and M630 are the experimental measurements in the mixed jet

samples at
p
s = 1800 and 630 GeV, and f 1800 and f 630 are the gluon jet fractions

in the two samples. The method relies on knowledge of the two gluon jet fractions,

described in section 5.1. Since the gluon jet fractions depend on the jet pT and �

(as do most jet observables), eq. (5.3-5.4) hold only within local regions of phase

space, i.e., for given values of jet pT and �. Equations (5.3-5.4) may be generalized

to any observable associated with a jet. This study will use the subjet multiplicity.

The gluon jet fraction was already estimated in the Monte Carlo samples de-

scribed in section 5.1. In the same samples, we present a test of eqs. (5.3-5.4)

using k? jets reconstructed from the full detector simulation with D = 0:5. Such
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a Monte Carlo closure test does not depend on the details on the various subjet

multiplicity distributions (Mq;Mg;M
1800;M630). Several comments can be made,

however, about the distributions of Mq and Mg shown in �g. 5.14. First, gluon

jets in the detector simulation have more subjets than quark jets. Also true in jets

reconstructed at the particle level, the di�erences between quark and gluon jets

are not completely washed out by the detector. The second observation is that the

avor-tagged subjet multiplicity distributions are similar at the two center-of-mass

energies, verifying the assumptions above. This was not true when the k? jets were

reconstructed with D = 1:0, and may be due to initial state radiation. Even at

the particle level, M at
p
s = 1800 GeV was larger than M at

p
s = 630 GeV

separately for quark and gluon jets when D = 1:0, consistent with increased initial

state radiation at
p
s = 1800 GeV. This can be explained if the direction of initial

state radiation is distributed in the same way at
p
s = 1800 GeV as at

p
s = 630

GeV - if not in magnitude. Decreasing D by a factor 2 will decrease the area of

a jet in � � � space by a factor 4. This was the motivation for choosing D = 0:5

in this analysis, and is discussed again in section 7. Finally, the extracted Mq and

Mg distributions in �g. 5.14 agree with the tagged distributions on a bin-by-bin

basis. This demonstrates closure of the method, described here by eqs. (5.3-5.4).
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Figure 5.14: Raw subjet multiplicity in fully simulated Monte Carlo quark and
gluon jets. For visibility, we shift the open symbols horizontally.



Chapter 6

Results

6.1 Raw subjet multiplicity

For the D� data samples described in section 5.1, the average number of subjets

in jets at
p
s = 1800 GeV was measured to be hM1800i = 2:74 � 0:01, where

the error is statistical. This is higher than the measurement at
p
s = 630 GeV:

hM630i = 2:54 � 0:03. Figure 6.1 shows the measured distributions of subjet

multiplicity M1800 and M630, the �rst such experimental results from a hadron

collider. Table 6.1 lists the number of jets in each bin of subjet multiplicity. The

M1800 distribution has relatively more jets with M > 3, and relatively less jets

with M = 1, than the M630 distribution. This is consistent with the prediction

that there are more gluon jets at
p
s = 1800 GeV compared to

p
s = 630 GeV, and

gluons radiate more subjets than quarks. The fact that the pT spectrum is slightly

108
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harder at
p
s = 1800 GeV than at

p
s = 630 GeV cannot be the cause of this

e�ect because the subjet multiplicity decreases with increasing jet pT . Figure 6.2

shows average subjet multiplicity is only weakly dependent on the jet pT , yet is

systematically higher at
p
s = 1800 GeV compared to

p
s = 630 GeV.

〈M1800〉 = 2.74 ± 0.01

〈M630〉  = 2.54 ± 0.04

Figure 6.1: Raw subjet multiplicity in jets from D� data at
p
s = 1800 and 630

GeV. The distributions have been normalized to the number of jets.

Recall that subjets were de�ned by the product of fractional jet pT which they

carried, and their separation in �� � space [see eq. (2.10) and (2.14)]. The subjet

pT spectra within the selected jets look very similar at the two beam energies, as

shown in �gs. 6.3 and 6.4, when normalized to the total number of subjets. The

shape suggests that jets are composed of a hard component and a soft component,
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M Number of jetsp
s = 1800 GeV

p
s = 630 GeV

1 1597 241
2 3523 396
3 3190 337
4 1822 149
5 670 47
6 172 18
7 29 3
8 4 3

Total 11007 1194

Table 6.1: The measured number of jets from D� data at
p
s = 1800 and 630 GeV

in each bin of the raw subjet multiplicity M . Corresponds to �g. 6.1.

which is reminiscent of the DGLAP splitting functions. The fall-o� at the high

end is determined, in part, by the jet pT selection cuts. The threshold at subjet

pT � 1:75 GeV is set by the value ycut = 10�3, and the minimum jet pT in the

sample. Figure 6.5 shows the distribution of subjets in � � � space. The subjets

appear to be distributed quite uniformly in the range allowed by the jet selection

cuts (j�jetj < 0:5). Subjets in the region j�j > 0:5 illustrate the physical size

of the jet. The k? algorithm occasionally pulls in subjets from outside a radius

�R > D = 0:5 about the jet axis; this only happens in jets with more than two

subjets.

While the M1800 and M630 measurements at
p
s = 1800 GeV and

p
s = 630

GeV are interesting in themselves, they can be interpreted in terms of quark and

gluon jets. The combination of the distributions in Fig. 6.1 and the gluon jet

fractions at the two beam energies gives the raw subjet multiplicity distributions
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Figure 6.2: Average subjet multiplicity vs. jet pT in jets from D� data at
p
s =

1800 and 630 GeV.

in quark and gluon jets, according to Eqs. (5.3-5.4). The extracted measurements

of Mq and Mg are shown in �g. 6.6, for the nominal values f 1800 = 0:59 and

f 630 = 0:33. As in the Monte Carlo, the D� data plainly show the signal Mg >

Mq. The di�erence is largest in the rate of jets containing a single subjet, and

is also signi�cant in the M = 4 and M = 5 bins. These distributions can be

used directly (without corrections to the subjet multiplicity) by analyses as a

discriminant between quark and gluon jets. They rely on Monte Carlo only through

the estimates of the gluon jet fractions at the two
p
s, and not on the detailed

simulation of jet structure.

The sensitivity of the di�erence between Mg and Mq to the f 1800 and f 630
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Figure 6.3: The pT distribution of subjets within the selected jets in D� data.
All selection cuts have been applied. The distributions have been normalized to
the total number of subjets. Jets are composed of a hard component and a soft
component. The shape at the high end is determined in part by the jet pT selection
cuts (55 < pT (jet) < 100 GeV).

estimates can be easily checked. For example, we investigated how the signal (i.e.,

the di�erence between Mg and Mq) could possibly be reduced. First of all, we

expect the systematic error on the gluon jet fractions to be correlated at the two

p
s (see section 6.4). Since the gluon/quark extraction procedure in section 5.4

assumes only that f 1800 > f 630, this condition remains true if the gluon jet fractions

are either both increased, or both decreased. On the other hand, varying the gluon

jet fraction in an anti-correlated fashion will produce the largest change in the

subjet multiplicity di�erences between quark and gluon jets. At
p
s = 1800 GeV,
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Figure 6.4: The same as in �g. 6.3, this time zoomed in on the low pT region. The
increase at low pT is observed at all ycut, but the cut-o� at pT (subjet) � 1:75 GeV
is determined by the exact value ycut = 10�3.

we used an increased gluon jet fraction f 1800 = 0:61, and a decreased f 630 = 0:30

at
p
s = 630 GeV, relative to their nominal values. The results of this exercise

are shown in the extracted distributions of �g. 6.7. The Mq and Mg distributions

of �g. 6.7 are qualitatively similar to those of �g. 6.6, and the gross di�erences

between quark and gluon jets persist.

The subjet multiplicity distributions can be characterized by their mean values

hMi, so that hMg;qi � 1 is the average number of subjet emissions within a quark

or gluon jet (recall there is always at least one subjet per jet). We then compared
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Figure 6.5: The � vs. � distribution of subjets within the selected jets in D�
data. The top (bottom) shows the

p
s = 1800 (630) GeV data. The transition at

j�j = 0:5 is due to the the jet � selection cuts.

gluon jets to quark jets by forming the ratio [12]

r � hMgi � 1

hMqi � 1
: (6.1)

A value r = 1 would mean that gluon jets are no di�erent than quarks, whereas any

departure from unity would signal a di�erence. The ratio r = 1:61 for the raw D�

data distributions of �g. 6.6. Using di�erent values of the gluon fraction at the two

p
s, as in �g. 6.7, produced a range of r values, reported in table 6.2. As expected,

the ratio is smallest when the fraction of gluon jets increases at
p
s = 1800 GeV
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Figure 6.6: Subjet multiplicity in quark (solid) and gluon (dash) jets, extracted
from D� data at

p
s = 1800 and 630 GeV, using gluon jet fractions f 1800 = 0:59

and f 630 = 0:33. The distributions have been normalized to the number of jets.
No detector corrections have been applied.

and decreases at
p
s = 630 GeV, compared to the nominal values. In this case,

there are more gluon jets at
p
s = 1800 GeV with which to explain the the observed

behaviour (M1800 > M630) in the mixed samples. Therefore, the average hMgi will

decrease. The other extreme value of r occurs in the opposite case. The two values

of f are the only input from Monte Carlo, and they will account for the largest

source of systematic error, described more fully in section 6.4. Note that in all

cases, we �nd that r is signi�cantly greater than unity, meaning that gluon jets are

di�erent than quark jets. This would not be the case if the measured distributions
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Figure 6.7: Subjet multiplicity in quark (solid) and gluon (dash) jets, extracted
from D� data at

p
s = 1800 and 630 GeV, using gluon jet fractions f 1800 = 0:61

and f 630 = 0:30. The distributions have been normalized to the number of jets.
No detector corrections have been applied.

M1800 and M630 were the same. Up to this point, the subjet multiplicity results

have not yet been corrected for any experimental e�ects whatsoever.

6.2 Monte Carlo data

For the Monte Carlo data samples described in section 5.1, the average number of

subjets in jets at
p
s = 1800 GeV was measured to be hM1800i = 2:71�0:03, where

the error is statistical. Figure 6.8 shows the subjet multiplicity distribution in

Monte Carlo jets, fully simulated in the calorimeter at
p
s = 1800 GeV. Also shown
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f 1800 f 630 hMgi hMqi r
0.59 0.33 3.05 2.28 1.61 � 0.02
0.61 0.30 2.99 2.34 1.49 � 0.02
0.61 0.36 3.05 2.24 1.65 � 0.02
0.57 0.30 3.06 2.31 1.57 � 0.02
0.57 0.36 3.15 2.19 1.81 � 0.03

Table 6.2: The subjet multiplicity ratio of quark jets to gluon jets, extracted from
D� data, assuming di�erent gluon jet fraction at the two center of mass energies.

for comparison is the same distribution in D� data (shown previously in �g. 6.1).

The Monte Carlo predicts not only the mean value, but also the distribution of

M1800, on a bin-by-bin basis. The same is true for the
p
s = 630 GeV Monte Carlo

prediction of the subjet multiplicityM630, supported by �g. 6.9. At the lower beam

energy, the Monte Carlo predicts a mean value of hM630i = 2:52 � 0:03, in good

agreement the value measured in D� data. The Monte Carlo therefore models the

observed subjet structure of mixed (quark and gluon) jets samples quite well.

An important ingredient of the Monte Carlo prediction is the luminosity simu-

lation, previously described in section 5.3. The luminosity simulation uses random

crossing events, as measured by the D� calorimeter at a given instantaneous lumi-

nosity, to simulate the e�ects of multiple interactions, Uranium noise and pileup

in the calorimeter. The random crossing events are overlayed with Monte Carlo

events simulated in the detector. The luminosity simulation makes the subjet mul-

tiplicity prediction more realistic, adding � 0:17 subjets per jet, on average. When

the luminosity simulation is not included in the Monte Carlo prediction, the mean

is 2:54� 0:03 at
p
s = 1800 GeV, and 2:35� 0:03 at

p
s = 630 GeV.
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Figure 6.8: Raw subjet multiplicity in jets from D� and fully simulated Monte
Carlo data at

p
s = 1800 GeV. The distributions have been normalized to the

number of jets.

Although the mean value changes by the same additive constant, recall that the

simulations used di�erent luminosity data at the two beam energies. It is possible

that the mean subjet multiplicity instead changes by a multiplicative factor, due

to the luminosity simulation. A more informative description of the luminosity

e�ects lies in the distribution of the subjet multiplicity. This is shown in �g. 6.10 for

p
s = 1800 GeV, and in �g. 6.11 for

p
s = 630 GeV. No attempt was made to match

jets in the samples with luminosity simulation to those in the samples without. The

minor change in shape of the subjet multiplicity is similar at the two beam energies,

even though the luminosities were signi�cantly di�erent. This suggests that the
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Figure 6.9: Raw subjet multiplicity in jets from D� and fully simulated Monte
Carlo data at

p
s = 630 GeV. The distributions have been normalized to the

number of jets.

actual luminosity dependence of the observed subjet multiplicity is rather small,

but would appear to be non-negligible even in the limit of zero luminosity. This

is most likely due to the e�ect of Uranium noise in the calorimeter. Such a claim

is supported by �g. 6.12, which shows the simulation in jets reconstructed with

D = 1:0, for four di�erent values of instantaneous luminosity.

When the calorimeter simulation is not included, we say we measure jets at the

particle level. Here the mean is 2:09� 0:02 at 1800 GeV. At 630 GeV, we observe

1:92� 0:02. Again, no attempt was made to match jets in the two samples.

When we do match particle jets to the selected calorimeter jets (with luminosity
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Figure 6.10: Raw subjet multiplicity in jets from Monte Carlo data at
p
s = 1800

GeV. The solid points used the full simulation (including luminosity), and the
open points do not include the luminosity simulation. The distributions have been
normalized to the number of jets. The solid points have been shifted horizontally
to improve visibility.

simulation), we obtain a mean 1:98� 0:02 at 1800 GeV. At 630 GeV, the mean is

1:83� 0:02.

We end this section by extracting the subjet multiplicity in Monte Carlo quark

and gluon jets, as in D� data. The extracted Monte Carlo distributions Mq and

Mg are shown in �g. 6.14, reproduced from �g. 5.14. In fully simulated Monte

Carlo data then, the mean values are hMgi = 3:01 and hMqi = 2:28, giving a ratio

r = 1:58�0:04. Since theM1800 andM630 were well-predicted by the Monte Carlo,

so are Mg and Mq, and their ratio r.
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Figure 6.11: Raw subjet multiplicity in jets from Monte Carlo data at
p
s = 630

GeV. The solid points used the full simulation (including luminosity), and the
open points do not include the luminosity simulation. The distributions have been
normalized to the number of jets. The solid points have been shifted horizontally
to improve visibility.

6.3 Correction to the subjet multiplicity

As was stated above, the experimental e�ects described in section 4.3 enter into the

measurement of the subjet multiplicity. Although r expresses di�erences between

gluon and quark jets as a ratio of mean subjet multiplicities, the extracted Mg

and Mq distributions need separate corrections for the various detector-dependent

e�ects, and can change the value of r. The corrections were derived from Monte

Carlo, which describe the raw D� data well, as was demonstrated in �gs. 6.8 and

6.9. The Monte Carlo jet samples were described in section 5.1, and fully simulate
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Figure 6.12: Raw subjet multiplicity in jets from Monte Carlo data at
p
s = 1800

GeV. The jets were reconstructed withD = 1:0, using the full simulation (including
luminosity). The di�erent sets of points correspond to simulations of instantaneous
luminosity L � 19; 14; 5; 3� 1030cm�2s�1. The distributions have been normalized
to the number of jets.
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Figure 6.13: Raw subjet multiplicity in jets from Monte Carlo data at
p
s = 1800

GeV. The solid points used fully simulated (including luminosity) jets at in the
calorimeter, and the open points used jets at the particle level. The distributions
have been normalized to the number of jets.

the e�ects of response and showering in the calorimeter, as well as the combined

e�ects of multiple interactions, pileup, and Uranium noise. The decomposition of

the Monte Carlo data into Mg and Mq was already presented in section 5.4. The

distributions shown in that section (see �g. 5.14 and also �g. 6.14) represent the

uncorrected measurements in Monte Carlo data, from which we will derive the

corrections.

The corrected distributions of Mg and Mq were de�ned in Monte Carlo data

without the detector simulation. On an event-by-event basis, each Monte Car-

lo jet selected in the detector simulation was matched (within �R < 0:5) to a
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Figure 6.14: Subjet multiplicity in quark (solid) and gluon (dash) jets, extracted
from fully simulated Monte Carlo data at

p
s = 1800 and 630 GeV, using gluon

jet fractions f 1800 = 0:59 and f 630 = 0:33. The distributions have been normalized
to the number of jets. No detector corrections have been applied.

true jet, which was reconstructed from particles without the detector simulation.

The matching procedure implicitly accounts for any mismeasurement of the jet pT

because we do not impose any pT cuts on the matched particle level jets. The

preclustering, jet, and subjet clustering algorithms applied at the particle level

were identical to those applied at the detector level. We tagged simulated detec-

tor jets as either quark or gluon, and studied the subjet multiplicity in particle

jets M true versus that in detector jets Mmeas. These are shown in �g. 6.15 at

p
s = 1800 GeV, and de�ne the correction applied to the subjet multiplicity. A

similar pair of correction matrices at
p
s = 630 GeV is not shown. For illustration
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purposes however, we do show the average value of M true in each bin of Mmeas,

for
p
s = 1800 GeV in �g. 6.16, and for

p
s = 630 GeV in �g. 6.17.

The correction de�ned by �g. 6.15 unsmears Mmeas to give M true, in bins of

Mmeas. Generally, the distributions of M true
q and M true

g are shifted to lower values

of subjet multiplicity, relative to the Mmeas
q and Mmeas

g . This is apparent because

there are more entries below the diagonal in the matrices of �g. 6.15. The shift

in M is due mainly to the e�ects of showering in the calorimeter, rather than the

combined e�ects of multiple interactions, pileup, and Uranium noise, which were

reduced by using D = 0:5. Fortunately, the former were identical at the two beam

energies, and the latter di�ered only by small amounts (see section 6.4).

The calorimeter showering tends to add subjets to a jet. This is because a single

particle deposits energy over multiple towers in the calorimeter. A high number

of towers causes an increased number of preclusters, and in turn, an increased

number of subjets, when comparing true jets at the particle level to measured

jets in the calorimeter. This is due to the �ne granularity of the D� calorimeter,

and the characteristic shower size of a typical hadron. However, the calorimeter

sometimes reduces the number of subjets in a jet. This case arises, for example,

when two subjets at the particle level (perhaps each composed of a single hadron)

deposit energy in the region of the calorimeter between them. Such an energy

deposit can \bridge" together what were distinct subjets at the particle level into

a single subjet at the calorimeter level. This bridging e�ect is more pronounced
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in jets which already have a large M true. For this reason, the additional e�ects of

multiple interactions, pileup, and Uranium noise soften the correction necessary

for Mmeas.

Figure 6.15: The subjet multiplicity in particle level jets vs. the subjet multiplicity
in calorimeter level jets (with luminosity simulation), at

p
s = 1800 GeV. The top

(bottom) histogram is for quark (gluon) jets.

A test of the correction de�ned by �g. 6.15 is to apply it to the extracted Mg

andMq distributions fromMonte Carlo data, shown in �g. 5.14. The results are the

extracted distributions Mq of �g. 6.18 and Mg of �g. 6.19. The correction reduced

the average extracted subjet multiplicity from hMmeas
q i = 2:32 to hM true

q i = 1:71,

and from hMmeas
g i = 3:02 to hM true

g i = 2:20. The di�erences between the extracted

and the taggedM true distributions of �gs. 6.18-6.19 are due to the di�erences of the
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Figure 6.16: The average subjet multiplicity in particle level jets vs. the subjet
multiplicity in calorimeter level jets (with luminosity simulation), at

p
s = 1800

GeV. Quark (gluon) jets are shown in squares (triangles).

extracted and the tagged (at
p
s = 1800 GeV) Mmeas of �g. 5.14. Note, however,

these di�erences are smaller for the corrected distributionsM true, compared to the

uncorrected distributions.

After applying this correction to the detector level D� data from �g. 6.6,

�g. 6.20 shows the corrected subjet multiplicity is clearly larger for gluon jets

compared to quark jets. The rate of M = 1 quark jets has almost doubled, while

the rate of M = 3 quark jets has been halved. A similar e�ect is observed for

the gluon jets, except the relevant bins are M = 1 and M = 4. From �g. 6.20,

the corrected mean values are hMmeas
g i = 2:24 and hMmeas

q i = 1:69, which gives

r = 1:79. The unsmearing correction has therefore increased the signal that gluons
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Figure 6.17: The average subjet multiplicity in particle level jets vs. the subjet
multiplicity in calorimeter level jets (with luminosity simulation), at

p
s = 630

GeV. Quark (gluon) jets are shown in squares (triangles).

are di�erent than quarks. Put another way, this simply means that the calorimeter

\washes" out the gluon/quark di�erences - but not entirely.

6.4 Systematic errors on the subjet multiplicity

The largest systematic error on the subjet multiplicity comes from the uncertainty

on the gluon jet fractions. Here we motivate the range of gluon jet fractions at the

two center-of-mass energies by investigating the behaviour of the pdfs. In �g. 2.3,

we showed the up and down quark valence pdfs, along with the gluon PDF, for

the CTEQ4M parameterization set, which was chosen as the reference set. For
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Figure 6.18: The subjet multiplicity in Monte Carlo quark jets. The extracted
distribution has been unsmeared. The tagged distribution was measured directly
in particle level quark jets at

p
s = 1800 GeV.

the jet samples used in this analysis, the average jet pT was approximately 65

GeV (see section 5.2). According to table 2.1, this probes an average x value

of 0.07 at
p
s = 1800 GeV, and 0.2 at

p
s = 630 GeV. In this region of x, the

quark pdfs are well constrained. However, the gluon pdf is not so well constrained.

Figure 6.21 shows three di�erent parameterizations of the gluon pdf, including

our reference set. There is some variation among the three sets at the two x

values of interest. In particular, the MRST5 [50] gluon pdf is 21% smaller than

the CTEQ4M parameterization at x = 0:2, but only 6% smaller at x = 0:07. The

CTEQ4HJ gluon pdf has been arti�cially increased at higher values of x, but is very
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Figure 6.19: The subjet multiplicity in Monte Carlo gluon jets. The extracted
distribution has been unsmeared. The tagged distribution was measured directly
in particle level gluon jets at

p
s = 1800 GeV.

close to CTEQ4M for x < 0:4. Note that none of the pdfs cross each other in the

range 0:07 < x < 0:2. In �g. 6.22, we show two other parameterizations compared

to our reference set. Although somewhat outdated, both CTEQ2M and GRV94 [51]

have higher values of the gluon pdf with respect to our reference set. This �gure

establishes the trend that there is a larger fractional variation at x = 0:2 than at

x = 0:07; in particular, GRV94 is 12% smaller than CTEQ4M. Again, there is no

crossover between the two x values.

Assuming the quark pdfs do not change in the various parameterizations, the
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PDF set
p
s (GeV) x xg(x) � f

p
s

CTEQ4M 1800 0.07 1.643 0.00 0.59
CTEQ4HJ 1800 0.07 1.643 0.00 0.59
CTEQ2M 1800 0.07 1.714 0.04 0.60
CTEQ5M 1800 0.07 1.614 -0.02 0.59
CTEQ5HJ 1800 0.07 1.586 -0.04 0.58
MRST5 1800 0.07 1.586 -0.04 0.58
GRV94 1800 0.07 1.743 0.06 0.60
CTEQ4M 630 0.2 0.365 0.00 0.33
CTEQ4HJ 630 0.2 0.340 -0.06 0.32
CTEQ2M 630 0.2 0.385 0.06 0.34
CTEQ5M 630 0.2 0.340 -0.06 0.32
CTEQ5HJ 630 0.2 0.350 -0.03 0.32
MRST5 630 0.2 0.290 -0.21 0.28
GRV94 630 0.2 0.405 0.12 0.36

Table 6.3: Calculated values of the gluon jet fractions for di�erent pdf sets, assum-
ing jet pT = 65 GeV. The CTEQ4M parameterization is chosen as the reference set.
The fractional change in the gluon pdf g(x) is given by � = (g(x) � go(x))=go(x),
where go(x) is the reference gluon pdf.
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Figure 6.20: Corrected subjet multiplicity in quark and gluon jets, extracted from
D� data.

gluon jet fraction f 0 resulting from a di�erent pdf set is estimated as

f 0 =
f + �f

(f + �f) + (1� f)
(6.2)

where f is the gluon jet fraction from the reference pdf, and � is the fractional

change in the gluon pdf. Table 6.3 shows the gluon jet fractions estimated for

various pdfs, at the two center-of-mass energies. The MRST5 set shows the largest

change in the gluon jet fraction. In all cases, however, the change in f (relative to

CTEQ4M) has the same sign at both
p
s = 1800 and 630 GeV.

The preceeding discussion assumed the quark pdfs were constant among the
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Figure 6.21: The parton distribution functions, as a function of x, for the gluon
[16]. Three parameterizations are shown: CTEQ4M, CTEQ4HJ, MRST5 . The
renormalization scale � = 50 GeV.

di�erent pdf sets. Figure 6.23 shows the two pdf sets which show the largest vari-

ation relative to CTEQ4M. The MRST5 up quark pdf is 6% smaller than CTEQ4M

at x = 0:2, but they are equal at x = 0:07. When this compensating e�ect is taken

into account in eq.( 6.2), the equivalent MRST5 gluon fractions are f 1800 = 0:58

and f 630 = 0:29.

Based on the above, we will vary the gluon jet fractions at
p
s = 1800 by �0:02,

and at
p
s = 630 by �0:03. To be conservative, we will vary the gluon jet fraction

in an anti-correlated fashion: in one case using f 1800 = 0:61 and f 630 = 0:30,
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Figure 6.22: The parton distribution functions, as a function of x, for the glu-
on [16]. Three parameterizations are shown: CTEQ4M, CTEQ2M, GRV94 . The
renormalization scale � = 50 GeV.

and in the other case using f 1800 = 0:57 and f 630 = 0:36. As in section 6.1,

we repeated the analysis assuming these di�erent input gluon jet fractions, this

time including the correction back to the particle level. The correction was taken

from the SHOWERLIB sample (with luminosity simulation) at
p
s = 1800 GeV.

The e�ect on the D� data measurement is shown in �g. 6.24 and the ratios are

summarized in table 6.4. The di�erences from the nominal value r = 1:79 (using

p
s = 1800 GeV unsmearing) are taken as systematic errors: �0:18

0:12.

Because the correction described in section 6.3 produced a large change in the
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Figure 6.23: The parton distribution functions, as a function of x, for the up
quark [16]. Three parameterizations are shown: CTEQ4M, CTEQ42M, MRST5 .
The renormalization scale � = 50 GeV.

shape of the subjet multiplicity, we need to have some estimate of the systematic

error on this correction. As we have said, the major portion of the correction is

due to showering in the calorimeter. We must therefore investigate the e�ects of

choosing SHOWERLIB (see section 5.3.2) as a simulation of the D� calorimeter.

The most straightforward, though CPU intensive, is to compare to the GEANT

plate level simulation. To this end, we generated a small sample (1500 events) of

Monte Carlo QCD dijet events at
p
s = 1800 GeV, as described in section 5.3, and

ran them through a plate level GEANT simulation of the calorimeter. The same
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Figure 6.24: The top (bottom) histogram shows the subjet multiplicity in quark
(gluon) jets, extracted from D� data and corrected back to the particle level, using
di�erent gluon jet fractions at the two

p
s.

events were also processed through SHOWERLIB calorimeter simulation. In both

cases, the Monte Carlo events were then overlayed with the same set of D� random

crossing events for the luminosity simulation. To increase statistics in the central

region, both �nal state partons were generated with j�j < 0:5. Reconstructed jets

were selected in exactly the same way as described in section 5.3, except the jet

selection window was tightened to j�j < 0:4, to stay away from the generation

boundary. The jets were tagged as quarks or gluons, and two-dimensional un-

smearing matrices were obtained exactly as described in section 6.3 above. These

unsmearing matrices represent the e�ect of showering in the calorimeter, as well
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f 1800 f 630 r
0.59 0.33 1.79 � 0.04
0.61 0.30 1.67 � 0.04
0.57 0.36 1.97 � 0.04

Table 6.4: The subjet multiplicity ratio of quark jets to gluon jets, extracted from
D� data and corrected back to the particle level, assuming di�erent gluon jet
fraction at the two center of mass energies.

as the e�ects of multiple interactions, Uranium noise, and pileup. From the single

small sample of generated events, two sets of quark and gluon unsmearing matrices

were obtained in exactly the same way: one set from the plate level GEANT sample,

and another set from the SHOWERLIB sample. Given a quark or gluon jet input

distribution Mmeas at the calorimeter level, we can now obtain and compare two

output distributions M true which have been corrected back to the particle level.

For input, we use the large statistics SHOWERLIB sample described in section 5.3,

with luminosity simulation.

Figure 6.26 shows the di�erent corrected subjet multiplicities, depending on

which detector simulation was used to derive the unsmearing. The uncorrected

input quark distributionMmeas
q is the same for each set of points in the top panel.

Similarly, a single gluon distributionMmeas
g is used as input to two di�erent gluon

unsmearing matrices, for which the corrected output distributions are shown in

the bottom panel. The mean values are summarized in table 6.5. The choice

of unsmearing sample seems to a�ect quark jets more than gluon jets. Because

the input calorimeter level quark distribution was the same, the fact that the
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plate-corrected quark jets have less subjets than the SHOWERLIB-corrected subjets

indicates the plate level correction is larger. This means more subjets are arti�cially

produced by plate level GEANT compared to SHOWERLIB.

We are now faced with the question: which simulation is better? Since the

number of cells are truncated in SHOWERLIB, we also expect the number of subjets

to be underestimated. On the other hand, there is some evidence to suggest plate

level GEANT may over-develop showers in the calorimeter, compared to D� data

[52]. Therefore, we expect D� data to lie somewhere between plate level GEANT

and SHOWERLIB. For this reason, we increase our nominal value from r = 1:83

by 0.08 (half the di�erence of the two r values in table 6.5) to r = 1:91, and take

this correction as a symmetric systematic error.

Finally, we estimate the systematic error due to an error in the measurement

of the jet pT . A mismeasurement of the jet pT will select a slightly di�erent

sample of jets, but will not a�ect the subjet multiplicity directly. If the jet pT

was mismeasured at both center of mass energies, we would expect the e�ect to

partially cancel out in the ratio r. A conservative estimate is obtained by varying

the jet pT at
p
s = 1800 GeV only. Since the calorimeter jet response is identical

at
p
s = 1800 GeV compared to

p
s = 630 GeV, we are estimating the e�ect due to

a di�erence in the jet pT o�set at the two center-of-mass energies. We will change

the jet pT window from 55 < pT < 100 GeV to 57 < pT < 100 GeV at
p
s = 1800

GeV. This is approximately the size of the total o�set for k? jets, reconstructed
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Unsmearing sample


Mq

� 

Mg

�
r

SHOWERLIB 1.68 � 0.03 2.22 � 0.04 1.78 � 0.10
Plate Level 1.63 � 0.03 2.23 � 0.04 1.94 � 0.12

Table 6.5: The average number of subjets in quark and gluon jets in Monte Carlo
SHOWERLIB data. The extracted values have been corrected back to the particle
level. The correction is derived from two di�erent samples: plate level GEANT and
SHOWERLIB.

Source �r
Gluon jet fraction +0:18

�0:12
Jet pT cut �0:12
Detector simulation �0:08
Unsmearing �0:04
Table 6.6: Systematic Errors

with D = 1:0. Since we are using D = 0:5, we expect the o�set to be a factor

� 4 smaller. The results are shown in �g. 6.27. The ratio goes from r = 1:79 to

r = 1:67; the di�erence will be taken as a symmetric systematic error.

A list of the systematic errors is shown in table 6.6, which are added in quadra-

ture to obtain the total uncertainty in the corrected ratio. The �nal value of the

ratio is

r = 1:91� 0:04 (stat)�0:23
0:19 (sys): (6.3)
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Figure 6.25: The subjet multiplicity distributions in quark (top) and gluon (bot-
tom) jets. The uncorrected quark and gluon distributions were extracted from D�
data at

p
s = 1800 and 630 GeV, then corrected separately. The results using a

correction derived from
p
s = 1800 GeV Monte Carlo data are compared to the

results using a correction derived from
p
s = 630 GeV Monte Carlo data.
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Figure 6.26: The subjet multiplicity distributions in quark (top) and gluon (bot-
tom) jets. The uncorrected quark and gluon distributions were extracted from
Monte Carlo SHOWERLIB (with luminosity simulation) data at

p
s = 1800 and

630 GeV, then corrected separately. The results using a correction derived fromp
s = 1800 GeV Monte Carlo data with SHOWERLIB calorimeter simulation are

compared to the results using a correction derived from
p
s = 1800 GeV Monte

Carlo data with plate level calorimeter simulation. Both samples used to derive
the correction included the luminosity simulation.
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Figure 6.27: The subjet multiplicity distributions in quark (top) and gluon (bot-
tom) jets. The uncorrected quark and gluon distributions were extracted from D�
data at

p
s = 1800 and 630 GeV, then corrected separately. The results when

selecting jets with 55 < pT < 100 GeV at
p
s = 1800 GeV are compared to the

results when selecting jets with 57 < pT < 100 GeV at
p
s = 1800 GeV.



Chapter 7

Conclusions

This thesis presents some of the �rst experimental results of the k? jet algorithm

at a hadron collider. The algorithm is especially useful for studying internal jet

structure, by resolving subjets within k? jets in a completely consistent way. The

subjet multiplicity is a variable which can discriminate between quark and gluon

jets. Great care was taken to de�ne jet samples which would allow an extraction

of the subjet multiplicity in quark and gluon jets separately. Although the subjet

multiplicity in quark and gluon jets was predicted theoretically in a resummation

calculation [37], the calculation did not use a preclustering algorithm as in the

present analysis. Nevertheless, �g. 7.1 shows the predicted shape of the quark

and gluon subjet multiplicity distributions is similar to the corrected distributions

presented here in chapter 6. A proper comparison would require a common value

of the D parameter in the k? jet algorithm, as well as a common preclustering
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algorithm.
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Figure 7.1: The subjet multiplicity in quark and gluon jets, for ycut = 10�3, in a
resummation calculation by Forshaw and Seymour [37]. The jets were produced
at
p
s = 1800 GeV, with pT = 60 GeV and � = 0, using the CTEQ4M pdf set, and

were reconstructed with D = 1:0. The points in the M = 5 bin are for M � 5.

Recall that the reason we used a value D = 0:5, which is smaller than the

standard value D = 1:0, was to make the quark jet measurement at
p
s = 1800

GeV agree with the one at
p
s = 630 GeV, and similarly for gluon jets. The

cause of the discrepancy for D = 1:0 is thought to be initial state radiation,

and this is reinforced by �g. 7.2. A signi�cant portion of the fully resummed
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subjet multiplicity in gluon jets comes from contributions other than the �nal state

logarithms. This portion, which includes initial state logs, is largely responsible

for the di�erence between
p
s = 1800 and 630 GeV in the full calculation when

D = 1:0; the di�erence is greatly reduced for D = 0:5.

The presence of initial state radiation at hadron colliders is one of the most

important di�erences compared to e+e� colliders. This may prevent making com-

parisons of the subjet multiplicity in quark and gluon jets between the two ex-

perimental environments. However, the e�ect may cancel in the ratio of average

subjet multiplicity in gluons to quarks. Figure 7.3 shows r as a function of ycut,

measured by the ALEPH collaboration, at
p
s = MZ [12]. The ratio shows some

variation over the range of yo, and is approximately 1.75 at yo = 10�3. However,

it is unclear if the de�nition of yo is equivalent to the ycut used in this analysis,

since the k? jet algorithm for e+e� collisions itself uses a similar parameter y1, set

to 0.1 in the ALEPH analysis.

In conclusion, we have measured the ratio of the number of subjets emitted in

gluon jets to quark jets

r � hMgi � 1

hMqi � 1
� 1:9� 0:2: (7.1)

The measurement is only slightly smaller than the naive QCD prediction of the
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ratio of color charges

CA

CF

=
9

4
= 2:25: (7.2)

This is consistent with higher order radiation in QCD, which tends to reduce the

ratio from the naive value.
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Figure 7.2: The average subjet multiplicity, as a function of ycut, in a resummation
calculation by M.H. Seymour [36]. The points are for gluon jets with pT = 85 GeV
and � = 0, using the CTEQ4M pdf set. The points are labeled by

p
s in GeV, and

the jets were reconstructed with D = 1:0, unless labeled otherwise. The top two
and bottom two sets of points use the full resummation calculation. The middle
two sets of points include only the �nal state logarithms.
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Figure 7.3: The ratio r measured in e+e� collisions by the ALEPH collaboration,
as a function of yo, the subjet resolution parameter [12].
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