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Abstract

We report new precision measurements of the lifetimes of the �+
c and D0

from SELEX, the charm hadro-production experiment at Fermilab. Based
upon 1630 �+

c and 10210 D0 decays we observe lifetimes of � [�+
c ] = 198:1�

7:0� 5:7 fs and � [D0] = 407:9� 6:0� 4:7 fs.
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Chapter 1

Study of Charm Lifetimes

A particle's lifetime is one the fundamental quantities that describe its inter-
nal dynamics. Based on the lifetime, one can conclude if the particle decay
is driven by the strong, weak, or electro-magnetic forces. Charm and beauty
particle decays are driven by the weak force, but the strong interactions of
the decay products signi�cantly modify the decay dynamics. The correct
quantitative description of the interplay of the weak and strong forces in
heavy quark decays is crucial to test the Standard Model, to measure its
parameters and to search for the new physics beyond Standard Model. A
very common problem in these studies is the complexity of QCD e�ects that
must be resolved before important parameters of Standard Model can be
measured or signals for new physics can be claimed.

The lifetimes of charm and beauty particles are best described by the
Heavy Quark Expansion (HQE) theory. It is very important to test HQE,
because it is used not only to calculate lifetimes, but also to relate branching
ratios to CKM parameters, to measure mixing parameters, to extract CP
violating parameters from di�erent observables, to calculate di�erent decay
rates and to compute many other important processes which involve heavy
quarks. Recent precision lifetimemeasurements of the whole spectra of charm
particles provide an important input for the tests of HQE. Improved preci-
sion of the lifetime measurements highlighted problems in HQE calculations
and also motivated physicists to understand the heavy quark dynamics more
deeply. Also the knowledge of lifetimes is used in experiments to separate
signal from background and to translate branching ratios into absolute decay
rates for di�erent decay channels.
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1.1 Early days of spectator model

One of the �rst models to describe charm particle decays was based on the
assumption that the decay rate of charm particles is driven by the decay of
the heavy c-quark (Figure 1.1). The light quarks act only as spectators and
do not a�ect the decay rate at all [1]. In this picture all charm hadrons -
mesons and baryons - would have essentially the same lifetime, up to phase
space corrections.

q q

c s
W

u
d

Figure 1.1: Spectator decay diagram

This idea might come to mind upon observing how close the semi-leptonic
branching ratio BSL of D+(cd) is close to a naive estimate of 20%:

BSL =
�(C ! e+�eX)

�(C ! all)
� 1e�

1e� + 1�� + 3ud
= 20%

BSL(D
+ ! e+X) = 17:2� 1:9%

The comparison of D+ semileptonic branching ratio to the semileptonic
branching ratio of � -lepton, which indeed is driven only by decay of a heavy
fermion, is really striking:

BSL(�
� ! e��e�� ) = 17:83� 0:06%:

The deviation from the ideal 20% for � -lepton is explained by QCD-
corrections [2].

Perhaps this early data on semileptonic branching ratios encouraged
N. Cabibbo and L. Miani to conclude in 1977: \...Since the uncharmed an-
tiquark acts as a spectator, one is led to predict equal lifetimes and equal
semi-leptonic branching ratios for the three mesons..." [3]
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As we know now, both statements turned out to be wrong: the D0(cu),
D+
s (cs) andD

+(cd) have di�erent lifetimes and di�erent semileptonic branch-
ing ratios, for example [4]:

�(D+)

�(D0)
= 2:547� 0:036

BSL(D
0 ! e+X) = 6:75� 0:29%

BSL(D
+ ! e+X) = 17:2� 1:9% :

Further experimental data showed that the charm lifetimes di�er more than
a factor 10 �(D+(cd))=�(
0

c(css)) � 20 [4]. This clearly says that the light
quarks are not just spectators but can signi�cantly inuence the decay dy-
namics.

1.1.1 Problem is in non-leptonic decays

The observed di�erence in D+/D0 lifetimes made the picture quite compli-
cated, but still there was the good news that the absolute semileptonic decay
rates were the same [4]:

�SL(D
+) = BSL=�(D

+) = (1:63� 0:18)� 1011 s�1

�SL(D
0) = BSL=�(D

0) = (1:64� 0:07)� 1011 s�1

The di�erence in total decay rates must therefore come from non-leptonic
decays, for which theoretical understanding is much more diÆcult.

The following picture emerges: in semileptonic decays D+ and D0 decay
with the same rate. On the other hand, in hadronic modes a D0 manages to
decay 3 times faster than a D+. What would make the neutral meson decay
much faster than the charged meson? To answer this question, one may refer
to the even more striking example of hadronic decays of the strange mesons,
where the neutral meson decays 650 times faster than the charged meson:

�(Ks ! �� �I = 1=2; 3=2)

�(K+ ! �+�0 �I = 3=2)
' 650:

This e�ect is known as �I = 1=2 rule and is a�ected by di�erent QCD dia-
grams shown on Fig. 1.2. Because the charm quark massmc is heavy, it turns
out that all those diagrams which signi�cantly a�ect decays of strange mesons
are suppressed in case of charm mesons. For example the �rst diagram called

13



c s

u d

gW

c s

W

u dgu d

c s

W

u

c W u

g

u

Figure 1.2: Diagrams that a�ect non-leptonic D0 decays

W -scattering (WS), is suppressed because the size of the charm quark is small
and there is a \wavefunction overlap" penalty (fD=mc)

2 � 10�2, where fD is
pseudo-scalar decay constant. Also, because the D0 is a spin 0 state, there
is a helicity suppression factor of order (ms=mc)

2 � 10�1. Helicity suppres-
sion may be weakened by soft gluon emission or the hadronisation processes
discussed in Section 1.3.3. One important observation is that decay rate due
to WS-diagrams decreases as an inverse power of the mass of heavy quark.
To summarise, all these diagrams make the D0 non-leptonic decay rate only
� 30-50% faster than D+ [5], which is not enough to explain the experimen-
tally observed di�erence of 300%.

1.1.2 Decreasing �NL(D
+): Pauli Interference

Another look at the situation suggests that the di�erence in D+=D0 non-
leptonic decay rates is not because the D0 decays too fast, but rather because
the D+ decays too slowly. The spectator decay diagram shown on Fig. 1.3.
has two d-quarks which interfere in the �nal state. The interference e�ect

d

d

s u d d

d

d d

d
sc s

W

u

c
W

u 2

D :
+

Figure 1.3: Pauli interference in D+ decay

was generally thought to be small, especially in inclusive decays until it was
shown that the two inclusive amplitudes were suÆciently coherent [6]. The
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sign of interference is negative, which makes the decay rate of the D+ smaller
and hence the lifetime longer.

For two d-quarks to interfere their waves should be suÆciently coherent.
In the case of the D+-meson decay the energy of the d quark from c-quark
decay is about 500 MeV and is comparable to the energy of the spectator
light quark d, about few hundred MeV. One can immediately see that the PI
e�ect decreases as the mass of heavy quark increases, because the d quark
from the heavy quark decay becomes more energetic than the spectator d
quark.

The name PI might be misleading as it suggests that interference between
two quarks is always destructive. Actually the sign of the interference can
be both positive and negative. PI can be destructive (D-mesons, �+

c ) and
constructive (�0

c ;

0
c). In case of �

+
c both constructive and destructive ampli-

tudes are present. In calculations of PI it is important to take into account
role of QCD corrections. For example without QCD radiative corrections PI
in D+ would have been constructive, rather than destructive [7].

1.2 Heavy Quark Expansion

Ideas embodied in the spectator model, Pauli interference e�ect and W -
annihilation/W -scattering diagrams were united in the so-called Heavy
Quark Expansion (HQE) [8, 9, 7, 10]. In this approach the decay rate is
expanded as a power series in terms of (1=MQ)

n, where MQ is the mass of a
heavy quark Q.

Properties of heavy mesons are quite similar to properties of isotopes
(Figure 1.4). For example the atomic spectra of hydrogen and deuterium
are very similar, because the orbiting electron feels only the electric charge
of the nucleus. In the �rst approximation its motion is not a�ected by the
mass of the nucleus. So comparing spectra of deuterium to hydrogen, one
would naturally arrive at an expansion in 1=MN for nuclear mass MN using
reduced mass of electron mr

mr = me
MN

me +MN
= me

"
1� me

MN
+
�
me

MN

�2
+O

�
me

MN

�3#
; (1.1)

Similarly the light quark in a D-meson feels only the colour �eld of the heavy
quark, and in the �rst approximation its motion is not a�ected by the mass
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Figure 1.4: Similarities between isotopes and particles with heavy quarks

of the heavy quark. Making the analogy to the isotopes one uses a 1=MQ

expansion in the HQE.
In the next two sections we will describe HQE calculations for masses and

lifetimes of heavy quark particles.

1.2.1 Spectroscopy

First let's describe the application of HQE to calculate masses of pseudo-
scalar ground states and vector excited states of heavy mesons [9]. The mass
of a heavy hadron HQ is given by the expectation value of its Hamiltonian:

MHQ
=

1

2MHQ

hHQjHtotjHQi ; (1.2)

where the Hamiltonian is the sum of the mass of the heavy quark mQ, the
Hamiltonian of the heavy quark HQ and the Hamiltonian of the light degrees
of freedom Hlight:

Htot = mQ +HQ +Hlight : (1.3)

The Hamiltonian of the heavy quark HQ is given by

HQ =
1

2mQ
(~�2 + ~� � ~B) + O(1=mQ

2): (1.4)

The generalised momentum ~� is given by ~� = ~p� ~A, where ~p is the momentum
of the heavy quark, and ~A is the color vector potential. The Pauli term ~� � ~B
is due to the interaction of the heavy quark spin ~� with the color \magnetic"
�eld ~B induced by light quarks. Then the mass of the heavy particle is given
by:

MHQ
= mQ + �� +

1

2mQ

hHQj~�2 + ~� � ~BjHQi
2MHQ

+ O(1=mQ
2); (1.5)
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where �� is the energy of light quarks and is of the scale of �QCD.
There are two contributions of order O(1=mQ) to the mass of the heavy

particle:

�2� = hHQj~�2jHQi (1.6)

�2G = �hHQj~� � ~BjHQi (1.7)

The �rst one �2� is due to the kinetic energy of the heavy quark, and the
second one �2G is due to spin-color�eld interaction and is called chromomag-
netic operator. Neither �2� nor �2G can currently be calculated from QCD
�rst principles, di�erent methods of approximate calculations are discussed
in [7, 9, 8]

The second term �2G is analogous to hyper�ne splitting in atoms. The

color �eld ~B is proportional to the spin of the light quarks ~j:

~B / ~j (1.8)

Expanding the square of the total spin of heavy particle ~J = ~� +~j, one
can calculate that:

�G � �h~� ~Bi /
�
J(J + 1)� j(j + 1)� 3

4

�
: (1.9)

For vector and pseudo-scalar states h~� ~BiP = �3 � h~� ~BiV .
The expectation value of hHQj~�2jHQi is spin independent and is the same

for all states in hyper�ne multiplet, so �2�(D) = �2�(D
�). Then for heavy

mesons:

MD = mc + ��+
�2�(D)

2mc

� �2G(D)

2mc

+O(1=m2
c); (1.10)

MD� = mc + ��+
�2�(D)

2mc

+
1

3
� �

2
G(D)

2mc

+O(1=m2
c): (1.11)

The expectation value of the chromomagnetic operator in this picture is:

�2G(D) ' 3

4
� 2mc � (MD� �MD) ' 3

4
(M2

D� �M2
D) ' 0:41GeV 2 (1.12)

Similar calculations for the chromomagnetic operator can be carried out for
charm baryons, taking into account that j�c = j�c = 0 and j
c = 1. Then

�2G(�
+
c ) ' 0

�2G(�
+
c ) ' 0

�2G(�
0
c) ' 0

�2G(

0
c) ' 0:24GeV 2
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A value of the kinetic energy of the heavy quark �2� can be only calculated
in di�erent models. On the general grounds it was established that [11, 12]:

�2� > �2G (1.13)

1.2.2 Lifetimes

The calculation of lifetimes follows the same general pattern as the calculation
of masses for heavy hadrons. In this case the decay rate is expanded as a
1=mn

Q series.

�(HQ ! f) =
G2
Fm

5
Q

192�3
jVCKM j2[c(f)0 hHQj �QQjHQi+ c

(f)
2

�2G(HQ)

m2
Q

+

+
X
i

c
(f)
3;i �

hHQj( �Q�iq)(�q�iQ)jHQi
m3

Q

+O(1=m4
Q)] ; (1.14)

The leading term
G2
F
m5
Q

192�3
is spectator quark decay rate, similar to the basic

muon decay formula. jVCKM j is the corresponding CKMmatrix element. The
coeÆcients cn take into account QCD radiative corrections, computed using
perturbative QCD methods.

Matrix elements take into account non-perturbative e�ects and can be
computed either using some model, or extracted from related observables
[7]. The factor �2G(HQ) is the same as was used in the mass calculation
(Eq. 1.6). Also, the �rst matrix element hHQj �QQjHQi can be expressed in
terms of �2� and �2G [13]:

hHQj �QQjHQi = 1� �2� � �2G
2m2

Q

+O(1=m3
Q) (1.15)

W-annihilation (WA), W-scattering (WS), and Pauli Interference (PI) e�ects
are included in 1=m3

Q term.
Let me make a few comments about the decay formula (Eq 1.14). As

mQ !1 the expansion converges to the spectator decay model. Unlike the

mass of heavy hadron MQ = mQ

�
1 + ��=mQ +O(1=m2

Q)
�
, there is no 1=mQ

term in the decay rate series, which was proven for HQE in [14, 15].
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1.2.3 Quark-hadron duality assumption

In QCD theoretical calculations are done in terms of gluons and quarks,
which are never detected experimentally. Hadronisation e�ects are non-
perturbative and have not been calculated yet. Quark-hadron duality basi-
cally states that rates summed over a suÆcient number of hadronic channels
can be approximated by rates evaluated for quarks and gluons [16, 17].

The idea of quark-hadron duality was �rst suggested by Poggio, Quinn
and Weinberg [18] to describe the total cross section �(s) for the pro-
cess e+e� ! hadrons . Instead of this exceedingly complicated prob-
lem one can calculate simpler cross section �(e+e� ! quarks + gluons).
But �(e+e� ! hadrons) has resonant peaks that are absent in �(e+e� !
quarks + gluons). So it was suggested that for cross section integrated over
large energy region s both processes should have approximately the same
answer.

The physical idea is that the process e+e� ! quarks + gluons happens
on small distances, and next process quarks+gluons!hadrons happens when
quarks are far apart, and hadronisation e�ects (resonances, destructive or
constructive interferences) can not a�ect signi�cantly the overall rate of the
process.

In case of the lifetime calculations the same approach is taken: instead
of calculating the decay of the heavy quark into hadrons, one considers de-
cay into quarks and gluons. The lifetime is a sum over all possible �nal
hadron channels, so possible resonant structures and hadronisation e�ects
are smeared out and do not a�ect the answer.

Open questions concern the precision of the quark-hadron duality assump-
tion and what the consequences for the lifetime calculations can be. Some
authors think that such e�ects in hadronisation might lead to \forbidden"
O(1=mQ) corrections [19]. This question is under active current discussion
using both numerical [20] and analytical methods [21, 16].

1.3 HQE predictions

In this section we discuss some of the HQE predictions, especially for charm
particles, and compare them to experimental measurements.
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1.3.1 Semileptonic decay rates for mesons

One of the predictions of the HQE is equal semileptonic decay rates for
mesons, because semileptonic decays are driven by the identical spectator
decay diagrams in all three mesons D+; D0; D+

s .
Experimental data supports this prediction very well [4]:

�SL(D
+) = (1:63� 0:18)� 1011 s�1

�SL(D
0) = (1:64� 0:07)� 1011 s�1

�SL(D
+
s ) = (1:6� 1:1)� 1011 s�1

The semileptonic decay rate for the D+
s is the least precise measurement, but

that should change soon, given copious data on D-meson decays in Fermilab
�xed target experiments and in e+e� B-factories.

1.3.2 D+=D0 lifetime di�erence

The di�erence between D+ and D0 lifetimes comes mostly from Pauli in-
terference between �d-quarks in D+ decay. This e�ect is proportional to the
1=m3

c term in the HQE series.
Calculations by Bigi and Uraltsev [22] based on the HQE expansion show

that:

�(D+)

�(D0)
' 1 + (

fD
200MeV

)2 � 2;

Blok and Shifman in [10] also got similar answer: �(D+)=�(D0) � 2. Recent
calculations of matrix elements using QCD sum rules done by Cheng and
Yang [23] state that �(D+)=�(D0) ' 2:56 � 0:52. In each case due to the
complexity of the problem, calculations of PI e�ects are very approximate.
The large size of the e�ect raises the question of applicability of HQE for
charm decays: PI is the third term in HQE series, and it is as big as the �rst
term. For charm hadrons the convergence of the series and the inuence of
1=m4

c and higher terms are open questions.
Experimentally ratio of lifetime is [4]:

�(D+)

�(D0)
= 2:547� 0:035 : (1.16)
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1.3.3 D+
s
=D0 lifetime di�erence

There are a lot of similarities between D+
s and D0 decays, which make their

lifetimes almost equal. Thus, precision measurement of both lifetimes is quite
important to verify theoretical calculation.

D+
s andD0 have the same spectator decay diagram. Di�erences arise from

the leptonic decay D+
s ! �+�� , Pauli interference in D

+
s Cabibbo suppressed

decay, the kinetic operator �2�, the chromomagnetic operator �
2
G (Eq. 1.6),

and WA/WS diagrams in D+
s and D0.

Leptonic decay D+
s ! �+��

Unlike the D0, the D+
s has the additional leptonic WA decay (Figure 1.5),

which makes it decay faster, and hence decreases the D+
s lifetime. The decay

rate is de�ned by the decay constant fDs
.

Ds
+

c

s ν

τ

τ

Figure 1.5: D+
s ! �+�� leptonic decay

As in �+ ! �+�� [5], the leptonic decay rate is given by:

�(D+
s ! �+�� ) ' G2

Fm
2
�f

2
Ds
MDs

8�
jVcsj2(1�m2

�=M
2
Ds
)2: (1.17)

For fDs
' 280MeV [24] one can numerically estimate leptonic decay rate as:

�(D+
s ! �+�� ) ' 0:05 �(D0) (1.18)

Pauli Interference in D+
s Cabibbo suppressed decay

Analogue to the D+ decay which has two identical d-quarks in the �nal state,
the D+

s can have two identical s-quarks in Cabibbo suppressed spectator
decay c ! ssu (Figure 1.3.3). The two s antiquarks interfere in the �nal
state.

An estimate of this e�ect �PI(D
+
s ) can be derived from the D+=D0 life-

time di�erence, which is driven mostly by PI in D+ decay. In the D+
s the
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s sDs
+

s
u

c s

Figure 1.6: Cabibbo-suppressed D+
s decay

e�ect of PI is also destructive and decreases the decay rate. It is also sup-
pressed by a factor tan2 #c compared to the D

+. There is an additional factor
S due to SU(3)f symmetry breaking, which reects a di�erence between d-
quark and s-quark interference:

��PI(Ds) ' S � tan2 #c(�(D+)� �(D0)); (1.19)

so for S ' 1:4 [25] �PI(Ds) can be numerically estimated as:

��PI(D
+
s ) ' �0:04 �(D0): (1.20)

Di�erence in �2G and �2� operators

Due to SU(3)f symmetry breaking, the heavier s-quark makes the c-quark
move a little faster in the D+

s meson than in the D0 meson. This e�ect
increases the D+

s lifetime compared to the D0.
The impact of the chromomagnetic operator �2G can be derived from the

mass di�erences of the ground pseudo-scalar state and excited vector states:

�2G(D
+
s ) '

3

4
(M2

D�

s
�M2

Ds
) = 0:440 GeV2 (1.21)

�2G(D
0) ' 3

4
(M2

D0� �M2
D0) = 0:413 GeV2 (1.22)

The �2G contribution to the lifetime di�erence is in the �rst and second terms
of Eq 1.14:

���2
G
(D+

s )

�
= C � �

2
G(D

+
s )� �2G(D

0)

2 �m2
c

' C � 0:005; (1.23)

where C � 1 is a coeÆcient that depends on c
(f)
0 ; c

(f)
2 arising from QCD ra-

diative corrections [25]. An important point is that even with large variations
of C, the contribution of �2G to the D+

s =D0 lifetime di�erence is small due to
SU(3)f symmetry.
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The lifetime di�erence due to the kinetic operator �2� can be estimated
from the spin-averaged masses of heavy mesons, which does not depend on
�2G. The spin-averaged mass is given by:

hMDi � MD + 3MD�

4
' mc + ��(D) +

�2�(D)

2mc
+O(1=m2

c):; (1.24)

The di�erence in kinetic operators is given by [25, 13]:

�2�(D
+
s )� �2�(D

0) ' 2mbmc

mb �mc
([hMDs

i � hMDi]� [hMBsi � hMBi]) : (1.25)

The B�
s mass is not measured yet, but based on analysis of observed B�; B

mass spectra and comparing it to D�; D spectra, one can conservatively es-
timate the decay rate di�erence by [25]:

���2�(D
+
s )

�
= ��

2
�(D

+
s )� �2�(D

0)

2m2
c

' �0:04 (1.26)

Contribution of WA/WS diagrams

BothD0 andD+
s have WA or WS diagrams (Figure 1.7), which can be further

complicated by gluon emission (Figure 1.2) and hadronisation processes.

c s

u d
D
o

s

c u

d
Ds
+

Figure 1.7: Tree WA/WS diagrams in D+
s , D

0 decays

The contribution of all WA/WS diagrams to the total decay rate is not
yet calculated well. The largest uncertainty in this calculation is in the
size of helicity suppression. In tree diagrams the D0 decay WA amplitude
is helicity suppressed by a signi�cant factor about ms=mc ' 0:1 . It is
suppressed even more strongly in the D+

s , which has only u; d-quarks in the
�nal state. Hence tree WA/WS diagrams can only add few percent toD+

s =D
0

lifetime di�erence. However non-perturbative e�ects (soft gluon emission,
hadronisation) can decrease helicity suppression e�ects. As a result WA
diagrams can a�ect the D+

s =D
0 lifetime di�erence by as much as 10 � 20%
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[26]. Due to the complexity of the problem neither the size, nor even the sign
of the contribution of WA diagrams can be currently calculated.

Di�erent contributions to the D+
s =D

0 lifetime di�erence are summarized
in Table 1.1. The �rst three terms give a few percent to D+

s =D
0 lifetime

di�erence. The contribution of the WA term depends on the strength of
helicity suppression and can range up to 10-20%.

Contribution �(D+
s )��(D

0)
�(D0)

Leptonic decay D+
s ! �+�� �5%

PI in Cabibbo Suppressed D+
s decay +4%

Di�erence in �2G and �2� +4%
WA in D0 and D+

s decays �10-20%
Table 1.1: Contributions to D+

s =D
0 lifetime di�erence

These calculations are based on extracting matrix elements from the
masses of heavy particles. Another approach is based on calculation of ma-
trix elements using QCD sum rules. This approach gives a lifetime ratio close
to unity [23]:

�(D+
s )

�(D0)
' 1:08� 0:04 (1.27)

Prior to the E791 measurement [28] in 1999, the D+
s and D0 lifetimes

were not measured precisely enough to compare theoretical predictions with
data (Figure 1.8). Theory predicted the di�erence to be of the order of a few
percent, since WA/WS processes were believed to be small. Experimentally
the situation changed when E791 measured D+

s =D
0 ratio to a few percent

precision and found 6� deviation from unity: �(D+
s )

�(D0)
= 1:19� 0:03 [28]. Sub-

sequent CLEO measurement [29] and preliminary results from FOCUS [30]
and SELEX [31] also support the E791 and CLEO measurement that D+

s =D
0

lifetime ratio is bigger than simple prediction of few percent.
The current situation in the D+

s =D
0 lifetime ratio is a good example of

how precise measurements open a whole set of theoretical questions (con-
tribution of WA processes, e�ects of quark-hadron duality) which were not
previously addressed in great detail, due to the poor experimental measure-
ments.
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Average
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Figure 1.8: Experimental measurements of D+
s =D

0 lifetime ratio. Particle
Data Group value [27] combines results prior to 1998. Recent results are
published by E791 [28], CLEO [29]. There are also preliminary results by
FOCUS [30] and E781 [31]. Shadowed region shows theoretically \comfort-
able" region [23, 7].
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1.3.4 Charm Baryon lifetimes

Calculation of charm baryon lifetimes is even more complicated than for
mesons. The only simpli�cation is that chromomagnetic operator �2G van-
ishes for �+

c , �
+
c and �0

c baryons, since the total spin of the light quarks
~j = 0 (Eq. 1.9). While the 1=m2

c terms for these baryons are simpler than for
mesons, the 1=m3

c terms are much more complicated. They include WA/WS
terms similar to D-mesons, but they are not helicity suppressed. They also
include PI terms which can be either destructive as in D+ decay or construc-
tive [32, 10]. So decay rates for baryons are given by:

�(�+
c cud) ' �0(1 +

�2�
2 �mc

2
+WS � PIuu)

�(�+
c csu) ' �0(1 +

�2�
2 �mc

2
+ PIss � PIuu)

�(�0
c csd) ' �0(1 +

�2�
2 �mc

2
+WS + PIss)

�(
0
c css) ' �0(1 +

�2�
2 �mc

2
+

�2G
2 �mc

2
+
10

3
� PIss):

Terms of order 1=m3
c can be calculated within the framework of some model

generally not to very high precision. On general grounds one can conclude
only inequalities:

�(�+
c ) < �(�0

c)

�(�+
c ) < �(�0

c):

Di�erent calculations of baryon lifetimes are summarized in Table 1.2. The
authors do not quote the error on their calculations, but rather state that
the numerical values are just estimates to establish the lifetime hierarchy.

1.3.5 Charm and Beauty lifetimes

One immediate prediction of HQE is that lifetimes of beauty hadrons should
be much closer than for charm hadrons. In HQE decay rate of beauty hadron
Hb is given by:

�(Hb ! f) = �0(1 + A2=mb
2 + A3=mb

3 + :::) (1.28)
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Ref. [10] Ref. [32] Ref. [32] Ref. [4]
a RBMb NRMc PDGd

�(�+
c )=�(�

+
c ) 1.3 1.2 1.6 1:6� 0:2

�(�0
c)=�(�

+
c ) 0.45 0.75 0.7 0:5� 0:1

�(
0
c)=�(�

+
c ) 0.3 0.75 0.6 0:3� 0:1

�(D+)=�(�+
c ) 5 2.8 4.5 5:1� 0:3

Table 1.2: Theoretical calculations of charm baryon lifetimes.
a Blok and Shifman (1993)
b Guberina et.al. (1986) Relativistic bag model
c Guberina et.al. (1986) Non-relativistic quark model
d Experimental data summarized by Particle Data Group (2000)

Indeed the second term in the series A2=m
2
b is about 10 times smaller than

for charm decays. The third term A3=m
3
b is about 30 times smaller than for

charm decays. So in b-hadron the decay rate is mostly de�ned by the the
spectator decay rate �0, which means that in b-hadrons the b-quark decays
almost as a free quark. Also faster convergence of the 1=mn

b series makes
HQE much more applicable for beauty hadrons than for charm hadrons.
Comparison of theoretical and experimental results for charm and beauty
hadrons is presented on Figure 1.9. Indeed one see that measured beauty
lifetimes are much closer than for charm. Theoretical predictions are shown
with red lines, but they of course have large errors, because most of them
are estimates. As theorists do not quote errors on their prediction, they are
skipped on this plot.

Despite the fact that theorists agree that HQE is much more applicable
to b-hadrons, there might be a problem in the �b lifetime. The lifetime
ratio between �b baryon and B-mesons is predicted to be �(�b)=�(B) '
0:9 [33, 34]. Experimentally this ratio is 0:77 � 0:05, which is an emerging
problem in HQE calculations. Some theorists are trying to solve this problem
by introducing a \forbidden" 1=mQ term in the decay rate series (Eq 1.28)
and justifying it by quark-hadron duality violation [20, 35]. Perhaps a careful
study of charm lifetimes can shed some light on this problem in b-sector [36].

Comparison of the charm and beauty lifetimes is not trivial: one can
not directly use the coeÆcients A2, A3 for the charm hadrons and apply
them to the beauty lifetimes. QCD corrections for the charm and beauty
decay are quite di�erent, because the typical momentum in charm decay is
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Figure 1.9: Comparison of the experimental measurements with the theoret-
ical calculations of charm and beauty lifetimes. The black boxes represent
the experimental measurements averaged by Particle Data Group [4]. The
vertical size of the box shows the error of the measurement. The red lines
show theoretical calculations [7], which have large errors, but they are not
shown, as theorists in most cases do not quote them.
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about 500 MeV, and in beauty decay it is about 1500 MeV. Hence all strong
corrections and matrix elements in HQE should be recalculated at a di�erent
momentum scale. Despite the complications the simultaneous study of HQE
in both charm and beauty sectors is very promising.

Overall it is clear that HQE is more applicable for decays of b-hadrons.
On the other hand, small lifetime di�erences can hide problems in b-hadron
analyses, since the observation of small di�erences requires much higher pre-
cision in experimental measurements. To contrast that the small mass of
the charm quark works as a magnifying glass and makes the charm sector a
better test ground to verify di�erent approaches in heavy quark theories.

1.4 Conclusion

The overall picture of charm and beauty lifetimes shows that new precise
lifetime measurements raised questions that had been previously undevel-
oped in theoretical calculations due to poor experimental measurements. A
precision measurement of the D+

s =D
0 lifetime ratio [28, 29] brought attention

back to the issue of the strength of helicity suppression in WA/WS decays
of D-mesons. Also e�ects of \quark-hadron" duality are under active dis-
cussion again, which are driven by precision lifetime measurements in the
beauty sector [16], as well as in the charm sector [37].

InsuÆcient development of the theory of charm baryon decays has been
excused by poor experimental data. In this work we decrease the �+

c lifetime
measurement error by a factor of 2 compared to previous best measure-
ment [38], which is an important experimental contribution to HQE study.
More precise measurements of �+

c , �
0
c baryons lifetime are very valuable.

They can illuminate problems in HQE calculations [16]. Preliminary results
from FOCUS [39] became available just few month ago.

The last 2 years produced important new experimental results on charm
lifetimes [28, 29, 40, 41, 42, 43], and more new results are expected soon [30,
31, 39]. This experimental progress revitalized theoretical calculations and
is an important step in understanding heavy quark physics.
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Chapter 2

SELEX experiment

Data for this analysis were taken in SELEX (E781) experiment. SELEX
(Segmented Large xF Baryon Spectrometer) was a new multi-stage spec-
trometer with high acceptance for forward interactions and decays. It took
data in 1996-97 with 600 GeV ��, �� and 540 GeV p beams. The goal of
SELEX was to obtain large sample of charm baryon decays using a variety
of incident beam particles and targets.

2.1 SELEX Physics Program

SELEX experiment has a wide physics program which included both charm
and non-charm physics topics.

2.1.1 Charm physics program

Charm hadro-production

Production of heavy quarks can be described by the perturbative QCD,
but the hadronization of heavy quarks is non-perturbative process. The
hadronization process can signi�cantly a�ect a heavy quark's momenta after
it is produced. Hadronization is described by models, which need experi-
mental input to con�rm them and establish their parameters. At hadron
machines many important studies involve heavy quarks in the �nal state: top-
production, Higgs decay, supersymmetry searches to name a few. Also large
backgrounds in this studies come from QCD production of heavy quarks. In
many studies signals are quite small, so reliable description of both signal
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and background properties is the very important in the simulations. How
can this information be checked?

The SELEX experiment can study charm hadroproduction in three dif-
ferent beams: ��; �� and p beams, which makes it a unique experiment.
The experiment was designed to detect decays in the wide momentum range
(xF > 0:1), where xF is approximately the fraction of the beam momentum
carried by the charm particle. Study of the large xF region is especially
valuable, because that is the region where charm and anti-charm particle
production di�ers the most [31].

In the SELEX experiment we study xF and Pt distributions for charm and
anticharm particles, charm-anticharm production asymmetry [44, 31]. The
SELEX experiment also plans to study production of charm excited states,
as well as charm pair production.

The production polarization of the charm baryons is similar to hyper-
ons (Section 2.1.2) and is predicted by some models. A study of this e�ect
is an important input in the understanding of heavy quark production and
hadronization dynamics. Experimental data on this question is very lim-
ited [45].

Decay Physics

Having a large sample of charm decays allowed us to do precision measure-
ments of charm lifetimes. For control of systematic errors it is important that
the lifetimes of all stable charm particles be measured in the same apparatus.
These lifetimes provide a valuable input to test the Heavy Quark Expansion
calculations (Chapter 1).

Another important topic is the study of new decay modes and their
branching ratios. Theoretical calculation of branching ratios of explicit de-
cays of heavy quarks is still one of the most challenging areas of hadron
physics. Experimental input is vital to understand decay dynamics.

The state-of-the-art particle identi�cation system in the SELEX greatly
helped in the study of Cabibbo-suppressed decays. These studies investigate
the role of �nal state interactions in hadronic decays. The SELEX experi-
ment was the �rst experiment to observe the decay �+

c ! pK��+ [46]. Semi-
leptonic charm decays are theoretically better understood than hadronic de-
cays, and new experimental data can push theoretical calculations to new
levels of accuracy.
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Charm spectroscopy

The majority of charm excited states can be detected and measured in the
SELEX experiment. We plan to study excited state characteristics, such as
mass and width. For example, the mass splitting of �c and �

+
c is an important

test of HQET [47]. Widths of excited states are valuable input to HQET,
and there is little experimental data available [48]. Con�rmation of �0c states
observed only by CLEO [49] would be an important accomplishment. We
also plan to search for new excited states, especially for charm baryons.

2.1.2 Non-Charm physics program

Measurement of total cross sections

The hadronic total cross section is one of the most fundamental measure-
ments of the strength of hadronic interactions. The total cross section ini-
tially decreases as a function of center of mass energy, and after about 10GeV
starts to grow again. SELEX measured �� and �� total cross sections on
beryllium, copper, carbon and polyethylene targets. Also the total cross
section was measured for protons on beryllium and carbon targets [50]. All
measurements were done at 600�50GeV beam energy. These data were used
to extract ��-p and ��-p total cross sections. This is the highest energy ��-p
total cross section measurement. The previous highest energy measurement
was done at 140GeV [51]. The measurements clearly showed a rise of the
��-p cross section as a function of the center of mass energy.

Measurement of hadronic charge radii

The charge radius provides information about the internal structure of
hadron. This measurement is important to verify models which describe
con�nement of quarks inside the hadron. Di�erent theoretical calculations of
charge radii give quite di�erent answers and experimental input can clarify
the situation [52]. Charge radii of ��;��; p were measured in the SELEX
experiment by studying ��-e [53] ��-e [52] and p-e [54] scattering.

Production polarization of hyperons

The discovery of the interaction of an unpolarized proton beam with unpo-
larized target which produced polarized hyperons in 1976 came as a complete
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surprise [55]. Even after 24 years extensive experimental data still remain
widely unexplained [56]. Hadronization is expected to play a major role in
this process. SELEX measured production polarization of �+ [57] and �0

[58] as a function of xF and pT .
Other topics of the non-charm physics program include Primako� pro-

duction of excited states, pion polarizability, chiral anomaly tests and search
for exotic states.

2.2 SELEX Apparatus

2.2.1 Apparatus overview

The heart of the experiment was the Vertex Silicon Strip Detector (SSD)
capable of 4�m transverse position resolution at 600GeV. The vertex sepa-
ration L was measured with precision �L ' 0:5mm . It is very important to
have small a error on vertex separation, as its signi�cance L=�L is by far the
most powerful cut to separate the charm signal from the background.

The SELEX experiment had an extensive particle identi�cation system.
Beam particles (��=��; p=�+) were tagged with the Beam Transition Radia-
tion Detector (TRD). The 3000 phototube Ring Imaging Cherenkov Counter
(RICH) was used to identify the secondary particles: electrons, muons, pi-
ons, kaons, protons and even hyperons. The RICH detector was capable of
K=� separation up to 165GeV. The separation of the kaons from the pions
is a vital feature for any charm experiment, because charm decays usually
have kaons in the �nal state. The Electron Transition Radiation Detectors
(ETRD) were used to separate electrons from the hadrons, which is impor-
tant for the semileptonic decay physics. Three lead glass detectors were used
to identify and measure the energy of the photons and electrons.

SELEX also has a precise tracking system and 3 analyzing magnets to
measure particle momenta. Eight Beam SSD planes with hit resolution � �
6�m were used to measure track parameters. The downstream tracking
system included 26 proportional wire chambers (PWC) planes with hit spatial
resolution � � 0:6 � 1mm. It also included three Vector Drift Chambers
(VDC) each having 8 sensitive planes with hit resolution � � 100�m. And
�nally there were 18 large SSDs with hit resolution � � 14�m to measure
very high-momentum tracks. In total SELEX the SSD system has 74000
strips.
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2.2.2 SELEX coordinate system and spectrometers

The origin of the coordinate system is chosen to be in the middle of the
downstream surface of the downstream target (Figure 2.2). The z-axis is
along the beam direction, the y-axis is vertically up and the x-axis completes
a right-handed coordinate system. Most detectors measured tracks in x; y
projections, or in u; v projections, which form �450 angle with respect to x; y
axis.

Beam,
Z

M3 MagnetM2 MargnetM1 Magnet

X

Targets

Hyperon Magnet

Exit

M1 spectrometer M2 spectrometer M3 spectrometer

Vertex SpectrometerBeam Spectrometer

Figure 2.2: Schematic view of SELEX spectrometers (O�-scale).

The beam spectrometer included apparatus between the exit of the hy-
peron magnet and target region. The vertex spectrometer was between the
targets and M1 magnet. The M1,M2,M3 spectrometers were located after
the corresponding analyzing magnets.

2.2.3 Analyzing magnets

SELEX apparatus has 3 analyzing magnets that were used to measure track
momenta. The magnetic �elds for each magnet were measured with a ip-
coil apparatus that determined Bx; By and Bz components on a 1-inch grid
with a precision of 0.1%. These maps were used to propagate the particle
tracks inside the magnets. Main parameters of the magnets are summarized
in Table 2.1.

2.2.4 Beam Spectrometer

Hyperon beam. 800 GeV protons from the Fermilab Tevatron accelerator
hit a 1 interaction length beryllium target. Forward-going secondary parti-
cles enter a thin (about 0:5 � 0:5 cm) 7.3m long curved channel inside the

35



name z aperture B pt
[cm]a [cm]�[cm]b [kG]c [GeV]d

M1 190 61 x 51 11.98 0.73
M2 745 61 x 25 14.66 0.84
M3 4240 61 x 51 6.85 0.42

Table 2.1: Parameters of magnets in SELEX apparatus
a position of the center of the magnet along z-axis.
b the �rst dimension correspond to the horizontal and the second to the vertical

size of the aperture.
c central �eld in the magnet.
d pt-kick of the magnet - the transverse momenta that particle gains passing

through the magnet.

3.5T hyperon magnet. Only high energy particles about 600 � 50GeV can
go through the magnet. Others are lost in tungsten walls of the channel (Fig-
ure 2.3). The relative fraction of hyperons in the secondary beam grows with
the energy[59, 60]. Hence selecting high energy particles enhances the frac-
tion of hyperons. At the target region the 600GeV negative secondary beam
consisted of approximately 50:9% ��, 46:3% ��, 1:6% K� and 1:2% ��.
With the opposite polarity of the magnetic �eld secondary beam consisted
of approximately 89.2% protons, 5:7% �+, 2:7% �+ and 2:4% K+ [50].

Beam Transition Radiation Detectors. Particles in the hyperon
beam were tagged in the 10 Beam TRDs. Each module has a radiator made
of 200 polypropylene foils 17�m thick followed by 3 proportional wire cham-
bers �lled with the mixture of Xe+30%CH4 gas, to detect transition radia-
tion [62]. A relativistic particle crossing the boundary of media with di�erent
dielectric constants emits transition radiation photons. Typically the energy
of such photons is a few keV. The probability of radiation of transition ra-
diation photon is proportional to the Lorentz -factor. Hence a ��-meson
produces more hits in the Beam TRD detectors than a baryon of the same
energy. The total number of hits in the Beam TRD was used to separate
the baryon component from the meson component of the beam (Figure 2.4).
Beam TRD information was used in the T1 trigger (Section 2.3) to increase
the fraction of �� beam particles in the recorded interactions.
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Figure 2.3: Schematic layout of the hyperon beam magnet [61].

Foils
3 PWC

Beam

0

200

400

600

800

1000

1200

1400

0 10 20 30

Number of Beam TRD hits

Σ- 600 GeV

π- 600 GeV

Nhit

E
ve

n
ts

Figure 2.4: Schematic layout of the Beam TRD. ��=�� separation using the
number of hits in the Beam TRD.

37



Beam silicon strip detectors. Beam tracks were measured with 8
planes of 20�m pitch silicon strip detectors (SSD). Beam SSDs determined
position of the beam track in the charm targets with about 4�m resolution.
Each detector has 1024 strips read out by SVX chips and has 2� 2 cm sensi-
tive area. Because the integration gate of the readout electronics was a few
microseconds long, information about several beam tracks from the 1MHz
beam was stored in the beam SSD hit output. The beam track which trig-
gered the event was identi�ed using the hardware scattering silicon detectors
and also using hit information from the vertex SSD.

Hardware scattering trigger silicon detectors (HSD). Four 50�m-
pitch SSD [63] were used to identify the beam track which triggered the
interaction. They employed short 80 ns gates, so that only hits from the
beam particle that triggered the event were read out. Beam track candidates
were extrapolated from the Beam SSD to the HSD planes. The track that
had 2 or more matching hits in the HSD was identi�ed as the trigger beam
track.

Charm targets. Beam particles interacted in 5 targets with combined
interaction length 4.3%. Target spacing was 1.5 cm. Target properties are
summarized in Table 2.2. Di�erent materials were used to study charm
production as a function of A.

target material thickness z Atomic Density Inter length
[mm] [cm] number A [g/cm3] [%]

1 copper 1.6 -6.13 63.5 8.96 1.06
2 copper 1.1 -4.62 63.5 8.96 0.76
3 diamond 2.2 -3.10 12 3.20 0.82
4 diamond 2.2 -1.61 12 3.20 0.82
5 diamond 2.2 -0.11 12 3.20 0.82

Table 2.2: Charm target properties

2.2.5 Vertex spectrometer

Vertex Silicon Strip Detectors. 20 SSDs downstream of the charm tar-
gets detected secondary tracks with high spatial resolution. The �rst 8 de-
tectors, called 5-cm detectors, have 20�m pitch and 5:1�5:0 cm2 active area.
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The downstream 12 detectors, called mosaic detectors, have 25�m pitch and
8:3 � 9:6 cm2 active area. The detectors were mounted on special granite
optical bench, and measured tracks in x; y; u and v projections (Figure 2.5).

9cm 9cm 9cm

20 plane vertex detector system

9cm

x view y view u view
v view

7cm

granite
optical bench

Segmented charm

Hyperon

target

( 4 planes on each of 5 monument blocks )
beam detectors

beam

Figure 2.5: Beam and vertex silicon layout [61].

Five-cm type detectors read out every strip in the 3:1 � 5:0 cm2 middle
area of the detector, where the hit density is the largest. On the edges
they have every-other strip readout, because the hit density is quite small
there and only low energy tracks, which resolution is dominated by multiple
scattering, can hit that region. Mosaic detectors were build out of three
8:3 � 3:2 cm2 pieces of silicon. The detector in the middle has every strip
readout, and the two edge detectors have every other strip readout.

Each of the detectors has greater than 98% hit detection eÆciency and
spatial resolution about 6:5�m (Figure 2.6 [61]).
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Figure 2.6: Typical resolutions of vertex detectors [61].

2.2.6 M1 spectrometer

.
Multiwire Proportional Chambers (MPWC) The M1 spectrometer

had 3 chambers with 3mm wire spacing and about 2�2m2 active area. Each
chamber has 4 sensitive planes in 4 projections (Figure 2.7). Chambers have
greater than 90% hit detection eÆciency with 0.9mm spatial resolution.

28o 28o

Beam

xu v

y

v uyx

Figure 2.7: Schematic layout of M1 PWC chamber.

Drift chambers There were 2 drift chambers, each with 2 sensitive
planes measuring hits in x projection. Chambers have 2:4 � 1:7m2 accep-
tance, they are about 80% eÆcient and has about 0.7mm resolution [64].
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Large Area Silicon Strip Detectors (LASD) There were 3 stations
of Large Area Silicon Detectors located at the end plates of M1 and M2
magnets.

Station 2
LASDLASD

Station 1
LASD
Station 3M 2M 1

60.96 cm
Beam

322.185 cm 629.135 cm 860.935 cm190.934 cmGlobal z position: 745.068 cm

Figure 2.8: Location of the three LASD stations [65].

Each station had 2 planes of double-sided SSD with 50�m strip pitch
and 3:2 � 2:6cm2 sensitive area. Double-sided SSD measured hits in x and
y projections. 2 other planes were single-sided SSD with 50�m strip pitch
and 3:2� 3:2cm2 sensitive area. Single sided SSD measured hits in u and v
projections. Detectors have 95-99% hit detection eÆciency and the spatial
resolution about 15�m [53], [65].

Lead Glass Electromagnetic Calorimeters Three electromagnetic
calorimeters were positioned at the end of M1, M2 and M3 spectrometers
(Figure 2.1). Each calorimeter has hole in the middle to let beam and high
energy particles through. Lead glass has density 4:1 g=cm3 and radiation
length 2.5 cm. The �rst 2 calorimeters were composed of blocks of 2 dif-
ferent sizes, smaller size blocks 4:25 � 4:25 � 34 cm3 covering inside of the
detector and bigger size blocks 8:5� 8:5� 34 cm3 covering the outside of the
detector [66]. The third calorimeter was built out of the same size blocks
3:8� 3:8� 45 cm3 [67].

2.2.7 M2 spectrometer

.
Multiwire Proportional Chambers (PWC) There were 7 chambers

with 2mm wire spacing in the M2 spectrometer. The 3 upstream chambers
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have a 60�60 cm2 aperture. The 4 downstream chambers have a 60�100 cm2

aperture (Figure 2.10). Each chamber has 2 sensitive planes in 2 orthogonal
projections. The chambers have greater than 95% hit detection eÆciency
with 0.6mm spatial resolution [68].

ETRD

ETRD

ETRD

ETRD

ETRD

ETRD

15o

PWC

PWC

PWC

45o

x

y

PWC

PWC
PWC

PWC

Beam

Figure 2.10: Schematic layout of M2 PWC chamber.

Electron Transition Radiation Detectors (ETRD) There were 6
electron TRDs in the M2 spectrometer whose primary purpose was to identify
electrons. The transition radiation was generated in 200 polypropylene foils
17�m thick positioned in front of each chamber. The radiation was detected
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by 103�63cm2 MPWC chambers with 4mm wire spacing and �lled with the
mixture of Xe and methane [68]. The electrons have much higher -factor,
then the same energy �, thus they have a larger number of clusters in TRD
chambers, compared to � (Figure 2.11).
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Figure 2.11: e=� separation using electron TRD

Ring Imaging Cherenkov Counter The RICH detector was the ma-
jor particle identi�cation device in the SELEX apparatus. Particles passed
through 10m long vessel �lled with Ne gas emitting cherenkov light along
the way (Figure 2.12). Cherenkov light was reected on the spherical mirrors
with 20m curvature. Reected light was focused on 2848 phototube array
forming rings on it's surface.

The ring radius grows with the velocity of the particle (Figure 2.14).
The � = 1 particle has a ring radius of 11.5 cm, with 13.6 hits on the ring.
Each hit was measured with spatial resolution 5.5mm, and ring radius r was
measured with �r = 1:8mm resolution in multi-track events, which allowed
�=K separation up to 165GeV (Figure 2.13 [69]).

Vector drift chambers There were 9 Vector Drift Chambers (VDC)
in SELEX experiment, united in 3 stations VeeA, VeeB, VeeC [70]. First
2 stations were located in in M2 spectrometer and the the third one in M3
spectrometer (Figure 2.1). Stations had 116� 116 cm2 aperture, about 90%
eÆciency and � 100�m resolution. The stations measured tracks in x; y; u or
in x; y; v projections. Each chamber has 8 sensitive planes in the �ne cells of
the center region of the chamber. In the coarse cells it has 6 sensitive planes.
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Figure 2.12: Schematic view of RICH detector.
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So each chamber measured a track at 6 or even 8 points and hence measured
the track vector, not just its position.

2.3 Trigger and data acquisition system

One of the challenges of charm experiments is that apart from vertex displace-
ment, events with charm particles do not have distinct kinematic features.
The charm mass is not big enough to make an eÆcient trigger on events with
large transverse momenta pT , which is common in b-physics experiments.
Most charm experiments use very loose triggers [71, 72], selecting just events
with interactions. SELEX also used an open trigger requiring an interaction
in the targets.

The trigger system in SELEX used a set of scintillation counters (S1-
S4), veto counters (VH1,VH2), interaction counters (IC) and 2 hodoscopes
(H1,H2) shown on Figure 2.15.

S2
VH2VH1

S1

Beam Silicon

PWC Chambers

Targets

Vertex Silicon

V5

ICS4

M2

Z

H1 H2

Figure 2.15: Schematic view of SELEX trigger elements

The interaction counters produced an output signal which amplitude was
proportional to the number of particles that crossed them (Figure 2.16). The
IC consisted of the two separate thin counters, and amplitude of the signal
in each counter was measured. Using the smaller amplitude from the two
counters for the particle multiplicity test greatly suppressed the e�ects of the
Landau uctuations of the amplitude in the individual counters [52].

The T0 trigger de�ned a beam particle as the coincidence of S1,S2,S4
counters with no hits in veto counters VH1 and VH2. Trigger T1 required
an interaction in the targets, a signal from the Beam TRD and 2 hits in the
positive region of the hodoscope H1 [73],[74]. An interaction in the targets
was de�ned as the signal from the interaction counter IC larger than signal
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Figure 2.16: Simpli�ed picture of multiplicity measurements in the interac-
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signal was greater than the threshold than multiplicity was considered to
be greater than 3. The long tails of the amplitude spectra are due to the
Landau uctuation of the ionization losses. Combining information from the
two counters greatly reduced the e�ect of the Landau uctuations.

48



from 3 minimum ionizing particles. In early runs the signal from Beam TRD
was not used, so that interactions from both �� and �� were accepted. In
later runs the Beam TRD was used to trigger only on baryons (��; p).

Along with the charm trigger, there were other triggers which included
a hadron-electron scattering trigger to measure electromagnetic radii of
hadrons [52], an exotic trigger to study certain 3-prong events [75], and spe-
cial calibration triggers to check apparatus performance.

If an event passed the trigger, it was digitized, packed and read out into
dual-ported memories [74]. There were about 80000 events read out in each
20-second spill. They were processed in 40-second periods between spills by
a 17-processor SGI Challenge computer by the SELEX Online Filter code.
The Online Filter passed about 1 event in 8 (Section 2.3.1). These events
were written out to disk. Events on disk were sampled by the monitoring
program to check the apparatus performance during data-taking. Size of one
event was about 6.5 kB. Events from disk were combined in 200MB �les,
which were written to tapes and stored for the further processing. SELEX
charm trigger rates are summarized in Table 2.3.

trigger/beam de�nition rate
proton beam 800 GeV protons from Tevatron 4 � 1010Hz
��=�� beam 600 GeV secondary beam 600 kHz
T0 S1 � VH1 � S2 � VH2 � S4 � V5 20 kHz
T1 T0 � (IC > 3) � BTRD � (H1;H2 > 2 pos) 4 kHz
Online �lter Event has more than just a primary vertex 500Hz

Table 2.3: SELEX charm trigger rates

The schematic diagram of the SELEX trigger and DAQ is shown in Fig-
ure 2.17.

2.3.1 Online Filter

One of the innovations of the SELEX experiment was the online �lter. This
is a program which ran between the beam spills and processed data to reject
events that did not have evidence for a secondary vertex.

First the �lter program reconstructed tracks in the downstream PWC
system. Only tracks with momenta greater above 15GeV/c could make it
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Figure 2.17: Schematic view of SELEX Trigger and DAQ systems
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through the magnets to reach these chambers. After that a beam track was
reconstructed. Tracks from the downstream PWC were extrapolated back
to the vertex silicon, using beam track information as a guidance to the ap-
proximate primary vertex location. A special fast reconstruction program
searched for track segments in the vertex silicon, using downstream track ex-
trapolations as an initial starting parameters and looking for hits in searching
windows around them. The sizes of searching windows were calculated based
on the resolutions of the detectors and the e�ects of multiple scattering. Be-
cause only relatively large momentum tracks (> 15GeV) were extrapolated
back to the vertex silicon multiple scattering errors were kept under control.
The beam track and tracks reconstructed in the vertex silicon and down-
stream chambers were �tted to a primary vertex. If the �t had an acceptable
�2 and used all tracks, the event was rejected as non-charm. On the other
hand if one or more tracks did not point to the common vertex, the event
was kept.

Special studies showed that the online �lter program was approximately
equivalent to the cut L=�L > 3, where L is the distance between the primary
and the secondary vertex. The Online Filter decreased the background by
a factor of 8 and was about 50% eÆcient for a typical charm signal. So
experiment bene�ted by decreasing the time to process the tapes by a factor
of 8 at the cost of modest sacri�ce in charm signal. It took us about half a
year to process all the tapes, so the factor of 8 played an important role in
expediting the path to the physics results.

2.4 SELEX data taking and charm data sets

SELEX started to take data in July 1996. The �rst runs were taken to
verify the trigger, to check apparatus, to establish chamber eÆciencies, to
calibrate photon detectors, to optimize online �lter and to perform similar
tasks dedicated to establish a high quality of the data written to tape. Data
written to tape since February 1997 was used in the �nal charm analysis. The
�rst set of these data did not use signal from Beam TRD, so interactions from
both �� and �� were written to tape. The second part used the Beam TRD
response in the T1 trigger (Section 2.3) and mostly �� interactions were
written to the tape. In the third part polarity of the hyperon beam was
reversed, which provided beam composed of mostly protons (Figure 2.18).
Overall, the experiment took data for almost year and a half.
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Special alignment runs were taken every day to verify the geometrical
positions of silicon detectors and downstream PWC chambers. The detector
performance and the Online Filter were constantly monitored. Also special
runs were taken to study ��;�� and p total cross sections [76], [50].

2.4.1 Improving Detector performance

SELEX was a new detector and a lot of e�ort went into making it work
properly. One of the problems was in the online �lter. When the code was
written its performance was tested on Monte-Carlo (MC) events. The code
was eÆcient and fast enough on MC simulations. When the apparatus was
turned on, the number of hits in the downstream M2 PWC chambers was
twice as big as in the MC case. The code was still capable of reconstructing
those events with about the same eÆciency, but it did it too slowly. The
speed of the code was proportional to n3:5hit, where nhit was the number of hits
in the PWC chambers. Twice as many hits required about 10 times more
computing power to process those high-multiplicity events in the available
time window. At �rst we just threw out 50% of events with high-multiplicity
in the M2 PWC chambers, to allow the online �lter to process remaining
50% in time. But it was fairly large chunk of data to lose. A lot of e�ort
went into improvement of the Online Filter: fast searching algorithms were
implemented, code was timed and optimized. This gave a factor of 2 improve-
ment in speed: good, but not enough. Signi�cant improvement came from
my physics study that pointed out characteristics of the tracks we wanted to
�nd �rst, which gave about a factor of 4 speed improvement.

Along with the Online Filter optimization, there were also many improve-
ments in the apparatus. Noise levels were reduced, trigger and DAQ were
modi�ed to read out events faster. By the last half of data-taking the yield
of reconstructed charm events per billion interactions was three times higher
than the yield at the beginning of data taking.
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Chapter 3

Measurement procedure

After applying selection cuts we ended up with a small sample of about 30000
events, which included about 10210D0 and 1630 �+

c events along with a large
number of background events. Large sample of background events was used
to extract background properties. In this chapter we are going to discuss
how the D0 and �+

c lifetimes were extracted from that sample.

3.1 Lifetime Fitting Technique

If the data had no background and were measured with the in�nite precision
in an apparatus with uniform acceptance, then extracting lifetime would be
exceedingly simple. One would simply book a histogram of proper decay
times t for events in such a sample, where the proper decay time t is:

t =
L

c�
� L �Mc

c � pz (3.1)

Here L is the distance the charm particle traveled in the laboratory system,
c is the speed of light, � are Lorentz factors, Mc is the mass of a charm
particle, and pz is the momentum of the charm particle along the apparatus.
Then the number of events in each histogram bin n(t) is �tted with an
exponential function:

n(t) / e�t=� ; (3.2)

where � is the lifetime we are looking for. We assume the bin width �t is
small compared to the lifetime � .
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Figure 3.1: Illustration of proper time distributions for signal and sideband
regions. Left plot shows the reconstructed mass. Shaded regions on this plot
correspond to signal and background. The proper time distribution of the
events from the signal region is shown with data points on the right plot.
The proper time distribution of the background events is shown with the
shaded histogram on the right plot.

For the real experimental data we applied the same technique, making a
histogram of proper times n(t) (Figure 3.1), but it deviated from a simple
exponential form e�t=� due to three main e�ects:

� Presence of background
� Acceptance correction for signal events
� Resolution smearing

The following sections describe how these e�ects were taken into account
in the �tting procedure of the overall proper time distribution n(t).

3.1.1 Background �tting

Background was taken into account by studying events from the mass side-
bands which contain only background events. We assumed that properties of
background events inside the signal region were the same as in the sidebands.
We veri�ed that the last assumption was true by choosing di�erent sidebands
(Section 4.4).
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Often one would use the so-called \sideband subtraction" method based
on the observed proper time distributions in the signal region Ns(t) and in
the background regions Nb(t). For each proper time bin t the number of
events in the background region Nb(t) is given by:

Nb(t) = Bleft(t) +Bright(t) � B(t); (3.3)

where Bleft and Bright are the number of events from left and right sideband
respectively.

Events in the signal region have both signal and background events. Com-
mon case is when the number of background events changes linearly as a
function of mass. In this approximation the number of events in the signal
region Ns(t) is given by:

Ns(t) = S(t) + C �B(t); (3.4)

where S(t) is the number of signal events and C �B(t) is the number of back-
ground events. CoeÆcient C depends on widths of signal (ws) and sideband
regions (wleft; wright):

C =
ws

wleft + wright
; (3.5)

Then the number of signal events is given by

S(t) = Ns(t)� C �Nb(t) / e�t=� : (3.6)

To summarize: in this method the number of signal events S(t) is extracted
by statistically subtracting background contribution Nb(t) from Ns(t). After
that one can �t S(t) with an exponential e�t=� form.

This is a very useful procedure, but unfortunately it has problems when
one deals with sparsely-populated bins. Both Ns(t) and Nb(t) have Poisson-
distributed number of events in the bin. On the other hand S(t) is the linear
combination of both, and the number of events for S(t) is no longer Poisson-
distributed. For example after the statistical subtraction (Eq. 3.6) S(t) can
have negative number of entries in some bin, because of the statistical uctu-
ation. This is clearly forbidden in Poisson distribution. So to �t S(t) one can
use neither Poisson errors for log-likelihood �tting technique, nor Gaussian
errors for �2-�tting, as Gaussian approximation is true only when both Ns(t)
and Nb(t) are large.
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To calculate the mean value and errors correctly, it is necessary to �t
simultaneously Ns(t) and Nb(t) rather than to �t the sideband subtracted
signal S(t). However the problem with this technique is that one must assume
some shape for the distribution of background events Nb(t), for which one has
no a priori knowledge. Usually one uses a smooth function which describes
the background distribution reasonably well.

3.1.2 Acceptance correction

This problem has a very straightforward approach. The number of signal
events S(t) is given by the lifetime decay curve e�t=� and the acceptance
correction (or in other words overall eÆciency) �(t), so that

S(t) = �(t) � e�t=� : (3.7)

One can, of course, �t S(t)=�(t) with an exponential distribution, but it has
the same disadvantage as the sideband subtraction procedure - the number
of events S(t) is no longer Poisson-distributed. So, it's much better to �t the
product �(t) � e�t=�

3.1.3 Resolution smearing

The �nite resolution of the detector leads to three consequences:

� The measured proper time will deviate from its actual value. An event
can migrate from the proper time bin to which it belongs into some
neighboring bin. For this experiment the proper time resolution �t �
15 fs, which was much smaller than even the �+

c lifetime (� � 200 fs).
Because the lifetime is an average proper time of di�erent events, the
resolution error will lead to an error in the lifetime measurement of
order �� � �t=

p
N , where N is the number of events in the sample.

For �+
c this error is about 0.4 fs and for D0 about 0.15 fs, which is

negligible compared to the lifetime statistical errors � 6 fs.

� Some events will be smeared into an area forbidden by the cuts. For
example, let's consider the L=� > 8 cut: an event with L=� = 8:2
may be measured as an event with L=� = 7:8 and be thrown out of
the sample. On the other hand there are events with L=� = 7:8 which
will be measured as L=� = 8:2 and thus compensate for the loss. As
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there are more events with L=� = 7:8 than events with L=� = 8:2 some
imbalance will occur. We included this mechanism in our analysis by
simulating resolution smearing. It can not dominate our error, because
of good resolution. It is very similar to resolution smearing, which
we just discussed. It produces migration of events between proper
time bins and introduces uncertainty of the same scale as resolution
smearing.

� Some events can be irrevocably lost. For example if a 4-prong secondary
vertex lies just outside a target, then almost inevitably some pair of
tracks will form a vertex inside target which triggers the mechanism of
secondary interactions suppression (Section 3.3.3). The event will be
thrown out of the sample. Clearly, events just inside the target will not
compensate for the loss, as they will be thrown out of the sample by
the same mechanism (Figure 3.6). Again, we simulate the resolution
smearing to account for this e�ect.

3.1.4 Final choice of �tting function

We have chosen to make a simultaneous �t for signal and background to
extract the lifetime. The proper time distribution for the events in the signal
region Ns(t) and sidebands Nb(t) were �tted using

Ns(t) = S(t) + C �B(t) = N0

�
e�t=� � �(t) + C �B(t) (3.8)

Nb(t) = B(t) =
N1

�1
e�t=�1 +

N2

�2
e�t=�2 (3.9)

where �(t) is the eÆciency for signal events, and C is the relative fraction of
background under the signal peak, which depends on the width of the signal
and background regions (3.5). The background B(t) was �tted as a sum of 2
exponents, which describes background reasonably well. There were six free
parameters in the �t:

� N0 - number of signal events

� � - signal lifetime

� N1; N2 - number of background events

� �1; �2 - lifetime of background
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Both Ns(t) and Nb(t) have Poisson distributions, thus log-likelihood mini-
mization was chosen in the �t.

3.2 EÆciency calculations

In this section we discuss method that we used to �nd the eÆciency of ap-
paratus �(t) for the sample of observed events.

3.2.1 Formulation of the problem

Consider a set of observed charm events n(~p), which are completely described
by decay physical parameters ~p. For example ~p = (~pc; ~pi : : :) may include the
momentum of the charm particle and its decay products, the target where
the charm particle was produced, and other parameters that describe the
decay. Let's assume that for the event described by decay parameter ~p the
eÆciency of the apparatus as a function of proper time t is �(~p; t). EÆciency
of the apparatus is de�ned by a set of explicit cuts, losses in the targets and
eÆciency of the o�ine reconstruction program, which are discussed in detail
in Section 3.3. Our task is to �nd n(t), the expected number of events at
proper time t for the observed sample n(~p).

For a subsample of events described by parameter ~p the expected proper
time distribution n(~p; t) is given by

n(~p; t) = n0(~p; t)� �(~p; t); (3.10)

where n0(~p; t) is the proper time distribution of events described by parameter
~p in an apparatus of 100% eÆciency . Throughout this section we are going
to use subscript 0 to indicate a sample before the eÆciency of apparatus is
applied i.e., what we would observe if the apparatus were 100% eÆcient.

Since the proper time t of particle decay is independent of any other phys-
ical properties of event, then the expected proper time distribution n0(~p; t)
is given by

n0(~p; t) = n0(~p) � 1
�
e�t=� ; (3.11)

where n0(~p) is the number of events described by parameter ~p.
The proper time distribution n0(t) of all events n0(~p) is given by

n0(t) =
Z
n0(~p; t) d~p =

1

�
e�t=� �

Z
n0(~p) d~p; (3.12)
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which is quite obvious without any derivation at all. The integral
R
n0(~p) d~p

is just a constant equal to the total number of events.
The observed proper time distribution n(t) in the apparatus with the

eÆciency �(~p; t) is:

n(t) =
Z
n(~p; t) d~p =

1

�
e�t=� �

Z
�(~p; t) � n0(~p) � d~p = 1

�
e�t=� � �(t); (3.13)

where overall eÆciency �(t) for the sample n0(~p) is given by:

�(t) =
Z
�(~p; t) � n0(~p) � d~p (3.14)

3.2.2 Disadvantages of conventional Monte-Carlo.

To calculate eÆciency according to Eq. 3.14 one has to know both n0(~p) and
�(~p; t). Both functions are rather complicated and have many variables that
describe them. Also there can be correlations between variables. All these
reasons make construction of these functions rather complex.

In the conventional Monte-Carlo technique one calculates the apparatus
eÆciency �(~p; t) using a Monte-Carlo simulation and generates the original
distribution n0(~p) using some event generator. However, charm hadropro-
duction is not cleanly described theoretically, so n0(~p) cannot be simulated
exactly. Simulation of n0(~p) is usually based on some phenomenological
model. To verify the simulated distribution n0(~p) one compares n0(~p) � �(~p)
with the observed distribution n(~p). But if there is a discrepancy it is not
always clear if the discrepancy is due to simulation of apparatus �(~p; t) or
due to the simulation of the production spectra n0(~p).

So the main disadvantage of the conventional Monte-Carlo is that it re-
quires knowledge of the production spectra n0(~p), which is not the primary
goal in the lifetime study. On the other hand if n0(~p) is established with suf-
�cient precision it can be used in the lifetime study and also in many other
studies.

3.2.3 Another way to calculate the overall eÆciency

In this analysis we want to take out uncertainty in n0(~p). Indeed it seems
strange that simulation of the eÆciency of apparatus �(~p; t) is not enough,
that we also need to know n0(~p). Imagine that we have a subsample n(~p; t) in
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a very small phase space of ~p. If we calculate the eÆciency �(~p; t) correctly,
then:

n(~p; t)

�(~p; t)
= n0(~p; t) / e�t=� : (3.15)

Thus for individual subsamples we actually need to know nothing at all about
n0(~p) to extract the lifetime � . This n0(~p) problem arises only when we put
all the data subsamples together.

To relate n(~p) to n0(~p) we construct the weight w(~p) for each event:

w(~p)�1 =
Z
�(~p; t)� 1

�
e�t=�dt; (3.16)

Then indeed the number of events n(~p) described by parameter ~p is related
to original number of events n0(~p) by:

n(~p) =
Z
n(~p; t) � dt =

Z
n0(~p) � 1

�
e�t=� � �(~p; t) dt (3.17)

= n0(~p) � w�1(~p);

or

n0(~p) = n(~p) � w(~p): (3.18)

If we substitute Eq.3.18 into Eq.3.13 we get:

n(t) =
1

�
e�t=� �

Z
�(~p; t) � n(~p) � w(~p) d~p (3.19)

and �nally overall eÆciency �(t)

�(t) =
n(t)

n0(t)
=

R
�(~p; t) � n(~p) � w(~p) d~pR

n(~p) � w(~p) d~p ; (3.20)

And we reached the goal: overall eÆciency does not depend on n0(~p).
The formula in Eq. 3.20 basically says that the overall eÆciency �(t) is the
weighted average of the individual event eÆciencies �(~p; t).
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3.2.4 Cancellation of the downstream eÆciency

Calculation of the individual event eÆciency �(~p; t) is quite complicated.
Because charm particle live only few centimeters in our apparatus, one can
factorize �(~p; t) into the eÆciency of \vertex region", which is a function of
t, and the \downstream" eÆciency, which is independent of proper time t.
Formally we write:

�(~p; t) = �down(~p) � �vtx(~p; t) (3.21)

The downstream eÆciency is not a function of t, because the chance that
the downstream system will reconstruct the tracks from a charm particle that
decayed after 2cm of ight are the same as for a charm particle that decayed
after 1cm of ight. Conversely t is quite important for reconstruction in the
vertex region. Then

w(~p)�1 = �down(~p)
Z
�vtx(~p; t) � 1

�
e�t=�dt = wvtx(~p)

�1 � �down(~p); (3.22)

Now if we use Eq.3.21 and Eq.3.22 in calculations for overall eÆciency
�(t) in Eq.3.20, then

�(t) =

R
n(~p) � �vtx(~p; t)�down(~p) � wvtx(~p)=�down(~p) d~pR

n(~p) � w(~p) d~p (3.23)

=

R
�vtx(~p; t) � n(~p) � wvtx(~p) d~pR

n(~p) � wvtx(~p) d~p
; (3.24)

�down(~p) canceled out in the numerator. In the denominator w(~p) was re-
placed with wvtx(~p), since this integral is not a function of proper time t, but
just a number for the normalization.

Cancellation of the downstream eÆciency is quite helpful in this anal-
ysis, because we did not need to simulate reconstruction eÆciency of the
downstream chambers or the RICH detector.

3.2.5 Reduced proper time

In �xed target experiments a cut on the vertex separation signi�cance L=�L
is almost mandatory because of the high levels of background. For the sake
of simplicity let's assume that it is the only cut we are dealing with. Consider
a subsample of D0 ! K��+ decays, with �xed decay con�guration ~p, so that
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the momenta of the D0; K�; �+ are �xed, as well as all angles between tracks.
Then a cut L=� > N will suppress all events with proper time t smaller than
minimum proper time tmin de�ned by

tmin ' N�

 � c (3.25)

where  is the relativistic  factor of the D0 particle. We will discuss a more
precise way to calculate tmin later. The important thing is that the subsample
has an exponential distribution for t > tmin. We can split the whole sample
into subsamples, each having its own minimum proper time tmin(~p). All those
distributions are exponential for t > tmin(~p). Summing up all distributions
measuring time from t = tmin(~p) would produce an exponential distribution
with the same lifetime � . Hence we can histogram the reduced proper time
tr = t� tmin(~p), instead of the proper time t and still get back an exponential
distribution with the same lifetime.

Why use reduced proper time? In illustrative Fig.3.2 subsamples with
di�erent tmin are shown on the upper left plot. Because of the resolution
smearing the L=� > N cut will not be a sharp vertical line. In the shaded
region one needs to know details of measurement errors to calculate the exact
shape of the proper time distribution. It is usually quite diÆcult to �nd this
shape because non-Gaussian errors are always present in the data and are
usually missed in simulation. So if one just histograms proper time, then after
summing all these subsamples one would get the distribution shown in the
bottom left corner. The \uncertain" shaded region is quite large, and hence
the acceptance correction is big. On the other hand if one histograms reduced
proper time tr he gets a much smaller \uncertain" region, and acceptance
corrections will be small in most regions of the distribution.

We prefer the reduced proper time technique. However if one knows the
eÆciency for all subsamples exactly, both methods will give the same answer.

3.2.6 Modi�cations in eÆciency calculations

The change of variables t ! tr = t � tmin(~p) leads to small changes in eÆ-
ciency calculations. Calculations are very straightforward, keeping in mind
that new \reduced proper time" distributions relate to ordinary \proper
time" distributions by the following relations:

n0r(~p; tr) = n0(~p; tr + tmin(~p)) (3.26)
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Figure 3.2: Why choose reduced proper time? To make smaller shaded
\uncertain region".

nr(~p; tr) = n(~p; tr + tmin(~p)) (3.27)

�r(~p; tr) = �(~p; tr + tmin(~p)) (3.28)

Applying these rules one arrives at the following result for reduced proper
time eÆciency:

�r(tr) =
nr(tr)

n0r(tr)
=

R
�r(~p; tr) � n(~p)e�tmin(~p)=� � w(~p) d~pR

n(~p)e�tmin(~p)=� � w(~p) d~p ; (3.29)

where weights w(~p) are calculated in the same way using Eq.3.16. The result
is very similar to Eq.3.14; the product n(~p)e�tmin(~p)=� is just the original
number of events n0(~p; tr) at tr = 0.

3.3 The individual event eÆciency

In this section we discuss how we computed the individual event eÆciency
�(~p; t), which is a critical input in the overall eÆciency function �(t) given by
Eq.3.20. To calculate an individual event eÆciency one has to take the event
and keeping all the physical decay parameters ~p constant vary t, i.e., move

64



the event along the apparatus and see how the eÆciency varies. Explicit
cuts (L=� > 8, zsec < 2:3 cm, etc), losses in the targets and o�ine code
reconstruction eÆciency a�ect the individual event eÆciency �(~p; t). In the
next two sections we list and discuss these cuts. A sketch of an individual
event eÆciency is shown in Figure 3.3.

σL/   >8

(t)ε
σS2

Target cuts

Z<2.3cm

Target crossing

Proper time

2S  /      >4

Figure 3.3: Sketch of an individual event eÆciency

3.3.1 Explicit cuts

Signals for D0 and �+
c are large, and each individual measurement is quite

precise. For our measurements it was important to keep cuts simple, because
generally it's easier to simulate simple cuts than complicated ones.

Vertex separation cut L=�L > 8

L is the distance between primary and secondary vertices. As all the angles
are very small (� 10 mrad) then L = zsec � zprim is an excellent approxi-
mation. The secondary vertex position is de�ned by the �t of the secondary
vertex tracks to the common vertex. The primary vertex is de�ned by the
�t of the tracks from the primary vertex zvtx, but we also know that the
primary interaction has to happen in a target whose position ztgt is known.
To incorporate this additional information we calculated the primary vertex
zprim as the weighted average of vertex position zvtx and target position ztgt:

zprim =
wvtxzvtx + wtygtztgt

wvtx + wtgt
; (3.30)
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Figure 3.4: Illustration of explicit cuts applied to select charm sample events

where wvtx = 1=�2vtx is the weight of primary vertex �t, and wtgt = 12=H2
tgt,

where Htgt is the thickness of the target.
Calculation of �L is very straightforward:

�L =
q
�2prim + �2sec (3.31)

One should keep in mind that �sec depends on the proper time t of the decay:
the larger t, the closer we get to the silicon detector, and the smaller �sec
gets.

Second largest miss-distance signi�cance s2=�s2 > 4

The miss-distance of secondary tracks was calculated by extrapolating them
back to the primary vertex location zprim. The miss-distance s is the distance
between the primary vertex and the secondary trajectory at z = zprim. s2 is
the second largest miss-distance, and �s2 is the extrapolated error, calculated
using the track error matrix. This cut suppresses background generated when
tracks from a secondary interaction cross tracks from the primary vertex
(Fig. 3.5).

Charm track points back to primary vertex Pvtx < 12

The charm track was constructed as the vector sum of its secondary tracks.
This track was extrapolated back to the primary vertex zprim and the miss-
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Figure 3.5: Backgrounds suppressed by s2 cut

distance with respect to the primary vertex was calculated. The pointback
value Pvtx is this miss-distance divided by its error.

No escape into silicon zsec < 2:3 cm

Some charm events lived long enough to get into the silicon detector region.
The apparatus was still capable of reconstructing charm events in that area,
but the eÆciency slowly degraded in that region. The degradation was not
easy to simulate adequately, so we decided to use only events with zsec <
2:3 cm where eÆciency simulation was simpler.

Distance to the closest target � ztgt > 500�m

Most of the events in the experiment were certainly not charm, but rather
secondary interactions in the targets, where tracks could accidently form a
mass close to a charm mass. Removing events which have a secondary vertex
zsec close to one of targets signi�cantly reduced that background.

K; p should be identi�ed by RICH

For D0 ! K�;K��� decays positive identi�cation of the kaon is quite crit-
ical. Without particle identi�cation one has to do all possible track com-
binations assigning kaon mass to di�erent tracks, which are most likely to
be pions, as pions are usually produced 10 times more copiously than kaons.
The absence of particle identi�cation leads to a signi�cant increase of possible
candidates and hence background. Similarly it is important to identify the
proton in �+

c ! pK��+ decays. For each track the RICH code calculated
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the likelihood of this track being a proton, kaon or pion. (We also calculated
likelihoods for other particles, but this is irrelevant in this discussion). A
kaon was assumed to be positively identi�ed if the likelihood of the track's
being a kaon was greater than the likelihood of its being a pion. A proton
was assumed to be positively identi�ed if the likelihood of the track's being
a proton was greater than likelihood of its being a pion.

In addition to p=� and K=� separation in the �+
c analysis we had to

add p=K+ separation to suppress the D+
s ! K�K+�+ mass reection (see

Section 4.1 for details). For a track assumed to be proton we required that
the likelihood of its being a proton was greater than 0.1, and the likelihood
of its being a kaon was less than 0.9 - a very soft cut. It kept 97.5% of the
�+
c signal but signi�cantly suppressed the mass reection.

Slow � rejection p� > 8GeV

Low energy pions were quite copious in the sample and because of multiple
scattering their track errors were large. Because of the large errors those
tracks could be assigned to both primary and secondary vertices, i.e., those
tracks carried very little information about from which vertex they origi-
nated. It turned out that throwing those tracks out cost very little signal,
and signi�cantly decreased background.

3.3.2 Secondary interactions in the target

When a charm particle crosses a target, it can interact in the target and get
lost. Thus the eÆciency of the apparatus decreases as a function of proper
time. On the other hand charm decay products can interact in the targets
and get lost. The more targets a track has to cross before it can be measured
in the vertex silicon, the bigger the loss. This e�ect increases the eÆciency
as a function of proper time.

The charm inelastic cross-section is not known, 13 mb is an estimate.
Studies showed that e�ect of charm losses in the target contribute to very
small changes in lifetime: ��(D0) � 1 fs and ��(�+

c ) � 0:5 fs. This is
small compared to the statistical error of lifetime measurement � 6 fs, an
order-of-magnitude estimate of the charm inelastic cross-section is adequate
for this study.
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particle Inel cross section Losses per target
� 24 mb 0.57%
p 35 mb 0.82%
K 21 mb 0.49%

Charm 13 mb a 0.32%

Table 3.1: Losses of particles when they cross target
a This number is not measured. Rough estimate of this cross-section is
adequate in this studies (see text for details).

3.3.3 O�ine code reconstruction eÆciency

Reconstruction code is never 100% eÆcient, and some charm events are al-
ways lost, which a�ects the individual event eÆciency. There are many im-
plicit cuts in the SELEX o�ine code, and we will describe only few important
ones. Generally the reconstruction eÆciency of the code is best calculated
by processing simulated events directly with the o�ine code. This is the
approach that we took in this analysis.

Good quality charm vertex.

One of the sources of background is tracks from the primary vertex that
accidently form a secondary vertex outside of targets. For example if one
track is mismeasured because a wrong hit is assigned to it, then it can form
a fake vertex with another track. Such an event can pass the L=�L cut and
sneak into the sample. Because such vertices are accidental, they usually
have a bad vertex �t or large �2 value. On the other hand, real charm events
should have a good vertex �t or small �2. We decided to accept only events
with reduced �2r =

�2

ndf
< 5, where ndf is the number of degrees of freedom of

the �t. For example for 2-prong decays ndf = 1, for 4-prong decays ndf = 5.
For any given decay �2r < 5 will have a small ineÆciency due to uctu-

ations in charm track measurement which can make �2r > 5. Ideally this
eÆciency is a �xed number and is not a function of proper time t. For ex-
ample for 2-prong decay it's 97.5%, for 4-prong decays it's 99.9% In reality
the eÆciency is not a �xed number, but it is a function of proper time. It
happens because we do not calculate resolution errors quite right, mainly
because of non-gaussian e�ects. In our case we under/over estimated errors
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in our calculations by a certain factor f� = �real=�calc, where �real are the
real vertex errors and �calc are errors that we calculate. This error correc-
tion factor f� varied with the target where the primary interaction occurred
and between which targets the charm particle decayed. The eÆciency of
the �2r < 5 cut depends on f�, which depends on origin and decay position
of charm particle. Hence the eÆciency of �2r cut depends on t: eÆciency
changes when charm particle crosses the target.

Correction factors f� were calculated using the Ks ! �+�� sample (Sec-
tion 4.8.2) by comparing observed and expected vertex �2 distributions. Re-
sults of this study and are summarized in the Table 3.2.

target region where target where charm was produced
charm decayed 1 2 3 4 5

1-2 1.026
2-3 1.063 1.109
3-4 1.028 1.136 1.152
4-5 0.918 1.148 1.215 1.235
5-6 0.820 1.048 1.281 1.370 1.475

Table 3.2: Error correction coeÆcients f�

Suppression of secondary interactions in the targets

In the discussion of explicit cuts we explained why we did not accept ver-
tices inside or close to the targets. To increase background suppression even
more we decided also to reject tracks from secondary interactions. Tracks
that formed a vertex inside a target downstream of the primary vertex were
rejected from the track list and were not used to form secondary vertices. As
shown in Fig. 3.6 it helps to suppress fake vertices formed between secondary
interaction tracks and primary tracks. However it also suppresses 3,4-prong
charm vertices which are close to the targets. Two-prong vertices will not
be suppressed by this mechanism, as they are either inside or outside the
targets. Multi-prong vertices which really lie outside targets may have two
tracks which accidently form a vertex inside target and hence are rejected.
This removes a valid charm multi-prong decay.
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Figure 3.6: Suppression of secondary interactions.
a Background suppression these 2 secondary tracks form vertex inside the

target. They will be suppressed, and the \fake" vertex formed by a secondary

interaction track and a track from the primary will be suppressed.
b Signal ineÆciency these 2 charm tracks form a vertex inside the target because

one of them scattered. The charm tracks will be suppressed and the 3-prong vertex

will be lost despite the fact that it is outside the target.
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Reconstruction of high-multiplicity events

Reconstruction of secondary vertices is more complicated in events with high
primary vertex track multiplicity. The eÆciency of vertex reconstruction de-
creases. Interestingly enough it does not decrease uniformly, but is a function
of proper time. The o�ine code �rst tests all events to see if they have just
a primary vertex by �tting all the tracks to a common vertex. If the reduced
�2r �t of all tracks is satisfactory, then the event is rejected. In very high-
multiplicity events, which have many low momentum tracks, an event that
should have passed all the explicit cuts can be rejected because the low mo-
mentum tracks dominate the �2r and hide the fact that there is a secondary
vertex. This e�ect suppresses events with small proper time. Another e�ect
is due to the suppression of secondary interactions in the targets, which in
very high multiplicity events suppress events with large proper times.

3.4 Implementation of the method

In this analysis the following procedure was used to measure the lifetime:

� Find individual event eÆciency �(~p; t) as a function of proper time

� Generate a sample of \rethrown" events, that have the same con�gu-
ration ~p, but have di�erent proper time t.

� Calculate the weight of each event w(~p)

� Calculate the minimum proper time tmin(~p) for each event

� Calculate the overall eÆciency of the observed sample �(t)

� Simultaneously �t the signal and background

3.4.1 Calculation of the individual event eÆciency

In the �rst step the individual event eÆciency �(~p0; t) was mapped out as a
function of the proper time t. To do that each event described by parameters
~p0 was generated with di�erent decay proper times t, keeping the decay
con�guration the same. Kinematical parameters (momenta, decay angles),
target and primary vertex position were kept intact; other parameters were
recalculated.
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The proper time t is proportional to the length L between the sec-
ondary and the primary vertices. Individual event eÆciency was calculated
in 200 �m steps in L, which was suÆciently small compared to the L error
�L ' 500 �m

The eÆciency of the apparatus is de�ned by explicit cuts, losses in the tar-
gets and eÆciency of the o�ine reconstruction program, which are discussed
in detail in Section 3.3:

� = �code � �targets � �explicit (3.32)

Explicit cuts (like L=�L > 8) and losses in the targets were calculated. The
eÆciency of the reconstruction code was simulated: each rethrown event was
fed back to the SELEX o�ine reconstruction program to �nd if it passed the
code.

Simulation of the o�ine code reconstruction eÆciency required a lot of
computing: it needed about 50 times more computing time than all the other
steps in the lifetime analysis combined. On the other hand explicit cuts are
very easy to compute. So to save computing we calculated on this �rst step
only the o�ine code reconstruction eÆciency and saved the result. When the
total eÆciency was needed, the saved result was multiplied by the eÆciency
of the explicit cuts and losses in the targets. This was very helpful when
the lifetime was studied as a function of di�erent explicit cuts: the most
time-consuming calculations were done only once.

3.4.2 Generation of the sample of rethrown events

Each event in the data sample n(~p) was used multiple times to generate
nr(~p; t) - a set of events with the same decay properties ~p0, which only di�er
by decay proper time t. This set is referred to as a set of \rethrown" events.
In this analysis we used each event to generate 1000 new rethrown events
distributed exponentially in proper time. So each individual event produced
a set of rethrown events:

nindr (~p; t) = 1000 � Æ(~p� ~p0) � 1
�
e�t=� : (3.33)

Then the whole sample of rethrown events was described by:

nallr (~p; t) =
Z
nindr (~p; t) d~p = 1000 � n(~p) � 1

�
e�t=� : (3.34)
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This generated sample of 1000 rethrown events was found to be large enough
by comparing to a lifetime calculation based on 100 rethrown events. The
di�erence was less than 0:3 fs which is very small compared to the lifetime
statistical error of � 6 fs.

After the rethrown sample was generated, resolution e�ects were applied.
Parameters of the charm track and both primary and secondary vertices were
smeared according to track and vertex error matrices. Secondary parameters
like track intercepts, vertex separation resolution �L and others were recal-
culated. After that all rethrown events were tagged if they pass or fail the
cuts by the procedure describe in Section 3.4.1.

3.4.3 Calculation of the weight of each event

Next the weight for each individual event was calculated (Eq.3.16). The
rethrown sample nindr (~p; t) had an exponential distribution e�t=� (Eq. 3.33).
Calculation of the integral in Eq.3.16 is very simple: the inverse of the weight
is equal to the fraction of generated events that passed the cuts:

R
nindr (~p; t) � �(~p; t) dt

1000
=
Z 1

�
e�t=� � �(~p0; t) dt = w�1(~p0) (3.35)

3.4.4 Calculation of the minimum proper time tmin for
each event

The choice of minimum proper time is somewhat arbitrary: if you shift all
tmin(~p) by some amount which may even di�er for di�erent subsamples, then
the reduced proper time distribution will still have an exponential shape.
Formally, the choice of tmin(~p) only has to be consistent: for every decay
con�guration ~p there has to be unique choice of tmin(~p). Indeed, the reduced
proper time distribution nr(tr) relates to the proper time distribution n(t)
as:

nr(tr) = n(tr + tmin(~p))� j dt
dtr
j: (3.36)

Under a change of variables tr = t� tmin(~p), n(t) transforms as a probability
density. If tmin depends only on ~p and does not depend on t then j dt

dtr
j = 1,

and nr(tr) has the same time-dependence as n(t). As we already discussed,
tmin = 8 � �L is not a very good choice, because �L depends on t. Although
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there is a certain freedom in choosing tmin(~p), in practice you choose it close
to the proper time t where most data passes the cut, as you �t reduced proper
time distribution for tr > 0.

In this analysis we have chosen the following procedure to �nd tmin(~p).

1. For each event an ideal, non-smeared event was formed: all charm
secondary tracks come from a secondary vertex point, the charm track
points exactly to the primary vertex point, which was perfectly aligned
along the beam. This was done to exclude randomness due to resolution
smearing in calculation of tmin.

2. After that, the event was moved upstream along the direction of the
charm, keeping all the properties of decay ~p �xed until it triggered any
cut that would throw it out of the sample. E�ectively tmin was de�ned
by 3 cuts: vertex separation L=�L > 8, second largest misdistance
s2=�s2 > 4 cm and distance to the closest target �ztgt > 0:05 cm. Since
the vertex error changes when we move upstream, �L was recalculated
on every step.

3. Cuts like L=�L or s2=�s2 are non-linear as a function of proper time t,
so an iterative numerical procedure was used to �nd t = tmin(~p). The
starting point for this iterative procedure was chosen by generating a
sample of events n(~p; t) with the same decay parameters ~p, but di�erent
t and picking the smallest t for which event still passed the cuts.

This procedure guaranteed that for every event described by parameters
~p we have a unique choice of tmin(~p) independent of t. The numerical error
on tmin(~p) was less than 0.3 fs and its e�ect on �nal answer was of order
�t=
p
N < 0:006 fs, totally negligible.

3.4.5 Calculation of the overall eÆciency

The rethrown events nr(~p; t) was used to calculate the overall eÆciency �(t)
in Eq.3.20. For proper time t �(t) (Eq. 3.20) was equal to the fraction of all
weighted rethrown events that passed the cuts:R

nallr (~p; t)w(~p) � �(~p; t) d~pR
nr(~p; t)w(~p) d~p

=

R
n(~p)w(~p) � �(~p; t) d~pR

n(~p)w(~p) d~p
= �(t) (3.37)

As shown in Eq. 3.33 we generated rethrown events nr(~p; t) exponentially
distributed in proper time. It's purely a matter of convenience: it simpli�ed
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the weight calculations and also made calculations of eÆciency �(t) for small
proper times more accurate. This is because there were more generated
events nr(~p; t) at small proper time, making the statistical error smaller at
small proper time t. This is very useful, as most of our events have small
proper times.

EÆciency calculations in Eq.3.20 were derived for signal events only. In
the data we had background contamination as well. To take that into ac-
count, we calculated both numerator and denominator in Eq.3.20 for signal
and background regions, and applied the sideband subtraction technique as
discussed in Section 3.1.1 to extract numerator and denominator for signal
events.

3.4.6 Fitting procedure

As we discussed in Section 3.1.4 we simultaneously �t proper time distribu-
tion of events in the sidebands Nb(t) and of events in the signal region Ns(t)
using functions:

Ns(t) =
N0

�
e�t=� � �(t) + C �B(t) (3.38)

Nb(t) =
N1

�1
e�t=�1 +

N2

�2
e�t=�2 (3.39)

Ns(t) andNb(t) are just integer numbers of observed events in proper time bin
t. In each bin these numbers have a Poisson distribution. For that reason
we a used binned log-likelihood �tting technique to accommodate Poisson
errors.

If either of the above functions Ns;b(t) changes rapidly inside a bin then
one has to take into account that the number of events Ns;b(t) is the integral
of the distribution function over the width of the bin, rather than just the
absolute value of Ns;b(t) in the middle of the bin, as assumed in most �tting
packages. We took integration over the bin width into account.

In the binned log-likelihood procedure one has to normalize the integral of
�tting function to the known number of events in the signal and background
regions Ntot:

Ntot = N0 � �+N1 +N2; (3.40)

So instead of 6 free parameters the �t should have 5 free parameters and the
normalization condition (Eq. 3.40). It turns out that both procedures (with
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6 free parameters and with 5 free parameters + normalization condition) give
very close lifetimes. The di�erence was less than 0:1 fs, which is negligible
compared to the lifetime statistical error � 6 fs.

To do the �tting we used programs PAW and MINFIT, which use MI-
NUIT [77] package for minimization. Both gave the same results.

3.5 Discussion of the method

In this method we heavily exploit the fact that the lifetime is independent of
the parameters ~p that describe the decay. One should be careful in choosing
this set of parameters, so that no parameter of the set ~p depends on the proper
time t. Parameters such as track momenta, angles between tracks and similar
parameters that describe decay kinematics certainly qualify for this list. On
the other hand vertex resolution � does not qualify: if we �x everything else
in a decay and vary t , then for larger t the vertex resolution � gets smaller as
events get closer to the silicon detector. In other words events with the same
� will not be distributed exponentially. Mathematically speaking, Eq.3.11
will no longer be true.

To calculate the weight in Eq.3.16 one needs to know the lifetime � .
Evaluating the lifetime is our �nal goal, and we need it as an input. The
formal solution to this is to use iterative procedure: one starts with some
starting lifetime �0 to �nd the eÆciency and extract a more precise estimate
�1, then use it for the next iteration and so on. Special studies showed that
this procedure converges extremely quickly. From other experiments both
D0 and �+

c lifetimes were known with a few percent error, so estimators were
not a problem (Section 4.5).

3.5.1 Procedure veri�cation

This lifetime analysis technique is new. So we decided to check that all
the formulas and procedure were implemented right. To do that a sample
of events was simulated with a known lifetime. The simulated events were
processed through the whole chain of lifetime analysis procedure, and the
lifetime for each sample was calculated. The input lifetime 413:7 fs agrees
quite well with average reconstructed lifetime 415:4 � 1:5 fs (Figure 3.7).
Even the calculated lifetime error 6:0 fs is close to observed RMS of 4:8 fs.
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78



3.5.2 Advantages, disadvantages and unsolved issues

A big advantage of this method is that one does not need to know the produc-
tion properties of the charm sample n0(~p). Also, there is no need to simulate
the eÆciency of detectors which are not sensitive to the decay proper time
t. In our case we did not simulate RICH or downstream chambers, but
concentrated on vertex silicon and target region.

However as any method it has its disadvantages. First of all it explicitly
assumes an exponential shape of the decay curve. If someone would like to
study the deviation of the decay curve from a pure exponential (mixing for
example) this method is not directly applicable. Also this method concen-
trates on eÆciency calculations and mostly ignores resolution e�ects. In our
case it was a right choice - the experiment has a non-trivial acceptance, and
resolution e�ects were tiny. For some other experiments the situation is the
opposite: the eÆciency is quite simple, and the resolution is the problem.
For example, in CLEO where the charm particle travels a few millimeters,
the acceptance is uniform. All the emphasis of the analysis is concentrated
on the understanding of resolution e�ects [29].

In this method the eÆciency is basically a sum of individual event eÆ-
ciencies. If one has a large sample of events the resulting overall function is a
smooth function, as it should be. If one has only a few events, the resulting
function may have sudden jumps due to sample uctuations. So the error on
the eÆciency for small sample may be large. In our case we had several thou-
sands signal events and it was not a problem. We veri�ed that on simulated
samples, and also checked that smaller subsamples give consistent lifetimes.
If one has only a few dozen events, the eÆciency calculated with our method
will not be precise enough. Then the conventional method, which predicts
eÆciency with large sample of simulated events may be more applicable.

This method will have problem when weights of events are very large.
That corresponds to very small acceptance. In our case weights for reduced
time were about 1.5. If the weights were about 100 and one would observe
only 20 events, then this method would extrapolate behavior of original 2000
events based on only 20 events, which clearly would have problems with
statistical uctuations. But if the weights are so large, perhaps measurement
of lifetimes in such apparatus is not a good idea in the �rst place.

There are at least two unsolved issues in this method. First of all it is not
clear how to incorporate large proper time resolution e�ects in the method.
Secondly it is not clear what is the smallest sample when the procedure is
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still applicable.

3.5.3 Conclusion

To summarize we constructed a method to combine lifetime measurements for
di�erent subsamples and to �nd the eÆciency correction for overall sample.
The formalism can be used to combine lifetime measurements for di�erent
decay modes or for charm particles produced in di�erent targets. It was very
important that we did not need to assume a production distribution n0(~p)
of the events, but rather we calculated the eÆciency �(t) for the events n(~p)
that we actually observed.
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Chapter 4

Systematic Errors

In this section I'm going to discuss systematic errors of lifetime measurement
and various checks we used to verify them. Here is the list of systematics we
are going to discuss in this chapter:

� Mass reections
� Background systematics
� Charm induced backgrounds
� Mismeasurement of the primary vertex
� Initial Lifetime uncertainty
� EÆciency calculations

{ Lifetime for di�erent targets
{ Lifetime for di�erent decay modes
{ Lifetime for di�erent charm momentum
{ Lifetime for di�erent track multiplicities
{ Lifetime for di�erent L=� cuts
{ Lifetime for di�erent minimum distances to the closest target
{ Lifetime for di�erent Lmax cut
{ Lifetime for di�erent minimum � energy

� Miscellaneous systematics

4.1 Mass reections

Mass reections are caused by misidenti�cation of particles and result in
missassignment of particle mass. An example would be K=p misidenti�ca-
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tion when a proton mass is assigned to a kaon. In this case some decays
D+
s ! K+K��+ would be interpreted as �+

c ! pK��+. Some of those
misinterpreted D+

s may end up having the �+
c mass, thus contaminating the

�+
c sample . This phenomenon is known as a mass reection. The D+

s has a
lifetime twice as long as �+

c , so this may increase the observed �+
c lifetime.

Another example of reection due to p=K misidenti�cation is the reection of
Cabibbo suppressed D+ ! K�K+�+ on �+

c . There is also p=� misidenti�-
cation, which causes a di�erent D+��+

c reection: D+ ! K��+�+ and one
�+ is misidenti�ed with p. In SELEX the RICH detector [69] had excellent
p=� separation (Figure 2.14)and greatly suppressed this mass reection.

First let's �nd how D+
s ; D

+ would reect on �+
c . One can do that from

D+
s ; D

+ data samples, but relatively large backgrounds would make it quite
complicated. Instead we used the Monte-Carlo for this study. Simulation in-
cluded, as usual, complete tracking and particle identi�cation. Events were
completely reconstructed by o�ine code with the same cuts as in lifetime
analysis. We generated samples which contained only D+

s or D+ events, so
that �+

c candidate events could be generated only due to mass reections.
The lower plots in Fig.4.1 show D+

s ! K�K+�+ and D+ ! K��+�+ sam-
ples that passed the cuts and went into this study. The upper plots show fake
�+
c events generated by mass reections. The shaded regions on the upper

plots show regions that we used for signal and sidebands in the �+
c lifetime

study.
One can clearly see that the D+ reection was greatly suppressed mostly

by RICH p=� separation. Also this reection populated the pK��+ mass
spectrum with a linear mass dependance and was e�ectively suppressed by
the background subtraction procedure described in Section 3.1.1. D+ re-
ection was quite small. On the other hand misidenti�ed D+

s clearly did
not �t a linear mass dependance. After background subtraction some D+

s

mismeasured events remain in the �+
c signal.

For the D0 meson there were no reection problems, as D0 is the only
stable neutral charm meson.

4.1.1 D+
s
� �+

c
reection without p=K separation

In this section we did not use any information from the RICH to separate
p from K+. To estimate the number of D+

s that remained in the �+
c signal

we took all �+
c ! pK��+ candidate events, including background, replaced

the p mass by the K mass and tried to �nd a D+
s ! K+K��+ signal. And
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Figure 4.1: Reection ofD+
s andD+ on �+

c mass spectrum from Monte-Carlo
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we did detect D+
s events in �+

c sample (Fig.4.2). One can also see a hint of
� 80 Cabibbo suppressed D+ ! K+K��+ events reected on �+

c in upper
right plot.

mode mass region MC prediction Data
fraction eventsa events

D+
s from all �+

c ! pK��+ 2.100 - 2.480 100.0% norm 246� 60
D+
s from �+

c left sideband 2.140 - 2.220 7.7% 19
D+
s from �+

c central area 2.260 - 2.315 21.1% 51
D+
s from �+

c right sideband 2.355 - 2.435 28.7% 71 74� 19
D+
s from �+

c right side 2.320 - 2.480 56.5% 139 111� 22
D+
s ! K+K��+ signalb 163.0% 401 406� 61

unsubtracted D+
s 2.260 - 2.315 8.6% 21

Table 4.1: Ds yields from di�erent samples. Actual �ts are shown on Fig.4.2.
Information from RICH was not used to separate p from K+.
a We normalised the predicted number of MC events to 246 events observed in all

�+
c sample.

b Actual D+
s signal observed in the data. MC predicted the fraction of these events

which reected on �+
c reasonably well.

One can see reasonable agreement between MC predictions and the ac-
tual number of D+

s observed in �+
c sample (Table 4.1). The MC prediction

is that 21 D+
s contaminate the �+

c signal (Fig.4.1), because of incomplete
background subtraction. These 21 D+

s events have longer lifetime than �+
c

(�Ds
= 496� 10 fs, ��c = 206� 12 fs [4]), which would lead to increase of

observed lifetime �� approximately by:

�� ' N�c � ��c +NDs
� �Ds

N�c +NDs

� ��c �
NDs

N�c

(�Ds
� ��c) � 3:7 fs (4.1)

as in our case N�c = 1630 and NDs
� 21.

4.1.2 Suppression of mass reections using informa-

tion from RICH.

As we saw, without RICH information the systematic error is understood,
but it is quite large. Bringing information from the RICH to separate p from
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Figure 4.2: D+
s signal in �+

c sample, information from RICH was not used
to separate p from K+.
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K dramatically improved the situation. It turned out that applying even the
softest cuts on particle identi�cation: likelihood of proton candidate to be
proton > 0:1 and likelihood of it to be kaon < 0:9, signi�cantly suppresses
the D+

s reection.
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Figure 4.3: E�ect of applying RICH p=K+ separation on �+
c and D+

s ! ��+

signals. Results of the �t are summarized in Table 4.2

The extra cut to separate p from K+ slightly reduced the signal, but
suppressed the reection by a factor of �2:2. This cut also changes the
shape of the mass reection and hence the fraction of events that would
contaminate �+

c signal after sideband subtraction.
We did not observe any D+ ! K��+�+ reection in the �+

c signal. From
the MC we know that about 4.1% of all D+ ! K��+�+ signal reected into
the �+

c 400 MeV-mass window. We observed 1890 D+, so we expected about
75 events to be reected on �+

c . For all 3 reections we used analysis similar
to D+

s � �+
c reection that was discussed in previous section 4.1.1. Results of

mass reection systematics caused by D+; D+
s are summarized in Table 4.3.
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Decay Yield Ratio
no p=K+ separation with p=K+ separation

�+
c ! pK��+ 1750� 58 1704� 55 97.4 %

D+
s ! ��+ 113� 14 52� 9 46.0 %

Table 4.2: E�ect of applying p=K+ separation on �+
c and D+

s ! ��+ signals

Decay No p=K+ separation
unsubtracted observed unsubtracted �� d

fractiona signalb signalc (fs)
D+
s ! K�K+�+ 8.6 % 246 21 3.6

D+ ! K�K+�+ 2.8 % � 80 2.2 1.1
D+ ! K��+�+ 1.0 % 75e 0.8 0.4
Total 5.1

Decay With p=K+ separation
D+
s ! K�K+�+ 1.2 % 112f 1.3 0.2

D+ ! K�K+�+ 4.0 % 35f 1.4 0.7
D+ ! K��+�+ 1.0 % 75e 0.8 0.4
Total 1.3

Table 4.3: Summary of systematics caused by mass reections. Using RICH
to separate p from K+ greatly decrease this systematic error.
a Fraction of decay reections that will remain in the �+

c signal after sideband

subtraction. Predicted by Monte Carlo.
b Number of decay reections present in the whole �+

c sample.
c Number of decay reections that will remain in �+

c signal after background

subtraction. It is equal to the product of the observed signal times unsubtracted

fraction.
d Systematics error on �+

c lifetime.
e Signal was too small to be observed in the data, MC prediction was used instead,

see text for details.
f Applying p=K+ separation suppressed those signals by factor 2.2
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4.2 Charm induced backgrounds

One possible source of background is events induced by the presence of dif-
ferent charm decays. Consider a D+ ! K��+�+ decay. It forms a valid
3-prong vertex, but if there is another soft �� in the event and if one of
�+ is mismeasured, then these tracks can accidently form a 4-prong vertex
K��+�+�� and have the D0 mass. The lifetime of such events is dictated
by the D+ lifetime and hence can potentially make the observed D0 lifetime
longer. As in the case of any other background, background subtraction is
supposed to take care of that, unless the background shape in the mass dis-
tribution is signi�cantly non-linear. To check this, we used the Monte-Carlo
and generated di�erent charm decay samples for D+; D0; D+

s ;�
+
c + cc to see

if they formed some unusual background shape.
As seen in Fig.4.4 charm-induced backgrounds do not form any signi�-

cantly nonlinear background shape. Sideband subtraction will take care of
those events. We are going to discuss systematics caused by sideband sub-
traction in Section 4.4.

4.3 Mismeasurement of the primary vertex

Another systematic may be caused by mismeasurements of the primary ver-
tex. An event with a charm decay has always an anti-charm decay, as c and
c-quarks are produced in pairs. This anti-charm decay can be close to the
primary vertex, so that its tracks are included in primary vertex �t. Then
the observed position of the primary vertex will be measured downstream of
its actual position.

If t0 is the measured proper time, and t is the real proper time of the
decay, then the measured proper time distribution n0(t0) refers to real proper
time distribution n(t) as:

n0(t0) =
n(t)

jdt0=dtj (4.2)

If t0 is systematically mismeasured, so that t0 = (1��) � t - then the observed
charm lifetime � 0 will also be mismeasured: � 0 = (1� �) � �

To observe this systematic mismeasurement one can study the distribu-
tion of the secondary vertex position s0z with respect to the primary vertex
position p0z. In ideal case there should be no correlation between the two. Cor-
relation between the two would indicate systematic mismeasurement. The
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Figure 4.4: Charm induced backgrounds for D0 and �+
c
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Figure 4.5: Systematics due to primary vertex mismeasurements. Second
charm decay in the event systematically shifts downstream the observed pri-
mary vertex position.

reduced proper time is give by:

tr =
L� Lmin

c �  =
zsec
c �  �

zprim
c �  � tmin; (4.3)

where zprim is given by Eq. 3.30. We studied the correlation between tsec �
zsec=(c � )� tmin and tprim � zsec=c � . A correlation � between them would
make a systematic error � � � in the lifetime measurement. A small corre-
lation was observed in this study and upper bounds were set (Figure 4.6).
Systematic errors are summarized in Table 4.4

Particle � �� bound a �syst
b [fs]

�+
c 0.0028 0.0030 0.0058 1.1

D0 0.0014 0.0009 0.0023 1.0

Table 4.4: Systematic errors due to mismeasurement of the primary vertex.
a bound is equal to mean value of the slope plus one standard deviation
b systematic error is equal to � � � .

4.4 Background subtraction systematics

In previous sections we discussed speci�c systematics associated with dif-
ferent backgrounds. In this section we would like to check if there are any
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systematics left due to background. This lifetime analysis is fundamentally
based on the assumption that the background behavior under the signal peak
can be extracted from the events in the mass sidebands. We can verify this
assumption, choosing di�erent regions for sidebands. If the choice of region
a�ects the �nal answer by an amount larger than just statistical uctuations,
that would indicate presence of some systematics. We estimate systematics
due to background by choosing 5 di�erent sidebands and computing 5 dif-
ferent lifetimes. After that RMS of those 5 measurements was calculated to
characterize variations of lifetime.

We observed that di�erent choices of sidebands caused variation of life-
time with RMS equal to 1:18 fs for D0 and 0:80 fs for �+

c . To �nd the
signi�cance of those variations in lifetime we performed a special study: 100
samples were generated by a simpli�ed \toy" Monte-Carlo for D0 and �+

c .
Properties of events in the simulated samples were close to those in observed
sample, and background properties for simulated events indeed were the same
for signal regions and sidebands. After that we made exactly the same anal-
ysis for those toy samples as for real events and measured the RMS variation
in lifetime, which in this case arises purely from statistical uctuations in the
sidebands.

Simulated events predicted that the expected statistical variation of RMS
was equal to 0:61 fs for D0 and 1:02 fs for �+

c . (Fig.4.8). For �
+
c the observed

variation in lifetime did not exceed expected variations, so no systematic error
was assigned to �+

c . For D0 the observed RMS was larger than expected,
and systematic error was assigned according to:

�observed =
q
�2expected + �2syst (4.4)

In the �tting procedure the statistical error on lifetime already includes statis-
tical uctuations in background. One should not add the observed variations
�observed in lifetime as an extra systematic error. Only excess of the observed
variation over the expected variation quali�es as a systematic error.

4.5 Systematics due to initial lifetime uncer-

tainty

To calculate eÆciency corrections, one needs to know the individual event
weights w(~p), which are given by formula 3.16. Weight calculations require
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knowledge of the lifetime as an input, yet lifetime is what we are looking for.
As we discussed in Section 3.5 a rigorous approach would require an iterative
procedure: �rst you calculate weights and eÆciency 3.20 based on some
initial lifetime �0, and use those calculations to �nd next lifetime iteration
�1, recalculate weights and eÆciency to �nd �2 and so on, until procedure
converges to some �nal lifetime �f (Figure 4.9).

τ0

τ1

τ2

τ1 Initial Lifetime

Lifetime
calculation
procedure

Calculated Lifetime

τ f

Figure 4.9: Iterative procedure of lifetime calculations

But it turned out that the overall eÆciency didn't depend very much on
the weights, and lifetimes of D0;�+

c had been measured by previous experi-
ments to within a few percent. Thus one iteration was quite enough for these
lifetime measurements. If one linearizes the lifetime calculation procedure in
the vicinity of �f and denotes the slope as k, then

k =
�i+1 � �f
�i � �f

; (4.5)

where �i+1; �i are consecutive iterative steps of lifetime measurement pro-
cedure. The deviation of the �rst iteration from the �nal answer is given
by:

�1 � �f =
k(�0 � �1)

1� k
� k(�0 � �1); (4.6)

as k is small. To estimate k we studied how much the �rst lifetime itera-
tion �1 changed when initial lifetime �0 was varied by 10%. Results of this
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Particle �0 ��1 for 10% k �1 observed syst err
[fs] change in �0 [fs] �1 � �0 �1 � �f

[fs] [fs] [fs]
�+
c 206 0.6 0.029 198.1 -7.9 0.23

D0 415 1.4 0.034 407.9 -7.1 0.24

Table 4.5: Systematics due to the uncertainty in the initial lifetime

systematics study are summarized in Table 4.5. Even one iteration gave a
lifetime estimate �1 very close to the �nal lifetime �f , so we decided not to
do several iterations and used �1 as our lifetime measurement.

4.6 Systematics due to eÆciency calculations

It turned out that systematic e�ects due to eÆciency calculations produce
the biggest error that we have. In this chapter we discuss several studies we
made to test the eÆciency calculations.

There were two types of studies we made: lifetime for independent sub-
samples and lifetime stability versus cut variation. In addition we made
indirect veri�cations of the eÆciency calculations.

4.6.1 Lifetime for independent subsamples

In this study the charm sample was divided in several smaller subsamples.
Each event was only in one subsample, so lifetimes calculated for each sub-
sample were independent measurements. If there were no systematic errors,
lifetimes for each subsample should be consistent with each other. Deviations
between them may be due only to statistical uctuations.

To quantify the systematic error the following procedure was used. All
independent measurements were �t to a constant value and �2 value of the
�t was calculated. For m subsamples number of degrees of freedom of the �t
is ndf = m�1. If �2=ndf < 1 no systematics was assigned. If �2=ndf > 1 an
excess of �2=ndf � 1 was assigned to systematic error using simple scaling:

�2

ndf
� 1 =

�
�syst
�stat

�2
; (4.7)
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4.6.2 Stability of lifetime versus cut variation

In this study the lifetime was calculated for di�erent values of one of the
explicit cuts (Section 3.3.1). The lifetime should be the same regardless of
the choice of cuts. In this study di�erent measurements are not independent,
on the contrary they are highly correlated. So �2=ndf > 1 analysis and
formula in Eq. 4.7 are not applicable in this case.

Let's consider the lifetime calculated for di�erent L=�L cuts. The D0

sample de�ned by L=�L > 8 cut and sample de�ned by L=�L > 9 cut have
96% events in common. Because of the high overlap these two measurements
cannot di�er from each other by much unless there is a systematic error. We
decided to estimate how much two highly-correlated measurements could
di�er due to statistical uctuations. A systematic error is assigned if the
di�erence is larger than this expectation.

Consider a sample of N0 events. After applying a tighter cut the sample
consists of N1 events. The number of events that are thrown own out of the
sample is N2 = N0 � N1 � N0. Let the lifetimes of the these samples be
�0; �1 and �2 and weights (or 1=�2� ) of those measurements be w0, w1 and w2.
The weight of a lifetime measurement is approximately proportional to the
number of events in the sample:

w � 1

�2
/ N : (4.8)

The samplesN1 andN2 do not have events in common. They are independent
measurements and combined together would have lifetime �0. Then:

�0 =
�1 � w1 + �2 � w2

w1 + w2
; or

�1 � �0 = (�0 � �2) � w2

w1
(4.9)

Equation 4.9 gives a relation between the uctuations of N1 and N2 sam-
ples. The 1 �� uctuation of small sample N2 � N0 from �0 is approximately
��2 . Then, using Eq. 4.8 for weight, 1 � � deviation of the N1 sample is
approximately:

�1 ' �0

s
N0 �N1

N1
; (4.10)

where �0 is lifetime error for the sample N0.

97



If the deviation �1� �0 exceeds expected �1 then the systematic error was
assigned:

�syst
�0

=
j�1 � �0j

�1
� 1 (4.11)

We used Eq. 4.10, to evaluate how much lifetimes for highly-correlated
samples N0 and N1 can deviate from each other. An excess over �1 in the
lifetime di�erence was attributed to systematic error. Equation 4.10 is ap-
proximate. It does not take into account e�ects of background or eÆciency
�(t), but it is a reasonable estimate.

Both methods (Eq.4.7 and Eq. 4.10) are just estimates, because they ba-
sically compare lifetime di�erences and 1�� statistical uctuation. Statistical
uctuations may be larger than 1 � �. These formulas work quite well when
systematic errors are large compared to statistical. When the systematic
error is small, one can conclude only that it is smaller than the statistical
error. The formulas give an estimate of an e�ect, but they are not a precise
measure by any means. On the other hand these methods are very general.
They can indicate presence of systematics even if the source of it is unknown.

4.6.3 Lifetime for di�erent targets

The eÆciency for di�erent targets is quite di�erent. Charm particles from
target 5 have only 2.3 cm to decay, while those from target 1 have 10 cm
to decay. Charm that was produced in target 5 encounters no targets in
its path, while charm produced in the �rst target has 4 targets along the
way. Also vertex resolution changes when we go upstream. Lifetimes mea-
sured in di�erent targets are independent measurements and we used method
discussed in Section 4.6.1.

Results of this study are shown in Figure 4.10 and are summarized in
Table 4.6. There was no evidence for systematics for �+

c or D0.

�+
c D0

�2=ndf 3.5 / 4 2.2 / 4
stat error 7.0 fs 6.0 fs
syst error 0 fs 0 fs

Table 4.6: Systematics extracted from lifetimes for di�erent targets. Actual
�ts are shown in Fig.4.10
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Figure 4.10: EÆciency systematics: lifetime for di�erent targets. Two upper
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4.6.4 Lifetime for di�erent decay modes

For D0; D0 we have observed 4 decay modes: D0 ! K��+, D0 ! K+��,
D0 ! K+�+���� and D0 ! K����+�+. Those are independent samples,
and we can compare their lifetimes to check for systematics. There is not
much di�erence between D0 and D0 decays, but 2 and 4-body decays are
quite di�erent. They have di�erent eÆciency functions, due to di�erent
momentum spectra: we cut out low-energy particles, so observed 4-body
decays on average have higher momenta than 2-body decays of D0. More
importantly, the 4-body decay mode has higher losses around the targets, due
to mechanism of suppression of secondary interactions that is discussed in
Section 3.3.3. The 2-body mode is sensitive to the secondary vertex �2sec < 5
cut discussed in Section 3.3.3 while 4-body mode is not.

Results of this study are shown in Figure 4.11 and are summarized in
Table 4.7. Comparison of the four di�erent modes did not show any system-
atics. Comparison of combined 2-prong (K��+ and K+��) versus 4-prong
decays (K��+���+ and K+���+��) showed small systematics.

Comparison of 4 modes 2-prong vs 4-prong
�2=ndf 1.46 / 3 1.28 / 1
stat error �stat 6.0 fs 6.0 fs
syst error �syst 0 fs 3.3 fs

Table 4.7: Systematics extracted from lifetimes for di�erent D0 decay modes

4.6.5 Lifetime for di�erent charm momentum

The eÆciency function is sensitive to the momentum of the charm particle,
since the proper time t / L=pz, where pz is the momentum of charm. We
calculated lifetime for di�erent xF ' pz=pbeam ranges.

Results of this studies are shown in Figure 4.12 and in Table 4.9. No
systematics was observed in this study for �+

c or D0.

4.6.6 Lifetime for di�erent event track multiplicities

As a general rule the eÆciency of reconstruction decreases when the number
of tracks in the event increases. This e�ect is discussed in detail in Sec-
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conjugates. A global �t of all four modes is shown on the lower plot. It also
includes comparison of 2-prong and 4-prong decay modes. Last point \All"
shows lifetime measurement for the whole sample. Results of this study are
summarized in Table 4.7
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Figure 4.12: EÆciency systematics: lifetime for di�erent charm xF ' pcharm
pbeam

ranges. De�nitions of ranges are given in Table 4.8. Upper plots show eÆ-
ciencies for xF ranges number 3 and number 5. One can see deeps in eÆciency
functions, that correspond to the next downstream target located at about
1:5 cm downstream. First points 1-5 correspond to independent measure-
ments in di�erent xF ranges. 6-th point shows lifetime for the whole sample
and is shown for the reference. �+

c sample has almost no data in the 1-st
range and this point was omitted. There was no evidence for systematics in
this study.
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Range xF values
1 less than 0.15
2 0.15 - 0.25
3 0.25 - 0.35
4 0.35 - 0.50
5 greater than 0.5

Table 4.8: xF values for di�erent ranges

�+
c D0

�2=ndf 0.3 / 3 2.7 / 4
stat error �stat 7.0 fs 6.0 fs
syst error �syst 0 fs 0 fs

Table 4.9: Systematics extracted from lifetimes for di�erent xF regions. Ac-
tual �ts are shown in Figure 4.12

tion 3.3.3. This study is an important check of the simulation of the SELEX
o�ine reconstruction eÆciency. Ignoring the fact that eÆciency depends on
event multiplicity would result in large systematic error about 2 times the
size of the statistical error.

Results of the studies are shown in Figure 4.13 and are summarized in
Table 4.11. Small systematics was observed for �+

c .

Range Number of tracks
in primary vertex

1 Less than 8
2 8 - 11
3 12 - 13
4 13 - 15
5 greater than 15

Table 4.10: Track multiplicities for di�erent ranges
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c sample.
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�+
c D0

�2=ndf 4.8 / 4 3.5 / 4
stat error �stat 7.0 fs 6.0 fs
syst error �syst 3.2 fs 0 fs

Table 4.11: Systematics extracted from lifetimes for di�erent primary vertex
track multiplicities study. Actual �ts are shown in Fig.4.13

4.6.7 Lifetime for di�erent L=� cuts

In this study we veri�ed that the lifetime did not change with the change of
L=� cut. There are 2 reasons why the lifetime could depend on L=� cut and
hence indicate possible systematic error. First, events with small L=� values
are events that are close to the primary vertex. Generally, reconstruction
eÆciency in the �xed target environment decreases when the distance L
between the secondary and primary vertices gets smaller. At some point the
reconstruction program can not resolve a secondary vertex when it is too close
to the primary vertex. Secondly, events with small L=� values have a higher
background contamination. If the properties of the background for those
events are not well understood, it could a�ect the proper time distribution
for small L=� events.

Results of this study are shown in Figure 4.14. For �+
c all the points

were within allowed corridor and no systematics was assigned. For D0 two
points jump out of allowed corridor. Systematic errors were calculated for
both points and the largest value of 1:3 fs was assigned as a systematic error.

4.6.8 Lifetime for di�erent minimum distances to the

closest target

Reconstruction eÆciency near targets drops because we cut out any sec-
ondary vertices that are close to the targets. More importantly suppression
of secondary interactions in the targets (Section 3.3.3) decreases eÆciency
near the targets. To check eÆciency simulation near the targets we studied
lifetime for di�erent �ztgt cuts. This way we cut out \uncertain" region
around the targets, and tested if the result remained the same. Events with
the minimum distance �ztgt > 0:05 cm were selected in the �nal sample.
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Figure 4.14: EÆciency systematics: lifetime for di�erent L=� cuts. Curved
lines show allowed uctuations corridors calculated using Eq. 4.10. All �+

c

lifetime measurements are within the allowed corridor. Hence there is no
evidence for the systematics in the �+

c sample. One D0 measurement jumps
out of the allowed corridor and 1:3 fs systematics was assigned to this jump
using Eq. 4.11.
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Figure 4.15: EÆciency systematics: lifetime for di�erent target cuts. Curved
lines show allowed uctuations corridors calculated using Eq. 4.10. For both
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jumped out systematic error was calculated. The largest value among them
was assigned as a systematic error. Small systematic errors of 3:0 fs and
1:2 fs were assigned in this study to �+
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For both �+
c and D0 small systematic errors were observed. Lifetimes

deviated from the allowed range and systematic errors of 3.0 fs and 1.2 fs
were assigned to �+

c and D0 (Figure 4.15).

4.6.9 Lifetime for di�erent Lmax cut

In this study we decided to check the stability of the lifetime for di�erent
Lmax cuts. Only events with L < Lmax were accepted. 4 values of Lmax cut
were used in this study. The �rst subsample has events that could cross only
1 target, second have events that could only cross 2 targets and so on. So
this study addresses the simulation when the particle traverses one or more
downstream targets. We tested that events with large L were simulated
correctly.

In the whole sample Lmax was implicitly de�ned by zsec < 2:3 cm (Sec-
tion 3.3.1). It was equal to zsecmax

� z1 ' 8:4 cm, where z1 is the position of
the �rst target. For both �+

c and D0 small systematic e�ects were observed.
Lifetimes deviated from the allowed range and systematic errors of 1.2 fs and
0.9 fs were assigned to �+

c and D0 (Figure 4.16).

4.6.10 Lifetime for di�erent minimum � energy

In this study we veri�ed that the lifetime did not depend on cut on minimum
� momentum. Simulation of reconstruction of low energy pions is compli-
cated by large multiple scattering of those pions. The eÆciency of track
reconstruction and hence the reconstruction of charm drops. In this study
we wanted to verify that it did not a�ect lifetime measurement. Events with
� momentum greater than 8 GeV=c were selected in the �nal sample.

For �+
c lifetime small systematics was observed. Lifetimes deviated from

the allowed range of lifetimes and systematic error of 2:3 fs was assigned.

4.6.11 Online �lter systematics

Online �lter selected events which had evidence for the secondary vertex
(Section 2.3.1). Online �lter rejected events which had small proper time and
a�ected acceptance of the apparatus. So online �lter systematics contributes
to the eÆciency systematics, which is covered in this section. Anyway we
speci�cally address online �lter systematics:
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Figure 4.16: EÆciency systematics: lifetime for di�erent Lmax cuts. 4 �rst
points correspond to 4 di�erent cuts that were used in this study. Last
point correspond to the whole sample. The implicit cut Lmax = 8:4 cm was
used in the whole sample (see text for details). Curved lines show allowed
uctuations corridors calculated using Eq. 4.10. For both �+

c and D0 points
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error was calculated. The largest value among them equal to 2:3 fs was
assigned as a systematic error.
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Figure 4.17: EÆciency systematics: lifetime for di�erent minimum � energy.
Curved lines show allowed uctuations corridors calculated using Eq. 4.10.
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c several points jump out of the allowed corridor. For each point that
jumped out systematic error was calculated. The largest value among them
was assigned as a systematic error for �+
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1. Special \un�ltered" set of data was studied. These data was taken
without online �lter running. This study showed that online �lter was
e�ectively working as L=� > 3 cut. We used L=� > 8 cut in this
analysis, which excluded region of possible acceptance uncertainty.

2. We studied lifetime as a function of L=� cut. If short lived charm
particles were biased because of the online �lter, then the lifetime would
not be the same for di�erent L=� cuts. No signi�cant systematics was
observed (Section 4.6.7).

3. A large sample of Ks ! �+�� decays was studied (Section 4.8.2). We
studied events with L close to Lmin. There was a good agreement
between predicted and observed number of Ks and no signi�cant sys-
tematics from online �lter was observed.

4.6.12 Summary of eÆciency systematics

Di�erent eÆciency systematics study are summarized in Table 4.12 The total
systematic error is the sum of individual systematic errors in quadrature.

Systematics �+
c D0

targets - -
2 prong vs 4-prong 3.3
high-multiplicity events 3.4 2.0
charm xF - -
L=�L - 1.3
sim of target losses (�ztgt) 3.0 1.2
sim of large L events (Lmax) 1.2 0.9
min � energy 2.3 -
Total 5.2 4.3

Table 4.12: Summary of eÆciency systematic studies. The total eÆciency
systematic error is the sum of individual systematic errors in quadrature.

4.6.13 Miscellaneous systematics

In previous sections we covered all important systematic errors. There were
other studies which contributed very small systematic e�ects.
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� Wrong smearing simulation �� < 0:2 fs. Vertices and tracks were
smeared according to the error matrices. These errors do not take
into account non-gaussian e�ects, so the predicted smearing error and
observed smearing could be di�erent. This di�erence is known to be of
order 5-30% (Section 3.3.3). No signi�cant di�erence in the lifetime was
observed when predicted errors were doubled. This e�ect is discussed
in Section 3.1.3.

� Background �t e�ects �� < 0:3 fs. We checked whether using a �t-
ted background shape in a simultaneous loglikelihood �t might inu-
ence the lifetime. We �tted the background separately, then �xed the
background parameters and �tted sum of signal and background. No
signi�cant di�erence in the lifetime was observed.

� Smoothing of eÆciency: �� < 0:3 fs. The eÆciency function was
calculated for each bin of the reduced proper time distribution. There
are small uctuations from bin to bin (Section 3.5.2). To estimate their
e�ect we smoothed the eÆciency function and calculated the lifetime.
No signi�cant di�erence in the lifetime was observed.

� Systematics due to de�nition of tmin < 1:0 fs. Finding tmin was a
relatively complicated procedure, which involved the numerical solution
of nonlinear equations (Section 3.4.4). To check for possible systematics
we tried another much simpler procedure. The ensemble of rethrown
events had many di�erent proper times t. The smallest proper time t of
any event in the rethrown sample that still passed the cuts was assigned
to tmin. The lifetime for this methods of �nding tmin were compared
to the standard result. No signi�cant di�erence in the lifetime was
observed.

� Di�erent �tting technique �� < 0:1 fs. We tried di�erent packages
(MINFIT, PAW) to �t the lifetime (Section 3.4.6). We also compared
a 6-free-parameter �t with 5-free-parameter �t plus constraint on the
number of events in the sample. (Section 3.4.6). No signi�cant di�er-
ence in the lifetime was observed.

� CLEO observed [29] that the lifetime was correlated with the recon-
structed mass. The correlation was due to multiple scattering e�ects,
which are quite large at low energies. We looked for a similar e�ect in
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our data. The signal region was split in 2 mass bins. The lifetime for
each bin was measured. There was no inconsistency detected between
them for either D0 or �+

c

� Other studies included lifetime variations for di�erent run periods, �t-
ting lifetime in di�erent reduced proper time intervals, using proper
time instead of reduced proper time, using only left or right background
regions instead of two for backgound subtraction, changing the width
of the signal region. In all these studies no signi�cant systematics was
observed.

We put an estimate of 1:5 fs for the total e�ect of miscellaneous systematic
errors.

4.7 Systematics summary

Systematic studies described in this chapter are summarized in Table 4.13.
The total systematic error is the sum of individual systematic errors in
quadrature. Systematics is dominated by eÆciency calculations.

Systematics �+
c D0

Mass reections 1.3 -
Background subtraction - 1.0
Primary vertex shift 1.1 1.0
Miscellaneous 1.5 1.5
EÆciency 5.2 4.3
Total 5.7 4.7

Table 4.13: Summary of systematics studies. The total systematics is the
sum of individual systematics in quadrature.

4.8 Independent checks of the eÆciency cal-

culations

In this analysis the systematic error is dominated by eÆciency calculations.
We decided to do several independent checks to verify them.
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Figure 4.18: Signal and lifetime �ts for D+. On the mass plots the signal and
sideband regions are shaded. The mass histogram is booked in 2.5 MeV/c2

bins. On the lifetime plot signal events are corrected by eÆciency. Dashed
lines represent the lifetime �t. The background is normalized to the width of
the signal region. The solid line is the eÆciency as a function of the reduced
time tR. The reduced proper time histogram is booked in in 50 fs bins.

4.8.1 Measurement of the D+ lifetime.

As an independent cross-check we decided to measure the D+ lifetime using
the same analysis technique. We used the same cuts as in �+

c and D0 lifetime
measurements. After applying those cuts we had a sample of about 4330
decays D+ ! K��+�+ + charge conjugate. The measured lifetime � [D+] =
1070 � 36 fs agrees with the current PDG value � [D+] = 1051 � 13 fs [4]
(Figure 4.18).

This was a very important cross check: �rst of all we measured the lifetime
of another charm particle. Secondly, the measurement of the D+ lifetime
is particularly complicated in our apparatus. On average a D+ crosses 3
targets. On the other hand, a D0 on average crosses just one target, and
a �+

c most of the time does not cross any targets at all. Targets introduce
many problems in the eÆciency calculations. Without target-related cuts
the eÆciency would have been a much simpler function. The fact that we
can measure the lifetime right for the most complicated case of D+ gives us
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con�dence in our eÆciency calculation procedure.

4.8.2 Prediction of z-distribution for Ks.

The SELEX experiment detected large samples of strange particle decays
Ks, �0, �

�, ��, 
�, � � � �. The two-million-event sample of Ks ! �+��

that decayed in the �rst few centimeters after the targets was particularly
valuable for the lifetime study, because these decays take place in the same
region where charm particles decay. As theKs properties are well-established,
these decays provided an important reference to verify eÆciency calculations.

In the lifetime analysis we calculated the eÆciency as a function of re-
duced proper time to �nd the lifetime. We can use the same technique to
�nd the eÆciency as a function of the coordinate z. We calculated �(z) for
a large sample of Ks ! �+�� decays, for which the lifetime is well-known.
We used this result to predict the z-distribution of Ks decays and compared
it with the observed distribution. The same cuts were applied to select Ks

decays as in the charm analysis.
As seen in Figure 4.19 the Ks sample maps out an eÆciency func-

tion. There are many similarities to the individual event eÆciency for
charm(Figure 3.3). Our initial plan was to use the Ks ! �+�� sample
to study the eÆciency �(z) and to use it in the charm lifetime analysis. In
this way our eÆciency would be based on data and there would be no need
to use a Monte-Carlo simulation.

The problem with this approach is that Ks decays are similar to, but not
exactly the same as charm decays. They have di�erent average momenta,
di�erent opening angle. Ks are 2-prong decays, while charm decays include
2, 3 and 4-prong decays. To use the Ks eÆciency for charm decays, one
would have to determine how to transform a given Ks eÆciency to the charm
eÆciency. The assumption that �Ks

(z) = �charm(z) turned out not to be
precise enough. Large discrepancies were observed when the Ks data was
compared with 3 or 4-prong charm decays, especially for events with large
track multiplicities. One reason is that suppression of secondary interactions
in the targets (Section 3.3.3) does not a�ect 2-prong decays, but does a�ect 3
and 4-prong decay. We put a lot of e�ort into trying to use the Ks to predict
the eÆciency for charm, but at the end decided to abandon this technique
and develop methods based on Monte-Carlo simulation.
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Figure 4.20: Charm yield for three carbon targets, corrected by eÆciency. For
each particles charm yields for di�erent targets are consistent with each other.
The corrected yields cannot be used to compare production cross-sections for
�+
c , D

0 and D0, as downstream eÆciency was factored out (Section 3.2.4).

4.8.3 Charm yields for identical targets.

Another study we did to test the eÆciency calculations was to compare charm
yields from di�erent targets. 3 carbon target have identical parameters and
one would expect the same number of charm particles to have been produced
in each target. We calculated charm yields for each target, which was de�ned
as the number of charm particles corrected by eÆciency Nc=�. As in the
lifetime analysis we took into account only the eÆciency of the vertex region,
because downstream eÆciency cancels out (Section 3.2.4).

The results of this study are shown in Figure 4.20. The global �t of charm
yields gave �2=ndf < 1 for �+

c , D
0 and D0. The corrected charm yields for

the carbon targets were consistent with each other, and no systematics were
detected.
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Chapter 5

Lifetime results

Based upon 1630 �+
c and 10210 D0 decays we observe lifetimes of � [�+

c ] =
198:1 � 7:0 � 5:7 fs and � [D0] = 407:9 � 6:0 � 4:7 fs (Figure 5.1). These
results are consistent with the present PDG averages [4]: � [�+

c ] = 206�12 fs
(Figure 5.2) and � [D0] = 412:6� 2:8 fs (Figure 5.3).

In this analysis we constructed a new method to calculate the apparatus
eÆciency of �(t). We did not need to assume a production distribution n0(~p)
of the events, but rather we calculated the eÆciency �(t) for the events n(~p)
that we actually observed. The formalism combines lifetime measurements
for di�erent subsamples to �nd the eÆciency correction for the overall sample.
It was used to combine lifetime measurements for di�erent decay modes or
for charm particles produced in di�erent targets.

We studied various systematics of these measurements and found them to
be less than statistical errors. The systematic error in this study is dominated
by eÆciency calculations. As a �nal cross check we have applied our anal-
ysis to D� ! K����� where our acceptance corrections are much larger
than in these analyses. Our result � [D+] = 1070 � 36 fs (statistical error
only) is consistent with the present PDG average [4] � [D+] = 1051 � 13 fs
(Figure 4.18). The precision of our � [D0] measurement is within a factor of
2 of the most precise measurements [85, 40, 29]. The agreement with these
precise measurements demonstrates our control of systematic e�ects.

The overall picture of charm and beauty lifetimes shows that new precise
lifetime measurements raised questions that had been previously undevel-
oped in theoretical calculations due to poor experimental measurements. A
precision measurement of the D+

s =D
0 lifetime ratio [28, 29] brought attention

back to the issue of the strength of helicity suppression in WA/WS decays
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Figure 5.1: Signal and lifetime �ts for �+
c and D0. On the mass plots the

signal and sideband regions are shaded. Mass histogram for �+
c is booked in

5 MeV/c2 bins and for D0 sample in 2.5 MeV/c2 bins. On the lifetime plot
signal events are corrected by eÆciency. Dashed lines represent the lifetime
�t. The background is normalized to the width of the signal region. The
solid line is the eÆciency as a function of reduced time tR. Reduced proper
time histogram for �+

c is booked in 33 fs bins and for D0 in 50 fs bins.
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Figure 5.2: Comparison of �+
c lifetime measurements done by di�erent ex-

periments: E691 [78], NA32 [79], E687 [80, 38], NA14 [81]. Particle Data
Group value [4] combines results of these measurements. CLEO [43] recently
submitted its measurement. FOCUS result [30] is preliminary and has sta-
tistical error only. Smaller error bars show statistical error. Larger error bars
show statistical and systematic errors added in quadrature. Vertical line and
shaded region correspond to the PDG mean value and error.
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Figure 5.3: Comparison ofD0 lifetime measurements done by di�erent exper-
iments: E691 [82], NA32 [83], NA14 [81], E687 [84, 85], CLEO [29], E791 [40].
Particle Data Group value [4] combines results of these measurements. FO-
CUS result [41] is preliminary and has statistical error only. Smaller error
bars show statistical error. Larger error bars show statistical and systematic
errors added in quadrature. Vertical line and shaded region correspond to
the PDG mean value and error.
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of D-mesons. Also e�ects of \quark-hadron" duality are under active dis-
cussion again, which are driven by precision lifetime measurements in the
beauty sector [16], as well as in the charm sector [37].

InsuÆcient development of the theory of charm baryon decays has been
excused by poor experimental data. In this work we decrease the �+

c life-
time measurement error by a factor of 2 compared to previous best mea-
surement [38], which is an important experimental contribution to HQE
study. The last 2 years produced important new experimental results on
charm lifetimes [28, 29, 40, 41, 42, 43], and more new results are expected
soon [30, 31, 39]. We look forward to measurements with similar precision of
the lifetimes of the other 3 stable charmed baryons, by us and others, in the
near future. These precise measurements are very valuable to test and guide
HQE calculations [16]. This recent experimental progress revitalized theo-
retical calculations and is an important step in understanding heavy quark
physics.
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Appendix A

The online track reconstruction

in M2 spectrometer

One of the �rst steps in the online �lter is the reconstruction of track segments
in M2 PWC chambers. Track segments are pieces of tracks in M2 PWC
chambers, which are outside of magnetic �eld and thus form straight lines.
A special code was written to accomplish this task. Major requirements
were speed and eÆciency. One event has to be processed in about 10 ms.
EÆciency requirements were about 80�90% for track segment reconstruction.

A track segment in M2 spectrometer is described by 4 parameters x0, y0,
tx and ty - two intercepts and two slopes. Coordinates (x; y) of the track in
M2 local coordinate system are given by:

x = x0 + tx � z
y = y0 + ty � z; (A.1)

where z is the distance from the origin of M2 spectrometer coordinate system,
which is located in the middle of M2 magnet.

There is a qualitative di�erence between online and o�ine eÆciency re-
quirements. Consider a 200 GeV �+

c ! pK��+ decay. With high probability
all three secondary tracks will have momenta greater 15 GeV and will reach
the M2 PWC chambers. Let's consider the e�ect of an 80% eÆciency track
reconstruction. To reconstruct a �+

c all three secondary tracks must be re-
constructed. This has probability about 0:83 ' 0:51. On the other hand to
trigger the event usually only one of three tracks have to be reconstructed.
That probability is approximately 1 � (0:2)3 ' 0:99. So one can trade eÆ-
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Figure A.1: Illustration of track �nding algorithm

ciency for speed in the online �lter to trigger interesting events. In o�ine
code the situation is reversed: usually slower, but more eÆcient code is used.

To �nd track segments in the M2 spectrometer the following strategy
was used. Four initial hits were selected in 4 di�erent planes. They uniquely
de�ne a track segment which passes through all 4 initial hits. After that a
searching corridor was built around this predicted track segment. If there
were enough hits along the corridor then we formed a track segment. There
were also other requirements imposed on the track segment discussed later.
Hits that formed the track segment were marked as associated with this track
segment.

To reconstruct a track segment every plane in the starting set of four must
have a hit. M2 PWC chambers have about 95% hit eÆciency (Section 2.2.7),
so the probability of having all 4 hits in the initial planes is 0:954 ' 0:81.
To increase the eÆciency of the code di�erent sets of initial planes were
tried, and the search algorithm was run several times. Each choice of initial
planes was de�ned as a search combination. Each combination had di�erent
choices of initial planes and di�erent sets of cuts. We usually started with
combination with tight cuts, to �nd high quality track segments with a large
number of hits and small �2. After that combinations with looser and looser
cuts were tried.

The size of the search corridor was calculated based on the error matrix
given by 4 initial hits. The minimum size of the window was �xed at twice
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the wire spacing. All hits on the 4 starting planes were tried as initial hits.
If a plane had hits in adjacent wires, then neither of those hits was used
as an initial hit, because of the large position uncertainty. This uncertainty
usually was resolved when we used di�erent initial planes and the algorithm
selected one of the two adjacent hits to lie on the track.

A.1 Improvements of the speed of the code

To illustrate speed issues let's consider the following simpli�ed example.
Imagine that there are 10 tracks in the M2 spectrometer. Then each plane
would have 10 hits. There are 14 M2 PWC planes, so there are 140 hits in
total. After 4 initial planes are selected there are 104 possible initial hits
combinations. There are 104 searching corridors constructed, and all hits in
non-initial planes should be tried if they are inside the searching corridor.
Then the number of times the distance between the track and a hit is calcu-
lated is about 105. So carrying all the combinations to the end is proportional
to n5hit, where nhit is the number of hits in the planes.

Out of these 104 initial tries, only 10 will correspond to real tracks, and the
rest 9990 will be just random combinations of hits. From this example it is
quite clear that code has to quickly reject wrong choices of initial hits, because
carrying complete calculations for all 104 initial tries is very expensive in time.

A.1.1 Evaluation of the searching corridor

Now let us discuss how we speed up the code by quickly accepting or rejecting
searching corridors.

There were 8 cuts (xl, xh, txl, txh, yl, yh, tyl, tyh) that speci�ed limits on
reconstructed track segment parameters:

xl < x0 < xh

txl < tx < txh

yl < y0 < yh

tyl < ty < tyh (A.2)

Parameters of the track segment were calculated based on 4 initial hits.
If slopes or intercepts were outside the bounds we did not use this search
corridor. Values of cuts were de�ned by the size of the magnet aperture and
maximum angle that track could reach if it passes through the magnet.
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Figure A.2: Illustration of evaluating of the initial hits in y-view. Track has
to point back to the targets

Most of the tracks come from the charm targets, and only few from hy-
peron decays do not point back to charm targets. Secondary tracks from
charm decay also originate very close to the targets.

The cut ytgt was used to select the tracks that come from the charm
targets in y-view. In this view tracks are not bent by the magnets and they
point back to the charm targets (Figure A.2). Two initial hits were chosen
in two initial y-planes. Using these coordinates the track slope and intercept
were calculated in y view:

ty =
y2 � y1
z2 � z1

y0 = y2 � ty � z2 (A.3)

If jy0j < ytgt the pair of two initial hits was accepted. Otherwise it was
rejected and next pair was tried. So decision about track segment corri-
dor in y view was done using information only from 2 planes. These quick
calculations greatly reduced the number of track corridors that were tried.

Cuts pmax
x and pmin were used to select tracks that come from the charm

target in the x-view. Unlike the y-view, where tracks point back to the target,
in the x-view tracks are bent. Two initial hits were chosen in two initial x-
planes. The primary vertex was found by extrapolating the beam track in the
target, where interaction had happen. This 3 points were used to calculate
track momenta p and its px with respect to beam track (Figure A.3).

There were two magnets before the M2 spectrometer. In the small angle
approximation two magnets are equivalent to one e�ective magnet with pt-
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Figure A.3: Illustration of evaluating of the initial hits in x-view. Track has
to have a large momentum and small px.

kick and position given by:

pt = pt1 + pt2

zm =
pt1 � z1 + pt2 � z2

z1 + z2
; (A.4)

where pt1; pt2 are the pt-kicks of the two magnets, and z1; z2 their positions.
Then using 3 points along the track and position of the e�ective magnet

we can evaluate track momentum p and transverse momentum px:

tx2 =
x2 � x1
z2 � z1

xm = x2 � tx2

tx1 =
xm � xt
zm � zt

p =
pt

tx2 � tx1
px = p � tx1 (A.5)

If the momentum of the track was big enough (jpj > pmin) and transverse
momentum was small enough (jpxj < pmax

x ) we proceeded with that set of
initial hits. If not this combination of initial hits was rejected. Again, rather
quick calculations based on the choice of only 2 initial hits in x-view were
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done to reject or accept a searching corridor. Using these cuts in the x-
view gave a factor of 4 of in speed and allowed us to solve the problem of
high-multiplicity events (Section 2.4.1).

A.1.2 Other speed improvements

Once a track segment was reconstructed the hits associated with it were
marked. For the sake of speed marked hits were taken out of the list of all
hits in M2 chambers. When next segment was searched marked hits were not
used. This increases the speed of the code signi�cantly, and also eliminates
the problem of �nding the same track segment more than one time. On
the other hand it introduces ineÆciency in the code, because one hit can be
associated with two tracks. This problem is particularly important in y-view,
where tracks are not bent by the magnetic �eld, and hits are about 3 times
closer than they are in x-view.

To speed up the code we counted the total number of hits in the M2 PWC
chambers. If the number was greater than nhit, combination did not start,
because it would take to much time to complete it.

A.2 Track quality evaluation

After a track segment was found the reduced �2r and number of planes where
the hits were detected npl were used to evaluate its quality. The reduced �2r
was calculated using:

�2r =
1

npl � 4

nplX
i

(xi � x)2

�2i
; (A.6)

where npl is the number of planes where hits where detected, xi is the mea-
sured hit coordinate in i-th plane, x is the predicted coordinate, �i is the
error of the measurement. Only tracks with momenta greater than 15 GeV
could reach the M2 planes. We ignored e�ects of multiple scattering in M2
chambers. They were small compared to distance between wires d. Measure-
ment errors were calculated using � = d=

p
12. The eÆciency of chambers

was greater than 95 %, so we set npl close to 14 (total number of planes).
Fake tracks can be created if the x-projection of one track is combined

with the y-projection of another track. This ambiguity can be resolved using
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u and v planes. We required track segments to have several u; v hits to be
accepted.

A.3 Online searching combinations

We used several search combinations to �nd track segments. They had dif-
ferent sets of cuts. Generally we started with tight cuts to �nd high quality
tracks. After some tracks had been found and hits marked out, the hit list
was shorten. That simpli�ed the problem. In next combinations we loosened
cuts and even dropped some cuts to increase eÆciency.

No. tx a ty a ytgt �2r npl nhit pmin pmax
x

[mrad] [mrad] [cm] [GeV] [GeV]
1-2 b 90 23 1.0 2.3 13 - 30. 1.0
3-5 c 90 23 1.0 2.3 11 210 - -
6 - - - 2.3 11 150 - -
7 - - - 3.0 11 150 - -
8 - - - 3.0 8 150 - -
9 - 30 1.0 2.5 7 150 - -

Table A.1: Online searching combinations. When the cut was not used we
indicated it with sign \-" in the table.
a Values of cuts were txl = �tx and txh = +tx.
b We run this combination two times with di�erent initial planes.
c We run this combination three times with di�erent initial planes.
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