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Abstract

A Measurement of the Polarization of J= Mesons Produced in High-Energy p�p Collisions

Robert J. Cropp

Doctor of Philosophy

Graduate Department of Physics

University of Toronto

2000

This dissertation presents an analysis of the polarization of J= mesons produced in

p�p collisions at a centre-of-mass energy of 1.8 TeV. The collisions were produced by the

Fermilab Tevatron collider, the world's highest energy particle accelerator. The data were

recorded by the Collider Detector at Fermilab during Run 1 of the Tevatron in 1992-1995.

The J= meson consists of a charm quark and its antiquark, and is the best-known type

of quarkonium, the bound state of a heavy quark-antiquark pair. The measurement of the

production polarization of J= mesons and other quarkonia provides a test of quarkonium

production models. The study of quarkonium production is important for understanding the

strong nuclear force between quarks. The strong force is one of the four known fundamental

forces, being responsible for binding quarks into hadrons and holding atomic nuclei together.

The polarization of centrally produced J= mesons has been measured over the trans-

verse momentum range 4 � 20 GeV=c , using an analysis of the angular distribution of

their decays to �+��. Decay length measurements made by CDF's silicon vertex detector

allowed the promptly produced J= mesons to be separated from those produced in B-

hadron decays. The prompt and B-decay polarization parameters, �P and �B , have both

been measured. The measured value of �P is positive at intermediate PT , but is consis-

tent with zero above 12 GeV=c , in apparent disagreement with predictions of the NRQCD

factorization formalism.

iii



Acknowledgements

Many people have helped and supported me during my time as a graduate student, and

I am glad to have a place to acknowledge them here. First and foremost is my supervisor,

Professor William Trischuk, who has taught me much of what I know about high-energy

physics. William's guidance and support have made this analysis and my Ph.D. possible.

I would also like to acknowledge all the rest of the Toronto CDF group, for it has been a

pleasure to work here. Particular thanks go to Andreas and Wendy (that's Dr. Warburton

and Dr. Taylor, now) for their help and guidance when I was starting out here. Professor

Pekka Sinervo has always given me valuable advice, and has shown me that there is such

a thing as a free lunch. Andrew Robinson has been a great oÆce-mate and the source of

many good conversations on topics inside and outside of physics.

I thank all of my colleagues in the CDF B-physics group with whom I have worked over

the past three years. I also thank everyone in the silicon testing group at Fermilab, where

I enjoyed doing my service work. Beyond these speci�c groups, all of the people who make

up the CDF collaboration deserve to be acknowledged for their hard work in creating and

running the experiment that made this analysis possible.

I acknowledge with gratitude the �nancial support I have received from the Natural

Sciences and Engineering Research Council of Canada, the University of Toronto Physics

Department, the Walter C. Sumner Foundation and the Alberta Heritage Scholarship Fund.

My �nal thanks go to my parents for their love and support.

iv



Contents

1 Introduction 1

1.1 A History of the Quark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Quantum Chromodynamics and Hadron Production . . . . . . . . . . . . . 6

1.3 Charmonium Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.4 Predictions for  Polarization . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.5 Dissertation Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Accelerator and Detector 23

2.1 The Fermilab Tevatron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 The CDF Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.1 Solenoid magnet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.2 Central tracking chamber . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.3 Silicon vertex detector . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.2.4 Vertex time projection chamber . . . . . . . . . . . . . . . . . . . . . 36

2.2.5 Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.2.6 Muon detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.2.7 Beam-beam counters . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.2.8 Data acquisition and trigger system . . . . . . . . . . . . . . . . . . 46

3 Data Sample and Event Selection 49

3.1 Run 1 of the Tevatron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Dimuon Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

v



3.2.1 Level 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.2 Level 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2.3 Level 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.3 Data Storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4 Event Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4 J= Polarization Analysis 63

4.1 The ct Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.1 Background �t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.2 Signal �t . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.1.3 ct �t results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Acceptance Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 Polarization Fit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3.1 Inclusive polarization �t . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3.2 Data analysis polarization �t . . . . . . . . . . . . . . . . . . . . . . 82

4.3.3 Monte Carlo experiments . . . . . . . . . . . . . . . . . . . . . . . . 85

4.4 Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.1 Prompt and B-fractions . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.2 Monte Carlo PT spectrum . . . . . . . . . . . . . . . . . . . . . . . . 90

4.4.3 Trigger eÆciency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.5 Polarization Fit Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5 Conclusion 99

5.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1.1 Prompt polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1.2 B-decay polarization . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2 Future Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

A The J= Angular Decay Distribution 105

A.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

vi



A.2 E�ect of the cos 2�� term . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

A.2.1 Measuring �1�1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

A.2.2 Shift in � . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

A.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

B SVXII/ISL Service Work 113

B.1 The CDFII Upgrade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

B.2 SVXII/ISL Production and Testing . . . . . . . . . . . . . . . . . . . . . . . 115

B.3 The Burn-In System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

C The CDF Run I Collaboration 121

Bibliography 126

vii



viii



List of Tables

1.1 The charmonium states and the known bottomonium states: only states

below the open-avour threshold are listed. . . . . . . . . . . . . . . . . . . 9

1.2 Values of some NRQCD matrix elements, �tted from CDF cross section data

and the  leptonic widths, from [45]. . . . . . . . . . . . . . . . . . . . . . . 15

2.1 Selected characteristics of the various calorimeters. . . . . . . . . . . . . . . 40

3.1 Muon PT requirements depend on the CFT bin used in the Level 2 trigger. 57

3.2 Dimuon mass signal and sideband windows for each P
J= 
T bin. . . . . . . . . 61

4.1 The ct background �t results, from the mass sidebands. . . . . . . . . . . . 72

4.2 The ct signal window �t results. . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.3 Fractions of prompt and B in short- and long-lived ct regions. . . . . . . . . 73

4.4 Fitted parameters for the P
J= 
T spectra used in acceptance Monte Carlo. . . 75

4.5 Results of the inclusive polarization �t applied to data. . . . . . . . . . . . 82

4.6 The eight Monte Carlo samples used in the data analysis polarization �t. . 83

4.7 The e�ect of B-fraction variation on �tted values of �. . . . . . . . . . . . . 91

4.8 ct requirements used to de�ne high-purity prompt and B-decay samples in

SVX data, for the PT comparison. . . . . . . . . . . . . . . . . . . . . . . . 91

4.9 Results of comparison between Monte Carlo and data PT spectra within each

PT bin. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.10 Shifts in � with shallower/steeper trigger simulation eÆciency curves. . . . 95

4.11 Results of the data analysis polarization �t. . . . . . . . . . . . . . . . . . . 96

A.1 Estimated values of q and R, �tted values of F and derived �� for prompt

production. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

ix



x



List of Figures

1.1 The three generations of quarks and leptons as weak isodoublets. . . . . . . 6

1.2 The bound charmonium states. . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Examples of  production in the Colour Singlet Model. . . . . . . . . . . . 13

1.4 Di�erential  production cross sections in p�p collisions, multiplied by the

branching ratio to �+��. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.5 Schematic diagram of gluon fragmentation to a c�c [8;3S1] pair, followed by

binding (the blob) into a  meson. . . . . . . . . . . . . . . . . . . . . . . . 18

1.6 An NRQCD factorization prediction for the polarization parameter � of di-

rectly produced  mesons, as a function of  transverse momentum. . . . . 20

2.1 An overview of the Fermilab accelerator complex. . . . . . . . . . . . . . . . 25

2.2 An isometric view of the CDF detector in Run 1, showing its axial and

forward/backward symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 One quadrant of the CDF detector in Run 1. . . . . . . . . . . . . . . . . . 29

2.4 A CTC endplate, showing the wire feedthrough slots for the cells in the nine

superlayers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.5 A typical J= ! �+�� candidate event reconstructed in the CTC, seen in

the plane transverse to the beamline. . . . . . . . . . . . . . . . . . . . . . . 33

2.6 An SVX barrel. Two such barrels constitute the SVX detector; the readout

ends are located furthest from the interaction point. . . . . . . . . . . . . . 37

2.7 An SVX layer 2 ladder with 4 SVX IC chips. . . . . . . . . . . . . . . . . . 38

2.8 Side view of two opposite octants of the VTX, showing the two primary

vertices in the event of Figure 2.5. . . . . . . . . . . . . . . . . . . . . . . . 39

xi



2.9 One wedge of the central calorimeter, showing the ten towers in �. . . . . . 42

2.10 Central muon coverage in pseudorapidity and azimuth. . . . . . . . . . . . . 44

2.11 Location of the central muon chambers. . . . . . . . . . . . . . . . . . . . . 45

2.12 A central muon module, consisting of four layers of four cells. . . . . . . . . 45

2.13 A CMU cell, showing the aluminum sheets and I-beams, G-10 spacers and

the steel sense wire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.1 Transverse momentum measurement in the Level 1 muon trigger. . . . . . . 51

3.2 Level 1 and 2 muon trigger eÆciencies in the CMU as functions of PT . . . . 52

3.3 A high PT track passing through an axial superlayer of the CTC. . . . . . . 53

3.4 Transverse decay length measurement in an inclusive B ! J= decay. . . . 59

3.5 The J= peak in the dimuon mass distribution, in eight P
J= 
T bins. . . . . . 62

4.1 The J= decay shown in its rest frame. . . . . . . . . . . . . . . . . . . . . 64

4.2 Reconstructed �c ! J=  decays in the J= data sample. . . . . . . . . . 66

4.3 Fitted prompt and B-decay ct distributions for the full PT range, shown over

a limited ct range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.4 The ct �t for the full PT range. . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.5 Parameterization of J= transverse momentum spectra. . . . . . . . . . . . 75

4.6 Distributions of cos �� in simulated unpolarized Run 1B sample. . . . . . . 77

4.7 Comparison of P
J= 
T distributions in data and Monte Carlo samples. . . . . 79

4.8 Comparison of yJ= distributions in data and Monte Carlo samples. . . . . 80

4.9 The polarization �t in the 8� 10 GeV=c bin. . . . . . . . . . . . . . . . . . 86

4.10 The polarization �t in the 12� 15 GeV=c bin. . . . . . . . . . . . . . . . . . 87

4.11 Pull distributions in each PT bin, from inclusive �ts in Monte Carlo experi-

ments with � = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.12 Prompt pull distributions from data analysis �ts in Monte Carlo experiments

with �P = 0:5 and �B = 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.13 The trigger eÆciency systematic uncertainty as a function of PT . . . . . . . 94

4.14 Polarization �t results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

A.1 Relative acceptance versus ��, over the PT range 4� 20 GeV=c . . . . . . . 108

xii



B.1 An end-view of an SVXII barrel, showing the �ve layers of silicon ladders

mounted on the bulkhead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

B.2 A isometric view of the layout of SVXII and ISL. . . . . . . . . . . . . . . . 115

B.3 Schematic of a small-angle stereo sensor. . . . . . . . . . . . . . . . . . . . . 118

xiii



xiv



Chapter 1

Introduction

As far as we know, all matter in the universe is made out of a few types of fundamental

particles, each with several properties but no measurable size. The science of particle physics

is the study of these elementary constituents of matter and the interactions between them.

The idea that matter consists of discrete microscopic parts, rather than being contin-

uous, has been around for a long time. However, de�nitive empirical evidence has only

accumulated within the past two hundred years. Dalton proposed the atomic hypothesis

soon after the beginning of the nineteenth century [1]. Since then the understanding of

atoms and their behaviour has grown and become essential to most areas of physics and

chemistry. Its importance has been succinctly described by the particle theorist Richard

Feynman:

If, in some cataclysm, all of scienti�c knowledge were to be destroyed, and only

one sentence passed on to the next generation of creatures, what statement

would contain the most information in the fewest words? I believe it is the

atomic hypothesis . . . that all things are made of atoms | little particles that

move around in perpetual motion, attracting each other when they are a little

distance apart, but repelling upon being squeezed into one another. [2]

Modern science has often used the successful strategy of breaking a complex system

into its component parts in order to understand it. Particle physics can be considered

the extreme case of this method. The atom was originally conceived of as the ultimate

1



2 Chapter 1. Introduction

particle, indivisible and unchanging, but over time experimentation revealed its internal

structure. By the time quantum mechanics was developed, atoms were known to consist of

a small, heavy, positively charged nucleus surrounded by a structured cloud of negatively

charged electrons. This concept is fundamental to much of chemistry and condensed-matter

physics. Subsequently, it was established that the atomic nucleus itself is an aggregation

containing two types of particle, the proton and the neutron. And the proton and neutron

are themselves composite particles, being composed of constituents known as quarks.

At present, quarks and leptons seem to be the ultimate particles of matter (the electron

is one of the leptons). They appear pointlike down to the limits of experimental resolu-

tion, on the order of 10�18 metres. The length scales at which quarks and leptons can be

studied are intimately linked to the energies at which they interact. As a particle's energy

increases, its quantum wavelength decreases, and it can \resolve" other particles at shorter

distances. This is in exact analogy to the superior resolution obtained with the shorter

wavelengths of an electron microscope when compared to an optical microscope. Since its

birth, experimental particle physics has been engaged in an ongoing e�ort to achieve higher

and higher energies in the laboratory, so that smaller distances may be probed. For this

reason, experimental particle physics has also come to be known as high energy physics.

This dissertation presents an analysis of the production of a particular bound state of

a charm quark and its antiquark, called the J= , in a high energy physics experiment.

Processes such as this yield insight into the nature of interactions between quarks. The

remainder of this chapter provides the background and motivation for the analysis. Subse-

quent chapters describe the experimental apparatus used, the data collected, the analysis

procedure and the interpretation of the results.

1.1 A History of the Quark

There is not room here for a comprehensive review of the history of particle physics, or even

for many details. This section therefore gives a brief overview, with an emphasis on bound

states and fundamental particles. A suitable year to date the start of particle physics is
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1895, with R�ontgen's discovery of x-rays [3]. The next two years saw Becquerel's discovery of

natural radioactivity in uranium [4], and Thompson's measurement of the charge-to-mass

ratio of the electron [5]. The �rst two discoveries provided evidence that atoms possess

internal structure. The third de�nitively established the electron as a particle.

The nature of the atom was clari�ed by Rutherford's series of experiments on the scatter-

ing of � and � particles on a wide variety of elements [6]. These experiments demonstrated

that most of an atom's mass is concentrated within a dense, charged nucleus which occu-

pies a very small fraction of the atom's volume. Rutherford later found that the nucleus

contained positively charged particles [7], which became known as protons. The discovery

of the neutron in 1932 [8] completed the picture of the atomic structure: a small nucleus

consisting of a number of protons and neutrons, surrounded by a cloud of electrons.

Naturally, the experimental study of the consituents of the atom was intimately con-

nected to the development of quantum mechanics and subsequently quantum �eld theory.

The Compton e�ect, the scattering of x-rays from atomic electrons, demonstrated that

light can behave like a particle [9]. Meanwhile the di�raction of electrons demonstrated

that matter particles can behave like waves [10]. The need soon arose for a satisfactory

theoretical description of systems in which both special relativity and quantum mechanics

are relevant. Quantum �eld theory combined the two, and predicted the existence of an-

tiparticles, of which the �rst to be discovered was the positron, in 1932 [11]. Quantum �eld

theory describes the forces between fundamental particles of matter (which are fermions,

having half-integer spin) as being mediated by speci�c bosons (which have integer spin).

A highly successful quantum �eld theory of the electromagnetic (EM) interaction called

Quantum Electrodynamics (QED) evolved during the 1920's to the 1940's. QED describes

the electromagnetic force between charged fermions as the exchange of photons, which are

quanta of EM radiation. By that time two other forces between subatomic particles had

been recognized. The strong force acts between nucleons (protons and neutrons) and is

responsible for nuclear binding. The weak force is responsible for certain types of particle

decays, such as nuclear �-decay.

During the 1940's, 50's and 60's a wide variety of unstable particles was discovered,



4 Chapter 1. Introduction

at �rst in cosmic ray experiments and later on in accelerator experiments. For each new

particle, physicists attempted to identify as many of its properties as possible, including its

mass, spin, charge, lifetime and modes of production and decay. An important distinction

arose between particles which feel the strong force (hadrons), and those which do not

(leptons). The electron is a lepton, as is its heavier counterpart the muon, and the neutrinos.

The hadrons can be subdivided into two categories based on their spin. The baryons are

fermions, whereas the mesons are bosons. The nucleons are the most familiar examples of

baryons. The �rst meson to be observed was the pion [12], which was identi�ed as the force

carrier between nucleons in Yukawa's theory of the strong nuclear interaction [13].

Another characteristic of hadrons which distinguished them from leptons was isospin.

Isospin is a symmetry between certain types of hadrons based on the mathematical group

SU(2), and was �rst suggested by Heisenberg [14]. Hadrons can be grouped into \isospin

multiplets" of one, two, three or more particles. Each member of the multiplet has an

almost identical mass, and exhibits similar behaviour in strong interactions. Some examples

of isospin multiplets are the nucleon doublet (p; n) and the pion triplet (�+; �0; ��).

The proliferation of new hadrons made a more detailed classi�cation scheme highly

desirable. In 1961 Gell-Mann and Ne'eman independently showed that hadrons could be

naturally classi�ed into \supermultiplets" | groups of baryons or mesons with the same

spin and parity and similar masses [15, 16]. Each supermultiplet contained several isospin

multiplets. The arrangement of hadrons within each supermultiplet displayed patterns

of charge, isospin and strangeness, based on the symmetry group SU(3). This formed the

beginning of the quark model, in which hadrons are pictured as bound states of fundamental

spin 1
2 particles known as quarks [17, 18]. Mesons are quark-antiquark bound states, and

baryons are states of three quarks. At the time, all of the known hadrons could be classi�ed

using three quarks, named \up", \down" and \strange". The up and down quarks had

nearly identical masses and formed an isospin doublet, which accounted for the occurence of

isospin multiplets among hadrons. The quantum numbers of a hadron could be understood

from the quantum numbers of the quarks and their angular momentum wavefunction. The

quarks were also required to possess new quantum property called colour. However, quarks
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only seemed to combine to form colourless states, and no free quarks were ever observed.

A series of deep-inelastic electron-proton scattering experiments at SLAC in the late

1960's and early 1970's provided evidence for the physical existence of quarks [19]. The

scaling of the proton structure functions indicated that the electrons were scattering o�

pointlike, charged objects within the proton [20, 21]. Around this time, a quantum �eld

theory of the strong interaction was also developing [22, 23]. It is now called Quantum

Chromodynamics (QCD), and incorporates quarks as its fundamental fermions. In QCD,

quarks interact via the exchange of spin 1 gauge bosons called gluons, which couple to the

colour of the quarks.

The announcement of the discovery of the fourth quark, \charm", in November 1974

had such an impact on the �eld of particle physics that it is often called the November

Revolution. The heavy J= meson was discovered independently by two experiments [24,

25]. The quark model succesfully explained the J= meson as a 3S1 bound state of a

charm quark and its antiquark. The subsequent observations of other c�c states, as well as

bound states of charm quarks with lighter quarks, provided strong evidence for the reality

of quarks. Furthermore, the charm quark �t naturally into the emerging scheme of fermion

generations. The �fth quark, \bottom", was discovered a few years later in a similiar

manner, in the form of the b�b state �(1S) [26]. Once again, a variety of bound states

involving the new quark were subsequently discovered.

Direct evidence for gluons �rst appeared in the observation of hadron production in

e+ e� annihilation [27]. A notable success of the quark model had been the prediction of

hadron production rates at e+ e� colliders, as a quark-antiquark pair can be produced from

a virtual photon. The quark and antiquark typically manifest themselves as two collimated

\jets" of hadrons, emerging back-to-back from the collision point. However, in some events

three jets were observed, and the third jet was consistent with a gluon, having been radiated

from the quark or the antiquark.

The modern theory of fundamental particles and forces is known as the Standard Model.

It encompasses quantum �eld theories of the strong, weak and electromagnetic forces, and

organizes the fundamental fermions into three generations each of quarks and leptons. They
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Figure 1.1: The three generations of quarks and leptons as weak isodoublets. T3 is weak

isospin and the L subscripts denote the left-handed helicity state. The primed d0, s0 and b0

denote weak interaction eigenstates, related to the mass eigenstates d, s and b by the CKM

matrix.

are listed in Figure 1.1 in the standard format of left-handed weak isodoublets. (This

format is due to the symmetry of the weak force, whose gauge bosons couple to fermions

with helicity �1
2 . Helicity is the projection of a particle's spin onto its momentum.) The

discovery of the top quark in 1995 [28] completed the third generation of quarks. The list

of fundamental fermions appears complete, and QCD is �rmly established.

1.2 Quantum Chromodynamics and Hadron Production

Like the precisely tested QED and Electroweak theories, QCD is a local gauge �eld theory.

It is based on the colour SU(3) symmetry. Quarks are colour triplets, having three com-

ponents of colour, denoted red, green and blue. Antiquarks meanwhile possess three types

of analogous anticolour. In terms of group theory, quarks and antiquarks transform respec-

tively under the three-dimensional 3 and �3 representations of the gauge group SU(3). The

gauge bosons of the theory are the gluons, which couple to colour. Gluons themselves are

colour octets, transforming under the eight-dimensional representation 8 of SU(3). Since

they carry colour, gluons can interact among themselves as the weak vector bosons do.

However, like the photon, they are massless.

The six avours of quarks have a wide range of masses, varying from well under 1

GeV=c2 for the up, down and strange quarks to about 175 GeV=c2 for the top quark. Up,

down and strange are called light quarks, while charm, bottom and top are called heavy



1.2. Quantum Chromodynamics and Hadron Production 7

quarks, for reasons which will become evident below. The strong force acts on quarks in-

dependently of their avour, although their di�erent masses result in di�erent behaviours.

Quarks appear pointlike at the scale of � 10�18 m, the current limit of experimental reso-

lution [29].

Quarks and gluons have never been observed as free particles. This fact is included in

QCD as the \colour con�nement" hypothesis, which states that naturally occuring states

are all colourless. Therefore q�q and qqq states are allowed because the individual quark

colours may combine to form a colour singlet state, whereas qq states, for example, are

not1. Colour may seem more like a mathematical convenience than a genuine property (it

was originally introduced to save the Pauli exclusion principle in certain baryons), but its

existence is con�rmed by a wide variety of experimental evidence [31]. The strong force

between hadrons, such as nucleons in a nucleus, is somewhat di�erent from the strong

force between quarks, because hadrons are colourless. It is understood as being carried by

colourless mesons, such as the pion, and may be thought of as a \residual" strong force.

In weakly bound systems (hydrogen, for example) the components may be separated if

suÆcient energy is added, for example in the form of a collision. However, in QCD bound

systems, it is generally understood that the binding force is too strong for this to occur,

regardless of the amount of energy added. If a hadron is struck hard, the constituent quarks

do not simply come free. Rather, additional q�q pairs are generated from the colour �eld,

and recombine to form more hadrons. This process of generating q�q pairs in energetic strong

interactions is central to models of hadron production.

The strength of the quark-gluon and gluon-gluon couplings are parameterized by the

strong coupling constant �s, analogous to the electromagnetic coupling constant �. The

value of �s depends on the energy scale of the process being studied, a characteristic known

as \running". At low energies, E <
� 1 GeV, the coupling is so strong that perturbation

theory breaks down2. At higher energies �s decreases, becoming small enough for pertur-

bation theory to be applied reliably. For example, �s(MZ) ' 0:12. This decrease in �s

1Colourless bound states of gluons may exist, although no candidates have yet been con�rmed [30].
2One might say that �s ! 1, but it cannot actually be measured in the nonperturbative regime.
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implies that in the limit of very high energies quarks behave as free particles, a property

known as asympototic freedom. In general, perturbative QCD succesfully describes strong

interactions in high energy collisions produced at modern particle colliders.

However, the understanding of strong dynamics at low energies remains a major chal-

lenge for particle physics. With perturbation theory unavailable, a variety of theoretical

models must be applied to di�erent situations. For example, the original quark model is

very useful in classifying hadrons and understanding their quantum numbers. However, it

does not include any dynamics and therefore is not able to predict quantities such as masses

or scattering cross sections. Meanwhile, several models exist to deal with the process of

hadronization, the evolution of a single energetic quark or gluon into a jet of hadrons. These

models can be tested in the study of jet production at collider experiments.

The heavy charm and bottom quarks are valuable to the study of QCD because their

masses, on the order of 1.5 GeV=c2 and 4.5 GeV=c2 respectively, are large enough for per-

turbation theory to be at least somewhat applicable3. The best-understood hadrons are the

\quarkonia" states, c�c and b�b. These are to some extent nonrelativistic systems, and so are

analogous to electromagnetically bound systems like hydrogen or positronium. Quarkonia

may thus be modeled as a quark and an antiquark moving in a central potential, leaving the

form of the potential to be �tted to data [32]. Table 1.1 lists the masses and other properties

of the bound quarkonium states, and Figure 1.2 shows the energy levels of charmonium. In

this context, \bound" refers to states with mass below the open-avour threshold: 2mD for

charmonia and 2mB for bottomonia. In general, states above this threshold decay rapidly

to DD (or BB) and are not so amenable to study as the bound states.

The value of �s has been measured in �(1S) decays to be �s(M�(1S)) = 0:16�0:01 [33].
At the J= mass, it is estimated that �s(MJ= ) ' 0:25 [34]. These values can be used to

estimate the quark velocities in the potential model, yielding v2c ' 0:3 for charmonia and

v2b ' 0:1 for bottomonia4. The nonrelativistic approximation is evidently not very accurate

for charmonia, but is useful nonetheless.

3This is true of the top quark as well, however bound top states are not available for study: top quarks
decay too quickly to form bound states.

4Velocities are quoted in natural units where the speed of light is de�ned to be c � 1.
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Table 1.1: The charmonium states and the known bottomonium states: only states below

the open-avour threshold are listed. The column (n 2S+1LJ) lists the standard spectrosopic

notation of principal quantum number and angular momenta. The column JPC lists the

values of spin, parity and charge-parity.

Name Quark content n 2S+1LJ Mass (GeV=c2 ) JPC

�c c�c 1 1S0 2.980 0�+

J= c�c 1 3S1 3.097 1��

�c0 , �c1 , �c2 c�c 1 3P0;1;2 3.417, 3.510, 3.556 0++, 1++, 2++

hc c�c 1 1P1 3.523 1+�

�c(2S) c�c 2 1S0 3.594 0�+

 (2S) c�c 2 3S1 3.686 1��

�(1S) b�b 1 3S1 9.460 1��

�b0 , �b1 , �b2(1P ) b�b 1 3P0;1;2 9.860, 9.982, 9.913 0++, 1++, 2++

�(2S) b�b 2 3S1 10.023 1��

�b0 , �b1 , �b2(2P ) b�b 2 3P0;1;2 10.232, 10.255, 10.269 0++, 1++, 2++

�(3S) b�b 3 3S1 10.355 1��
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Figure 1.2: The bound charmonium states. The �c(2S) and hc(1P ) mesons have only been

tentatively identi�ed. Arrows denote some common transitions between states.

The production of heavy quarks in high-energy particle collisions is an active �eld of

research. Perturbative QCD can be used to make predictions of inclusive heavy avour

production, i.e. charm, bottom and top production [35]. Provided the colliding beam par-

ticles have suÆcient energy, heavy quarks may be produced in a variety of collisions, for

example at e+e�, ep and p�p colliders. The highest energies are currently attained in p�p

collisions, where heavy quark pairs are produced by q�q and gg interactions between the

components of the proton and antiproton. At high energies, due to asymptotic freedom

the incoming hadrons behave approximately as beams of independent quarks and gluons.

The momentum distributions of the quarks and gluons within a hadron are characterized

by a set of measured parton distribution functions, which depend on the energy scale of

the production process. The inclusive heavy quark production cross section thus depends

on the parton distribution functions and the amplitudes for q�q and gg collisions to produce

heavy quarks.

The production cross sections for a particular hadron, such as the J= meson studied in

this dissertation, in various collider environments may also be predicted and measured. The
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study of quarkonium production in high-energy collisions is useful because it involves QCD

processes at di�erent energy scales. First, the heavy quark-antiquark pair is produced in an

energetic collision, then the pair binds together into a quarkonium state. If the energy scales

of these two steps di�er suÆciently, the cross section for the production of a quarkonium

meson H may factor into two parts: 1) the cross section for inclusive production of the

heavy quark pair QQ, which can be calculated perturbatively, and 2) the probability for

the QQ pair to evolve into the bound state H, which must be modeled. The technique of

separating a production process into two stages is formally known as factorization [35] and

is central to QCD calculations of high-energy collisions. The validity of the factorization

of the quarkonium production cross section depends on the energy scales and interactions

involved in the two steps, and must ultimately be tested experimentally.

1.3 Charmonium Production

There are three widely known approaches to describing the evolution of a heavy quark-

antiquark pair into a bound state. These approaches, listed below, deal with the probability

for a QQ pair produced in a particular colour and angular momentum state to form a

particular quarkonium meson. If factorization is valid, these probabilities are independent

of the QQ production process. For example, charmonium production is studied in several

experimental environments including Z0 decays, B-hadron decays, ep collisions, p�p collisions

and �xed target hadron experiments. While the perturbative c�c production cross section is

di�erent for each process, the subsequent binding process is the same, provided factorization

holds.

The Colour Evaporation Model (CEM) [36] is a relatively simple model, in which there

is no correlation of colour and angular momentum quantum numbers between the initial

QQ state and the �nal quarkonium state. It is assumed that soft gluon emission during

the binding process alters the quantum numbers to arrive at the appropriate �nal state.

Thus any c�c pair with invariant mass between 2mc and the open avour threshold 2mD

will form a charmonium state. There is a �xed probability to form each quarkonium state,
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so the CEM predicts that the ratio of quarkonia cross sections (for example �J= : � (2S)

or ��c1 : ��c2) is the same for any production process. However, the actual values are not

predicted and must be measured experimentally.

The Colour Singlet Model (CSM)5 takes the opposite approach, assuming that each

quarkonium state can only be produced by a QQ pair in the same colour and angular

momentum state as that quarkonium. Therefore a J= meson, for example, can only be

derived from a c�c pair created in a 3S1 colour-singlet state. The attractive feature of the

CSM is that it makes de�nite quantitative predictions for production cross sections, because

the binding probability is related to the quarkonium wavefunction from the potential model

introduced previously. In the potential model, the amplitude for the quark and antiquark

to overlap, R(0), is related to the quarkonium decay width6. For example, R (0) (where  

stands for J= or  (2S) as appropriate) can be measured in leptonic  decays:

�( ! e+e�) ' 4�2s
9m2

c

jR (0)j2 (1.1)

The derived value of jR (0)j2 then appears in the CSM formula for inclusive  production:

d�( +X) = d�̂(c�c [1;3S1] +X) � jR (0)j2 (1.2)

Here d�̂(c�c [1;3S1] + X) is the inclusive cross section for producing the c�c in the correct

[1;3S1] state
7, which is calculated perturbatively.

One of the important predictions of the Colour Singlet Model concerns the di�erential

production cross sections versus transverse momentum in high-energy hadronic collisions.

The transverse momentum of a produced particle is de�ned as PT � P sin �, where � is

the polar angle with respect to the beam direction. It is a natural quantity to measure at

a collider, because high-PT particles are well separated from the remnants of the colliding

beams. Various perturbative processes contribute to the total cross section, two of which are

shown in Figure 1.3. The leading order process in �s is expected to dominate at lower PT .

It is an example of a \fusion" process, in which the quarkonium is produced in the collision

5Some references for the CSM can be found in [37], which reviews all the production models discussed
here.

6For P -wave quarkonia the �rst derivative of R at the origin is used, and so on for higher-L states.
7The 1 denotes the colour singlet state. A colour octet state would be written 8.
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(a)

ψ

(b)

ψ

Figure 1.3: Examples of  production in the Colour Singlet Model. The leading order

diagram is shown in (a) and occurs at order �3s; it is a two-gluon fusion process. The large

\blob" vertex represents the nonperturbative binding process; the c�c pair entering the blob

must be in a [1;3S1] state. A gluon fragmentation diagram is shown in (b). In both cases

an outgoing gluon balances the transverse momentum of the  meson.

of two incoming partons. At higher PT , on the other hand, \fragmentation" processes are

expected to dominate due to their shallower PT dependence [38]. Fragmentation refers to

the production of a quarkonium meson in the jet produced by a single high PT particle. As

will be discussed below, the measured cross sections disagree with CSM predictions, being

signi�cantly higher.

The third and most sophisticated theoretical approach to quarkonium production is

known as the NRQCD factorization formalism8 [39]. Nonrelativistic QCD (NRQCD) [40]

is an e�ective �eld theory [41] which treats quarkonium as an approximately nonrelativistic

system. NRQCD makes systematic corrections to this approximation using an expansion

series in v, the velocity of the heavy quark in the quarkonium rest frame. When applied

to production, this implies that QQ pairs produced with one set of quantum numbers can

evolve into a quarkonium state with di�erent quantum numbers, by emitting low energy

gluons. The probabilities of such transitions are suppressed by speci�c powers of v. This is

in contrast to the CSM, in which such transitions have zero probability.

The NRQCD factorized cross section for inclusive production of a quarkonium state H

8Sometimes the phrase \Colour Octet Model" (COM) is encountered when colour-octet mechanisms are
considered. However, the COM lacks the formal organization of energy scales that NRQCD provides.
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has the form:

d�(H +X) =
X
n

d�̂(QQ[n] +X) � hOH
n i (1.3)

Here d�̂ is the inclusive cross section for producing a QQ pair in the colour and angular

momentum state n, with \small" relative velocity9. The number hOH
n i is known as the

\matrix element" for the transition of a QQ pair in state [n] to the quarkonium H along

with light hadrons whose energies in the rest frame of H are of ordermQv
2
Q [37]. The matrix

elements are dimensionful quantities, so powers of mQ are understood in the denominator

of Equation 1.3 to cancel the dimensions properly. NRQCD cannot predict the exact values

of the matrix elements, but it can estimate their order of magnitude: it predicts that each

matrix element is proportional to a speci�c power of v.

The matrix elements are formally de�ned in NRQCD, although a full discussion of this

is well beyond the scope of this thesis. They have the form [39]

hOH
n i = h0j �y Kn  (ayHaH)  

y K0
n � j0i (1.4)

where  and � are Pauli spinor operators which destroy heavy quarks and create heavy an-

tiquarks respectively. The operator aH creates the quarkonium10 along with light hadrons.

The factor Kn contains colour and spin matrices and covariant derivatives, depending on

the quantum numbers in n. Equation 1.4 is therefore describing a projection of a QQ pair

onto a quarkonium state. Although there is an unlimited number of matrix elements with

various values of n, in practice only those at lowest order in v are considered. This can be

illustrated by the expansion in powers of v of the Fock state of the J= meson:

jJ= i = O(1) jc�c[1;3S1]i + O(v) jc�c[8;3PJ ]gi + O(v2) jc�c[8;1S0]gi

+ O(v2) jc�c[(1; 8);3S1]ggi + O(v2) jc�c[(1; 8);3DJ ]ggi + � � � (1.5)

The velocity scaling of a particular matrix elements depends on the scaling of the related

term in this expansion. Only those matrix elements at small powers of v are included in

calculations.

9In calculating d�̂, the relative velocity of the quark and antiquark is restricted to suÆciently small
values, of order v or less, that they will not move apart and hadronize separately.

10Note that aH as written here implies a sum over helicity states, which must instead be separated when
considering polarization.
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Table 1.2: Values of some NRQCD matrix elements, �tted from CDF cross section data and

the  leptonic widths, from [45]. The expected scaling orders in quark mass and velocity

from NRQCD rules are also listed. The relative weightings of the matrix elements hO 
8 (

1S0)i
and hO 

8 (
3P0)i are chosen to be rJ= = 3:47 and r (2S) = 2:56 on phenomenological grounds.

Matrix element J= value (GeV3)  (2S) value (GeV3) Scaling order

hO 
1 (

3S1)i (7:6� 0:5)� 10�1 (4:4� 0:4)� 10�1 m3
cv

3
c

hO 
8 (

3S1)i (3:9� 0:6)� 10�3 (6:2� 1:0)� 10�3 m3
cv

7
c

1

3
hO 

8 (
1S0)i+

r
3m2

c

hO 
8 (

3P0)i (2:2� 0:2)� 10�2 (0:6� 0:2)� 10�2 m3
cv

7
c

The leading order (in v) matrix element for  production is hO 
1 (

3S1)i, which corre-

sponds to the CSM case: the c�c pair is produced in a [1;3S1] state. In NRQCD this matrix

element is of order v3c , and its value can be measured from the J= leptonic decay width,

in analogy with Equation 1.1. The next matrix elements involve colour octet initial states

and occur at order v7c ; they are hOJ= 
8 (3PJ )i, hOJ= 

8 (1S0)i and hOJ= 
8 (3S1)i. Their values

have been �tted from production cross sections in p�p collisions, as have analogous matrix

elements for other quarkonia [42, 43, 44, 45]. The short-distance cross section d�̂ associated

with each matrix element has a certain PT dependence, so the matrix elements can be �tted

to the observed PT spectrum. The matrix elements hOJ= 
8 (1S0)i and hOJ= 

8 (3PJ)i cannot be
separately determined because their cross sections have the same PT dependence, so their

weighted sum is �tted. NRQCD spin symmetry relations, in this case

hO 
8 (

3PJ )i = (2J + 1) � hO 
8 (

3P0)i (1.6)

are used to reduce the number of free parameters in the �ts [46]. Table 1.2 lists one set of

recently derived values for the above matrix elements.

If the above formalism is valid, then any J= production process should yield the same

�tted values for the matrix elements11. This universality may however be limited in certain

regions of phase space [47] and by the details of the soft gluon emission process [48]. The

attempt to understand quarkonium production in all types of experimental environments

11NRQCD can also be applied to quarkonium decays, with di�erent but related matrix elements [39].
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in the NRQCD framework is an ongoing one.

In high-energy p�p collisions, there are three distinct types of charmonium production.

The �rst is the type discussed above, in which the meson is produced in the collision of

the proton and antiproton. This is called direct production. The second is in the decay of

heavier charmonia, for example the production of a J= meson in the decay of a �c or  (2S)

meson, and is known as feeddown. The third, B-decay, is in the weak decay of b-avoured

hadrons: B+, B0, B0
S , �b and their antiparticles. This third type is distinguished from the

�rst two by the relatively long lifetime of B-hadrons, about 1.5 ps. The decay vertex of a

B-hadron is usually far enough from the primary p�p interaction point to be identi�ed as a

displaced secondary vertex12. The �rst two types of charmonium production occur at the

primary interaction point and are collectively known as prompt production.

The production cross sections of several quarkonia in high-energy p�p collisions have

been measured within the past �ve years by the Collider Detector at Fermilab (CDF)

collaboration at the Fermilab Tevatron [49, 50, 51]. The measured di�erential cross sections

d�=dPT for direct J= and  (2S) production are of particular signi�cance. The direct cross

section has been experimentally separated from those of feeddown and B-decay13. The

measured cross sections are shown in Figure 1.4. The direct cross sections disagree with

CSM predictions, being on the order of �fty times larger for both the J= and  (2S). This

has e�ectively ended consideration of the CSM as a plausible model.

The NRQCD factorization formalism meanwhile uses the measured cross sections to �t

for the relevant matrix elements hO 
8 (

3PJ )i, hO 
8 (

1S0)i and hO 
8 (

3S1)i. The �t to the data
is acceptable in shape and obtains values reasonably consistent with the expected powers

of v. At high PT (PT � mc) the dominant process in NRQCD is the fragmentation of a

single gluon to a c�c pair in a [8;3S1] state [52]. This process is illustrated in Figure 1.5. In

comparison to the colour singlet fragmentation process in Figure 1.3(b), this occurs at a

higher order of vc (v
7
c versus v

3
c ) but at a lower order of �s (�

3
s versus �

5
s). Thus it is indeed

12A sequential decay such as B ! �c ! J= is classi�ed as B-decay, not feeddown, because it occurs at
a displaced vertex.

13Since the  (2S) is the heaviest bound c�c state, it has no feeddown: all prompt  (2S) production is
direct.
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Figure 1.4: Di�erential  production cross sections in p�p collisions, multiplied by the branch-

ing ratio to �+��. CDF measurements (points) are compared with CSM predictions (lines).

Left plot: prompt J= and  (2S) production (the J= prediction is the higher of the two

curves). Right plot: separated sources of prompt J= production (lower line is direct CSM

prediction, upper line is J= from �c prediction, with colour octet mechanisms included).

From [50] and [51].
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ψ3S1
(8)

Figure 1.5: Schematic diagram of gluon fragmentation to a c�c [8;3S1] pair, followed by

binding (the blob) into a  meson. Light hadrons with low energies may also be emitted

during the binding but are not shown. The fragmenting gluon could also be produced by

other perturbative QCD processes.

plausible that the colour octet process could explain the observed direct cross sections.

1.4 Predictions for  Polarization

This explanation of the CDF measurements has lead to a striking prediction concerning  

polarization in p�p collisions, which may be tested experimentally. As  mesons are spin 1

particles, they may possess transverse polarization (helicity �1), longitudinal polarization
(helicity 0), or some combination of the two. The NRQCD factorization formalism predicts

that at high PT , directly produced  mesons are mostly transversely polarized. References

[43, 53, 54, 55, 56, 57] document the introduction and re�nement of this prediction. It

derives from the expected dominance of the gluon fragmentation mechanism to c�c [8;3S1].

For PT � m , the fragmenting gluon is almost on shell, and is therefore transversely

polarized, up to corrections of order m2
 =E

2 [53]. The c�c pair inherits this polarization, and

NRQCD predicts that the binding process will preserve the polarization as the  meson

forms.

In contrast, the Colour Evaporation Model assumes that those processes of soft gluon

emission in which a quark spin ips are unsuppressed. Thus any spin alignment of the c�c pair
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is lost in the binding process, and the  mesons are predicted to be produced unpolarized

in all experiments [36].

The polarization of  mesons determines their angular decay distributions. In the case of

leptonic decays, e+e� and �+��, the decay angle of interest lies between the positive lepton

momentum in the  rest frame and the  momentum in the hadronic (p�p) centre-of-mass

frame. This angle, referred to as ��, has the distribution

d�

d cos ��
/ 3

2(� + 3)
(1 + � cos2 ��) (1.7)

where the variable � is known as the polarization parameter. Fully transverse polarization

is characterized by � = +1 and fully longitudinal polarization by � = �1. Values in

between correspond to mixtures, with � = 0 denoting no polarization (and an isotropic

cos �� distribution). Quantitative predictions for the dependence of � on PT have been

made for direct  production [43, 56, 57]. One typical prediction is shown in Figure 1.6.

All predictions display an increase in � at high PT . However, several e�ects are taken into

account which reduce � below +1. Firstly, gluon fragmentation to the 3S1 colour octet

state is not the only type of production; other matrix elements contribute, especially in

the lower PT range where fragmentation does not dominate. Some of these channels, such

as those with the 1S0 intermediate state, do not yield polarized charmonia. Secondly, the

fragmenting gluons are o�-shell and are thus not completely transverse. Thirdly, there are

contributions to the fragmentation process at higher orders in �s which may alter the spin

con�guration of the c�c pair [55]. Lastly, the binding process may not perfectly preserve

the c�c spin alignment; in NRQCD there are spin-symmetry breaking mechanisms which are

suppressed by the order of v4 relative to the leading-order processes [55].

Predictions for �(PT ) are generally very similar or identical for direct J= and direct

 (2S) production. Slight di�erences may arise from the di�erent J= and  (2S) matrix

elements used in the prediction, which are usually �tted from data on d�=dPT . The general

prediction of increasing transverse polarization also applies to � production at PT � m�,

but very few � mesons are produced at such high transverse momentum. The NRQCD

factorization formalism has also been applied to �c [57] and �b [58] polarization, but these
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Figure 1.6: An NRQCD factorization prediction for the polarization parameter � of di-

rectly produced  mesons, as a function of  transverse momentum. The line denotes

the hO 
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3S1)i mechanism alone; the shaded band includes other mechanisms as well as

theoretical uncertainties from the matrix element values. From [43].
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quantities are rather more diÆcult to measure.

1.5 Dissertation Overview

This dissertation describes the measurement of the polarization of J= mesons produced in

p�p collisions at a centre-of-mass energy of 1.8 TeV. (This measurement has been submit-

ted for publication [59].) The collisions were produced by the Tevatron proton-antiproton

collider, located at Fermi National Accelerator Laboratory in Batavia, Illinois, U.S.A. The

collision data was collected by the Collider Detector at Fermilab (CDF), which is one of the

two detectors operating at the Tevatron.

Chapter 2 describes CDF and the Tevatron in detail. Chapter 3 describes the data

sample used to perform this analysis. It is worth noting that other 3S1 quarkonia, such as the

 (2S) and �(1S) mesons can also be (and have been) analyzed for polarization. The  (2S)

has the advantage of an absence of feeddown, while the �(1S) has no contamination from

B-decay. However, the advantage of the J= analysis is the large number of J= ! �+��

decays recorded by CDF. The number of events in the J= data sample numbers in the

hundreds of thousands, which is necessary for good statistical precision.

In Chapter 4 the details of the polarization analysis are described. The angular distri-

bution of the muons in the J= decays is used to measure the polarization. Furthermore,

the polarization of promptly produced J= mesons is separated from the polarization of

those produced in B-hadron decays, using measured J= decay lengths.

Chapter 5 compares the measurement with theoretical predictions, attempts to draw

some conclusions, and considers the possibilities for similar measurements in the future.

The three appendices contain a discussion of the J= decay angle distribution, a brief

description of my contribution to the CDF Run 2 upgrade, and the CDF author list.
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Chapter 2

Accelerator and Detector

A particle accelerator and a detector together form the basis of a high energy physics

experiment. The types of particles accelerated, and the energy which they attain, determine

what areas of particle physics can be studied. During the 1970's, both CERN1 and Fermilab2

began to develop high energy proton-antiproton colliders. These machines are synchrotrons

[60] in which counter-rotating p and �p beams are accelerated in the same set of magnets

and collide head-on [61, 62]. In these collisions, due to their composite nature, the proton

and antiproton behave much like collections of quarks and gluons with a broad spectrum

of energies. A wide variety of hard interactions are thus possible, but only a fraction of the

total p�p centre-of-mass energy is available for each interaction. Protons are nevertheless

the particle of choice for the highest-energy accelerators, since they lose far less energy to

synchrotron radiation than do electrons.

At the same time, work began on a Collider Detector Facility (the original name of

CDF) to record the collisions produced by the new Fermilab machine. CDF was designed

to observe the variety of event signatures produced by hard parton-parton collisions, such

as jets, high PT muons and electrons, and the missing transverse energy characteristic of

neutrinos. This chapter describes CDF and the Tevatron as they were con�gured during

1992-95, when the data for this analysis was recorded.

1CERN is the European laboratory for nuclear and particle physics research, and is located in Geneva,
Switzerland.

2The Fermi National Accelerator Laboratory, located in Batavia IL, U.S.A.

23



24 Chapter 2. Accelerator and Detector

2.1 The Fermilab Tevatron

The Tevatron is a superconducting synchrotron and is at present the highest energy particle

collider in the world. It operates with proton and antiproton beams of 900 GeV each, for a

total centre-of-mass energy of
p
s = 1:8 TeV. The �rst p�p collisions were produced in 1985,

and the �rst data run took place in 1987. During Run 1 in 1992-96 the Tevatron operated

at luminosities in the range (2� 27) � 1030 cm�2s�1 [63].

A series of lower energy accelerators is responsible for providing proton and antiproton

beams for injection into the Tevatron [64]. Figure 2.1 shows the layout of the accelerators

at Fermilab. The acceleration process begins in the Pre-Accelerator, where protons are

obtained from hydrogen gas and converted into H� ions in an ion source. A Cockcroft-

Walton [65] power supply generates a 750 kV potential di�erence, which accelerates the

ions into a linear accelerator (Linac). At the core of the Linac is a 175 metre long series

of copper drift tubes. A radiofrequency potential di�erence is applied to alternating tubes,

such that the ions are accelerated each time they traverse a gap between tubes. At the end

of the Linac, the ion beam has a kinetic energy of 400 MeV3. At this point, before reaching

the next machine, the ions pass through a carbon foil which strips both the electrons from

the proton.

The next accelerator in the process is an alternating gradient synchrotron [66] called

the Booster. It has a radius of 75 metres and raises the proton energy to 8 GeV. The

Booster is \rapid cycling", completing its acceleration cycle at a rate of 15 Hz, and loads

twelve proton bunches at a time into the Main Ring. The Main Ring, a synchrotron 1

km in radius, was the original major accelerator at Fermilab. It contains over 1000 dipole,

quadrupole and correcting magnets. Six straight sections contain the beam injection and

transfer lines, experimental areas and radio frequency (RF) accelerating cavities. The Main

Ring accelerates protons to 150 GeV and then transfers them into the Tevatron.

Antiproton production [67] is accomplished by extracting 120 GeV protons from the

Main Ring and directing them onto a nickel target4. Antiprotons produced in the resulting

3Prior to an upgrade in 1993 the Linac energy was 200 MeV.
4Copper and rhenium targets have also been used.
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Figure 2.1: An overview of the Fermilab accelerator complex. The Main Ring and Tevatron

occupy the same tunnel; they are not drawn to scale here.
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proton-nucleus collisions are focused using a cylindrical lithium lens carrying a pulsed 0.4

MA axial current. They enter the Debuncher [68], a storage ring similar in size to the

Booster. The Debuncher changes the bunches of antiprotons into a smooth beam, in e�ect

exchanging the spread in antiproton energies for a spread in time. It then reduces the beam

emittance using the process of stochastic cooling [69], making the antiproton beam suitable

for eÆcient extraction and acceleration. The antiprotons are transferred to the Accumulator

Ring [70], concentric with the Debuncher, where successive injections are stacked together

and cooled further. The kinetic energy in both rings is 8 GeV. The Accumulator typically

stores antiprotons at a rate of about 7�1010 per hour [71]. The antiproton production rate

is a signi�cant limiting factor on the luminosity of the Tevatron.

The Tevatron [72] is located in the same tunnel as the Main Ring, directly underneath it.

The layout of the magnet lattice is similar to the Main Ring, but the magnet coils are made

from superconducting NbTi [73] cooled to 4.6 K using liquid helium. The dipole magnets

achieve a bending �eld of 4.4 Tesla. The Tevatron possesses eight RF cavities which operate

at 53 MHz, the same frequency as the Main Ring cavities. Four of the eight cavities add 1/3

MeV each to the proton energy per pass, and the other four do the same for the antiprotons.

The Tevatron can operate either in �xed-target mode, providing proton beams up to 800

GeV, or as a proton-antiproton collider. For the latter, the Tevatron is �rst �lled with six

proton bunches circulating clockwise. When suÆcient numbers of antiprotons have built

up in the Accumulator, they are transferred to the Main Ring, accelerated to 150 GeV and

injected into the Tevatron in six bunches circulating counterclockwise. A bunch typically

contains 2:5� 1011 protons or 7:5� 1010 antiprotons [71]. Both beams are then accelerated

up to 900 GeV. At the B0 and D0 sections of the ring, where the CDF and D0 detectors

are located, the beams are focused down to small diameter by low-� quadrupole magnets.

The bunches cross at these collision points once every 3.5 �s. The beams circulate and

the detectors take data for several hours, until the luminosity drops o� and new antiproton

bunches are ready, whereupon the process starts over.
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Figure 2.2: An isometric view of the CDF detector in Run 1, showing its axial and for-

ward/backward symmetry. The detector stands about 10 metres high and 26 metres long.

The cutaway view shows the interior of the detector.

2.2 The CDF Detector

The Collider Detector at Fermilab (CDF) is the product of many years of work by several

hundred people. It represents in many ways a typical modern detector design [74]. The pur-

pose of the detector is to surround the p�p interaction point and measure the four-momenta

and identity of individual particles and jets. However, because of the geometry of the col-

liding beams, it is not possible to provide complete (4� steradian) solid angular coverage

around the interaction point. Rather, the emphasis is on central coverage, extending as far

forward in pseudorapidity as is practical. In collider detector terms, \central" refers to the

direction orthogonal to the beamline, whereas \forward" implies small angles with respect

to the beamline. Therefore the central region is around � ' 90Æ, where � is the polar angle

with respect to the proton beam direction. For physical reasons, pseudorapidity is more

commonly used than polar angle: it is de�ned as � � � ln(tan �=2).

CDF is arranged in a cylindrical geometry, therefore it is both axially and forward-

backward symmetric (see Figure 2.2). Construction began in the early 1980's, and it was

�rst operated in 1985 and again in 1987-89. Reference [75] gives an overview of the detector
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at that time. CDF consists of a series of particle detection systems arranged concentrically

around the beamline. Figure 2.3 shows the layout of these systems in detail. The Central

Tracking Chamber (CTC) is a drift chamber used for charged particle tracking in three

dimensions, and is located inside a solenoidal magnet which provides a 1.4 T magnetic

�eld. Interior to the CTC is a time projection chamber used to identify p�p collision vertices.

Outside the solenoid is a set of calorimeters, covering the central, intermediate and forward

regions of pseudorapidity. Finally, drift chambers for muon identi�cation are located outside

the calorimeters, in the central and forward regions. The entire apparatus weighs about

5000 tons. It is situated in an assembly hall for maintenance, and moved into path of the

Tevatron in the collision hall for taking data. A three level trigger system selects events for

readout by a data acquisition system, and data is stored on magnetic tape.

For Run 1 of the Tevatron in 1992, the detector received several upgrades. These in-

cluded a silicon microvertex detector, a new vertex time projection chamber and extensions

to the muon system. This brought the total number of readout channels in CDF to about

150,000. The sections below describe the detector in its Run 1 con�guration. The systems

used in this analysis | the CTC, the silicon vertex detector and the central muon chambers

| are covered in the most detail. (As a point of interest, it is worth mentioning that CDF

is currently undergoing further upgrades for Run 2 in 2001.)

2.2.1 Solenoid magnet

CDF is at heart a magnetic spectrometer, so naturally the �rst part to describe is the

magnet. It is a superconducting solenoid 4.80 m in length and 2.97 m in inner diameter [77],

oriented along the beamline. All of the tracking systems are located interior to the solenoid.

The axial magnetic �eld causes the trajectories of charged particles to curve, which allows

a measurement of their momentum transverse to the beamline. The superconducting coil

is designed to provide a 1.5 Tesla �eld at 5000 Amperes, but during Run 1 it was operated

at 1.41 Tesla.

The coil consists of niobium titanium wires embedded in copper, surrounded by a sta-

bilizing jacket of high purity aluminum. It is wrapped into a single layer of 1164 turns.
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From [76].
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Two phase helium cools the coil to an operating temperature of about 4.5 K. The coil is

contained within a cylindrical structure which contains the cryostatic system as well as

aluminum alloy supports, which support the coil against the large magnetic force pointing

radially outward. The magnetic ux return outside the coil is provided by an iron yoke and

parts of the calorimeter.

2.2.2 Central tracking chamber

The CTC is the primary system for observing the tracks of individual charged particles [78].

It is a cylindrical drift chamber [79] 3.2 m in length (including endplates), occupying the

volume at radii between 277 mm and 1380 mm from the beamline. The endplates and outer

cylinder are aluminum and the inner cylinder is carbon-�bre reinforced plastic. The CTC

contains 84 radial layers of sense wires grouped in nine superlayers, which alternate between

axial alignment (parallel to the beamline) and stereo (canted at �3Æ from the beamline).

There are �ve axial layers and four stereo superlayers; the stereo angle alternates between

+3Æ and �3Æ in successive stereo superlayers. Tracks with j�j less than about 1.0 pass

through all nine superlayers. Tracks at larger j�j, up to 2.0, can also be reconstructed using
the inner superlayers, but the precision is not as good.

The superlayers are divided azimuthally into drift cells. The superlayers and their cells

are shown in Figure 2.4. The axial cells contain twelve sense wires each and the stereo

cells contain six each. Positioned about the sense wires are various HV �eld wires which

provide the electric �eld and close o� the cell. Their arrangement keeps the electric �eld

uniform throughout the cell to within 1.5%. The sense wires are made of 40 �m gold plated

tungsten, whereas the other wires are stainless steel of various gauges. The sense wires

in a cell are arranged in a line at an angle of 45Æ to the radial direction5. This geometry

ensures that any radial track will pass close to at least one sense wire per superlayer. It

also causes the drift electrons to move in the azimuthal direction due to the Lorentz force

of the magnetic �eld. This implies that the electrons move essentially orthogonally to the

track, which simpli�es drift time measurements. The high voltage on the �eld wires is set

5An illustration of this is available in Figure 3.3.
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Figure 2.4: A CTC endplate, showing the wire feedthrough slots for the cells in the nine

superlayers. Each cell is tilted at 45Æ to the radial. From [78].
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to give a drift �eld of about 1350 V/m, which saturates the electron drift velocity. The

drift gas is an equal mixture of argon and ethane with a small amount (� 0:8%) of ethanol.

The maximum drift distance in a cell is � 40 mm corresponding to a maximum drift time

of � 800 ns, well less than the bunch crossing time.

Each sense wire is attached to a preampli�er mounted on the CTC endplate. The pream-

pli�ed analog signal is fed into an ampli�er-shaper-discriminator circuit, which produces a

di�erential ECL pulse with width equal to the signal's time over threshold. The pulse is

then transmitted to time-to-digital converters (TDC's) in the counting room on the �rst

oor of the B0 assembly building. The drift distance resolution has been measured to be

between 170 �m (in the outer superlayers) and 220 �m (in the inner superlayers) [80]. The

time-over-threshold also provides a measurement of the track's energy deposition, which is

useful for particle species identi�cation. The TDC's are designed to be able to read at least

8 hits per wire per event.

The CTC can eÆciently reconstruct tracks with transverse momenta above 0.4 GeV=c (the

eÆciency is about 95% [81]). It also provides information used in the Level 2 trigger, which

is discussed further in Section 3.2.2. The stereo superlayers provide z measurements with a

hit resolution of about 4 mm. Together the axial and stereo layers provide three dimensional

track reconstruction, with a momentum resolution better than 0:002 �PT (PT in GeV=c ) for

central tracks [75]. The resolution for discerning two tracks close together is approximately

5 mm. Figure 2.5 is a picture generated by the CDF event display software, which shows

the reconstructed CTC tracks in a typical event.

2.2.3 Silicon vertex detector

The silicon vertex detector (SVX) is the closest detector system to the beamline. It is a

four-layer single-sided silicon microstrip detector [82] which provides high precision tracking

information complementary to that of the CTC. Its primary purpose is to identify displaced

decay vertices characteristic of long-lived charm and beauty hadrons. The SVX was the

�rst silicon vertex detector to be operated at a hadron collider. There were two incarnations

of the SVX: the original device [83, 84], used in 1992-93, and SVX0 [85, 86], used in 1994-
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 Run 65770 Event 1981   a65770a_.psia_7b               13JAN95 13:27:06 14-Feb-00
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 Emax =    2.8 GeV   

Et(METS)=   3.0 GeV  /                    
    Phi =  13.4 Deg  
 Sum Et =  53.5 GeV  

Figure 2.5: A typical J= ! �+�� candidate event reconstructed in the CTC, seen in the

plane transverse to the beamline. The two muon candidates are identi�ed by hits in muon

chambers outside the calorimeters (not shown). The negative muon candidate is centred

in the box; it has the highest PT of all the tracks (3.8 GeV=c ) and consequently the least

curvature. Its reconstructed track is shown in the closeup at left with sense wires also

visible. The positive muon candidate is the next sti�est track and can be seen about 60Æ

clockwise of the negative muon. Histograms around the edge of the CTC represent energy

deposits in the central calorimeter.
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95. They are similar in design, but SVX0 has improved radiation hardness and some other

changes which are listed below. Unless speci�ed, SVX will be used to refer to both devices.

The Tevatron beampipe inside CDF is made of beryllium and has a radius of 1.91 cm.

The SVX consists of four concentric layers of silicon sensors located at distances between 3.01

cm and 7.87 cm from the beamline. Each layer consists of twelve ladders, each subtending

30Æ in azimuth, hence the sensors are wider in the outer layers. The four ladders in a radial

line are called a wedge, and the layers are numbered in increasing radius from 0 to 3. Ladders

are described further below. They are mounted at each end onto beryllium bulkheads which

form the ends of cylinders. The SVX consists of two such cylinders, or barrels, each 25.5 cm

long, with a 2.2 cm gap in between. The Tevatron produces a distribution of p�p interactions

that in the z direction is approximately Gaussian in shape with � ' 30 cm. This implies

that about 60% of primary vertices are contained in the �ducial volume of the SVX. Figure

2.6 shows a view of one barrel. Layer 3 extends to j�j = 1:9. Each ladder is tilted at 3Æ to

provide some overlap between adjacent wedges. However, in Layer 0 of SVX there was no

overlap, causing a small � gap in coverage; this was corrected in SVX0 by moving the layer

in to r = 2.86 cm and tilting it an extra 1.5Æ.

A ladder is the basic mechanical and electrical unit of the SVX. It consists of three

sensors wirebonded end to end, with the associated mechanical supports and readout elec-

tronics. Each sensor is 8.5 cm long and contains aluminum readout strips running parallel

to the beamline, thus making measurements in the r � � coordinate only. The strip pitch

is 60 �m for the �rst three layers and 55 �m for layer 3. SVX sensors were 300 �m thick

DC-coupled single-sided sensors of n-type bulk with p+ implants. SVX0 took advantage

of then-mature AC-coupled sensor technology for improved radiation hardness, using 300

�m thick sensors 6 with a FOXFET biasing scheme [87]. The sensors are supported on

a Rohacell foam backing reinforced with carbon �bre strips. The readout strips are wire-

bonded to readout chips located at the jzj ' 25 cm end of the ladder. The readout chips

are mounted on an aluminum-nitride-substrate hybrid circuit called the ear board, which

routes power and signals between the ladder and the outside world through a Kapton pigtail

6Both generations of sensors were manufactured by Micron Semiconductor Ltd., Lancing, Sussex, U.K.
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cable. Layers 0-3 have 2, 3, 4 and 6 readout chips respectively. Figure 2.7 shows the layout

of a ladder.

The readout chip is a custom designed 128-channel CMOS devices called the SVX IC

[88]. The chips used in SVX had a 3 �m feature size, whereas the chips in SVX0 were 1.2

�m and were fabricated using a radiation-hard process. The SVX IC is a mixed analog-

digital device, with analog preampli�ers, sample-and-hold and threshold storage sections,

and digital data sparsi�cation and serial readout. There are a total of 46,080 readout

channels in the SVX. The total heat generated by the chips is about 100 W and is removed

using chilled-water tubes and gas ow.

The SVX data acquisition system starts with the SVX IC's, which are connected to port

cards mounted on the outer rim of the bulkheads. Each port card reads out one wedge and

is in turn connected to Digitizer modules located in the collision hall. The 24 Digitizers

are located in 4 crates, with one Controller module per crate. Each Controller module

provides is interfaced to a FASTBUS Sequencer module in the counting room and hence

to the Scanner Processors7. The Sequencers are in phase with the Tevatron master clock

and generate the control line signals for the SVX chips. The chips go through a cycle of

integrating charge over each beam crossing and storing the result on a sample-and-hold

capacitor. When a Level 1 Trigger Accept is received, this acquisition stops. In the case

of SVX (but not SVX0) the chips perform a second charge integration outside the beam

crossing window, to measure the DC leakage current for subtraction8. If a Level 2 Accept is

subsequently received, the detector is read out. Only channels above a programmed charge

threshold, and their nearest neighbours, are read out. The strip signals are digitized by 12

bit ADC's in the Digitizers.

Radiation damage to the silicon due to incident tracks and beam conditions is a serious

concern. The radiation dose is monitored by a system of thermoluminescent dosimeters and

silicon diodes, as well as by tracking the detector's gain and noise performance over time.

7The CDF DAQ system is described below in Section 2.2.8.
8This process of subtracting the leakage current by taking a second charge integration is called quadruple-

correlated sampling. SVX0 is an AC-coupled device so the second integration is not required; this case is
called double-correlated sampling.
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Radiation damage was the primary reason for the replacement of SVX with the \radiation

hard" SVX0. By the end of Run 1A the inner layer had received about 15 krad and the

deterioration in performance was evident. DC-coupled sensors are particularly sensitive to

the increase in DC leakage current caused by irradiation: it may saturate the preampli�ers.

AC-coupled sensors display improved radiation hardness because they do not subject the

preampli�ers to the leakage current.

Since the SVX is a high precision tracking device, its alignment is crucial. Optical sur-

veys were performed during barrel assembly and mounting in the VTX and then in the

CTC. Further alignment corrections are made to SVX data o�ine using tracking measure-

ments. SVX data is also used to measure the position of the beamline on a run-by-run basis.

In general, the SVX is not a standalone tracking device: SVX data is combined with tracks

reconstructed in the CTC to improve their impact parameter and momentum resolution.

Individual SVX strips with signals are �rst grouped into clusters of one, two or more strips.

The cluster position resolution depends on the number of strips but averages 13 �m over

all clusters [86]. Clusters are then matched to CTC tracks which have been extrapolated

into the region of the SVX. The combined SVX+CTC tracks have an impact parameter

resolution of (13 + 40=PT ) �m and a PT resolution of 0:0009PT � 0:0066 [76].

2.2.4 Vertex time projection chamber

Between the SVX and CTC there is a vertex time projection chamber (VTX) [89], which is

used to identify the position of p�p collision vertices along the beamline. At the luminosities

encountered during Run 1, one event may contain several p�p collisions. The VTX replaced

an older time projection chamber (the VTPC [90]) in 1992. It is similar in design, but

consists of 28 modules along the beamline rather than 8. Each module consists of eight

azimuthal octants, with arrays of sense wires and cathode pads at each end. The total

length of the VTX is 287 cm, and it can provide standalone tracking to a maximum j�j of
3.25. It provides z and r�� information on charged tracks, as well as dE=dx measurements,
out to a radius of 22 cm. In its primary role, the VTX uses the observed tracks to measure

the z position of each primary vertex with a resolution of 1 mm. Information from the VTX
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Figure 2.6: An SVX barrel. Two such barrels constitute the SVX detector; the readout

ends are located furthest from the interaction point. The positions of the four layers and

twelve wedges of ladders can be seen. From [86].



38 Chapter 2. Accelerator and Detector

Figure 2.7: An SVX layer 2 ladder with 4 SVX IC chips. The three sensors are wirebonded

together to form one electrical unit. The dummy ear is a mechanical piece which connects

that end of the ladder to the bulkhead.

is used to help reconstruct tracks in the CTC.

Where possible, low mass materials such as foam and carbon �ber are used in the

construction, so the VTX only comprises about 3% of a radiation length for central tracks.

A schematic diagram of two octants of the VTX is shown in Figure 2.8.

2.2.5 Calorimeters

The CDF calorimeter system is designed to measure the energies of particles and jets by

fully absorbing all particles, except muons and neutrinos. The calorimeters are exterior to

the tracking systems and solenoid, and provide contiguous coverage out to j�j = 4:2, i.e.

between 2Æ and 178Æ in polar angle. They are divided longitudinally into electromagnetic

(EM) and hadronic calorimeters. The EM compartment is closer to the beam, and contains

and measures electromagnetic showers caused by photons and electrons. The hadronic

compartment comprises the bulk of the calorimeter, since the hadronic showers it measures

require more material to contain than do EM showers.
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Figure 2.8: Side view of two opposite octants of the VTX, showing the two primary vertices

in the event of Figure 2.5. The two genuine p�p collision vertices are identi�ed by larger lighter

crosses; the smaller darker crosses are poorly reconstructed vertices which are essentially

noise. The genuine vertices are at z = 10:0 cm and z = 57:2 cm. The J= candidate

originates at the former vertex and both muons have been reconstructed in the SVX. The

two boxes in the centre show the location of the SVX. Outer histograms represent energy

deposits in the central calorimeter. Hits and track segments in the VTX are not shown.

Note that the vertical and horizontal axes are not drawn on the same scale.
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Table 2.1: Selected characteristics of the various calorimeters. Total thickness is quoted in

radiation lengths for EM calorimeters and nuclear interaction lengths for hadronic calorime-

ters.

Calorimeter: Central Central Endwall Plug Plug Forward Forward

EM Hadron Hadron EM Hadron EM Hadron

j�j coverage 0-1.1 0-0.9 0.7-1.3 1.1-2.4 1.3-2.4 2.2-4.2 2.3-4.2

Tower size, 0:1� 15Æ 0:1� 15Æ 0:1� 15Æ 0:09� 5Æ 0:09� 5Æ 0:1� 5Æ 0:1� 5Æ

�� ���

Absorber, Pb Fe Fe Pb Fe Pb/Sb Fe

thickness 3.2 mm 25 mm 51 mm 2.7 mm 51 mm 4.8 mm 51 mm

Number of 31 32 15 34 20 30 27

layers

Total 18 X0 4.5 �I 4.5 �I 19 X0 5.7 �I 25 X0 7.7 �I

thickness

�E=E 2% 11% 14% 4% 20% 4% 20%

at 50 GeV
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There are several distinct calorimeter systems in CDF, covering di�erent ranges of pseu-

dorapidity. In order of increasing j�j, they are called central, end wall, end plug and forward.
All are sampling calorimeters [91]. The active medium of the central and endwall calorime-

ters is scintillator, whereas the plug and forward calorimeters use proportional tubes. The

absorber is lead in the EM compartment and iron in the hadronic. To match the expected

energy distribution in hadron collisions, each calorimeter is segmented into towers of equal

size in pseudorapidity and �. The segmentation is �ne enough that one jet will spread over

several towers. Table 2.1 summarizes some properties of the calorimeter systems. References

[92, 93, 94, 95, 96] describe their design and construction in detail.

The central+endwall calorimeter contains two halves, referred to as east (z > 0) and

west (z < 0). Each half contains with 24 wedges in � and � 10 towers in �. A wedge

is shown in Figure 2.9. The central EM calorimeter includes a set of strip chambers (the

CES) embedded at a depth of 5.9 radiation lengths (this number includes the coil). The

CES measures the position of EM showers in the z and r � � directions, and is located at

the depth corresponding to the maximum shower development. A similar set of chambers,

called the central preshower detector, is located between the solenoid and the beginning of

the EM calorimeter, but provides r � � measurements only.

2.2.6 Muon detectors

Muon detection is performed by a set of drift chambers outside the calorimeters. The

calorimeters provide the necessary shielding, absorbing most of the charged hadrons which

would otherwise be background in the muon chambers. CDF possesses several muon sys-

tems. The central muon system covers the pseudorapidity range j�j � 1:0, while the forward

muon system covers 2:0 � j�j � 3:6. Each half of the forward muon system [97] consists of

two magnetized iron toroids instrumented with planes of drift chambers and scintillators.

The central muon system itself consists of three detectors: the original Central Muon

chambers (CMU), the Central Muon Upgrade (CMP) and the Central Muon Extension

(CMX). The CMU [98] is located at the outside of the central calorimeter and extends to

j�j ' 0:6. The central calorimeter provides 4.9 interaction lengths of material (at � = 0) to
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Figure 2.9: One wedge of the central calorimeter, showing the ten towers in �. A wedge

subtends 15Æ in azimuth. The EM compartment is the lower portion and includes the strip

chamber; the rest is the hadronic compartment. The endwall calorimeter, which completes

the central hadronic coverage, is not shown. From [92].
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�lter out hadrons. The CMP and CMX were added in 1992 [99]. The CMP covers the same

region as the CMU but is located behind an additional � 2:4 interaction lengths of steel

shielding. The CMP thus provides a higher signal purity, although not all CMU muons

have suÆcient energy to reach the CMP. The CMX extends the j�j coverage out to � 1:0.

Muons reaching the CMX traverse an average of 6.2 interaction lengths. Figure 2.10 shows

the coverage of the central muon systems.

The basic setup of all the central muon systems is similar: they consist of several layers

of single-wire drift cells, with the wires oriented parallel to the beamline9. The CMX and

CMP also include scintillator planes, called CSX and CSP, mounted on their inner and

outer surfaces. The scintillators provide precise timing measurements used in the trigger;

for the CMU this function is performed by the TDC's of the central hadron calorimeter.

For details of the muon chambers it will suÆce to describe the CMU.

The CMU cells are located in the top of the central calorimeter wedges, as shown in

Figure 2.11, at a radius of 347 cm from the beamline. There are three adjacent modules

per 15Æ wedge. Each module subtends 4.2Æ so there are small gaps in � coverage between

wedges. Each module consists of a four by four array of drift cells, shown in Figure 2.12.

Aluminum sheets held at ground form the top and bottom of each cell. The sides of the

cells are aluminum I-beams or C-beams, held at -2500 V and insulated from the sheets by

G-10 spacers (see Figure 2.13). At the centre of the cell is a 50 �m stainless steel sense wire

held at 3150 V. The drift gas is an even mixture of argon and ethane with � 1% ethanol.

The maximum drift time is on the order of 700 ns.

The cells are not all the same width, rather, they are arranged so that the sense wires of

two alternating layers lie on a radial line from the centre of the detector (see Figure 2.12).

The other two sense wires are displaced from this line by 2 mm to resolve whether tracks

pass to the left or to the right. The Level 1 muon trigger, described in Section 3.2.1, makes

use of this geometry. Alternating cells in �, meanwhile, use the same sense wire, which is

connected at the � = 0 end of the cell. The sense wires are read out through a blocking

9The CMX wires are actually at an angle to the beamline, but they are still oriented to measure the r�
coordinate.
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CDF ηη-φφ Map for Central Muons
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φφ
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Figure 2.10: Central muon coverage in pseudorapidity and azimuth. The gaps in CMX �

coverage are due to the Main Ring and the oor of the collision hall. The CMU has a 6 cm

long gap between the east and west halves, which is not drawn to scale. The CMU also has

gaps in � between wedges which are too small to be illustrated here. From [99].
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Figure 2.11: Location of the central muon chambers. Each of the three modules shown

contains 16 drift cells. From [98].

Muon track Radial centerline

55 mm

t4

t

To pp interaction vertex
_

2

Figure 2.12: A central muon module, consisting of four layers of four cells. A group of cells

two wide and four deep is called a tower, hence a module consists of two towers. A muon

track at angle � to the radial is shown, with two measured drift times (t2 and t4) shown.

These times measure � and are used in the Level 1 muon trigger. From [100].
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Figure 2.13: A CMU cell, showing the aluminum sheets and I-beams, G-10 spacers and the

steel sense wire. CMU cells come in di�erent widths. From [98].

capacitor at the j�j = 0:6 end of each cell. RABBIT muon TDC-ADC cards use charge

division to measure z, and drift times to measure r � �. The z measurement resolution is

1.2 mm and the azimuthal resolution is 250 �m.

2.2.7 Beam-beam counters

The beam-beam counters (BBC's) [75] consist of two planes of scintillator counters, mounted

on the front wall of the forward calorimeters 5.8 m from the interaction point. They

cover the region 3:2 � j�j � 5:9 with a timing precision better than 200 ps. The BBC's

are used to measure the beam luminosity received at CDF[63]; the BBC cross section is

�BBC = 51:15� 1:60 mb [101]. They are also used in triggering: BBC hits can be required

in Level 1 triggers, and an east/west BBC coincidence in time with the bunch crossing

provides a minimum-bias trigger.

2.2.8 Data acquisition and trigger system

The data acquisition (DAQ) system is responsible for extracting the information recorded

by each detector subsystem and combining the channel-by-channel data into a coherent

record of each event. A vital part of this system is the trigger system, which selects those

events that are suÆciently interesting to be recorded. Due to the large p�p cross section,

most bunch crossings during Run 1 contain at least one p�p interaction, so interactions are

occuring at a rate of � 280 kHz. However, the maximum reasonable rate at which events
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can be written to mass storage on tape is less than 10 Hz. A three level trigger system uses

event data as it is being recorded to e�ect the necessary data reduction. The subsequent

levels perform increasingly detailed analysis of detector information, only accepting events

of potential interest for analysis. The �rst, second and third level triggers typically accept

events at a rate of about 1 in 600, 1 in 100, and 1 in 4 respectively [80].

The data acquisition system [102] evolved considerably before and during Run 1, there-

fore this section will only describe the overall setup, leaving out details of the electronic

hardware. The \front end" electronics are the �rst stage of the DAQ after the detector com-

ponents, and consist of crate-based modules. FASTBUS modules are used for the tracking

chambers, and RABBIT [103] modules are used for the calorimeters, central muon systems

and SVX. The RABBIT crates are located in the collision hall. These modules perform

basic functions such as signal ampli�cation analog-to-digital conversion, time-to-digital con-

version, pedestal subtraction and threshold comparison. Detector signals are stored at the

front end while the Level 1 and Level 2 trigger decisions are made.

Level 1 trigger

The Level 1 trigger system [104] is a hardware trigger implemented in FASTBUS crates in

the counting room. It receives fast output analog signals from the calorimeters and central

muon systems, on dedicated cables separate from the general DAQ. The Level 1 trigger

makes its decision before the next bunch crossing occurs and thus incurs no deadtime.

Calorimeter signals are summed into \trigger towers" which cover 0.2 units of � and 15Æ in

�. Muon towers with hits are identi�ed (the Level 1 dimuon trigger is described in detail

in Section 3.2.1). The hardware checks whether any calorimeter or muon trigger towers

contain signals above preset thresholds. If the event passes, further event acquisition stops

and the event is processed by the Level 2 trigger. The details of the Level 1 requirements

are programmable and are maintained in a \trigger table". The trigger table also contains

instructions for the Level 2 and 3 triggers, and may be altered as necessary. At an in-

stantaneous luminosity of 5 � 1030 cm�2s�1, the typical Level 1 acceptance rate is 1 kHz

[76].
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Level 2 trigger

The Level 2 trigger is also a FASTBUS based hardware trigger, and makes use of the same

information as the Level 1 trigger, as well as CTC information. It takes 20 �s to analyze an

event; the bunch crossings that occur during this time are lost. The Level 2 trigger searches

for energy clusters in the calorimeter, does simple CTC track reconstruction (see Section

3.2.2 for details) and can match tracks to calorimeter or muon clusters. Further selection

requirements are applied to these clusters. The typical acceptance rate at L = 5 � 1030

cm�2s�1 is 12 Hz.

Event readout and Level 3 trigger

The Level 1 and Level 2 triggers report their acceptance or rejection of the event to a

FASTBUS module called the Trigger Supervisor (TS). The TS in turn communicates to

a set of processing units called scanners. When a Level 2 Accept occurs, the scanners

read out the digitized data from the front end electronics. At this stage the information

from individual detector subsystems is still separate; the event fragments are next gathered

together by an Event Builder system and passed to the Level 3 trigger.

The Level 3 trigger [105] is a farm of CPU's connected on a local area network. Each

CPU runs software algorithms on an event to reconstruct physics objects such as tracks,

jets and lepton candidates in three dimensions. This analysis is coded in Fortran and is as

similar as possible to the o�ine event reconstruction software. A full event reconstruction

allows several further criteria to be applied. It is possible for the Level 3 trigger to impose

a wide variety of requirements for passing events. If the event passes Level 3, it is allocated

to a separate process (the Data Logger) to be recorded on 8-mm tape. The acceptance

rate for Level 3 was about 5 Hz during Run 1A [76]. Once an event is stored on tape, it

is possible to reprocess it to apply calibrations and corrections, and to analyze its contents

o�ine.
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Data Sample and Event Selection

The experimental signature of the decay J= ! �+�� is simply two muons, each consisting

of a hit in the muon chambers associated with a track in the CTC. Histograms of the

�+�� invariant mass in the region around 3.1 GeV=c2 clearly show the J= signal peak.

The relative simplicity of observing the decay J= ! �+�� has long made it a standard

detection channel in high energy physics experiments. This chapter provides an overview

of the J= data sample collected by CDF and used in this analysis. The Tevatron running

period is described �rst, followed by the speci�c triggers used to collect dimuon events, then

the o�ine selection criteria applied to events in the data sample.

3.1 Run 1 of the Tevatron

As mentioned previously, this analysis uses data recorded during Run 1 of the Tevatron.

Run 1 consisted of several periods. Run 1A began in August of 1992 and ended in May 1993.

The average instantaneous luminosity at CDF during Run 1A was 3:3� 1030 cm�2s�1, and

CDF recorded an integrated luminosity of 19.7�0.7 pb�1 [63]. Run 1B began in January

1994, after a shutdown which CDF used to replace SVX with SVX0 and to improve the

DAQ system. Run 1B lasted until July 1995, with CDF recording 86.5�3.5 pb�1 of data.

The instantaneous luminosity was signi�cantly higher during Run 1B, averaging 9:1� 1030

cm�2s�1 and reaching up to 27 � 1030 cm�2s�1. Two more runs, Run 1C and a run at

49
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p
s = 630 GeV, lasted until February 1996 but are not included in this analysis. The CTC

su�ered a broken wire in Run 1C. This analysis uses the Run 1A and Run 1B data samples,

which correspond to a total integrated luminosity of 106.1�4.1 pb�1.

3.2 Dimuon Triggers

The dimuon trigger is con�gured to record pairs of muons in the CMU and CMX detectors.

Forward muon triggers also exist but are not used in this analysis. In order to maximize

the acceptance for J= decays, the dimuon trigger should accept muons with as low PT as

possible. This goal is limited by several factors. Firstly, because of ionization energy loss in

the central calorimeter, only muons with PT >
� 1.4 GeV=c are capable of reaching the CMU.

Secondly, only a limited fraction of the DAQ system's bandwidth can reasonably be devoted

to dimuon events, so the trigger rate must be limited. Muon signals and backgrounds both

increase signi�cantly at low PT . As a result, CDF dimuon triggers typically record muons

with PT down to about 2 GeV=c .

Single muon triggers also exist, but because of bandwidth these triggers can only be

used for higher PT muons, typically above 5 GeV=c . The single muon triggers require

CMU hits to be con�rmed by the CMP, to reduce backgrounds. These triggers are usually

used to select events with single high PT muons, such as semileptonic B decays orW decays.

However, they also provide useful control samples for studying the eÆciencies of the dimuon

triggers.

3.2.1 Level 1

The �rst level muon trigger uses hits in the CMU and CMX drift chambers to identify

muon candidates [100]. Figure 2.12 illustrates the passage of a charged particle through a

CMU module (the CMX has more layers of cells but the trigger procedure is analogous).

The di�erence in drift times between pairs of radially aligned wires (for example jt4 � t2j)
measures the angle (�) between the track and the radial line from the centre of the detector.

As shown in Figure 3.1, this angle provides a measurement of the transverse momentum
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Figure 3.1: Transverse momentum measurement in the Level 1 muon trigger. The curved

line represents the path of a charged particle deected through angle � by the magnetic �eld

B. This geometry allows the transverse momentum to be derived from � using sin(�) =

eL2B=2DPT . Here L = 1:44 m and D = 3:47 m. Based on a �gure in [98].

of the track; they are approximately inversely proportional. For each tower, the Level 1

trigger compares the drift time di�erences with a preset threshold to generate a decision.

In e�ect this requires a minimum PT for particles to �re the trigger1, nominally 3.3 GeV=c .

However, multiple scattering of the muon in the calorimeter smears � and so the trigger

eÆciency does not exhibit a sharp turn-on. The trigger eÆciency is plotted in Figure 3.2.

Tracks in the muon towers are referred to as \stubs" to distinguish them from CTC

tracks. To reduce background, the muon trigger requires that CMX stubs are con�rmed

by CSX scintillator hits in time with the beam crossing [106]. In Run 1B this function was

performed for the CMU by the TDC's of the central hadron calorimeter. A hadron TDC

coincidence was also required of CMX stubs to reject background from particles originating

1There are two thresholds, at 3.3 GeV=c and at 6 GeV=c . The dimuon trigger uses the lower one.
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Figure 3.2: Level 1 and 2 muon trigger eÆciencies in the CMU as functions of PT . The

�rst plot shows the measured eÆciency for a muon to pass the Level 1 low-PT trigger. The

dotted lines show the 1� variations in the �tted parameterization. The eÆciency presented

is for Run 1B but is not signi�cantly di�erent in Run 1A. The second plot shows typical

Run 1B eÆciencies for muons to be found at Level 2 in CFT bin 0 or higher, and bin 2 or

higher, again with 1� variations in the �tted parameterization. From the analysis in [106].

outside the central detector [107].

The muon trigger merges pairs of towers into \trigger towers" which subtend 5Æ in

azimuth [107] (i.e. a trigger tower is equivalent to a CMU module). The �rst level dimuon

trigger requires the presence of two stubs in non-contiguous trigger towers. The trigger

treats the east and west halves of the detector separately, and also for the CMU and CMX.

Level 1 dimuon triggers are thus possible with two CMU stubs, two CMX stubs, or one of

each. Lastly, the Level 1 trigger also requires signals in the BBC, to ensure that a genuine

beam crossing has occurred.

3.2.2 Level 2

At Level 2, the Central Fast Track (CFT) trigger processor [108] reconstructs tracks in the

CTC with PT >
� 2 GeV=c . The second level dimuon trigger operates by matching CFT
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Figure 3.3: A high PT track passing through an axial superlayer of the CTC. Only the

sense wires are shown. The CFT processor uses the prompt and delayed hits from each

axial superlayer to reconstruct the track and measure its momentum. From [109].

tracks to muon towers which triggered at Level 1.

The CFT uses r � � information from the axial superlayers of the CTC only. A track

which traverses all layers of the CTC must pass close to one sense wire in each axial su-

perlayer, as illustrated in Figure 3.3. This results in a \prompt" hit recorded within a

� 90 ns window after the beam crossing by the CTC TDC's [109]. A later time window at

� 530� 690 ns is de�ned for two subsequent \delayed" hits. The CFT processor starts by

searching for cells with prompt and delayed hits in the outermost superlayer, then moves

inward, �nding matching hits on inner layers and adding them to track candidates. Typi-

cally, at least 14 of a maximum possible 15 hits are required for a track to pass the CFT.

The CFT uses the curvature of reconstructed tracks to assign them to 8 PT bins, with a PT

resolution is � 3:5%. The 90% eÆciency thresholds for the bins relevant to this analysis

are 3.0 GeV=c for bin 0 (the lowest bin) in Run 1A, 2.2 GeV=c for bin 0 in Run 1B and 3.4

GeV=c for bin 2 in Run 1B.
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Each CFT track is next extrapolated to the muon chambers using a lookup table. If the

track matches a muon trigger tower which �red at Level 1, it is recorded as a muon candidate.

The azimuthal matching requirement was originally �� < 15Æ but this was reduced to ��

<
� 5Æ early in Run 1B. Areas of the calorimeter which contain muon candidates are marked

as \muon clusters". The Level 2 trigger logic operates on clusters rather than individual

muon stubs. The muon clusters are one wedge wide in azimuth, and three (two) calorimeter

trigger towers2 long in � for CMU (CMX) muons. Adjacent clusters are merged to form

�ve-tower clusters, in the case of a CMU and a CMX cluster, or six-tower clusters, in the

case of two CMU clusters. Typical eÆciencies for individual muons at Level 2 are shown in

Figure 3.2; they depend on PT because of the eÆciency turn-on of each CFT PT bin.

The Level 2 trigger logic then considers pairs of muon clusters. There are a total of four

speci�c Level 2 triggers relevant to this analysis, one from Run 1A and three from Run 1B

(the Level 2 dimuon trigger changed substantially between runs). Each has a prerequisite

in the Level 1 dimuon trigger. They are [106]:

� Two cmu one cft 3: from Run 1A. Requires one CMU cluster, with an associated

CFT track in any PT bin, and a second Level 1 CMU stub.

� Two cmu two cft 2 2: from Run 1B. Requires two CMU clusters each with an

associated CFT track in any PT bin. Due to cluster merging, the clusters cannot be

adjacent.

� Two cmu cmx one cft 3 4: from Run 1B. Requires one CMU cluster with an

associated CFT track in PT bin 2 or higher, and a second Level 1 stub in either CMU

or CMX.

� Two cmu one cft 2 2 6tow: from Run 1B. Requires one CMU cluster with an

associated CFT track in any PT bin; the highest PT muon cluster must have six or

more towers. This trigger is used to record muon pairs which are close in azimuth

and thus fail Two cmu two cft 2 2.

2A calorimeter trigger tower is two adjacent central calorimeter towers and covers 0.2 units in �.
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3.2.3 Level 3

The third level dimuon trigger makes use of three-dimensional CTC tracking information.

In Run 1A, the trigger relevant to this analysis required two muon candidates with opposite

charge and invariant mass between 2.8 and 3.4 GeV=c2 [81]. In Run 1B the relevant trigger

required an invariant mass between 2.7 and 4.1 GeV=c2 , but not opposite charge. The Level

3 trigger also performs more precise matching between the CTC track and the muon stub.

The track is extrapolated to the position of the muon chambers and required to match the

stub position in both the � and z directions. The match was required to be within � 4�

(� 3�) during Run 1A (1B), taking the uncertainty due to multiple scattering and position

measurement into account.

3.3 Data Storage

After being written to tape by the data acquisition system, events are processed again. In

this step, run-dependent calibration and alignment corrections are made, and more sophis-

ticated track reconstruction takes place. Since this takes place \o�ine", time is not a major

constraint for the processing. An example of a correction would be one for the relative align-

ment of the SVX and CTC. Minor di�erences in the geometry of the detector between Run

1A and Run 1B are also taken into account. Events are also sorted into physics categories;

dimuon events are thus separated from the rest of CDF's data and directed into a speci�c

dimuon sample for storage. Events are stored in the YBOS format [110], in which selected

physics objects in each event are stored sequentially in indexed banks. The bank for an

object contains information about the object as reconstructed by o�ine analysis software.

Examples of objects in YBOS banks used in this analysis are muon candidates, CTC tracks

(with SVX information included if available), and records of which triggers �red.

The dimuon data sample is frequently used by members of the CDF collaboration so it

is also stored on hard disk. Each event in the sample contains about 13 kB of information

on average, however not all the detector data for each event have been stored; to save space

some banks have been dropped, for example forward calorimetry. The dimuon sample
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contains about 970,000 events and occupies about 13 GB on disk.

3.4 Event Requirements

In selecting the data sample, the �rst step which is speci�c to this analysis is to select J= 

candidates with appropriate characteristics. This selection is performed by software written

speci�cally for the J= polarization analysis. The software processes the dimuon data

sample, searching for J= candidates and applying selection criteria which are described

in detail below. If an event contains a good J= candidate, the software records all the

necessary information in an Hbook ntuple [111] for further analysis.

One important requirement is that only muons in the CMU are used: CMX muons

are rejected. The trigger eÆciency plays a major role in this analysis and so must be well

understood. While the CMU is a cylindrically symmetric detector, the CMX is not: CMX

muons pass through the solenoid return yoke, which has a box-like geometry. The amount of

material and hence multiple scattering varies signi�cantly with azimuth and pseudorapidity,

and the e�ect of this on the CMX trigger eÆciency is not fully understood. Only about a

quarter of all J= candidates in the dimuon data sample involve the CMX, so the loss of

statistics is not serious [112].

Data is processed in order of run number. The �rst set of requirements is applied

to each run as a whole. If a run fails any of these requirements, no events in the run

are included in the analysis. First, particular running periods with known problems are

omitted: a period during Run 1A in which the bunch crossing time was not well measured

due to a cable problem, and period during Run 1B when the CFT did not account for

gravitational wire sagging [106]. Next, the status of the detector systems, as recorded in a

run database, is checked. The trigger, tracking and calorimetry systems must be functioning

normally. Speci�c checks are also made for the status of the CMU and the SVX. Next, the

beam position is required to be well measured for the run. The beam positions have been

measured on a run-by-run basis using SVX track information, and recorded in a database

[113]. These requirements reduce the integrated luminosity available for analysis from 106
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Table 3.1: Muon PT requirements depend on the CFT bin used in the Level 2 trigger. A

J= candidate must satisfy at least one of the listed trigger/muon PT requirements.

Level 2 dimuon trigger Minimum P �T (GeV=c )

Two cmu one cft one > 2.7, other > 1.7

Two cmu two cft both > 2.0

Two cmu cmx one cft 3 4 one > 2.9, other > 1.7

Two cmu one cft 2 2 6tow both > 2.0

pb�1 to 101 pb�1.

The next set of requirements is applied to each event and to the muon candidates in that

event. The event is required to have passed at least one of the four Level 2 triggers listed in

Section 3.2.2. Each muon candidate is required to be present in the CMU (candidates with

hits in the CMP only or in the CMX only are rejected). The match between the CMU stub

and the CTC track is required to have �2 less than 9 and 12 (for one degree of freedom) in

the � and z directions respectively. A few malfunctioning CMU towers had low eÆciency

over the course of Run 1A or Run 1B; muons in these towers are rejected.

J= candidates are formed from all possible pairings of oppositely charged muon candi-

dates in the event. To reject muons originating from di�erent primary vertices, the measured

z positions of the two tracks at the beamline are required to be within 5.0 cm of each other.

Since there may be more than two muons in an event, it is veri�ed that the two muons in

the candidate J= correspond to the towers which �red the trigger. This requirement also

removes \volunteer" events which do not pass the second level dimuon trigger, but enter

the sample by passing the third level dimuon trigger or a single-muon trigger. The muons

must also satisfy minimum PT requirements listed in Table 3.1. This ensures that the muon

PT is high enough that the second level trigger eÆciency is well known.

The next step in the J= reconstruction depends on whether the muons have been

reconstructed in the CTC only (CTC muons) or in both the CTC and the SVX (SVX

muons). Whether or not a muon has SVX information depends on its passing through the
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active area of the SVX, on the SVX detection eÆciency and on the reconstruction eÆciency.

SVX muons must have clusters matched to their track in at least three of the four layers

of the SVX. If there are only two SVX clusters they are likely to be random coincidences.

Muons with two clusters have poor impact parameter resolution so they are reclassi�ed as

CTC muons.

SVX-SVX and SVX-CTC muon pairs have their tracks re�tted, with the constraint that

the two muons originate at a common vertex. The SVX measures impact parameters well

enough that signi�cant displacements of this vertex from the beamline can be resolved.

The constrained �t is performed by custom-written CDF software [114]. In the case of

SVX-CTC pairs, the dimuon momentum is also constrained to point from the beamline to

the vertex. This is necessary to compensate for the poorer impact resolution of the CTC

muon. In both the SVX-SVX and SVX-CTC cases, the candidate is dropped if the �t �2

probability is less than 0.1%.

CTC-CTC pairs, on the other hand, do not have suÆcient impact parameter resolution

to provide useful vertex displacement information. Their tracks are simply re�t with the

constraint that they originate from the beamline. This constraint improves the dimuon

mass resolution; after it is applied the CTC-CTC pairs have very similar mass resolution

to the SVX-SVX and SVX-CTC pairs.

In the case of SVX-SVX and SVX-CTC muon pairs, the displacement of the dimuon

decay vertex from the beamline can be expressed by the transverse decay length Lxy. Let ~�

be the two-dimensional vector pointing from the beamline to the �tted decay vertex. The

position of the beamline is taken from the database mentioned above. Then the transverse

decay length is the projection of ~� onto the dimuon transverse momentum:

Lxy =
~� � ~P ��T
P ��T

(3.1)

This is illustrated in Figure 3.4. Prompt J= mesons have �, and hence Lxy, consistent

with zero, whereas those produced in B-hadron decays have positive Lxy. The uncertainty

on Lxy is calculated using the uncertainty on the �tted decay vertex position and using a

beam spot size of 25 �m. To ensure that Lxy is well measured, �Lxy is required to be less
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Figure 3.4: Transverse decay length measurement in an inclusive B ! J= decay. The

beamline is orthogonal to the page. The muons tracks yield ~P
J= 
T and ~�. The other

B-decay products, X, are not identi�ed. There are uncertainties on the positions of the

primary vertex and the B-decay vertex. The decay angles are exaggerated and are not

intended to be realistic.

than 300 �m. With this requirement, the average values of �Lxy are approximately 60 �m

and 110 �m for SVX-SVX and SVX-CTC events respectively. Candidates with �Lxy over

300 �m are reclassi�ed as CTC-CTC events and re�tted.

After this selection procedure, the fractions of the three types of dimuon candidates

are approximately 33% CTC-CTC, 54% SVX-SVX and 13% SVX-CTC. From here on,

SVX-SVX and SVX-CTC events, which both have precise vertex information, are grouped

together into the \SVX sample". CTC-CTC events, which do not have precise vertex

information, are called the \CTC sample".

The measurement of Lxy for events in the SVX sample is converted into an estimate of

the proper decay time of the J= decay vertex. For J= mesons originating from B-hadron

decays, the distribution of proper decay times would be exponential, decaying with a time

constant equal to the average B-hadron lifetime of 1:533� 0:036 ps3. If the B-hadron were

3Although the B0, B+, B0
S and �b have somewhat di�erent lifetimes, this is the average lifetime for the

mixture of B-hadrons produced at the Tevatron [115].



60 Chapter 3. Data Sample and Event Selection

fully reconstructed, its momentum would be known and its proper decay time tproper could

be determined exactly:

ctproper =
LBxy �mB

PBT
LBxy =

~� � ~PBT
PBT

(3.2)

However, for this analysis it is not practical to reconstruct the B-hadron decays fully, since

the eÆciency for doing so is low. Therefore a quantity called the \pseudo-proper decay

length" (and denoted ct) is used instead:

ct =
Lxy �mJ= 

Fcorr � P J= T

(3.3)

This uses the known transverse momentum of the J= candidate, rather than the B-hadron.

The world average value of 3.09688 GeV=c2 is used for mJ= [116]. The factor Fcorr is

necessary to correct for the usage of the J= kinematic quantities rather than the B-

hadron quantities. It is obtained by Monte Carlo simulation of B ! J= decays [115]. The

numerical value depends on P
J= 
T :

Fcorr(P
J= 
T ) = 2:438 � e�1:177�PJ= T + 0:8357 (3.4)

Section 4.1 describes how the ct of each J= candidate in the SVX sample is used to separate

prompt production from B-decay.

The �nal selection requirements are then applied to the J= candidate. The z position of

its decay vertex must be within 60 cm of the centre of the detector. This is a standard CDF

requirement, used to remove the long tails of the z vertex distribution. The J= rapidity

must satisfy jyJ= j < 0:6. Because the CMU covers j�j <� 0.6 there are very few events

beyond jyJ= j < 0:6, but it is useful to have a de�nite kinematic boundary. Candidates with

P
J= 
T < 4:0 GeV=c are rejected as they are not kinematically suitable for the polarization

measurement. The trigger eÆciency is very low in this region. Approximately 180,000

signal J= events remain in the data sample after all of the above requirements.

The candidates are divided into eight bins in P
J= 
T , spanning the range 4� 30 GeV=c .

The PT spectrum falls quite steeply, so the higher PT bins are wider; even so they contain

signi�cantly fewer candidates. The last bin, from 20�30 GeV=c , does not contain a suÆcient
number of events for a good polarization measurement, but is listed here for comparison.
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Table 3.2: Dimuon mass signal and sideband windows for each P
J= 
T bin. The values of �

have been measured and rounded to the nearest 2.5 MeV=c2 . The last column lists the

number of signal events, estimated from sideband subtraction.

PT bin � Signal region Lower sideband Upper sideband Events

(GeV=c ) (MeV=c2 ) (MeV=c2 ) (MeV=c2 ) (MeV=c2 ) (signal)

4-5 15 3052-3142 2992-3037 3157-3202 45,000

5-6 17.5 3044.5-3149.5 2974.5-3027 3167-3219.5 46,000

6-8 17.5 3044.5-3149.5 2974.5-3027 3167-3219.5 51,000

8-10 20 3037-3157 2957-3017 3177-3237 21,000

10-12 22.5 3029.5-3164.5 2939.5-3007 3187-3254.5 8,000

12-15 27.5 3014.5-3179.5 2904.5-2987 3207-3289.5 4,200

15-20 30 3007-3187 2887-2977 3217-3307 1,600

20-30 35 2992-3202 2852-2957 3237-3342 380

The dimuon mass distributions in each PT bin are shown in Figure 3.5. The signal to

background ratio is on the order of 10:1 and improves as PT increases. For subsequent use

in discriminating between properties of signal and background events, signal and sideband

windows are de�ned about the J= peak. The peak widens with increasing P
J= 
T , due to

the deteriorating momentum resolution of the CTC at high track PT . So, the signal and

sideband windows are de�ned as �3� and �(4� 7)� around the J= mass, where � is the

width of the peak. These values are summarized in Table 3.2.
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Figure 3.5: The J= peak in the dimuon mass distribution, in eight P
J= 
T bins. Shaded

areas denote signal and sideband windows. Note that the signal and sideband boundaries

do not all coincide with the boundaries of the histogram bins.
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J= Polarization Analysis

In general, polarizations are measured using the angular distribution of daughter particles

produced in a particle decay. In this analysis, the primary quantity of interest is the

polarization of directly produced J= charmonia. In the case of direct production, the

appropriate axis for de�ning a decay angle is the direction of J= movement in the p�p

centre-of-mass frame (which is also the CDF lab frame). The decay angle is called �� and

is de�ned to lie between the positive muon direction1 in the J= rest frame and the J= 

direction in the lab frame. Figure 4.1 provides an illustration.

The polarization determines the distribution of the decay angle:

d�

d cos ��
/ 3

2(� + 3)
(1 + � cos2 ��) (4.1)

This distribution is derived in Appendix A. The quantity cos �� can take on values between

�1 and +1; the factor 3
2(�+3) normalizes the above expression to unit area. The distribution

is symmetric about cos �� = 0 in accordance with parity conservation. The polarization

parameter � is equal to +1 for fully transversely polarized production, where transverse

polarization refers to helicity �1. For fully longitudinal (helicity 0) polarization � is equal

to �1. Between these two extremes lies a mixture of transverse and longitudinal production.
Unpolarized production consists of equal fractions of helicity states +1, 0 and �1, and
corresponds to � = 0. Another parameter which is used to quantify polarization is the

1The negative muon direction would serve equally well, but one or the other should be used consistently.

63
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rest frameJ/ψ
θ∗

lab direction

directionψJ/

µ+

−µ

Figure 4.1: The J= decay shown in its rest frame. The muons emerge with equal and

opposite momenta, with polar decay angle ��.

longitudinally polarized fraction �,

� =
1� �

�+ 3
(4.2)

which is equivalent to the production density matrix element �00 [117]. This analysis only

concerns the diagonal elements of the density matrix. The o�-diagonal elements produce

terms in the decay distribution which depend on the azimuthal decay angle ��, which are

discussed further in Appendix A but are not measured here.

The natural way to measure polarization, then, is to �t the distribution of cos �� in the

data to Equation 4.1. The method used for this �t is described in Section 4.3. However,

several e�ects need to be dealt with and incorporated into the �t. The �rst is the dependence

of the detector acceptance upon cos ��. For example, in a decay with a large value of j cos ��j,
one muon emerges nearly in the same direction as the J= , but the other is emitted almost

backwards and so has a low momentum in the lab frame. For a J= moving more or less

orthogonally to the beamline, this implies that the second muon will have a low transverse

momentum, and is likely to fail the trigger or the selection requirements. Therefore events

with large values of j cos ��j have a signi�cantly lower probability of entering the data sample.
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It is important to model the detector, trigger and event selection acceptance accurately, so

that they can be taken into account in the polarization �t. The acceptance modeling is

described in Section 4.2.

The second e�ect to be dealt with is the existence of di�erent sources of J= production:

direct, feeddown and B-decay. The direct polarization is the quantity of greatest interest,

however, direct J= mesons cannot always be distinguished from other types on an event

by event basis. In this analysis, prompt and B-decay production can be separated to a

large extent based on their ct distributions. This procedure is incorporated in the �t,

which obtains separate polarizations for prompt production (�P ) and B-production (�B).

Section 4.1 describes how the ct distribution of events in the SVX sample is used to make

an approximate separation of prompt and B-decay production.

Prompt production itself comprises direct production and feeddown from the decay of

heavier charmonia. The fraction of prompt J= production due to feeddown has been

measured to be 36 � 6% [51]. This fraction does not vary signi�cantly with P
J= 
T . The

feeddown consists mainly of �c1 and �c2 decays to J= , as well as  (2S) ! J= ��.

The �c signal can be reconstructed by combining J= candidates with photon candidates,

as shown in Figure 4.2. While it would be desirable to isolate the direct polarization from

that of the feeddown by identifying feeddown events, this is not feasible, for two reasons.

Firstly, due to the low energy photon, the acceptance and eÆciency for reconstructing the

decay �c ! J=  are small. Only about 10% of the decays can be reconstructed. Polar-

ization measurements on reconstructed �c decays therefore have poor statistical precision.

Secondly, the photon reconstruction eÆciency depends very strongly on its energy, which

is correlated with the angle ��. The reconstructed �c sample is therefore seriously biased

in its polarization. In light of these diÆculties, this analysis only goes so far as to extract

the prompt polarization. This quantity can in fact be predicted theoretically, as will be

discussed in Chapter 5.
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Figure 4.2: Reconstructed �c ! J=  decays in the J= data sample. Photon candidates

consist of CES clusters in CEM towers with at least 1.0 GeV of deposited energy. The �c

signal appears as a peak at 0.4 GeV=c in the mass di�erence (M�+���M�+��) histogram,

on top of a sizeable background. The peak only contains on the order of 7,000 reconstructed

�c decays. It consists of �c1 and �c2 peaks which cannot be resolved; the �c0 has a much

smaller branching fraction to J=  and is not observed.
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4.1 The ct Fit

The pseudo-proper decay length of J= candidates in the SVX sample is used to separate

prompt and B-decay polarization. Prompt events have ct consistent with zero, whereas

B-decays have an exponential ct distribution. To provide a nearly pure prompt sample and

a nearly pure B-decay sample, the SVX sample will be divided into two ranges of ct: a

short-lived sample of events with ct near zero, and a long-lived sample of events with ct

signi�cantly greater than zero. The �nite resolution on ct implies that the two samples will

not be pure. A maximum likelihood �t is applied to the overall ct distribution to determine

the actual purities, which will be used in the polarization �t.

Fits to ct distributions have previously been used by CDF to measure average B-hadron

lifetimes [115], and this analysis uses the same general procedure. First, the ct distribution

of non-J= background is determined using events in the sideband windows. A second �t

then determines the prompt and B-decay fractions in the signal window.

4.1.1 Background �t

Events in the dimuon mass sidebands are used to model the ct distribution of background

beneath the J= peak. Their ct distribution is parameterized as a prompt Gaussian centered

at ct = 0, with asymmetric exponential tails at positive and negative ct. The negative tail

simply reects the fact that the ct resolution of CDF is not a perfect Gaussian. The positive

tail also allows for dimuon background produced at positive ct, for example sequential

muonic B-decays (b! c�� ! s�+��).

The background ct shape parameterization is:

for ct > 0: Bgnd(ct) = (1� �+ � ��)G(ct;�b) + �+E(ct;�+)

for ct � 0: Bgnd(ct) = (1� �+ � ��)G(ct;�b) + ��E(�ct;��)
where the normalized Gaussian and exponential functions are:

G(x;�) = 1p
2��

e�x
2=2�2

E(x;�) = 1
�e

�x=�
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The �ve �t parameters are:

�b standard deviation of prompt Gaussian

�+ fraction of positive exponential

�� fraction of negative exponential

�+ length scale of positive exponential

�� length scale of negative exponential

The resulting log likelihood function is:

L = �
eventsX
i

ln(Bgnd(cti)) (4.3)

It is minimized, using the general function minimization software Minuit [118], which

returns the �tted values of the parameters.

4.1.2 Signal �t

After the sidebands are �tted to determine the background distribution, events in the signal

window are �tted to a sum of background, prompt signal and B-decay signal distributions.

The prompt signal ct distribution is parameterized as a prompt Gaussian with two pairs of

symmetric exponential tails. In e�ect this is the ct resolution function, and it is implicitly

assumed to be symmetric about ct = 0. The two pairs of tails are necessary to reproduce

the shape of the data well at negative values of ct. The �rst, shorter, tail has a length

scale � on the order of 50 �m whereas the second tail is on the order of 400 �m. The

parameterization is:

Prompt(ct) = (1� f1tail � f2tail)G(ct;�) +
2X
i=1

f itail
2
E(jctj;�itail) (4.4)

The B-decay signal ct distribution is parameterized as a positive exponential decay, convo-

luted with the above resolution function:

B(ct) =

Z 1

0
Prompt(y � ct) �E(ct;�B) dy (4.5)

The total ct distribution in the signal window is the sum of the background, prompt and

B-decay components:

Total(ct) = Fbgnd �Bgnd(ct) + (1� Fbgnd)(FB � B(ct) + (1� FB) � Prompt(ct)) (4.6)
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The eight parameters introduced above are:

Fback overall background fraction

FB overall B signal fraction

� sigma of prompt Gaussian in resolution function

f1tail fraction of resolution function in short exponential tails

�1tail length scale of short exponential tails

f2tail fraction in long exponential tails

�2tail length scale of long exponential tails

�B average B-hadron lifetime, multiplied by c

The �ve background parameters in Bgnd(ct) are �xed to the values obtained in the

background �t. The background fraction Fback is constrained to the number of events in

the sidebands. This is done by multiplying the likelihood function by a Poisson function2

of the number of sideband events and the �tted number of background events. The log

likelihood function to be minimized, again using Minuit, is:

L = �
eventsX
i

ln(Total(cti)) � lnPPoisson(Nside;Fback �Nsignal) (4.7)

4.1.3 ct �t results

The �rst ct �t to be performed is applied to data over the whole PT range: 4� 30 GeV=c .

The purpose of this is to determine the optimum value of ct at which to separate the short-

lived sample from the long-lived sample. Figure 4.3 shows the �tted prompt and B-decay

ct distributions in a limited ct range near zero. They cross at ct = 0:013 cm, so this value

is chosen as the boundary between the short-lived and long-lived sample. The full ct �t is

shown in Figure 4.4. The �tted value of �B is 445�5 �m, which is consistent with published
CDF measurements [115].

After the �t over the full PT range is done, one �t for each of the seven PT bins is

performed. The procedure is the same, except that the B lifetime parameter is �xed to

445 �m, to improve the resolution on the parameters of interest. Also, in the highest PT

2Approximated here by a Gaussian: PPoisson(a; b) =
1p
2�a

e�(b�a)2=2a2 .
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Figure 4.3: Fitted prompt and B-decay ct distributions for the full PT range, shown over a

limited ct range. The B-decay component becomes larger than the prompt component at

ct = 0:013 cm, so this value is chosen as the boundary between the short-lived and long-lived

samples.
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Figure 4.4: The ct �t for the full PT range. The data is represented by points with statistical

uncertainties. The lowest shaded area shows the background as �tted in the sidebands. The

larger shaded area is the �tted sum of background and B-decay signal; its constant slope

at positive ct shows the exponential distribution of B-decay times. The highest curve is

the full �t including the prompt peak around ct = 0. The boundary between short- and

long-lived regions is also shown. The vertical line near 0.2 cm is only a graphics artefact.
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Table 4.1: The ct background �t results, from the mass sidebands.

P
J= 
T (GeV=c ) �b (�m) �+ (%) �� (%) �+ (�m) �� (�m)

4-5 61.3�1.4 17.9�0.8 11.2�0.6 1011�47 1263�75
5-6 59.9�1.5 20.8�0.9 9.4�0.6 873�42 1388�98
6-8 57.7�1.8 29.0�1.1 11.4�0.8 893�38 1007�68
8-10 41.8�2.6 34.9�2.0 11.8�1.3 616�40 817�91
10-12 35.3�4.6 45.1�3.2 13.9�2.2 647�57 780�130
12-15 29.9�4.5 51.9�4.0 12.0�2.4 635�65 730�150
15-20 25.1�4.4 55.5�5.4 9.4�3.0 530�72 570�190
4-30 57.4�0.8 24.9�0.5 10.8�0.4 853�19 1151�40

bins some of the tail parameters need to be �xed for the �t to converge. Tables 4.1 and 4.2

summarize the �tted parameters for the full-range �t and for each PT bin.

The SVX sample is now split into short-lived and long-lived samples. They are de�ned

as:

short-lived sample: �0:100 cm � ct � 0:013 cm

long-lived sample: 0:013 cm � ct � 0:300 cm

Outside the range of �0:1 to 0.3 cm there are very few events, and those are likely to be

poorly reconstructed, so they are dropped. The short-lived and long-lived samples are to

be used separately in the polarization �t, where it will be necessary to know fractions of

prompt production and B-decay in each. These fractions are obtained by integrating the

�tted ct distributions over the appropriate ranges. The resulting fractions are 1) f0p , the

fraction of signal events in the short-lived region which are prompt, and 2) f+B , the fraction

of signal events in the long-lived region which come from B-decays. They are listed in Table

4.3.

In the CTC sample, events have no ct measurement, so no lifetime �tting can be per-

formed. However, the overall B-fraction in the CTC sample is needed in the polarization

�t. This is taken to be the same as the overall B-fraction in the SVX sample: the value of



4.1. The ct Fit 73

Table 4.2: The ct signal window �t results. An asterisk denotes a �xed parameter.

P
J= 
T Fback (%) FB (%) � (�m) f1tail (%) �1tail (�m) f2tail (%) �2tail (�m)

4-5 8.91�0.16 12.96�0.28 39.29�0.40 31.9�2.6 53.9�2.4 2.1�0.3 472�54
5-6 8.20�0.16 14.84�0.31 35.22�0.43 36.6�3.0 53.7�3.1 3.1�0.4 407�60
6-8 6.41�0.13 18.12�0.29 30.54�0.36 37.7�2.0 56.4�2.2 1.6�0.3 479�94
8-10 5.82�0.20 23.80�0.49 25.44�0.65 50.5�3.8 44.1�2.4 2.0�0.6 350�110
10-12 6.07�0.30 28.87�0.83 24.13�0.76 37.3�5.0 46.5�4.8 2.1�0.9 380�130
12-15 7.06�0.51 33.0�1.2 22.8�1.3 52�10 33.6�3.6 2.0�1.2 350�

15-20 8.91�0.92 40.1�1.9 21.3�1.2 14.4�9.1 41�15 2.0� 350�

4-30 7.52�0.08 17.62�0.16 32.56�0.22 42.9�1.4 49.4�1.0 2.3�0.2 395�32

Table 4.3: Fractions of prompt and B in short- and long-lived ct regions, calculated from

ct-�t results. Quoted uncertainties correspond to varying �tted value of FB by �1� (see

Section 4.4.1).

P
J= 
T (GeV=c ) f0p (%) f+B (%)

4-5 96.31�0:08
0:09 83.16�0:34

0:35

5-6 95.68�0:10 82.52�0:35
6-8 94.60�0:10 86.89�0:22

0:23

8-10 92.58�0:19
0:18 92.09�0:19

0:20

10-12 90.56�0:35
0:34 94.18�0:22

12-15 88.83�0:54 96.74�0:17
0:18

15-20 85.4�1:0 98.05�0:14
0:16
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FB in Table 4.2. This assumption is justi�ed by previous comparisons between SVX and

CTC events, which indicate that their B-decay content is the same [119]. Also, separate

ct �ts to SVX-SVX and SVX-CTC events give consistent B-fractions, indicating that the

CTC-CTC composition is unlikely to be signi�cantly di�erent.

4.2 Acceptance Modeling

Several factors determine the acceptance3 for produced J= mesons to reach the data sam-

ple. A muon pair must �rst have the correct geometric and kinematic con�guration for

both muons to reach the CMU. The trigger must then �re at all three levels. The muons

must subsequently be reconstructed o�ine and pass all of the event requirements listed in

Section 3.4.

As mentioned at the beginning of this chapter, the most signi�cant aspect of the J= 

acceptance is that decays at large j cos ��j are unlikely to reach the recorded data sample.

To account for this and other acceptance e�ects, the polarization �t makes use of large

simulated samples of J= ! �+�� decays. As described in Section 4.3, the distribution of

cos �� in data is compared with the distribution in these Monte Carlo samples, which have

the acceptance taken into account.

The Monte Carlo simulation uses the same software framework as the o�ine data anal-

ysis. The creation of a Monte Carlo sample begins with the generation of J= mesons

distributed uniformly in azimuth and rapidity, as is expected physically. They are gener-

ated with a transverse momentum distribution based on CDF's measured di�erential cross

section d�=dP
J= 
T [50]. There are in fact three di�erent P

J= 
T distributions which may

be used: the prompt spectrum, the B-decay spectrum and the inclusive spectrum, which

is the sum of the two. In each case, the measured cross sections are �tted to a smooth

parameterization:

d�

dPT
/ 1

(b2 + P 2
T )
n

(4.8)

Figure 4.5 shows the data and �t, and Table 4.4 lists the �tted parameters.

3For simplicity, the term acceptance is used here to include eÆciencies and well as acceptances.



4.2. Acceptance Modeling 75

Figure 4.5: Parameterization of J= transverse momentum spectra. Points: Run 1A

d�=dPT measurement. Curves: �tted parameterizations, used in Monte Carlo generation.

Table 4.4: Fitted parameters for the P
J= 
T spectra used in acceptance Monte Carlo.

Spectrum b (GeV=c ) n

Inclusive J= 5.07�0.26 3.442�0.035
Prompt J= 5.02�0.26 3.613�0.036

J= from B-decay 6.27�0.22 3.251�0.027
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Next, the J= decays are simulated, using the appropriate distribution of cos ��. For

the polarization �t, both transverse (� = 1) and longitudinal (� = �1) Monte Carlo

samples are generated. For validation purposes unpolarized samples are also generated.

The distribution of the the azimuthal decay angle �� is generated at.

The simulated muons are then passed through a CDF detector simulation called Qfl

[120]. Qfl is a fast simulation which uses parameterizations to model the response of the

tracking detectors, calorimeters and muon chambers to particles. When Qfl simulates

the passage of particles through CDF, its output resembles the output of the actual DAQ

system, so the same o�ine reconstruction software can be applied here as for real data.

Qfl replicates the geometric and kinematic acceptance of the detector.

At this point a trigger eÆciency simulation is applied. The Level 1 and Level 2 dimuon

trigger eÆciencies have been measured [106, 121] and the parameterized eÆciencies can be

applied to simulated muon pairs using two CDF software packages. The routines are called

Mu2trg [121] for the Run 1A trigger and Dimutg [122] for the three Run 1B triggers. To

simulate the e�ects of the trigger eÆciency, Dimutg (or Mu2trg in the case of a Run 1A

simulation) is used to evaluate each simulated event and calculate the probability for it to

pass the Level 1 and 2 dimuon triggers. Events are then randomly discarded based on their

probability. The Level 3 eÆciency is not simulated. It is not correlated with cos �� because

the Level 3 trigger does not consider quantities which depend strongly on muon PT .

In the last stage of the simulation, each J= decay is reconstructed using the same

software routine as is used for data reconstruction. The same event requirements are applied.

The only di�erence is that ct information is not simulated; it is not needed because separate

prompt and B-decay samples can be generated.

Figure 4.6 shows examples of the cos �� distributions in a simulated sample of unpolar-

ized events. Since an unpolarized sample starts with a at distribution of cos ��, Figure 4.6

in e�ect shows the relative acceptance as a function of cos ��. The cuto� in cos �� is very

clear, moreover the cuto� value increases as PT increases. This is why it is necessary to

reproduce the PT spectrum accurately: events at the lower end of any PT bin have slightly

lower acceptance than those at the higher end of that bin.
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Figure 4.6: Distributions of cos �� in simulated unpolarized Run 1B sample. The distribu-

tions are proportional to the acceptance, but the vertical scales are arbitrary. Two P
J= 
T

ranges are illustrated: the lowest PT bin (4-5 GeV=c ) and the highest (15-20 GeV=c ). The

acceptance reach in j cos ��j increases as PT increases.
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When kinematic distributions, such as muon PT , P
J= 
T and J= rapidity, are compared

in the data and in the Monte Carlo samples, it is seen that the simulation reproduces the

acceptance well. Figures 4.7 and 4.8 compare the distributions of J= transverse momentum

and rapidity in data and simulation.

4.3 Polarization Fit

The J= polarization is measured using a chi-squared �t to the cos �� distribution in the

data. The data events are histogrammed in cos ��, with typical bin widths4 of 0.05. The �t

is called a \template �t", as the Monte Carlo samples are used to make histogram templates

of cos �� distributions. The data is then �tted to a weighted sum of two or more Monte

Carlo templates to obtain the polarization. In the simplest case, one data histogram can be

�t to a sum of two Monte Carlo templates: one from a longitudinally polarized sample and

one from a transversely polarized sample. Longitudinal and transverse Monte Carlo samples

are always generated beginning with the same number of events, before the acceptance is

applied. Therefore the �tted weighting between the longitudinal and transverse templates

yields the longitudinal fraction �, and hence �, by Equation 4.2. The machinery of this

basic �t is described in Section 4.3.1.

The actual polarization �t used to obtain the results of this analysis is more complex,

involving several data samples (SVX short-lived, SVX long-lived and CTC) and Monte

Carlo samples (prompt and B-decay). It is an extension of the simple template �t, and is

described in Section 4.3.2.

4.3.1 Inclusive polarization �t

In the simplest case, the \inclusive" polarization can be �tted, without separating data into

subsamples or separating prompt and B-decay polarization. All J= candidates are treated

as CTC events, meaning that no SVX tracking information is used. This �t is not used to

obtain the results of the analysis, but is described here to help explain the full �t. It is also

4The detector resolution on cos �� is typically 0:005.
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Figure 4.7: Comparison of P
J= 
T distributions in data and Monte Carlo samples. Points

are data, solid lines are simulation normalized to data. Separate comparisons are made for

prompt production and B-decay; in data they are separated using strict ct requirements

in the SVX sample, in Monte Carlo separate prompt and B-decay samples are generated,

both with � = 0.
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Figure 4.8: Comparison of yJ= distributions in data and Monte Carlo samples. Points are

data, solid lines are simulation normalized to data. Arrows denote the selection requirement

jyJ= j < 0:6. Prompt and B-decay components are separated as in Figure 4.7. The Monte

Carlo simulation assumes that J= mesons are produced with a at rapidity distribution.
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used to test the template �tting method (see Section 4.3.3) and in one of the systematic

uncertainty calculations (Section 4.4.3).

This �t uses two data cos �� histograms: one from the mass signal window and one

from the mass sideband windows. The sideband windows are used to estimate the cos ��

distribution of background events under the J= peak. Two Monte Carlo templates are

used: one transverse and one longitudinal. As will be described in Section 4.3.2, separate

Run 1A and Run 1B samples are generated and then combined. The four histograms in

cos �� are denoted:

Di: Number of signal window data events in cos �� bin i

Si: Number of sideband window data events in bin i

Li: Number of longitudinal template events in bin i

Ti: Number of transverse template events in bin i

Although in most bins there are suÆcient numbers of events for the numbers to fol-

low Gaussian distributions, a �2 function is de�ned which takes into account the Poisson

distribution of both signal and background events [123]:

�2 = 2 �
X
i

(Ei + �i �Di)�Di � ln
�
Ei + �i
Di

�
+ (�i � Si)� Si ln

�
�i
Si

�
(4.9)

where Ei is the expected number of signal events in bin i, and �i is the expected number

of background events. Bins with no signal data events are not included in the �t. The �i

do not introduce any extra degrees of freedom into the �t, but are derived explicitly by

requiring that

0 =
@�2

@�i
= 2(1� Di

Ei + �i
+ 1� Si

�i
) (4.10)

Equation 4.10 is quadratic in �i, but only one of the solutions is physical. It is:

�i =
1

4

�
�(2Ei �Di � Si) +

q
(2Ei �Di � Si)2 + 8SiEi

�
(4.11)

The expected number of signal events is derived from the templates and depends on the

polarization:

Ei = Fnorm(� � Li + (1� �) � Ti) (4.12)
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Table 4.5: Results of the inclusive polarization �t applied to data. Since this is only for

reference, only the statistical uncertainties are listed.

P
J= 
T (GeV/c) cos �� bin width Inclusive � �2/d.o.f., C.L.

4-5 0.05 0.236�0.097 18/21, 67%

5-6 0.05 -0.001�0.073 30/23, 14%

6-8 0.05 0.209�0.054 36/27, 12%

8-10 0.05 0.266�0.065 22/29, 81%

10-12 0.05 0.084�0.084 37/29, 14%

12-15 0.1 0.14�0.11 37/15, 0.1%

15-20 0.1 -0.30�0.12 18/16, 31%

where � is the longitudinal polarization fraction. An arbitrary number of Monte Carlo

events can be generated, so the factor Fnorm is used to normalize the templates to the data.

The total number of expected signal events to the total sideband-subtracted number of data

events:

Fnorm =

P
i (Di � Si)P

i(� � Li + (1� �) � Ti) (4.13)

In practice, the Monte Carlo samples generated are several times larger than the data

sample, so that statistical uctuations in the templates are negligible.

The software package Minuit is used to minimize the �2 function. The lone �tted

parameter is �, derived from �. The �t returns � and its one-standard-deviation statistical

uncertainties. Minuit allows for asymmetric uncertainties, but in practice the uncertainties

are only signi�cantly asymmetric when they are large. For reference, Table 4.5 lists the

results of the inclusive �t applied to the data sample.

4.3.2 Data analysis polarization �t

The �t used to obtain the results of this analysis is based on the �2 method described above,

but it is extended to allow for the separate measurement of prompt polarization (�P ) and

B-decay polarization (�B). The data is split into three samples: short-lived SVX, long-lived
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Table 4.6: The eight Monte Carlo samples used in the data analysis polarization �t. Each

contains events over the full PT range of interest.

Sample type Prompt P
J= 
T spectrum B-decay P

J= 
T spectrum

Transversely polarized 1 Run 1A, 1 Run 1B 1 Run 1A, 1 Run 1B

Longitudinally polarized 1 Run 1A, 1 Run 1B 1 Run 1A, 1 Run 1B

SVX and CTC. More Monte Carlo templates are also required. Separate prompt and B-

decay Monte Carlo samples are generated, the only di�erence being their P
J= 
T distribution,

as discussed in Section 4.2.

Separate Run 1A and Run 1B Monte Carlo samples are also generated. This accounts

for the di�erent trigger acceptances in the two running periods. E�ects due to the slightly

di�erent detector geometries and p�p interaction region pro�les are also taken into account.

The ratio of sizes of the 1A and 1B samples generated is set5 to the ratio of their integrated

luminosities: about 1:5:5. The total number of events in the Monte Carlo samples is on the

order of thirty times the number of data events. The eight samples are listed in Table 4.6.

Next, Run 1A and Run 1B samples are combined, for both the data and the Monte

Carlo samples. A total of six data histograms and eight Monte Carlo histograms are then

�lled:

D0
i , S

0
i : SVX short-lived data, signal and sideband windows

D+
i , S

+
i : SVX long-lived data, signal and sideband windows

DCTC
i , SCTCi : CTC data, signal and sideband windows

P SVXTi , P SV XLi : SVX prompt Monte Carlo, transverse and longitudinal

PCTCTi , PCTCLi : CTC prompt Monte Carlo, transverse and longitudinal

BSVX
Ti , BSV X

Li : SVX B-decay Monte Carlo, transverse and longitudinal

BCTC
Ti , BCTC

Li : CTC B-decay Monte Carlo, transverse and longitudinal

Note that Monte Carlo events are separated into SVX and CTC samples just as data events

5The ratio of prompt and B-decay generated sample sizes, on the other hand, does not matter, as they
will be normalized to the data during the �t.



84 Chapter 4. J= Polarization Analysis

are; this is to take any di�erence in acceptance into account. The simulation reproduces the

ratio of SVX to CTC events satisfactorily, although this does not matter as the SVX and

CTC samples will be separately normalized to the data in the �t. This set of histograms

is generated for each of the seven PT bins. The bin width in cos �� is chosen to be 0.05 for

the �ve PT bins between 4 and 12 GeV=c . The highest two PT bins have fewer events and

so their cos �� bin width is 0.1.

The �2 function is now a sum over the three data samples

�2 = 2 �
0;+;CTCX

j

X
i

(Eji + �ji �Dj
i )�Dj

i � ln
 
Eji + �ji
Dj
i

!
+ (�ji � Sji )� Sji ln

 
�ji
Sji

!
(4.14)

The expected backgrounds � are calculated as before. The expected signal, however, now

includes both prompt and B-decay components, each with their own polarization (�P and

�B , or equivalently �P and �B). This step requires the measured prompt and B-fractions

in each data sample (f0P , f
+
B and FB):

E0
i = FP0norm � f0P � (�PPLi + (1� �P )PT i)

+ FB0norm � (1� f0P ) � (�BBLi + (1� �B)BT i)

E+
i = FB+norm � f+B � (�BBLi + (1� �B)BT i)

+ FP+norm � (1� f+B ) � (�PPLi + (1� �P )PT i)

ECTCi = FBCTCnorm � FB �
�
�BB

CTC
Li + (1� �B)B

CTC
Ti

�
+ FPCTCnorm � (1� FB) �

�
�PP

CTC
Li + (1� �P )P

CTC
Ti

�

As before, a set of factors Fnorm normalize the templates to the data:

FP0norm =

Pshort
i (D0

i � S0
i )Pshort

i (�P � P SV XLi + (1� �P ) � PT i)

FB0norm =

Pshort
i (D0

i � S0
i )Pshort

i (�B �BSVX
Li + (1� �B) �BT i)

FB+norm =

Plong
i (D+

i � S+
i )Plong

i (�B �BSVX
Li + (1� �B) �BT i)

FP+norm =

Plong
i (D+

i � S+
i )Plong

i (�P � P SV XLi + (1� �P ) � PT i)
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FBCTCnorm =

PCTC
i (DCTC

i � SCTCi )PCTC
i (�B �BCTC

Li + (1� �B) � BCTC
Ti )

FPCTCnorm =

PCTC
i (DCTC

i � SCTCi )PCTC
i (�P � PCTCLi + (1� �P ) � PCTCTi )

The �t contains two parameters, �P and �B . After the �t is performed once, the P
J= 
T

spectra of the Monte Carlo samples are compared with those in the data to ensure that they

are in reasonable agreement. They are adjusted to improve the agreement and the �t is

redone, resulting in a small change to the �tted polarizations. The adjustment is described

fully in Section 4.4.2. The results of the �t are listed in Section 4.5. As an example, Figures

4.9 and 4.10 show the results of the �t in the fourth and sixth PT bins.

4.3.3 Monte Carlo experiments

The template �tting method has been tested using Monte Carlo experiments. In this pro-

cedure, Monte Carlo samples of similar size to the data sample are generated with known

polarizations. The �t is then applied to the samples, and the �t results are compared with

the known polarizations.

This procedure has been used to test both the inclusive �t and the data analysis �t.

In the �rst case, samples with various values of � (�1;�0:5; 0; 0:5; 1) were generated. This
procedure is limited by the large amount of CPU time required to generate the samples.

Approximately 80 samples were generated with � = 0, and about 40 samples with each of

the other four values. The \pull" of a Monte Carlo experiment quanti�es how well the �t

measured the true value. It is de�ned as (�fit � �true)=�fit. The pull distributions were

examined in each of the seven PT bins, for each value of �true. They were found to have

means consistent with zero and widths consistent with one, indicating that the template �t

is unbiased and yields correct estimates of statistical uncertainty.

The data analysis �t was tested by generating 40 pairs of prompt/B-decay Monte Carlo

sample pairs, with �P = 0:5 and �B = 0. A realistic fraction of the prompt and B-decay

events were moved between samples to simulate ct smearing. After the data analysis �t had

been applied, the pull distributions were examined and again were found to be satisfactory.
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Figure 4.9: The polarization �t in the 8� 10 GeV=c bin. Points show the data in the three

data subsamples. The data has been sideband-subtracted for ease of viewing. The dashed

histograms show the �ts, which include contributions of prompt and B-decay, longitudinal

and transverse Monte Carlo templates.
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Figure 4.10: The polarization �t in the 12 � 15 GeV=c bin. The notation is the same as

in the previous �gure, but the templates are also displayed. The dotted histograms show

the normalized transverse templates (i.e. the case where �P = �B = 1) and the dot-dashed

histograms show the longitudinal templates (�P = �B = �1).
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Figure 4.11: Pull distributions in each PT bin, from inclusive �ts in Monte Carlo experiments

with � = 0. The eighth PT bin was also analyzed and is included here. Parameters of

Gaussian �ts to the distributions are included.
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Figure 4.12: Prompt pull distributions from data analysis �ts in Monte Carlo experiments

with �P = 0:5 and �B = 0. Fit parameters are included.



90 Chapter 4. J= Polarization Analysis

4.4 Systematic Uncertainties

There are three sources of systematic uncertainty to be evaluated in this analysis. The

�rst originates in the prompt and B-decay fractions used in the polarization �t, which are

themselves measured with some uncertainty. The second is due to the P
J= 
T spectra used

in generating the Monte Carlo samples. The third is due to the dimuon trigger eÆciency.

The evaluation of each uncertainty is described below.

4.4.1 Prompt and B-fractions

The fractions f0p , f
+
B and FB used in the polarization �t are measured by the ct �t of

Section 4.1. To estimate the systematic uncertainty on �P and �B due to the fraction

measurements, the B-fraction returned from the ct �t is varied by �1�, and f0p and f+B

are recalculated for each case. The resulting values can all be found in Table 4.3. The

polarization �t is then redone with the new values of f0p , f
+
B and FB , and the resulting

changes in �P and �B are taken as systematic uncertainties. The shifts in � are listed in

Table 4.7.

Varying the other parameters in the ct �t (for example �, ftail or �tail) produces signif-

icantly smaller variations in the prompt and B-fractions than varying FB does. Therefore,

these variations are not included in the systematic uncertainty. Furthermore, the value of

Fcorr, which was derived from simulation, is not of concern as a systematic uncertainty.

This is because Fcorr simply a�ects the scale of ct. The polarization �t does not actually

depend on the scale of ct: it only requires the relative prompt and B-fractions within the

chosen ct regions.

4.4.2 Monte Carlo PT spectrum

The paramaterization of d�=dP
J= 
T described in Section 4.2 is in general a good representa-

tion of the data. However, the polarization �t results do have some dependence on the Monte

Carlo spectrum within each PT bin, because the acceptance increases over the range of the

bin. Therefore, the polarization �t procedure includes a correction to the Monte Carlo PT
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Table 4.7: The e�ect of B-fraction variation on �tted values of �. Evidently the e�ect is

very small.

P
J= 
T B-fraction (%) ��P , raise/lower FB ��B , raise/lower FB

4-5 12.96�0.28 +0.000/-0.000 +0.005/-0.005

5-6 14.84�0.31 +0.000/-0.001 +0.001/-0.001

6-8 18.12�0.29 +0.000/-0.000 +0.001/-0.000

8-10 23.80�0.49 +0.002/-0.001 +0.001/-0.001

10-12 28.87�0.83 +0.002/-0.003 +0.001/-0.002

12-15 32.9�1.2 -0.001/+0.001 +0.002/-0.003

15-20 40.1�1.9 -0.009/+0.009 +0.011/-0.012

Table 4.8: ct requirements used to de�ne high-purity prompt and B-decay samples in SVX

data, for the PT comparison. The requirements vary with P
J= 
T to maintain > 95% purity.

Prompt: PT < 12 GeV=c : ct < 60 �m PT > 12 GeV=c : ct < 25 �m

B-decay: PT < 8 GeV=c : ct > 270 �m PT > 8 GeV=c : ct > 150 �m

spectra, based on a comparison with data. The procedure is to �t the polarization, compare

and correct the Monte Carlo PT spectra, and then re�t the polarization.

The �rst polarization �t gives a good estimate of the polarization in each PT bin. Lon-

gitudinal and transvsere Monte Carlo samples can therefore be added with the appropriate

weighting, and the Monte Carlo PT distribution within each PT bin is histogrammed. This

is performed for both prompt and B-decay samples.

In the data, high-purity (> 95%) prompt and B-decay samples are obtained using SVX

events with strict ct requirements, listed in Table 4.8. The shape of the PT spectrum

within each PT bin can then be compared with the Monte Carlo samples. The comparison

is quanti�ed by the variable rhl, which is obtained by dividing the histogram of data PT

within a bin by the Monte Carlo histogram. The resulting histogram is �tted to a straight
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Table 4.9: Results of comparison between Monte Carlo and data PT spectra within each

PT bin. ��corrP and ��corr is the change in � from the uncorrected to the corrected value.

��Ærhl is the change to � when the rhl is varied by �1�.

P
J= 
T rPrompthl rBhl ��corrP ��corrB ��ÆrhlP ��ÆrhlB

4-5 0.953�0.023 0.940�0.077 +0.034 -0.014 �0:009
0:010

+0:007
+0:061

5-6 0.991�0.025 0.954�0.073 +0.002 +0.028 �0:009
0:011 �0:024

0:020

6-8 0.953�0.022 0.823�0.054 +0.015 +0.068 �0:008 �0:023
0:010

8-10 1.042�0.040 0.943�0.073 -0.007 +0.010 �0:006
0:007 �0:012

0:020

10-12 0.932�0.061 1.07�0.12 +0.014 -0.002 �0:009
0:004

+0:006
+0:008

12-15 1.00�0.10 0.83�0.12 -0.004 +0.030 �0:000
0:005 �0:015

0:011

15-20 0.92�0.17 0.70�0.19 -0.014 +0.081 �0:014
�0:031 �0:058

0:027

line. The ratio of the line's value at the high end of the bin to its value at the low end is rhl,

which is thus equal to one if the spectra agree. If there are too many Monte Carlo events

at the higher end of the bin then rhl < 1, and conversely for rhl > 1. The value of rhl is

�tted and the results are listed in Table 4.9.

The values of rhl are then used to modify the Monte Carlo PT spectra, by discarding

Monte Carlo events based on their PT . In general the agreement is already good, so the

values of rhl are close to one and only a small fraction of events are discarded. The modi�ed

Monte Carlo samples are then used to re�t the data, resulting in a small correction to the

values of �. As Table 4.9 shows the result of this correction is small. The �t concludes at

this point, as further iterations have negligible e�ect.

The �t uncertainty on rhl is used to estimate the systematic uncertainty due to the MC

PT spectrum. The polarization �t is redone with rPrompthl and rBhl independently varied by

�1�. The resulting changes in �P and �B are taken as the systematic uncertainties, and

are also listed in Table 4.9. It is worth emphasizing that this systematic uncertainty is

really due to the statistical uncertainty on determining the PT spectrum of the data; the

data has limited numbers of events. The original Monte Carlo P
J= 
T parameterization is not
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a signi�cant source of uncertainty because of the correction. Varying the parameterization

within reasonable limits has a negligible e�ect on the �t results.

4.4.3 Trigger eÆciency

Dimutg and Mu2trg use parameterizations of the Level 1 and Level 2 muon trigger

eÆciencies which are functions of muon PT . These eÆciency curves have been �tted from

data, so the curve parameters have uncertainties associated with them. The shape of the

eÆciency curves has a signi�cant e�ect on the polarization measurement, since the eÆciency

fallo� at low P �T contributes to the acceptance fallo� at large j cos ��j.

To evaluate the systematic uncertainty due to the trigger, the parameters are varied

to make the eÆciency curves \shallower" or \steeper" with respect to muon PT . This

evaluation is done entirely with simulation. Monte Carlo samples using the steeper and

shallower curves are used to �t a Monte Carlo sample of simulated data, and the �tted

polarization is compared to the results of �ts using the standard curves.

A large Monte Carlo sample is generated, including Run 1A and Run 1B components,

using the prompt P
J= 
T spectrum parameterization. A B-decay sample is not generated as

the systematic e�ect should be the same for both. The simulated data is generated with

� = 0, to be generally similar to the actual data. Three pairs of Monte Carlo samples are

also generated: one with the standard curves, one with steep curves and one with shallow

curves.

The simulated data is �tted to each of the three template pairs. The results are sum-

marized in Table 4.10. At low PT , the shallower curves give higher values of �. The e�ect

disappears at high PT as expected. The measurement of the systematic shift in � is limited

by the statistics of the Monte Carlo samples, so the shifts are �tted to a smooth function

of PT , symmetric for shallow and steep variation. Figure 4.13 shows the �t. The same

uncertainty is quoted for �P and �B.
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Figure 4.13: The trigger eÆciency systematic uncertainty as a function of PT . Points: shifts

in � from shallow and steep variations in each PT bin. Their uncertainties are taken from

the second column of Table 4.10. Curves: a smooth symmetric parameterization, �tted to

the points.



4.5. Polarization Fit Results 95

Table 4.10: Shifts in � with shallower/steeper trigger simulation eÆciency curves. The

�tted systematic is taken from the curve in Figure 4.13.

P
J= 
T �, standard curves ��, shallower curves ��, steeper curves �tted systematic

4-5 0.045 � 0.024 +0.133 -0.120 �0:122
5-6 -0.009 � 0.020 +0.047 -0.070 �0:069
6-8 0.016 � 0.13 +0.043 -0.040 �0:035
8-10 -0.003 � 0.016 +0.014 -0.014 �0:018
10-12 0.025 � 0.023 +0.009 +0.005 �0:014
12-15 -0.039 � 0.027 -0.031 -0.002 �0:013
15-20 0.026 � 0.040 +0.009 -0.026 �0:013

4.5 Polarization Fit Results

Table 4.11 lists the �tted polarizations �P and �B and their statistical and systematic

uncertainties. The �t con�dence levels are also shown, and are evidently reasonable. The

statistical uncertainties are smallest at intermediate values of PT . At lower PT they increase

because of the loss of acceptance in j cos ��j. At higher PT they increase because there are

fewer events. The correlation coeÆcients between �P and �B are not large; they vary

smoothly from -0.29 in the lowest PT bin to -0.46 in the highest. This demonstrates that

the measurements of �P and �B are largely independent, due to the good separation of

prompt and B-decay events in the SVX sample.

The systematic uncertainty quoted in Table 4.11 consists of the three systematics de-

scribed in Section 4.4 added in quadrature. Where the positive and negative systematics

di�er, they have been averaged. It can be seen that the systematic uncertainties are signif-

icantly smaller than the statistical uncertainties, except in the lowest bin where the trigger

eÆciency uncertainty is signi�cant.

Figure 4.14 shows the measured polarization as a function of J= transverse momen-
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Table 4.11: Results of the data analysis polarization �t. The mean PT column lists the

average PT of all signal events in that bin, and is used in plotting Figure 4.14. Statistical

and systematic uncertainties are listed, as well as the polarization �t �2 per degrees of

freedom and corresponding con�dence level.

P
J= 
T bin Mean PT Prompt � B-decay � �2/d.o.f.,

(GeV=c ) (GeV=c ) C.L.

4-5 4.5 0.30�0.12�0.12 -0.49�0.41�0.13 66/63, 38%

5-6 5.5 0.01�0.10�0.07 -0.18�0.33�0.07 65/68, 57%

6-8 6.9 0.178�0.072�0.036 0.10�0.20�0.04 85/82, 40%

8-10 8.8 0.323�0.094�0.019 -0.06�0.20�0.02 77/87, 77%

10-12 10.8 0.26�0.14�0.02 -0.19�0.23�0.02 71/90, 93%

12-15 13.2 0.11�0.17�0.01 0.11�0:31
0:28�0.02 40/46, 71%

15-20 16.7 -0.29�0.23�0.03 -0.16�0:38
0:33 � 0:05 59/51, 20%

tum, as well as an NRQCD prediction for the prompt polarization. Comparisons between

theoretical models and the results of this analysis are discussed in the next chapter.
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Figure 4.14: Polarization �t results. The ticks on the vertical error bars denote the statistical

uncertainty alone; the full vertical error bars include the systematic uncertainty added in

quadrature. In many cases the addition of the systematics is too small to be seen. The

shaded area shows an NRQCD prediction which takes the feeddown into account [57]; the

band represents the theoretical uncertainty.
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Chapter 5

Conclusion

The principal results of this analysis are the polarizations of J= mesons produced promptly

and in B-decay at the Fermilab Tevatron. These properties are quanti�ed by the polariza-

tion parameters �P and �B , and are measured over the transverse momentum range 4� 20

GeV=c and the rapidity range jyj < 0:6. The measured values are summarized in Table

4.11 and Figure 4.14. This chapter discusses these results, compares them with theoretical

predictions and considers the future prospects for experimental work in this area.

5.1 Discussion

The prompt polarization is the quantity of real interest so it is considered �rst. The dis-

cussion of B-decay polarization then follows.

5.1.1 Prompt polarization

As Figure 4.14 shows, the measured value of �P at intermediate PT is positive, being

signi�cantly above zero in the range 6 � 10 GeV=c . At higher PT , however, �P does not

increase. In the two bins above 12 GeV=c , it is arguably consistent with zero. Although

the statistical uncertainty must be kept in mind, this appears to disagree with predictions

based on the NRQCD factorization formalism. The theoretical prediction of �P [57] shown

in Figure 4.14 displays good agreement with the data at the lower values of PT , but as

99
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with all NRQCD predictions it continues to rise as PT increases. The data also appear to

disagree with the general Color Evaporation Model prediction that � should be zero at all

values of PT .

To discuss the apparent discrepancy between the NRQCD factorization prediction and

the data, it is worth outlining the prediction method used in [57]. This prediction includes

the e�ects of �c and  (2S) feeddown on �P . (While the feeddown is expected to reduce �P

below the value of �direct, it is very unlikely that this e�ect is drastic enough to cancel a

large value of �direct and reduce �P to � 0 at high PT .) First, the relevant NRQCD colour

octet matrix elements for J= , �c and  (2S) production are estimated by �tting the PT

spectra previously measured by CDF [50, 51]. Both fusion and fragmentation processes are

taken into account in this measurement. The colour singlet matrix elements are derived

from the partial widths �( ! l+l�) and �(�c2 ! ). Next, these matrix elements are

used to calculate the production cross sections for each J= , �c and  (2S) helicity state,

again including fusion and fragmentation. The probabilities for each �c and  (2S) helicity

state to decay to a longitudinal J= state are simply estimated from quantum mechanical

spin rules.

The e�ective � from feeddown, calculated in this way, varies between about 0.2 and

0.5 over the range of PT [57]. When combined with the predicted direct �, the result is

the curve shown in Figure 4.14. The predominant theoretical uncertainties arise from the

�tted values of the matrix elements and the choice of parton distribution function sets1.

There are also uncertainties in the renormalization and factorization scale, and the charm

quark mass. Most NRQCD factorization calculations encounter all of the above theoretical

uncertainties.

Within the NRQCD framework, there are some suggestions for e�ects which could cause

�P to be lower than expected at high PT . Firstly, contributions to the gluon fragmentation

process at higher orders in �s may reduce the transverse polarization of the resulting c�c

state. For example, the predictions in [43] and [57] treat these higher orders di�erently, and

this produces a di�erence of around 0:2 between their predicted values of �direct. Secondly,

1Leading-order sets are used: MRST98LO as the default, CTEQ5L as a variation.
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there may be signi�cant spin-symmetry breaking e�ects in the evolution of the c�c pair to

a J= meson. Such e�ects occur at higher orders in v and do not preserve the c�c spin

alignment. Both of these possibilities were mentioned in Section 1.4. Thirdly, and perhaps

more profoundly, factorization may be breaking down [57]. Factorization relies on a clear

separation between the energy scales of the c�c production and the binding process. The

charm quark mass, which sets the lower limit of the production energy scale, is not much

above the nonperturbative regime of QCD, so the production process may simply not be

factorizing. These are all open questions being considered by theorists.

Lastly, the CEM and the NRQCD factorization pictures of quarkonium production

are not entirely alone. There are models which have recently been proposed to explain

the various experimental results on cross sections and polarizations. One approach [124]

models the newly created QQ pair as interacting perturbatively with a colour �eld. The

�eld is created by radiation from the incoming gluons, or, in the case of high PT production,

from the fragmenting gluon. In e�ect, factorization does not hold in this model. One of

its predictions is that directly produced  mesons are unpolarized at PT � m . Another

approach [125] considers the intrinsic transverse momentum of the incoming partons in the

colliding hadrons. It calculates signi�cantly di�erent PT spectra than the CSM or NRQCD

factorization formalism do. This model has been used to explain the cross section for J= 

production from �c decay without invoking colour octet mechanisms, although it has not

yet been used for the important calculation of direct  cross sections. It has not yet made a

polarization prediction, but appears to favour the dominance of colour singlet fragmentation

at high PT , which would probably not produce large polarization. It has also been suggested

that initial state gluon radiation by the incoming partons enhances the intrinsic PT e�ect

[44].

5.1.2 B-decay polarization

The value of �B measured in this analysis does not carry a great deal of physical signi�cance.

While production models can be applied to charmonium production in B-hadron decay

[126], the predictions are not directly comparable to �B . This is because of the way �B is
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de�ned and measured: it is �tted, like �P , from the distribution of cos ��, which is de�ned

using the p�p center-of-mass frame. A proper measurement of the polarization of J= mesons

produced in B-hadron decay would require the use of a di�erent angle, i.e. between the

�+ momentum in the J= rest frame and the J= momentum in the B-hadron rest frame.

Such a measurement is not possible in this analysis because the B-hadrons are not fully

reconstructed. The full reconstruction of B-hadron decays is not eÆcient enough to be of

practical use in this measurement. CDF has however performed a separate analysis of J= 

polarization in exclusive B meson decays [127].

If the B-hadrons were at rest in the lab frame, then �B would be equivalent to the actual

polarization of the daughter J= mesons. As it is, the Lorentz boost of the B-hadrons in

the lab frame has the e�ect of \diluting" the value of �B towards zero. Some simple Monte

Carlo simulation has been performed to estimate the magnitude of this dilution. B mesons

were generated with a realistic PT distribution, and the typical decays B ! J= K� were

simulated2. The decays were generated isotropically since B mesons are pseudoscalars.

Two samples were generated, one in which the produced J= mesons were transversely

polarized, and one in which they were longitudinally polarized. The polarized J= mesons

were then passed through the detector simulation and reconstruction code, and the value

of �B measured. The transversely polarized sample produced values of �B between 0.3

and 0.4, depending on P
J= 
T . The longitudinally polarized sample produced values of �B

between �0:4 and �0:5. This illustrates the dilution of � from its generated values of �1.

The values of �B measured in the data are generally consistent with zero, with un-

certainties between 0.2 and 0.4. This is a reasonable result, given the dilution. The only

experimental value of the actual J= polarization in B-decay has been measured by the

CLEO collaboration [128]. It is � = �0:37� 0:14, but cannot be compared directly to �B ,

because it was only measured in B ! J= K=K�, and because of the dilution in �B .

It has also been considered whether constraining �B to some reasonable value in the

polarization �t would improve the statistical precision on �P [112]. However, �B and �P

2There are many other B ! J= decay modes, but this suÆces for a simple estimate. Most weakly-
decaying B-hadrons produced at the Tevatron are B mesons, with the �b only accounting for � 10%.
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are not strongly correlated, so the improvement in ��P is not large. Given that it would

introduce an additional assumption (on �B), the small improvement is not worthwhile.

5.2 Future Prospects

Because of the apparent disagreement between the predicted and measured values of �P

at large transverse momentum, J= polarization will continue to be an important topic for

experimental study. Run 2 of the Tevatron will begin in 2001, with the goal of providing at

least 2 fb�1 of p�p collisions at
p
s = 2:0 TeV.

This large data sample should allow for a signi�cantly more precise polarization mea-

surement, which will provide a more stringent test of production models. The CDF dimuon

trigger will continue to provide the necessary J= data sample in Run 2, although the muon

PT thresholds may change somewhat [129]. The use of muon detector systems beyond the

CMU may allow further increases in the size of the data sample. The CMX is being ex-

tended in azimuthal coverage, and the new Intermediate Muon system will provide coverage

in the pseudorapidity range 1 < j�j < 1:5. A measurement of the dependence of polarization

upon rapidity may therefore be feasible, but there are no theoretical predictions for this at

present, and it may not be suitable for discriminating between production models. More

importantly, with suÆcient statistics the polarization may be measured at high PT beyond

20 GeV=c .

The polarizations of  (2S) and � mesons hold the same theoretical interest as that of

J= mesons. Measurements have been made using the Run 1 data sample [130, 131] but

they are even more statistically limited than the J= analysis, so these too will be a goal for

Run 2. Another possible goal is the separation of the direct J= polarization from the e�ects

of feeddown. However, the upgraded CDF detector will be no more suited to measuring low

energy photons than the Run 1 detector. The feeddown polarization measurement would

require signi�cant study of the cos �� bias in �c ! J=  reconstruction.

Quarkonium production in experimental environments other than hadron colliders will

also continue to be of interest. Charmonium production in �xed-target pion-nucleon scat-
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tering is one such area of study [132]. Existing data indicates that the  mesons produced

in �N collisions are unpolarized. However, the feeddown from �c mesons is signi�cant, and

will have to be separated before the polarization can constitute a test of production mod-

els. Another area is high-energy ep collisions produced by the HERA collider at the DESY

laboratory in Hamburg. NRQCD predictions, using matrix elements from Tevatron data,

appear to disagree with inelastic J= production cross sections measured at HERA, al-

though there are explanations which resolve the discrepancy [46, 47, 133]. The J= angular

decay distribution at HERA can also provide a test of production models [132].

To conclude, Run 2 of the Tevatron will provide valuable data, and signi�cantly improved

measurements on quarkonium polarization. The increase in statistics will also provide

improved cross section measurements and hence a more precise determination of NRQCD

matrix elements. Comparing these to matrix element values measured in other experimental

environments tests their universality. Between them, the polarization and universality tests

may resolve whether NRQCD factorization, or some other theoretical framework, gives the

best description of quarkonium physics. This in turn would be a useful step in the ongoing

e�ort towards understanding the strong force.



Appendix A

The J= Angular Decay

Distribution

This appendix describes the derivation of the (1+� cos2 ��) form of the J= angular decay

distribution. The derivation presented below applies not just to the decay J= ! �+��,

but to all parity-conserving vector meson decays to spin-12 fermion-antifermion pairs. It is

based on the analysis in [117], which provides a complete and general discussion of angular

distributions in particle decays.

A.1 Derivation

To obtain an appropriate coordinate system for analyzing J= ! �+�� decays at CDF,

the relevant independent vectors are:

� the proton momentum ~pp in the lab frame

� the J= momentum ~pJ= in the lab frame

� the �+ momentum ~p
J= 
� in the J= rest frame

The production plane is de�ned by the vectors ~pp and ~pJ= . For this analysis, the decay

coordinate system (x̂; ŷ; ẑ) is then de�ned by the following conditions:

� ẑ lies along ~pJ= 
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� ŷ is the production plane normal, lying along ~pp � ~pJ= 

� x̂ completes the right-handed coordinate system: x̂ = ŷ � ẑ

Because ẑ lies along ~pJ= , the directions of these unit vectors do not change under boosts

between the lab frame and the J= rest frame. Their lengths can be normalized to unity

as necessary.

The angular distribution of the two-body decay in the J= rest frame is then determined

by two angles: the polar angle �� and the azimuthal angle �� of the positive muon.

~p J= 
� = j~p J= 

� j � (sin �� cos��x̂ + sin �� sin��ŷ + cos ��ẑ) (A.1)

The decay is analyzed in the helicity basis, in which the �+ �� �nal state is characterized

by the helicities of the muons. The �+ and �� helicities, �+ and ��, can each be +1
2 or

�1
2 . There are thus four conceivable matrix elements1 for the decay, M(�1

2 ;�1
2 ). Parity

conservation forbids the two for which �+ = ��, and also implies that M(+1
2 ;�1

2 ) =

M(�1
2 ;+

1
2 ).

The information on the production polarization of the J= mesons is contained in the

density matrix �:

� =

0
BBBBB@

�11 �10 �1�1

�01 �00 �0�1

��11 ��10 ��1�1

1
CCCCCA (A.2)

It is Hermitian and satis�es Tr(�) � �11+�00+��1�1 = 1. The longitudinal and transverse

polarization fractions are �00 and (�11 + ��1�1) respectively. Since the ẑ axis lies in the

production plane, parity conservation imposes further constraints on �:

��1�1 = �11

��11 = �1�1

��10 = ��10
�0�1 = ��01

(A.3)

1These are not NRQCD matrix elements, and their actual value doesn't matter here.
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This reduces the number of independent real parameters in � to four. A convenient set is

�00, �1�1, Re(�01) and Im(�01).

For a given production density matrix, the angular distribution of decays W (��; ��) is:

W (��; ��) = N �
X

�+;��;m;m0
jM(�+; ��)j2 �mm0 Dj�

m�(�
�; ��; 0) Dj

m0�(�
�; ��; 0) (A.4)

Here N is a normalization factor, � = �+ � ��, j = 1 (the J= spin), and the D's are

Wigner functions:

Dj
mm0(�; �; ) = e�im� djmm0(�) e

�im0 (A.5)

The d functions are widely used and can be looked up in various sources. They satisfy

djm0m = (�1)m�m0
djmm0 = dj�m�m0 (A.6)

which allows all the necessary d functions for this calculation to be derived from

d111(�) =
1 + cos �

2
d110(�) =

� sin�p
2

d11�1(�) =
1� cos �

2
(A.7)

Calculating W is then tedious but straightforward algebra; the sum contains 18 terms,

encompassing the two possible combinations of (�+; ��) and the nine possible combinations

of (m;m0). The �rst step is to sum over (�+; ��) and simplify the Wigner functions:

W (��; ��) /
X
m;m0

�mm0 ei(m�m
0)��

�
d1m1(�

�) d1m01(�
�) + d1m�1(�

�) d1m0�1(�
�)
�

(A.8)

Writing out the d functions and substituting out all the redundant elements of �, the

eventual result is:

W (��; ��) / 1+�00
2 (1 + 1�3�00

1+�00
cos2 ��) + �1�1 cos 2�� (1� cos2 ��)

+
p
2 Re(�01) cos�� sin 2��

(A.9)

With the change of variable � = 1�3�00
1+�00

, the �rst term becomes the familiar expression

2
�+3(1 + � cos2 ��). The other two terms depend on cos 2�� and cos��, which both vanish

when integrated over ��. In the polarization analysis, the data and Monte Carlo samples

are always integrated over �� so these two terms are ignored.
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Figure A.1: Relative acceptance versus ��, over the PT range 4 � 20 GeV=c . Calculated

using the detector simulation; the vertical scale is arbitrary. This shape is referred to as

a�(��) in the text. It attens out signi�cantly as PT increases.

A.2 E�ect of the cos 2�� term

However, a check of the cos 2�� dependence in the data is required. This is because the

detector acceptance is not uniform as a function of ��. As shown in Figure A.1, the ac-

ceptance is smaller near �� = 0 and �� = �, and larger near �� = �=2 and �� = 3�=2.

After being multiplied by this acceptance, the cos 2�� term in Equation A.9 may no longer

integrate to zero. Since the cos 2�� term also depends on cos2 ��, if �1�1 is large it may bias

the measured value of �. This section presents a con�rmation that the e�ect of the cos 2��

term in the data is in fact small and can be neglected.

Meanwhile, the third term in Equation A.9 depends on cos��. Due to the symmetric

shape of the acceptance, this term will still vanish upon being multiplied by the acceptance

and integrated, so it can be ignored regardless of the size of Re(�01).

To estimate the e�ect of the cos 2�� term on the measured value of � in a simple fashion,

two steps are presented below. First, a method of measuring �1�1 in the data is described.
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Then, for a given value of �1�1, the size of the resulting shift in � is calculated.

A.2.1 Measuring �1�1

In this analysis, the observed quantity is the angular distribution of the data, D, which is

the product of the true distribution W and the angular acceptance A. All three quantities

depend on �� and ��:

D(��; ��) / W (��; ��) �A(��; ��) (A.10)

The size of �1�1 can be estimated by measuring the cos 2�� dependence of the data distri-

bution. The above equation is integrated over cos ��, and the data distribution is divided

by the acceptance:

R +1

�1
D(��;��) d cos ��

a�(��) / 2
�+3

R+1
�1 (1 + � cos2 ��) a�(��) d cos ��

+ �1�1
R+1
�1 (1� cos2 ��) a�(��) d cos �� cos 2��

+
p
2 Re(�01)

R+1
�1 sin 2�� a�(��) d cos �� cos��

(A.11)

This takes advantage of the fact, checked in detector simulation, that A factors into separate

�� and �� parts:

A(��; ��) = a�(��) � a�(��) (A.12)

So, if a histogram of �� in the data is divided by an acceptance histogram from a Monte

Carlo sample, the resulting histogram can simply be �tted to a normalized ��-dependent

function:

D(��)=a�(��) = N � (1 + F cos 2�� +G cos��) (A.13)

The �t yields N , F and G, each with statistical uncertainties. By de�ning

R =

R+1
�1 (1� cos2 ��) a�(��) d cos ��R+1
�1 (1 + � cos2 ��) a�(��) d cos ��

(A.14)

the �tted value of F is simply related to �1�1 by:

F = �1�1 �R � (�+ 3)=2 (A.15)

R can be estimated from Monte Carlo simulation. This relation will be used below, after a

few more equations.
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A.2.2 Shift in �

The polarization analysis �t considers only the �� dependence of the distributions. In e�ect,

the analysis �t integrates over �� and then divides D by A to recover W . The resulting

quantity looks like:

R 2�

0
D(��;��) d��

a�(��) / R 2�
0 a�(��) d�� 2

�+3 (1 + � cos2 ��)

+
R 2�
0 a�(��) cos 2�� d�� �1�1 (1� cos2 ��)

(A.16)

As mentioned previously, the third term in W , which depends on cos��, is not present in

Equation A.16 because
R 2�
0 a�(��) cos��d�� vanishes.

Denoting the true value of the polarization parameter as � and the measured value as

�m, let the di�erence between the two (due to the cos 2�� term) be called ��:

�m � �+�� (A.17)

In e�ect, the measured value of � is obtained from the relative size of the cos2 ��-dependent

and cos2 ��-independent terms in Equation A.16:

�m =

R
a�d�� 2

�+3 � � R
a� cos 2��d�� �1�1R

a�d�� 2
�+3 +

R
a� cos 2��d�� �1�1

(A.18)

For �1�1 � 1, and de�ning

q =

R 2�
0 a�(��) cos 2�� d��R 2�

0 a�(��) d��
(A.19)

the result is:

�� = �q � �1�1 � (�+ 3)=2 (A.20)

Combining this with Equation A.15 gives the desired result at last:

�� = �q � F=R (A.21)

A.2.3 Results

The magnitude of �� has been estimated in each PT bin, using Equation A.21. F is �tted

from data2, while q and R are both calculated from Monte Carlo simulation. R has a

2The �t yields G as well, which also turns out to be small.
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Table A.1: Estimated values of q and R, �tted values of F and derived �� for prompt

production.

P
J= 
T (GeV=c ) q R(�) F ��P

4-5 �0:69 0.95 0:058 � 0:020 0:042 � 0:015

5-6 �0:51 0.94 0:030 � 0:016 0:016 � 0:009

6-8 �0:34 0.91 0:007 � 0:012 0:003 � 0:004

8-10 �0:24 0.86 �0:007 � 0:019 �0:002 � 0:005

10-12 �0:21 0.82 �0:051 � 0:033 �0:013 � 0:008

12-15 �0:21 0.82 0:035 � 0:048 0:009 � 0:012

15-20 �0:25 0.87 �0:180 � 0:094 �0:052 � 0:027

small dependence on � which is corrected for separately in each bin. This estimate is only

applied to prompt data, because �P is the primary quantity of interest. (And also because

the value of �� measured for J= mesons from B-decay, like ��, is not the correct value to

use in calculated angular distributions.)

Table A.1 lists the results. The statistical uncertainty on F dominates the uncertainty on

��, so uncertainties on q and R are not listed. It is clear that this e�ect is small, comparable

to other systematic uncertainties and far smaller than the statistical uncertainties. Thus

it is not included in the data analysis �t. Because �� changes sign and takes on several

values consistent with zero, it is not included as a systematic uncertainty. If the analysis

were to be repeated in the future with a much larger data sample and consequently much

smaller statistical uncertainties, this e�ect should probably be taken into account.
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Appendix B

SVXII/ISL Service Work

This Appendix briey describes the silicon tracking system for the CDFII upgrade, and the

service work I did testing SVXII and ISL ladders.

B.1 The CDFII Upgrade

The next run of the Tevatron, Run 2, is scheduled to begin in spring of 2001. Its purpose

is to collect a much larger number of p�p collisions, at least 2 fb�1, than was collected

during Run 1. With a larger data sample, the precision of many existing measurements

can be improved, for example the CP -violation parameter sin(2�). There is also a better

opportunity for discovering \new physics" such as supersymmetry or the Higgs boson.

The CDF and D0 detectors have been extensively upgraded in preparation for Run

2. As well as a new data acquisition system, CDFII has new forward calorimeters and

tracking systems [129]. The tracking system consists of the Central Outer Tracker (a drift

chamber to replace the CTC) and the SVXII and ISL silicon detectors. SVXII and ISL

(Intermediate Silicon Layers) are more extensive detectors than SVX. They will perform

the same precision tracking and vertex measurements as SVX did, which are vital for heavy

quark physics. In addition, they will:

� make 3-dimensional measurements, allowing precise z-vertex measurements

� extend the coverage along the beamline from �25 cm to �45 cm

113
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Figure B.1: An end-view of an SVXII barrel, showing the �ve layers of silicon ladders

mounted on the bulkhead.

� provide standalone 3-dimensional tracking in the forward regions 1 < j�j < 2 where

the COT coverage is limited

� provide information to the Silicon Vertex Tracker (SVT), a Level 2 displaced-vertex

trigger

The layout of SVXII is generally similar to that of SVX, but is extended in many

respects. It consists of �ve concentric layers of silicon ladders, at radii from 2.5 cm to 10.6

cm from the beamline. Figure B.1 shows the positioning of the ladders. Each layer is double

sided, providing r � � measurements on the junction side and either r � z or small angle

stereo measurements on the ohmic side. SVXII consists of three barrels, each 30 cm long

and read out at both ends. The total number of channels is approximately 406,000, almost

ten times as many as in SVX. A sixth layer of single-sided high-voltage silicon will also be

mounted directly on the beampipe at 1.6 cm from the beamline [134].

The ISL detector consists of silicon layers in the radial range � 20 � 30 cm, the region
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Figure B.2: A isometric view of the layout of SVXII and ISL. At the right a series of diagrams

compares the tracking measurements made by SVXII+ISL to those made by SVX. From

[135].

formerly occupied by the VTX. The ISL ladders are also double sided, with r� � strips on

one side and small-angle stereo strips on the other. The data acquisition system is the same

for SVXII and ISL, except that the silicon vertex track trigger (SVT) only uses information

from SVXII. Figure B.2 gives a schematic view of ISL surrounding SVXII.

The readout chips (called SVX3, revision D) are mounted on hybrid readout circuits. In

SVXII, there are hybrids at both ends of the ladder, and there is one hybrid on each side of

the ladder, mounted directly on the sensor. The two halves of the ladder are mechanically

joined but electrically independent. In ISL the hybrid is not on top of the silicon, because

space is not so limited. As in SVX, the hybrids connect the silicon detectors to the outside

world, through a series of components which will not be described here.

B.2 SVXII/ISL Production and Testing

There are many steps in the production and testing of SVXII and ISL devices. Various

steps are carried out at several CDF institutions in the United States, Europe and Japan.

A large part of the process, including the �nal assembly of the barrels, is done at Fermilab

in the Silicon Detector Facility (SiDet).
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The series of events in the production of a ladder is as follows. The silicon sensors are

produced by two companies, Micron Semiconductor of the U.K. and Hamamatsu Photonics

of Japan. The companies perform some quality testing on the sensors, but more thorough

testing is then performed at CDF institutions, and each sensor is assigned a quality grade.

The SVX3 chips are manufactured by Honeywell; wafers are delivered to Lawrence Berkeley

National Laboratory (LBL) for testing and dicing. Good quality chips are mounted on

readout hybrids by a contractor, then LBL performs extensive testing on the completed

hybrids. The SVX3 chip [136] is signi�cantly more complex than the SVX chip of Run 1;

the LBL testing includes complete characterization of each chip on the hybrid as well as a

� 72 hour burn-in.

The tested and graded hybrids are then sent to Fermilab. Their performance is checked

on arrival in case of damage during shipping. The wirebonds are the most fragile component;

precautions must also be taken against electrostatic discharge damage. SVXII quarter

ladders are then assembled from sensors and hybrids of acceptable quality. One ladder

contains four sensors and four hybrids in total. A quarter ladder is the end of a ladder:

one sensor with two hybrids attached. The quarter-ladder assembly step involves gluing

the hybrids onto the sensor, wirebonding the readout strips to the chips and wirebonding

the hybrids together via a jumper piece. It is one of the more stressful steps in the process

for the components. Quarter ladders are then tested for readout capability and sensor

damage and are burned in for � 72 hours. After any necessary repairs, quarter ladders are

combined with additional sensors to form full ladders, and the same tests are repeated on

the full ladder. A similar procedure applies for ISL assembly [137], the di�erence being that

the production step after the ISL hybrid is the ISL half ladder.

At SiDet there are three systems used in the above testing of hybrids and ladders. The

test DAQ system is a reproduction of the actual Run 2 silicon DAQ system, and uses the

same VME modules. It provides the most realistic test of the �nal performance of the

device. The Tstand system is also a VME-module based system, but is simpler and is

designed speci�cally for testing. It is used for a variety of measurements, such as noise,

leakage current, depletion voltage, and for �nding dead or noisy channels and pinholes
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(which will be explained shortly). It also includes an infrared laser which may be scanned

across a ladder to measure the sensor's response to charge injection. Finally, the burn-in

system is a PC-based system used to read out ladders during burn-in. (A version of the

burn-in readout system is also used for some of the tests for ISL devices which are done on

the Tstand system for SVXII devices.) This is the system with which I was involved, so it

is described in some detail below.

B.3 The Burn-In System

The purpose of the burn-in system is to operate the ladders for an extended period of

time under realistic conditions. This means that the ladders are cooled, the sensors are

biased and the chips are read out. As well as con�rming the long-term reliability of all

the components in each ladder, this procedure identi�es a particular type of sensor damage

known as a pinhole.

A pinhole is a short through the coupling capacitor between the implant region and the

aluminum readout strip. This is illustrated in Figure B.3. Pinholes may be present in a

newly manufactured sensor, they may be a result of damage during wirebonding, or they

may appear after the sensor has been biased for some time, when a weak capacitor fails.

Since the bias voltage (tens of volts) is applied to the implants, and the SVX3 preampli�ers

are operated near ground, a pinhole results in a large ow of current into the preampli�er.

It can exceed the normal leakage current by several orders of magnitude. This of course has

undesirable e�ects. The preampli�er channel with the pinhole saturates, and the current

is usually high enough to spread to adjacent channels, signi�cantly increasing their noise.

Some pinholes draws enough current to reach the limit of the bias voltage supply, in which

case the bias voltage to the whole half ladder sags. Pinholes on the ohmic side of the sensor

in particular may make the sensor impossible to deplete [139].

Since the coupling capacitors are stressed during the burn-in, pinholes which would

otherwise appear during Run 2 can be identi�ed and removed. The channel with the

pinhole is easily identi�ed as it has very low noise and its neighbours have above-average
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Figure B.3: Schematic of a small-angle stereo sensor (the n-side strips are angled at 1.2Æ

with respect to the p-side strips) from [138]. Three types of damage are illustrated. A

pinhole is shown on the ohmic (n) side, shorting the implant strip to the readout strip.

Also shown are a break in an n-side implant and a short between two p-side readout strips.
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noise. The wirebond from the readout strip to the chip is then removed, which sacri�ces

that channel but recovers the adjacent channels. Pinholes are most likely to appear within

the �rst few hours of burn-in, so the burn-in runs are � 72 hours long.

The SVX3 chips are controlled and read out by a specially built PC-based data acqui-

sition system [140]. It is designed so that many ladders may tested simultaneously; the

construction schedule requires up to 20-30 ladders to be burned in per week during peak

production. Therefore the burn-in system is highly multiplexed. The PC controls up to

eight MUX/FIFO boards. Each MUX/FIFO board can control up to �ve devices: hybrids,

SVXII quarter ladders or ISL half ladders. An SVXII full ladder is equivalent to two quar-

ter ladders in terms of readout. The PC generates control patterns for the chips, which

step them through the sequence of initializing, acquiring data, digitizing it and reading out.

Asynchronous FIFO circuits on the MUX/FIFO board are used to store these patterns at

the relatively slow speed of the PC I/O cards. The patterns are then sent from the pattern

FIFO's to the chips at their full operating speed of 50 MHz. The data returned from the

chips is read into a pair of readout FIFO's which are arranged in a \ping-pong" setup. The

two FIFO's take turns, reading alternate words from the chips. The ping-pong patch was

added to the MUX/FIFO board to allow ladders to be read out reliably at the full speed

of 50 MHz. The readout FIFO's are read out by the PC and the data is stored on disk for

analysis.

The MUX/FIFO board multiplexes the control patterns to all �ve attached devices.

Between the board and each hybrid are a scrambler board, a 64-pin twisted-pair cable, an

adapter board and the hybrid HDI cable. These parts are required to transmit good quality

high-speed signals over the distance from the MUX/FIFO board to the hybrid. Some of

the signal levels are di�erential and the rest are CMOS. The length of the cables, about 50

cm, is necessary because the hybrids and ladders under test are all located inside cooling

boxes. Chip power and bias voltage are also connected through the scrambler board.

The burn-in cooling system [141] consists of four cooling boxes, each of which can

hold ten SVXII quarter ladders, or 5 SVXII full ladders or ISL half ladders. Each SVX3

chip generates up to 400 mW of heat, so a cooling system is essential. The boxes are
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metal with exterior foam insulation and have cooling channels in the base, through which a

chilled water/glycol mixture ows at about 0ÆC. Nitrogen gas is ushed though the boxes

to prevent condensation on the devices. A system of interlocks monitors the temperature

and nitrogen ow inside each box, and shuts down the power if their values are outside

acceptable bounds.

The data returned from the chips consists of pedestals for every channel. All the chips

are operated continuously through the acquire/digitize/readout cycle, but data is only read

out by the PC at �xed intervals, typically �fty events every �ve minutes. An online display

of the pedestals and noise is available, as are the leakage currents as measured by the bias

voltage supplies. This information allows pinholes to be spotted soon after they form. An

o�ine pinhole-�nding program may also be used to analyze data saved on disk for pinholes,

leakage current and channels with large noise.

Working with several CDF colleagues from Rutgers University, I was involved in many

aspects of the burn-in system. These included the development and implementation of the

ping-pong patch, debugging the MUX/FIFO boards and PC software, developing the tem-

perature monitoring system, writing the pinhole-�nding program, designing and building

active adapter boards and operating the system during the �rst stages of ladder production.

At the time of writing, ladder production is fully underway. SVXII will contain 180 full

ladders, ISL will contain 150, and about 25% spares will also be built. Each one will be

fully tested and graded, with the best devices being chosen for the detector. The burn-in

system itself has been extensively tested and debugged over the past eighteen months and is

currently in continuous use. As of the middle of June, a majority of the SVXII full ladders

and roughly half of the ISL half ladders have been burned in. Including quarter ladders,

over two hundred pinholes have been identi�ed and �xed on SVXII devices. Less than ten

pinholes have been found on ISL ladders, although fewer channels have been burned in. A

partially �lled SVXII barrel is ready for a CDF/Tevatron commisioning run in August, and

the whole silicon upgrade is on schedule to be ready for Run 2 next spring.
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