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Vaandering, Eric Wayne (Ph.D., Physics)

Mass and Width Measurements of �c Baryons

Thesis directed by Professor John P. Cumalat

Analyses of several charmed baryons decaying to �+
c are presented. The data for

these analyses were collected by FOCUS, Fermilab Experiment E831. FOCUS is a
high statistics charm photoproduction experiment and accumulated data during the
1996{1997 Fermilab Fixed Target run.

In an analysis of the decays �c ! �+
c �

� we measure the �c � �+
c , �

++
c � �0

c , and
�+
c ��0

c mass di�erences. We �nd m�0
c

�m�+c
= 167:54�0:19�0:34 MeV=c2, m�++c

�
m�+c

= 167:59�0:20�0:27 MeV=c2, and m�++c

�m�0
c

= 0:05�0:28�0:09 MeV=c2. In
an analysis of the decay �+

c ! �+
c �

0 we �ndm�+c
�m�+c

= 168:03�1:01�0:30 MeV=c2

and m�+c
� m�0

c

= 0:49 � 1:03 � 0:45 MeV=c2. These results are obtained with a
sample of 362 � 36 �0

c ! �+
c �

� decays, 118� 40 �+
c ! �+

c �
0 decays, and 487 � 41

�++
c ! �+

c �
+ decays. The results with charged pions are improvements on the best

available measurements

Using a cleaner analysis of �c ! �+
c �

� decays, we measure the widths of �0
c and �

++
c .

We �nd �(�0
c) = 2:58 � 0:79+�

0:51
0:55 MeV=c2 and �(�++

c ) = 2:53 � 0:77+�
0:51
0:56 MeV=c2.

These results are obtained with a sample of 425�55 �0
c ! �+

c �
� decays and 540�59

�++
c ! �+

c �
+ decays. There are no published measurements of the �c widths.

We also report on the observation of two excited charm baryon resonances decaying
to �+

c �
�. These states are interpreted as the ��0

c and ��++
c with I(JP ) = 1(3

2

+
). We

obtain preliminary measurements of the properties of these states of m��0
c

�m�+c
=

232:7�1:2 MeV=c2, �(��0
c ) = 9:4�3:7 MeV=c2, m��++

c

�m�+c
= 234:2�1:5 MeV=c2,

and �(��0
c ) = 23:6 � 4:5 MeV=c2. These measurements are compatible with the

only previous observation, but no attempt is made to optimize statistical errors or
determine systematic errors.

Finally, we report on a search for the doubly charmed baryons �+
cc and �++

cc in the
decay modes �cc ! �+

c K
�n�. No compelling evidence for the existence of doubly

charmed baryon states is observed.
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Chapter 1

Introduction

1.1 Scope of the Thesis

This thesis presents measurements of the masses and widths of the �c baryons.
Mass measurements for all three �c states (�

0
c , �

+
c , and �++

c ) are given while width
measurements are given for only the �0

c and �++
c . An observation of the decays

��

c ! �+
c �

� without a detailed analysis is also presented. Finally, a search for decays
of doubly charmed baryons in the decay modes �cc ! �+

c K + n� is also discussed.
These analyses are based on data from the FOCUS1 experiment, a high statistics
charm photoproduction experiment at Fermi National Accelerator Laboratory (Fer-
milab).

This introductory chapter is an overview of the Standard Model of elementary par-
ticle physics, the theory which describes the nature of matter and its interactions.
The theory governing weak interactions and properties of charmed particles, espe-
cially baryons is also covered. More detailed theoretical models, calculations, and
predictions relating to the topics of this thesis are presented in the relevant chapters.

In Chapter 2 the Fermilab Tevatron accelerator complex and the production of high
energy photons for use by the FOCUS experiment is described in some detail.

Chapter 3 describes the FOCUS experimental apparatus in detail. The individual
detector elements are covered, with special emphasis on those most important to the
analyses presented in this thesis. Chapter 3 also contains information on the data
acquisition system used to collect detector information.

In Chapter 4 the reconstruction algorithms used by the experiment are explained.

1Fotoproduction (sic) Of Charm with an Upgraded Spectrometer
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These algorithms transform raw detector information into tracking information, par-
ticle identi�cation, and calorimetry information. The processing and reduction of
data into summary sets suitable for individual analyses is also explained.

Chapter 5 covers the methods used to select �+
c ! pK��+ candidates2 used in later

analyses. In addition, the analysis techniques common to the other analyses are
described and many cuts used later are de�ned.

Chapter 6 is concerned with measurements of the masses of �c baryons. We present
�c � �+

c mass di�erence measurements for each of the three �c states. These mass
di�erences are found to be m�0

c

�m�+c
= 167:54� 0:19� 0:34 MeV=c2, m�+c

�m�+c
=

168:03 � 1:01 � 0:30 MeV=c2, and m�++c

� m�+c
= 167:59 � 0:20 � 0:27 MeV=c2.

(The �rst errors are statistical, the second are systematic.) We also determine mass
di�erences between the �c states, which are especially sensitive probes of the various
theoretical models. The measurements of the �0

c � �+
c , �

++
c � �+

c , and �0
c � �++

c

mass di�erences represent improvements on the world's current best measurements.

Chapter 7 details the measurement of the natural widths of the �0
c and �

++
c baryons.

In this analysis we determine that �(�0
c) = 2:58 � 0:79+�

0:51
0:55 MeV=c2 and �(�++

c ) =
2:53 � 0:77+�

0:51
0:56 MeV=c2. This analysis is challenging due to limited statistics and

because the natural width is narrow compared to the experimental resolution.

Chapter 8 presents an observation of two broad states decaying to �+
c �

� which are
interpreted as ��

c states. The measured properties of these states are found to be
m��0

c

� m�+c
= 232:7 � 1:2 MeV=c2, �(��0

c ) = 9:4 � 3:7 MeV=c2, m��++
c

� m�+c
=

234:2 � 1:5 MeV=c2, and �(��0
c ) = 23:6 � 4:5 MeV=c2, but a detailed analysis is

not performed. As a consequence, the statistical errors are not optimized and no
systematic error is determined.

In Chapter 9 a search for the doubly charmed baryons �+
cc and �++

cc is described.
No doubly charmed baryons have been observed to date, but they are needed to
complete the spectrum of charmed baryons. We do not observe any evidence for
doubly charmed baryon production in FOCUS.

Several appendices are also included. Appendix A presents a study of low momentum,
or \soft," �0 reconstruction methods which bears on the �+

c mass di�erence analysis.
Appendix B describes the methods used to calculate systematic errors in all the
analyses. Appendix C is a glossary of terms used throughout the thesis.

2Unless explicitly stated otherwise, charge conjugate states are always implied.
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1.2 The Standard Model

The \Standard Model" is the current description of elementary particles and their in-
teractions, a model which is not inconsistent with current experimental measurements.
However, because the Standard Model requires a large number of input parameters,
and does not unify all the observed forces, we believe it must be incomplete.

The Standard Model separates all of the known elementary particles into two classes:
fermions (matter particles) and gauge bosons (force carrying particles). The fermions
are further divided into two categories, quarks and leptons.

1.2.1 Quarks

Quarks were simultaneously proposed by Gell-Mann [1] and Zweig [2] in 1964 as a
useful mathematical technique to give order to what was quickly becoming a \particle
zoo." The initial quark models required three types, or avors, of quarks which were
labeled up, down, and strange (denoted as u, d, and s). By combining the quarks in
various ways, one could form all the hadrons known at the time.

Today, not only do we know that quarks are actually real objects, but we have also
added three more: charm, bottom, and top. These additional quarks are denoted by
the symbols c, b, and t. The properties of the quarks are summarized in Table 1.1.
The quarks are naturally grouped into three families. Each family contains two quarks
(for instance the u and the d) with charges +2

3
and �1

3
. Between families the quarks

di�er only in their masses.

Table 1.1: Properties of the quarks [4].

Quark Mass (MeV=c2) Charge (e)

d 3{9 �1
3

u 1.5{5 +2
3

s 60{170 �1
3

c 1100{1400 +2
3

b 4100{4400 �1
3

t 173:8� 5:2� 103 +2
3

All known hadrons are composed of three quarks (baryons) or a quark and an anti-
quark (mesons). No free quarks have been observed. In order to explain this grouping,
quantum chromodynamics postulates the existence of another quantum number, the
color charge. Each quark carries one of the three colors (called red, blue, or green)
while each anti-quark carries one of the three anti-colors. Composite states are re-
quired to be \color neutral;" baryons must have one quark of each color while mesons



4

must have two quarks with opposite colors. Hadrons are bound together by gluons
which act on the color charge, as described in Section 1.2.3.

1.2.2 Leptons

The leptons exhibit the same familial structure as the quarks. Each lepton family
contains a unit charged, massive lepton and a neutral, nearly massless3 neutrino. The
�rst family of leptons consists of the electron (e) and the electron-neutrino (�e). As
with the quarks, there are three families of leptons, named electron, muon, and tau
(e, �, and �). Each quark family and lepton family are related through symmetry.
The �� remains unobserved to date,4 but its existence is not seriously doubted. The
properties of the leptons are summarized in Table 1.2.

Table 1.2: Properties of the three families of leptons [4].

Mass (MeV=c2) Mass

e 0.5110 �e < 15 eV=c2

� 105.66 �� < 0:17 MeV=c2

� 1777.1 �� < 18:2 MeV=c2

Combining the families, or generations, of quarks and leptons, the generations of
matter can be represented by

�
u

d

�
�
�e
e

�
�

c

s

�
�
��
�

�
�

t

b

�
�
��
�

� (1.1)

where the particles in each row di�er only in mass.

1.2.3 Force mediating bosons

Within the Standard Model there are four fundamental forces. Gravity, electromag-
netism, the strong nuclear force, and the weak nuclear force. Gravity and electromag-

3Recent results [5] suggest that neutrinos, in a method similar to that described below for quarks,
change avor. This implies that some neutrinos have masses, however small.

4The experimental problem is very diÆcult since one looks for the appearance and subsequent
decay of a � lepton.
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netism have been known, if not understood, since ancient times. The nuclear forces
were only discovered in this century.

In the Standard Model each force is mediated by elementary particles called \gauge
bosons." The electromagnetic force is mediated by the familiar photon (). The
strong force is mediated between quarks by the massless gluons (g). The weak force
is mediated by the massiveW� and Z0 bosons. Gravity is mediated by the postulated,
but undiscovered, graviton. The Standard Model does not include a description of
gravity; at the energy and distance scales of today's particle physics experiments,
gravity is irrelevant. The properties of the gauge bosons are summarized in Table 1.3.

Table 1.3: Properties of the gauge bosons [4]. The properties of the gravi-
ton are only postulates.

Boson(s) Force Mass (GeV=c2) Spin
 Electromagnetic 0 1

W�(Z0) Weak 80:4(91:2) 1
g Strong 0 1

graviton Gravity 0 2

Quantum chromodynamics requires eight types of gluons, which in addition to acting
on the color charge, also carry the color charge. This means that there is a strong
interaction between gluons5 as well as between quarks and gluons. The strength of
the interaction exerted by gluons increases as separation distances increase. It is
this property that is responsible for quark con�nement (our inability to observe free
quarks). This self-interaction and the relative strength of the strong force, make a
mathematical description of the strong force diÆcult.

1.3 Charm Physics and Weak Decays

Since this thesis concentrates on charmed baryons, we delve a little deeper into the
history of the charm quark and into the physics of weak decays, the process by which
all ground state charmed baryons and mesons decay.

1.3.1 The discovery of Charm

In November 1974, two experiments [6,7] simultaneously announced the discovery of
the J= , a meson with a mass of about 3.1 GeV=c2 and a narrow width which implied
a much longer lifetime than other massive mesons. This particle was interpreted by

5For this reason, the term \glue" is particularly relevant.
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some as the bound state of charmonium, (cc). This hypothesis was later con�rmed
with the discovery of the D0 and D+ mesons [8, 9] in 1976, although another experi-
ment [10, 11] had seen indications of so called \open charm" several years before the
discovery of the J= .

The discovery of the analogous bb resonance, � [12], followed shortly thereafter,
indicating the existence of the third family of quarks. The discovery of the top
quark [13], however, would be delayed for nearly 20 years due to its extremely large
mass; so massive and short lived, in fact, that is does not combine into hadrons.
Current evidence from measurements of the width of the Z0 strongly suggest that
there are only three families of quarks [14].6

1.3.2 Weak decays

Quarks have an interesting property in that their weak eigenstates are mixtures of the
mass eigenstates. By convention the down-type (d, s, and b) quarks are chosen to be
mixtures of the mass eigenstates; these new weak eigenstates are denoted by d 0, s 0,
and b 0. The up-type (u, c, and t) quarks are unmixed. This allows an up-type quark
to decay, via the emission of a W , to any energetically allowed down-type quarks.
The reverse is also true.

For the simple two family case the transitions between quark types are described by
the transformation postulated by Cabibbo [15]:

�
d0

s0

�
=

�
cos �c sin �c

� sin �c cos �c

��
d

s

�
: (1.2)

In this description the Cabibbo angle (�c) has been measured to be approximately
0.23 radians. As a consequence the transitions c ! s and u! d are proportional to
cos2 �c while the transitions c ! d and s ! u are proportional to sin2 �c. The �rst
set of transitions are called \Cabibbo favored" while the second set of transitions are
denoted \Cabibbo suppressed." (The value of sin2 �c= cos

2 �c is approximately
1
20
.)

With the discovery of a third family of quarks, the Cabibbo matrix was generalized
and replaced with the CKM7 matrix [16] which gives the transition rates as

6A 4th family with a light neutrino (. 45 GeV=c2) would increase �(Z0) (the Z0 width) which is
not seen.

7Cabibbo-Kobayashi-Maskawa. Actually Kobayashi and Maskawa proposed this extension before
the discovery of the b quark as a method which included CP violation in the Standard Model.
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In this formalism, the transition rates between families are described by the values
of V . For instance, the Cabibbo suppressed c ! d transition rate is proportional
to jVcdj2. In the CKM matrix, the diagonal elements are near unity, while the o�
diagonal elements are small. Assuming that there are only three families, the CKM
matrix is a unitary matrix, which provides additional constraints on the values of V .

These contributions modulating quark transition probabilities arise from the coupling
of the relevant quarks with with the W boson. For instance, in the Cabibbo sup-
pressed decay D0 ! �+�� decay shown in Figure 1.1, the transition probability is
proportional to jVcdj2 jVudj2, one factor for each quark-W vertex. Because of the large
mass of the W , the weak force has a very short range and consequently a very small
magnitude. This e�ect is described by the Yukawa [17] potential which describes the
range of a force mediated by a massive boson.8 Particles which decay via the weak
nuclear force consequently have relatively long lifetimes.

D
0

W+

u

c

u

d

d

u

�
+

�
�

Figure 1.1: Feynman diagram for a Cabibbo suppressed decay.

1.4 Charmed Baryons

The L = 0 (no angular momentum between quarks) baryons are shown in Figure 1.2.
The singly charmed baryons (including the �+

c and �c states on which this thesis
focuses) are on the second level of these multiplets, while the doubly charmed baryons,
which are the subject of Chapter 9, are those on the third level of the multiplets.
With the exception of the ��+

c and 
00
c (both shown in Figure 1.2(b)), all of the L = 0

singly charmed baryons in Figure 1.2 have (likely) been observed. The properties of

8Yukawa developed this method to describe a model of the nucleus in which inter-nucleon forces
are mediated by massive � mesons.
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the L = 0 charmed baryons are listed in Table 1.4. In addition, several L = 1 �+
c

and �c excited states have been observed: the ��+
c1 (2593), the �

�+
c1 (2625), and most

recently the �c1(2720) [18].
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Figure 1.2: SU(4) baryon multiplets which show all the L = 0 baryons
present in a four-quark system. Extending these diagrams to SU(5) for
the baryons containing a b quark would require a 4-dimensional drawing.
(Figure from Reference 4.)

1.4.1 Spectroscopy of the �+
c
-like baryons

Since each baryon is made of three quarks and each quark has a spin, then the same
three quarks can align in several di�erent con�gurations, each of which is a distinct
charmed baryon. This complication is somewhat simpli�ed by Heavy Quark E�ective
Theory which allows us to treat quarks as either heavy (in our case the charm quark)
or light (the up, down, and strange quarks). In this theory one imagines a central
heavy quark and an outlying pair of light quarks, much in the same way the hydrogen
atom is a heavy proton surrounded by a light electron. Each change in the spin
con�guration gives rise to a change in the energy, or mass of a baryon. Unlike the
hyper�ne splitting in atoms, these energy level splittings are substantial.

With this simpli�cation, and restricting ourselves to �+
c -like baryons with charm, up,

and down quarks, we must consider three spin con�gurations of the quarks. If we
denote the three quarks as [c(qq)] (where q is a light quark) and their spins as ["("")],
we can more easily present the con�gurations. The �rst, or ground state, system is
formed when the two light quarks are anti-aligned to form a light di-quark with spin
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Table 1.4: Properties of the L = 0 charmed baryons [4]. The I(JP ) values
of many of these states have not been experimentally measured; in these
cases we give the predicted values. Baryons with J = 1

2
belong to the

SU(4) multiplet shown in Figure 1.2(a) while those with J = 3
2
belong to

the multiplet shown in Figure 1.2(b).

Quark
Baryon content Mass (MeV=c2) I(JP )

�+
c c(ud)a 2284:9� 0:6 0(1

2

+
)

�0
c cdd 2452:9� 0:6 1(1

2

+
)

�+
c c(ud)s 2453:6� 0:9 1(1

2

+
)

�++
c cuu 2452:8� 0:6 1(1

2

+
)

��0
c cdd 2517:5� 1:4 1(3

2

+
)

��+
c cud unobserved 1(3

2

+
)

��++
c cuu 2519:4� 1:5 1(3

2

+
)

�0
c c(sd)a 2471:8� 1:4 1

2
(1
2

+
)

�+
c c(su)a 2466:3� 1:4 1

2
(1
2

+
)

�00
c c(sd)s 2578:8� 3:2 1

2
(1
2

+
)

�0+
c c(su)s 2574:1� 3:3 1

2
(1
2

+
)

��0
c csd 2644:5� 1:8 1

2
(3
2

+
)

��+
c csu 2647:4� 2:0 1

2
(3
2

+
)


0
c css 2704:0� 4:0 0(1

2

+
)


00
c css unobserved 0(3

2

+
)

0. In our notation, this is denoted as ["("#)]. This is the con�guration of the �+
c ,

whose quark con�guration is [c(ud)] and has total J = 1
2
. The next lowest energy

con�guration, also with J = 1
2
, is [#("")] where the light di-quark has spin 1. These

states are the �c baryons: �
0
c (cdd), �

+
c (cud), and �++

c (cuu). Finally, we can have
the arrangement ["("")] with J = 3

2
. These states are the ��

c baryons �
�0
c , �

�+
c , and

��++
c (with the same quark content as the J = 1

2
�c states). The �

+
c and �c states

are members of the octet shown in Figure 1.2(a) and the ��

c states are members of
the decuplet in Figure 1.2(b).

In addition to these states, states with angular momentum and radial excitations are
also possible, again with various spin con�gurations. The ��+

c1 (2593) and ��+
c1 (2625)

baryons are the only observed �+
c -like baryons with L = 1, but many more must

exist. The spectrum of the �+
c , �c, �

�

c , and ��+
c1 baryons and their dominant decay

modes is shown in Figure 1.3. The �c (csq) and 
0
c (css) ground states are expected

to have similar spectra. Similarly to the de-excitations observed in atomic physics,
each of these states decays to its corresponding ground state. However, in hadrons,
these decays are often strong decays which can emit pions rather than photons.9

9If pion emission is energetically forbidden, as is the case for the lowest mass �c exited state, a
high energy photon is emitted. (Of course, charge must also be conserved.)
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Figure 1.3: The spectrum of excited charm baryons with two light quarks
and the dominant decay modes. The ��+

c (2520) is unobserved.

1.4.2 Charmed hadron lifetimes

The lifetime of any particle is related to its mass by the Heisenberg uncertainty
relation which states that

�E�t � ~ : (1.4)

This means that as the lifetime, � , of a particle becomes shorter, its energy (or
mass) is less well determined. As particle physicists, we measure this uncertainty
in mass as �, or the \natural width," of a state which is proportional to 1=� . For
weakly decaying particles (which have relatively long lifetimes), � is experimentally
unmeasurable. However, for short-lived, strongly or electromagnetically decaying
particles, the natural width is a physically observable e�ect. This is the case with
the J= and also for the �c states as shown in Chapter 7. For each available decay
mode or mechanism, the lifetime of a particle is decreased.
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Figure 1.4: Feynman diagrams for charm lifetime contributions. Each di-
agram represents a possible decay mode, depending on the initial quark
content.

In the spectator quark model of weak decays, it is assumed that the non-decaying,
or spectator, quarks do not interact with products of the virtual W decay. If this
were the case, the lifetimes of all the charmed hadrons would be identical. However,
large di�erences between the charm lifetimes are seen. In order to explain these
di�erences, additional e�ects which depend on the quark content must be considered.
For Cabibbo favored charmed baryon decays there are three major decay diagrams
which may contribute to lifetimes. These three contributions and a process that can
only occur for charmed mesons are shown in Figure 1.4.

The spectator process in which there is no interaction between the spectator quarks
and the produced quarks in the decay is shown schematically in Figure 1.4(a). This
is commonly called an \external" decay diagram. It is also this mechanism at work
in semi-leptonic decays where the virtual W decays to a lepton-neutrino pair. This
type of decay is available to all charmed particles. We denote its contribution to the
lifetime as �ext.
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In Figure 1.4(b) we show the diagram for an internal decay. In this case if there are
two quarks of the same type in the �nal state, this can give rise to constructive or
destructive interference due to Pauli suppression and the color charge (the produced
quarks must have compatible colors with the spectator quarks). When the decay
products of the virtual W match the spectator quarks, the interference is destructive
(denoted by ��int) and serves to increase the lifetime of the decaying particle. When
there are spectator s quarks, the s quark arising from a c quark decay interferes
constructively with the spectator quarks, which is denoted by �+int [19].

Exchange of aW is possible in charmed baryons containing a d quark and in charmed
mesons containing a u quark. This decay diagram is shown in Figure 1.4(c). We de-
note its contribution to the lifetime as �exc. The presence of the exchange mechanism
is believed to be the primary reason the charmed baryon lifetimes are typically shorter
than the charmed meson lifetimes.

Finally, in the case of the D+
s , there is a Cabibbo favored mechanism by which the c

quark and s quark can annihilate into a W+. This process in shown in Figure 1.4(d)
and is denoted by �ann. (For the D

+, this process is Cabibbo suppressed.)

Summarizing the most important contributions for the charmed hadrons, we obtain

�(D+) = �ext + ��int

�(D0) = �ext + �exc

�(D+
s ) = �ext + �ann

�(�+
c ) = �ext + ��int + �exc

�(�+
c ) = �ext + ��int + �+int

�(�0
c) = �ext + �+int + �exc

�(
0
c) = �ext +

10
3
�+int

(1.5)

where the 10
3
factor for the 
0

c arises since the �nal state contains three s quarks
which constructively interfere. A very good discussion of these contributions in the
baryon case is given in Reference 19. While this exercise shows conceptually why
the �+

c lifetime is shorter than any of the meson lifetimes, an accurate calculation
requires the inclusion of Cabibbo and doubly Cabibbo suppressed processes as well.
Figure 1.5 shows a comparison of the charm lifetimes.

1.4.3 Excited charmed baryons

The masses and widths of the nucleons (baryons composed three u and d quarks)
are well measured and reasonably well predicted by theory. To a lesser extent, the
same is true in the hyperon (composed of u, d, and s quarks) sector. However, in
the charm sector, these measurements are much less advanced. To extrapolate the
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Figure 1.5: Lifetimes of the charmed hadrons [20].

properties of other charmed baryons, it is often useful to have accurate measurements
of both the mass and width of a single state. Furthermore, as shown in Chapter 7,
the mass and width of a strongly decaying baryon are related in the models through
the available phase space for the decay. The �c baryons are good candidates for such
measurements since they are the most copiously produced excited charmed baryons.
It is this which motivates the analyses presented in this thesis.

1.5 The FOCUS Experiment

The FOCUS experiment, also known as Fermilab Experiment 831 (E831), is a charm
photoproduction experiment in the Fermilab �xed target program. Charmed particles
are produced by the photon-gluon fusion process in which the virtual charm compo-
nent of the photon is made real by exchanging a hard gluon with a target hadron (in
our case a proton or a neutron). A diagram for this process is shown in Figure 1.6.

FOCUS is the extension of Fermilab E687, using the same beamline and many of
the same spectrometer components. The primary goal of FOCUS is to reconstruct
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Figure 1.6: Diagram of the photon-gluon fusion process with a proton.

one million Golden Mode charm decays (the decay modes D0 ! K��+, D+ !
K��+�+, and D0 ! K��+�+��), a factor of 10 increase over E687 [21]. This goal
was surpassed, enabling FOCUS to perform precision studies of charm decays not
possible before.

The experiment took data during the 1996{1997 Fermilab �xed target run. The
reconstruction of the data began early in 1998 and was completed by mid-1999.



Chapter 2

The FOCUS Beamline

In order to produce charmed particles with incident photons on a target, high energy
photons must �rst be created. This is a multi-step process which begins with high
energy protons. The �rst section of this chapter describes the proton acceleration
process at Fermilab. The second section describes the method used by FOCUS to
obtain high energy photons from protons. The �nal section describes the method
used to measure the energy of these photons.

2.1 The 800 GeV Proton Beam

2.1.1 Proton acceleration

At Fermilab (Fermi National Accelerator Laboratory), the acceleration of protons
from rest to their ultimate energy of 800 GeV is accomplished by a series of �ve
accelerators, each of which (except for the last) transfers the beam to the next accel-
erator.

Cockcroft-Walton: In this accelerator ordinary hydrogen gas is ionized by the
addition of electrons. The hydrogen ions (H�) are electrostatically accelerated to an
energy of 0.750 MeV through a system of voltage dividing diodes which are used to
produce a single voltage gap of 750 kV.

LINAC: The LINear ACcelerator is a series of alternating high �eld and �eld free
regions. The �elds alternate such that the hydrogen ions always experience an accel-
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LINAC

Main Ring / Tevatron

Booster

Figure 2.1: Schematic diagram of the arrangement of the Cockcroft-
Walton, LINAC, and Booster.

erating electric �eld. The LINAC accelerates ions to an energy of 400 MeV. Upon
exiting the LINAC, the ions pass through a thin carbon foil which strips o� the
electrons, allowing only the protons to continue.

Booster: The Booster is a rapid cycling synchrotron about 500' in diameter. The
Booster accelerates a group of protons to 8 GeV and injects them into the Main Ring.
It then accelerates and injects another group. Twelve such \batches" are needed to
�ll the Main Ring. The Booster, along with the accelerators which precede it, is
shown in Figure 2.1.

Main Ring: The Main Ring is a synchrotron one kilometer in radius which uses
normal steel dipole magnets. The Main Ring accelerates protons to 150 GeV before
injecting them into the Tevatron.

Tevatron: The Tevatron is also a synchrotron which accelerates protons to 800 GeV
and occupies the same tunnel as the Main Ring. The Tevatron uses liquid helium
cooled, superconducting dipole magnets to contain the proton beam. A simpli�ed
view of the Tevatron, the Main Ring, and the Fixed Target beamlines is shown in
Figure 2.2.
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Figure 2.2: Schematic diagram of the arrangement of the Main Ring, the
Tevatron, and the Switchyard.

2.1.2 Proton extraction

The acceleration process in the Tevatron takes about 40 seconds. At the end of
acceleration, extraction begins and continues for roughly 20 seconds. Extraction
is the process of slowly (so that protons are delivered to the experiments at low
instantaneous intensity) removing the beam and sending it down the �xed target
beamlines.

Through a series of electrostatic devices and specialized magnets in the \switchyard,"
the beam is split and directed to three major areas designated as \Proton," \Neu-
trino," and \Meson." The beams in each of these areas are split again into many less
intense beamlines, as shown in Figure 2.2. The Wideband Photon Beam is in the
Proton area of Fermilab.

The radio frequency acceleration cavities of the Tevatron operate at 53 MHz. This
means that protons arrive at the experiment in regularly spaced 18 ns intervals, called
\buckets." This timing is preserved by the �xed target beamlines and is present in
the �xed target experiments.
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2.2 The Wideband Photon Beamline

Producing the �nal photon beam for FOCUS is a multi-step process involving three
production targets (in addition to the experimental target). Consequently, the num-
ber of photons obtained per proton is quite low. A typical spill from the Tevatron
delivered about 5 � 1012 protons on the production target yielding about 1 � 109

photons on the experimental target.

A schematic of the Wide Band photon beamline is shown in Figure 2.3.

Incident 800 GeV protons strike a cryogenically cooled liquid deuterium target 1.6 m
long. Interactions in this target produce, among other particles, �0s which decay
promptly (� � 10�16 s) into two photons. Liquid deuterium is chosen because of its
large A=Z2 ratio which maximizes the number of strong interactions while minimizing
re-interactions of the the photons.

Charged particles produced in the target are swept aside using powerful dipole mag-
nets while the neutral component of the beam strikes the photon converter, a sheet of
lead 50% of a radiation length thick. Photons convert to e+e� pairs while other neu-
tral particles, owing to the small number of interaction lengths, usually pass through.
After the electrons and positrons are focused with quadrapole magnets, the charged
portion of the beam is bent around a dump which absorbs the uninteracting neutral
particles. The beam is momentum selected by being passed through collimators. For
most of the FOCUS running the nominal beam energy was chosen to be 300 GeV
with a \momentum bite" of �15%, hence the description \Wide Band."

The electrons and positrons1 are transported by separate beamlines towards the ex-
perimental apparatus. The two beams are recombined into a single beam by the
momentum recombining dipoles. The combined beam is refocused (so that it would
impact the experimental target if unimpeded) and impacts the radiator which is
a sheet of lead 20% of a radiation length thick where photons are produced by the
bremsstrahlung process. After the beam passes through the radiator, powerful sweep-
ing magnets remove the remaining charged portion of the beam which is directed into
the RESH and POSH described in Section 2.3.2. The neutral portion of the beam
(primarily photons) continues towards the experimental target. The mean photon
energy produced by the 300 GeV electron beam is about 190 GeV.

Synchrotron radiation from electrons in the sweepers is emitted in a horizontal swath.
This troublesome background is removed by a lead wall and a lead collimator between
the electron dump and the experimental target. Electrons produced in this lead
shielding are easily removed by a �nal sweeping magnet just upstream of the target.

1There is an occlusion near the neutral dump in the positron arm of the beam, which limits the
positron beam to about 70% of the intensity of the electron beam.
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tagging system.
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This multi-step process has several important advantages. The primary advantage
is that interactions in the experimental target caused by hadrons in the beam are
greatly reduced. In order for such an interaction to occur, neutral hadrons must
produce charged hadrons in the photon converter and those charged hadrons must
create neutral hadrons in the radiator. At 300 GeV, the hadron contamination of
the beam (de�ned as the number of triggered events caused by hadrons in the beam)
is about 3.8%. Nearly all of this contamination is from the positron arm of the
beamline. Large numbers of �0's are produced in the primary target and the proton
from the decay �0 ! p�� often has the correct momentum to be transported down
the beamline. The second advantage is that the tertiary beam allows a measurement
of the energy of the �nal photons, as described in the next section. The primary
disadvantages to a beam of this kind are that a large number of protons are required
to obtain an intense photon beam and it is diÆcult to understand the luminosity of
the photon beam.

The entire beamline between the production target and the recombining dipoles is
under vacuum. From the dipoles to the experimental target, the beam is in a helium
�lled environment to minimize interactions with the air. The beamline is described
in Reference 22. However, it should be noted that the positron arm of the beamline
was also used for FOCUS.

2.3 The Photon Beam Tagging System

For some analyses, it is desirable to know the energy of the interacting photon. How-
ever it is not possible to directly measure the energy of a high energy photon in
a non-destructive way. Instead, we measure the the photon energy by an indirect
method.

In FOCUS, photons are produced by the bremsstrahlung process. By measuring the
energy of the electron before (Ee) and after (Er) the photon is radiated, we can infer
the energy of the photon. We must also take into account bremsstrahlung radiation
of multiple photons, some of which don't interact or interact electromagnetically. If
these photons have a total energy Enon, we �nd

E = Ee � Er � Enon (2.1)

where E is the energy of the photon which produced a hadronic interaction in the
target.

FOCUS has detectors which measure each of these three quantities.



21

2.3.1 Electron beam tagging

The beam tagging silicon (or \tagging") measures Ee, the incident electron energy.
The tagging consists of �ve planes of silicon strip detectors, two on either side of the
momentum recombining dipoles and one positioned between the two dipole magnets.
This arrangement is shown in Figure 2.3. Each plane has 256 strips with a pitch
of 300 �m. Since two dimensional position information is not needed for measuring
momentum, the tagging only measures position in the bend (horizontal) view. The
total active area of each plane is 7.7 cm wide by 5.7 cm high. The electron tagging
system used in E687 is described in Reference 23; the design and operation of the
system was unchanged for FOCUS. The momentum resolution of the beam tagging
system is about 2%.

2.3.2 RESH and POSH calorimeters

In order to measure Er (the energy of the electron after radiating a photon) we
sweep out the electrons and positrons with dipole magnets and measure the bend
angle. This is accomplished by two small calorimeters called RESH (Recoil Electron
Shower) and POSH (recoil POsitron SHower). RESH and POSH each have 13 coun-
ters, labeled 0{12. RESH0 and POSH0 detect electrons and positrons which do not
radiate. RESH and POSH are sampling calorimeters with alternating layers of lead
and Lucite. (RESH0 and POSH0 use lead and SiO2, chosen for its high degree of
radiation hardness.) The arrangement of these counters is shown in Figure 2.4. By
determining which cell or cells of the RESH or POSH the recoil electron impacts,
we know the bend angle of the electron and thus its energy. The energies that these
counters sample are listed in Table 2.1.

2.3.3 BGM calorimeter

In order to measure the non-interacting electromagnetic energy (Enon), we use another
small calorimeter, the Beam Gamma Monitor (BGM). The BGM is positioned near
the point where e+e� pairs produced in the target are focused by the spectrometer
magnets (Section 3.3). The BGM is constructed of 24 alternating layers of lead and
SiO2 and has a frontal area of 9" by 9". The BGM, like the RESH and POSH, has a
depth of 24 radiation lengths and is very radiation hard.
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Figure 2.4: Schematic view of the RESH, POSH, and BGM calorimetry
system. Electrons and positrons are deected into the RESH and POSH.
RESH0 and POSH0 are the counters closest to the beam. Noninteracting
photons impact the BGM.

Table 2.1: Nominal energies for RESH & POSH counters with a 300 GeV
electron beam. Listed is the central value of the recoil electron energies
measured by each RESH & POSH counter. Note that RESH-10 & POSH-
10 are redundant since electrons in the energy range covered by these
counters impact the 11th and 12th counters instead. (The 11th and 12th

counters are upstream of the others.)

Counter Energy (GeV)
# RESH POSH

0 251.7 252.3
1 153.7 152.1
2 117.2 116.2
3 94.7 94.1
4 79.5 79.0
5 68.4 68.1
6 60.1 59.8
7 53.6 53.4
8 48.3 48.2
9 41.6 39.5
10 32.3 30.0
11 41.7 41.7
12 14.9 14.9



Chapter 3

The FOCUS Spectrometer

The FOCUS spectrometer is a two magnet spectrometer with excellent particle identi-
�cation. Major detector systems include silicon strip trackers for vertexing, multiwire
proportional chamber trackers for momentum determination, and �Cerenkov detectors
for particle identi�cation. Also present are electromagnetic and hadronic calorimeters,
muon detectors, and numerous hodoscopes used in triggering.

The spectrometer is shown schematically in Figure 3.1. It is divided into two portions,
termed \inner" and \outer". The inner portion subtends small angles (less than about
30 mrad) and consists of the detectors downstream of the second magnet. The outer
portion subtends larger angles and is the portion of the spectrometer between the
two magnets. The terms \upstream" and \downstream" are also used in describing
the spectrometer; the beam enters from the upstream direction.

The FOCUS spectrometer is an upgrade of the FNAL-E687 spectrometer which is
described in Reference 24. Many of the detector systems from E687 have been replaced
or upgraded, but the general structure of the spectrometer is the same. Many of the
upgrades are described in Reference 25.

In the following sections, the individual detectors are described with emphasis on the
detectors of particular importance to the analyses presented in this thesis.

3.1 Target Con�guration

Experience from E687 has shown that requiring secondary decay vertices to be outside
of the target material greatly increases the cleanliness of charm signals [26]. For
most of the FOCUS running we used a segmented beryllium oxide (BeO) target
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Figure 3.1: An overview of the elements of the FOCUS spectrometer. The inset shows an expanded view of the

target region which is also shown in Figure 3.2.
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Figure 3.2: Diagram of the target region. Shown are the BeO targets,
the embedded silicon microstrip (TSSD) planes, the downstream silicon
microstrip (SSD) planes, and triggering hodoscopes. The beam enters
from the left.

with embedded silicon strip detectors. The segmentation allows a large number of
\out-of-target" decays. Studies have shown that a large portion of the out-of-target
background comes from other charm decays which are easier to model than production
and re-interaction processes.

BeO was chosen as the target material because of its large A and high density for a
low Z material. Hadronic photoproduction is highly dependent on A while conversion
pairs, a troublesome background, are proportional to Z2. A high density target
enhances the number of \out-of-target" decays by packing more target material in a
smaller volume.

The �nal FOCUS target con�guration is shown in Figure 3.2. Each of the four target
segments is 6.75 mm thick in the beam direction and 25.4 mm square. Spacing
between the target segments and detector elements is 10 mm. This is the target
con�guration with which most of our data was accumulated. Other con�gurations
included a single beryllium (Be) target, a segmented Be target, and a segmented BeO
target without embedded silicon microstrip detectors.

3.2 Silicon Microstrip Tracking

Silicon strip detectors gather charge liberated by ionizing particles. This charge (in
the form of electrons and holes) is collected at the ends of the strips where it is
ampli�ed and digitized. The primary advantage of silicon strip detectors is that the
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strips can be placed very close together (25 �m or less), which gives excellent spatial
localization.

Tracking and vertexing in the target region is performed by two silicon microstrip
systems. The �rst system is embedded between target segments, the second is located
downstream of the targets.

3.2.1 Embedded stations

In order to increase vertex resolution, there are two stations of high resolution silicon
strip detectors embedded in the target region. Each station has two views oriented
at �45Æ from horizontal; each view has 1024 strips with 25 �m spacing, creating an
active region about 25 mm across. This dimension is well matched to the beam size
and to the extent of the target segments. Each strip is about 50 mm long, giving an
active area of about 50 � 25 mm2 per plane. Readout is accomplished with ADCs
(Analog to Digital Converters) [27].

The �rst station of the Target Silicon or TSSD is positioned between the second and
third target segments. The second station is located just after the last target segment
and upstream of the �rst trigger counter. Figure 3.2 and the inset of Figure 3.1 show
the position of various elements in the target region. The Target Silicon system was
only in place for the 1997 running of FOCUS which comprises about 2/3 of the data
collected.

3.2.2 Downstream stations

Downstream of the target and upstream of the �rst magnet, tracking is performed
by a system of silicon microstrip detectors referred to as the Silicon Strip Detector
(SSD). There are four stations of detectors, as shown in Figure 3.2 and labeled as
\SSD."

Each station has 3 views. With respect to the horizontal axis of the experiment,
the three views are oriented at �135Æ, �45Æ, and �90Æ from most upstream to most
downstream. The planes within a station are separated by 5 mm. The �rst three
stations are separated by 6 cm; the last two stations are separated by 12 cm.

Each plane consists of two regions, an inner region with �ner pitch strips and an outer
region with more widely spaced strips. The most upstream station has 25 �m inner
strips and 50 �m outer strips. The remaining three stations have 50 �m inner strips
and 100 �m outer strips. Each of the 12 planes has 688 channels of ADC readout.
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The properties of the SSD stations are summarized in Table 3.1 and are described in
greater detail in Reference 28.

Table 3.1: The properties of the SSD planes. Station 1 is the most up-
stream station (closest to the target).

Active Area
Station Total High Res. Strip Pitch

1 2:5� 3:5 cm2 1:0� 3:5 cm2 25 �m, 50 �m
2 5:0� 5:0 cm2 2:0� 5:0 cm2 50 �m, 100 �m
3 5:0� 5:0 cm2 2:0� 5:0 cm2 50 �m, 100 �m
4 5:0� 5:0 cm2 2:0� 5:0 cm2 50 �m, 100 �m

3.3 Analysis Magnets

To �nd the momentum of tracks, we use two high current, large aperture analysis
magnets. The momentum of a particle is determined by measuring the change in the
slopes of tracks before and after each magnet. The construction of the two magnets
is nearly identical. The �rst magnet, M1, is just downstream of the silicon vertex
detectors. The second magnet, M2, is in the center of the spectrometer, between the
third and fourth wire chambers. Each magnet is 1.7 m long, has a 76 cm (horizontal)
by 127 cm (vertical) aperture and a mass of about 245,000 kg.

The two magnets are operated with opposite polarities. Because there are a large
number of e+e� pairs produced in the target,1 by running with opposite polarity the
pairs can be roughly focused onto the Beam Gamma Monitor (Section 2.3.3) near
the downstream end of the spectrometer. The �rst magnet operates at a current
of 1020 A yielding a kick of 0.400 GeV=c. The second magnet operates at 2000 A
providing a kick of 0.836 GeV=c. The magnets deect charged particles in the vertical
direction.

3.4 Multiwire Proportional Chambers

A multiwire proportional chamber (MWPC) is constructed with alternating planes of
high voltage wires and sense wires, which are at ground. All the wires are placed in a
special gas environment. Gaps between planes are usually on the order of millimeters
and voltage di�erences are typically in the kilovolt range. When a charged particle
passes through the gas in the chamber, it will ionize gas molecules. The freed electrons

1This background is an important consideration in the design of many detectors. As will be seen,
many detectors leave the \pair region" un-instrumented.
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Figure 3.3: Orientation of the PWC wire planes, showing the �11:3Æ angle
of the U and V planes with respect to the horizontal.

are accelerated towards the sense wire by the electric �eld, ionizing more of the gas. In
this way a cascade of charge develops and is deposited on the sense wires. The smaller
the diameter of the sense wires, the higher the �eld gradient near the wire becomes.
This in turn causes a larger cascade, increasing the eÆciency of the chamber.

In FOCUS, tracking downstream of the �rst magnet is accomplished using �ve mul-
tiwire proportional chambers (called PWCs in our nomenclature). Each PWC has
four planes per station. The stations are labeled (from most upstream to most down-
stream) P0, P1, P2, P3, and P4. We naturally divide tracks into two categories:
3-chamber tracks (\outer") which are outside the aperture of M2 and 5-chamber
tracks (\inner") which traverse the entire spectrometer.

All �ve chambers operate with a gas mixture of 75% argon and 25% ethane bubbled
through methyl alcohol. Each chamber has four planes of sense wires. The X wires
run vertically and measure the position in the horizontal direction. The Y planes
measure the horizontal position. The U and V planes are inclined at �11:3Æ from the
horizontal. This arrangement is shown in Figure 3.3.
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The chambers P0 and P3 (called Type I stations) are identically constructed. P0 and
P3 are just downstream of M1 and M2 respectively. These chambers have apertures
of about 76 cm� 127 cm (matched to the magenet aperatures) and have 0.8 mil
diameter gold plated tungsten sense wires spaced at 80 mil. The gap between high
voltage planes and sense wires is 0.235".

The Type II chambers (P1, P2, and P4) have 152 cm� 229 cm apertures. The sense
wire spacing is 3.3 mm with 1.0 mil diameter wires. The gap between high voltage
planes and sense wires is 0.240". P1 and P2 are situated between P0 and the �rst
magnet. P4 is situated after the last �Cerenkov detector.

The positions and construction of the �ve chambers are summarized in Table 3.2.

Table 3.2: A summary of the properties of the �ve multiwire proportional
chambers.

Wire Wire Wires/plane Size Position
Chamber spacing X Y U V (X � Y ) (cm from target)

P0 0.080" 376 640 640 640 76� 127 cm2 403
P1 0.130" 480 704 768 768 152� 229 cm2 644
P2 0.130" 480 704 768 768 152� 229 cm2 879
P3 0.080" 376 640 640 640 76� 127 cm2 1,444
P4 0.130" 480 704 768 768 152� 229 cm2 2,286

3.5 Straw Tube Chambers

Straw tube chambers work similarly to multiwire proportional chambers, but instead
of high voltage being supplied along a plane, the high voltage is maintained on a
metal coated tube (or straw) with a ground sense wire in the center. Because each
sense wire has its own source of electric �eld, straw tube chambers can be operated
reliably in higher rate environments. They also have the additional bene�t of being
more reliable since a single broken wire only impacts one channel.

It was originally feared that the FOCUS PWC system would not be able to handle
the high rates present in the pair region and that the PWCs would have to be \dead-
ened" in this region. To prepare for this possibility, three straw tube chambers were
constructed to cover the pair region of each of the �rst three PWCs.

The three straw tube chambers have similar designs with the length and number of
the straws being the primary di�erence between chambers. (P0 is smaller than P1
and P2 so the corresponding straw tube chamber is also smaller.) ST0 and ST1 are
placed just in front of P0 and P1 respectively, ST2 is placed just behind P2.
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Figure 3.4: Diagram, including measurements, showing the construction
of ST0, ST1, and ST2.

There are three views per station, one vertical and two aligned at�11:3Æ from vertical.
Each view has three layers of straws. All the chambers use 5 mm diameter straws.
The design of the straws is shown in Figure 3.4 with their properties summarized in
Table 3.3.

In the end, deadening the PWC system was not necessary, so the straw tubes were
not needed for tracking. However, because the straw tubes are read out with TDCs
(Time to Digital Converters), they can provide useful information about the timing
of events, rejecting tracks which occur in other accelerator buckets (see Section 2.1.2).
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Table 3.3: A summary of the properties of the three straw tube chambers.

Straw Straw Wires/view Total
Chamber length Vertical Angled Wires
ST0 138 cm 3� 10 3� 38 258
ST1 241 cm 3� 10 3� 74 474
ST2 241 cm 3� 10 3� 74 474

3.6 �Cerenkov System

�Cerenkov light is emitted by particles traveling faster than the speed of light in a

medium. In particular, light is emitted if

� =
p

E
=

pp
p2 +m2

>
1

n
(3.1)

where n is the index of refraction of the material. (We use units where c � 1.) Solving
for the threshold pthresh momentum (where p

E
= 1

n
) in terms of the mass and the index

of refraction of the medium we obtain

pthresh =
mp
n2 � 1

: (3.2)

Additionally we know that �Cerenkov light is emitted at an angle, cos �c, described by

cos �c =
1

n�
; (3.3)

so using the direction of a track we calculate where the �Cerenkov light should appear
in the detector. See Figure 3.5 for an illustration of this angle.

The FOCUS spectrometer includes three threshold �Cerenkov detectors. We look for
the presence or absence of light to identify a particle. For a given track momentum
we determine the four particle identi�cation possibilities (e, �, K, and p). The gases
in the detectors have been chosen to provide wide momentum ranges over which
pions can be distinguished from kaons and protons. There is also a wide range over
which kaons and protons can be distinguished from each other. The three �Cerenkov
detectors are called C1, C2, and C3. The properties of the �Cerenkov detectors are
summarized in Table 3.4. Except for slight changes in gas mixtures, these detectors
are well described by Reference 24.

C1: The C1 detector is located between P0 and P1. The detector is �lled with a
58% helium, 42% nitrogen mixture, which gives the detector a pion threshold of 8.5
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Figure 3.5: Origin of �Cerenkov radiation. This �gure shows the electric
�elds (circles) emanating from a charged particle moving along the hori-
zontal line. When the speed of the particle exceeds c=n, a \shock wave"
builds along the angled lines, resulting in the propagation of electromag-
netic energy (light) at the angle �c. (Figure adapted from Reference 29.)

Table 3.4: Gases and threshold momenta of the three �Cerenkov detectors.

Threshold (GeV=c)
Detector Gas � K p

C1 58%He/42%N2 8.5 29.9 56.8
C2 N2O 4.5 16.2 30.9
C3 He 17.0 61.0 116.2

GeV=c. The detector extends 80" in the vertical (bend) direction and 50" in the
horizontal (non-bend) direction. There are 90 cells with photomultiplier tube (PMT)
readout. In the outside portion of the detector, spherical mirrors are used to focus
light onto each individual PMT. In the inner, high rate, portion of the detector, two
planar mirrors oriented at �45Æ to the beam reect �Cerenkov radiation orthogonal
to the beam to where it is collected by a set of 50 PMTs. The inner PMTs are
surrounded by light collecting Winston cones.2 The cell geometry of C1 is shown
Figure 3.6a.

C2: The design of C2 is similar to C1. This �Cerenkov detector is located between
P1 and P2 and is �lled with nitrous oxide (N2O) gas which has a pion threshold of 4.5
GeV=c. C2 has dimensions of 100" in the vertical direction and 64" in the horizontal
direction. �Cerenkov light is focused onto the outer 56 cells by spherical mirrors.

2Winston cones reect incident light into the apex of the cone.
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�Cerenkov light in the central region is reected by a planar section, composed of 32
small planar mirrors. Light from the planar section is gathered with Winston cones.
The geometry of C2 is shown Figure 3.6b.

C3: The �nal �Cerenkov detector in the FOCUS spectrometer is C3, a helium �lled
device with a pion threshold of 17.0 GeV=c. C3 is located between P3 and P4 and
has dimensions of 93.25" in the vertical direction and 60" in the horizontal direction.
In C3, light from each cell is focused with a spherical mirror onto a PMT. The cell
arrangement of C3 is shown in Figure 3.6c.

The momentum ranges over which particles can be identi�ed are shown in Table 3.5.
Note that these numbers assume a large number of emitted photons, an unrealistic
assumption. Near threshold, it is often the case that only a few photons may be
emitted and may avoid detection. The �Cerenkov algorithm described in Section 4.2.1
takes this into account and we are able to extend these momentum ranges slightly.

Table 3.5: Particle identi�cation ranges for the �Cerenkov system. These
are the positive and ambiguous identi�cation ranges for 3- and 5-chamber
tracks based on the momentum thresholds of the detectors. The per-
formance of the �Cerenkov algorithm is slightly di�erent as there are no
absolute ranges.

De�nite �Cerenkov ID range (GeV=c)
e � K p

3-chamber 0.16{8.5 4.5{8.5 16.2{29.9 16.2{56.8
5-chamber 0.16{17.0 4.5{17.0 16.2{56.8 16.2{56.8 and 61.0{116.2

Ambiguous �Cerenkov ID range (GeV=c)
e=� e=�=K K/p �=K/p

3-chamber 8.5{29.9 29.9{56.8 4.5{16.2 0.16{4.5
5-chamber 17.0{61.0 61.0{116.2 4.5{16.2 0.16{4.5

3.7 Calorimetry

A calorimeter measures the energies of particles by destructive processes. In a
calorimeter, particles interact with the material of the calorimeter, emitting several
other particles as a result. In electromagnetic calorimeters, the relevant reactions are
the bremsstrahlung process (e� ! e�+) and pair conversion ( ! e+e�). Hadronic
calorimeters, rely on strong interactions of hadrons which produce other hadrons (typ-
ically pions). In both cases, the �nal number of charged particles is counted and the
energy is inferred since nparticles / Eincident.
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Sampling calorimeters contain alternating layers of interacting material and scintil-
lating material and measure the number of charged particles passing through the
scintillator. A calorimeter made of a transparent substance like lead glass detects the
charged particles primarily by the �Cerenkov light emitted by the fast moving particles
in the medium.

Calorimetry is especially important for reconstructing neutral particles since these
particle leave no ionization in any of the tracking systems. In FOCUS, these particles
are the  and the �0 (decaying to two photons) which are detected by electromag-
netic calorimeters. The hadronic calorimeter detects the K0

L and neutrons. The
electromagnetic calorimeters are also used for electron identi�cation.

3.7.1 Inner Electromagnetic calorimeter

The Inner Electromagnetic calorimeter (IE) is a lead glass calorimeter constructed of
802 lead glass blocks. The glass used is Schott F-2 type which has a 45% lead oxide
composition. The front and rear faces of each block are 5:8 � 5:8 cm square; the
length of each block is 60.2 cm. This corresponds to 18.75 radiation lengths and 2.2
proton interaction lengths. Each block is wrapped in aluminized mylar which serves
to reect and guide produced light down the length of the block to a photomultiplier
tube attached to the end.

The IE is composed of two banks of lead glass elements, each of which is 37 blocks high
by 11 blocks wide. The long dimension of each block lies along the beam direction.
An uninstrumented gap of 5.5" (5.0" of air and 0.5" of steel support) runs along the
entire height of the detector to prevent interactions with conversion e+e� pairs. Also,
three blocks in each corner are \missing." (The original lead glass blocks were reused
from another experiment, so there are not enough blocks to make perfect rectangles.)
This arrangement is shown in Figure 3.7. Because the blocks are not uniform in size,
the position and orientation within the array for each block was determined by an
algorithm which minimized gaps between the blocks. The total dimensions of the
array are 2.15 m (H) by 1.39 m (W). The IE, including the construction process, is
more fully described in Reference 30.

IE Based Triggers: In addition to the signals from each block, \summing modules"
are used to extract a small part of the signal and form several di�erent energy sums
for large parts of the IE. All the channels in the IE were arranged into groups of 9,
roughly based on transverse energy (shown in Figure 3.7), for the purpose of providing
inputs to the trigger. A sum of the entire IE energy (EIE) and a sum of the transverse
energy ET (IE) are formed.

A trigger component designed to select the decay J= ! e+e� is also formed. Using
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Figure 3.7: Schematic view of the Inner Electromagnetic calorimeter as
seen by the beam. The thin dashed lines show each lead glass block; the
thick solid lines show the blocks which make up each sum. All numbers
are part of the internal numbering schemes. Sums 1{15 compose the �rst
sextant of the dielectron trigger, sums 16{30 compose the second sextant,
etc.
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summed outputs, sums are made of six regions (sextants) of the IE (three roughly
square regions on each side of the detector). The trigger required substantial energy
(about 20 GeV) deposited in two non-adjacent sextants. (Sextants separated by
the pair gap are considered non-adjacent.) Allowed and disallowed combinations are
shown in Figure 3.8. See Section 3.10 for more information one how this information
was used. This trigger element is described in Reference 31.

OKOK
Figure 3.8: Examples of the dielectron trigger logic. The solid blocks show
sextants with large energy deposited. The �rst case fails to cause a trigger,
the second and third cases are valid dielectron triggers.

3.7.2 Outer Electromagnetic calorimeter

The Outer Electromagnetic Calorimeter, or OE, is positioned just before M2 and
detects photons and electrons produced at wider angles. The total extent of the
detector is 255 cm in the horizontal and 205 cm in the vertical. There is an internal
aperture of 51 cm by 88 cm which matches the aperture of M2 and a small gap in the
horizontal direction to prevent conversion pairs from interacting with the calorimeter.
These dimensions correspond to an angular acceptance (from the target) of 28 �
j�xj � 142 mrad and 49 � j�yj � 114 mrad.

The OE is a sampling calorimeter with alternating layers of lead and plastic scintilla-
tor. There are 23 layers of 3.3 cm wide rectangular scintillator paddles. Each paddle
is instrumented at the end with a PMT. The detector consists of x, y, u, and v planes.
(The u and v planes are oriented at �45Æ from horizontal.) A side view showing the
layers of the OE is shown in Figure 3.9

Additionally, there is a single plane of 100 scintillator tiles with �ber optic readout.
This plane is used to aid in pattern recognition and is called the \tie-breaker" plane.
(The x and y hits from two photons striking the detector at two distinct points give
four possible reconstructed positions. The tie-breaker plane and u and v planes break
this ambiguity.) The organization of the tie-breaker plane is shown in Figure 3.10,
which also illustrates the coverage of the detector. Note that only the central, highest
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Figure 3.9: Side view of the OE showing the layout of the various layers
of scintillator.
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Figure 3.10: The OE tiebreaker tiles are visible around the aperture. The
outer boundary shows the extent of the parts of the OE instrumented with
scintillator paddles.

rate, area is instrumented with tiles. Including the tiles, there are a total of 1030
channels in the OE. The OE is more fully described in Reference 32.

3.7.3 Hadron Calorimeter

The Hadron Calorimeter (HC) is positioned behind the IE. The calorimeters detects
energy released by hadrons, including neutral hadrons. The HC is constructed of
alternating layers of steel and plastic scintillator tiles. The scintillators are arranged
in pads within each layer; multiple layers are optically combined to form towers. The
entire calorimeter is 300 cm (H) by 200 cm (W). The depth is 209 cm or 7.8 hadronic
interaction lengths.



40

The tiles are arranged with small (20 cm square) tiles in the center and larger (40 cm
and 50 cm square) tiles at the outer edges for a total of 66 tiles per layer. There are
28 layers of 4.4 cm thick3 steel which alternate with 28 layers of scintillator. The �rst
nine layers are combined to form the towers in the �rst section, the next 15 layers
form the second section, and the last 4 layers form the towers in the �nal section.
This arrangement is illustrated in Figure 3.11. This scheme allows for a small number
(192) of channels of readout, but still allows a measurement of energy deposition as a
function of depth by using the super-layers. Also, the last super-layer can be used to
provide rudimentary muon identi�cation which is helpful for very low energy muons.
The HC is more fully described in References 33 and 34.

HC Energy Trigger: The signals from the PMT dynodes in the HC are summed,
integrated and discriminated to form a hadronic energy trigger. The eÆciency of this
energy trigger as a function of the energy is shown in Figure 3.12. The HC energy
forms an important component of the FOCUS trigger, as described in Section 3.10.

3.8 Muon Detectors

Muon identi�cation is possible because muons are the only charged particles which
can penetrate large amounts of material. As described in Section 3.7, electrons and
hadrons interact destructively in material. Muons, due to their large mass relative
to the electron, do not su�er from such catastrophic interactions. The method for
detecting muons, then, is to place charged particle detectors behind a large amount
of shielding material (typically steel).

The FOCUS experiment has two muon detection systems. The Inner Muon detectors
use common scintillator detector elements. The Outer Muon system uses resistive
plate chambers to detect passing muons.

3.8.1 Inner Muon detector

Muon detection in the inner region is performed by three stations of scintillating
hodoscopes termed MH1, MH2, and MH3 [35]. Each station has two views; MH1 and
MH2 have x and y views while MH3 has u and v views oriented at �45Æ. In front of
MH1, MH2, and MH3 are 61 cm, 129 cm, and 68 cm of steel respectively. (This is in
addition to the 126 cm of steel in the HC.) Because of multiple Coulomb scattering
in this steel, good position resolution becomes less important for the downstream
stations, so these stations have scintillating strips with a larger pitch.

3The �rst two layers are 6.4 and 5.1 cm thick, respectively
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Figure 3.11: Schematic views of the Hadron Calorimeter as seen by the
beam and from the side.
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Figure 3.12: EÆciency of the HC energy trigger as a function of energy
deposited in the HC.

The construction of the MH arrays is shown in Figure 3.13. Only one view in each
station is shown. The numbers and sizes of counters are summarized in Table 3.6.

Table 3.6: Summary of the MH array properties. X and Y apply to MH1
and MH2; U and V apply to MH3.

Number of counters
Station Pitch X=U Y=V Total
MH1 5 cm 84 126 210
MH2 8 cm 52 78 130
MH3 10 cm 54 54 108

3.8.2 Outer Muon detector

The FOCUS Outer Muon (OMU) system uses Resistive Plate Chambers (RPCs) to
detect high angle muons [36]. The OE and the steel of M2 provides the �lter, removing
most of the hadronic contamination.

RPCs are able to operate in sizable magnetic �elds, an important requirement since
there are substantial fringe �elds in the region from M2. The RPCs used in FOCUS
are a double-gap type which provides redundancy in case one gap fails. The detectors
operate in streamer mode with high voltage on either side of the ground plane and a
gas mixture of 5% freon, 8% isobutane, 16% CO2, and 71% argon.
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The readout strips are in the center of the two gaps. A cross section of the RPC
design used by FOCUS is shown in Figure 3.14.

HV

Readout strips

2 mm gas gap

Al./Foam (for rigidity,...)

Gnd

2 mm gas gap
HV

Graphite Coated Bakelite
PVC spacers on a  10 cm grid

Graphite Coated Bakelite

Grooved Alum. coated plastic
PVC spacers on a  10 cm grid
Graphite Coated Bakelite

46 mm

Al./Foam (for rigidity,...)

Figure 3.14: Cross sectional view of an RPC module.

For FOCUS, 24 RPC modules were constructed. Each module is 1.0 m by either 1.6 m
or 1.8 m (depending on placement). Modules were constructed with readout strips
running in three directions: along the long axis of the module, along the short axis,
and at a 45Æ angle. The width of each strip is 3.1 cm. Strips along the long axis are
cut in half, such that each strip only covers half the height of the module. The total
number of strips per module varies from 52 (along the short axis of the 1.6 m modules)
to 64 (along the long axis). However, because of multiple Coulomb scattering in M2,
resolution of 12 cm is adequate. To reduce the amount of electronics and cabling
required, the front end discriminators OR each four adjacent strips together, giving
13{16 output channels per module.

These modules are then arranged in views, as shown in Figure 3.15. Views of x, y,
and u are formed, each with 8 modules, leaving an aperture (roughly matching the
apertures of M2 and P3). The modules overlap slightly at the edges, which is visible
in Figure 3.15.

The OMU Trigger: The OMU is also used in triggering. An on/o� signal is
derived for each of the 8 \towers" (the three views in each region) by requiring a hit
in two of the three views. The OM1 signal requires one tower to be on. The OM2

signal requires two non-adjacent towers to be on. (Because of the overlap, a single
muon could trigger two adjacent towers.)

3.9 Scintillating Hodoscopes

In addition to the complex detectors described above, we utilize a number of scintil-
lation counters to trigger the experiment. These counters, combined with very fast
logic circuits, help us �nd the events which are physically interesting.
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Figure 3.16: The H� V and OH hodoscope arrays.

OH: This array of 24 counters is positioned at the front of the OE. They are shown
in Figure 3.16b. The OH array has an aperture sized to match the aperture of M2
and a gap in the center of the array to avoid detecting electron pairs. We derive the
signal OH1 from the array, which signi�es that at least one particle passed through
the OH array.

IM1 & IM2: These hodoscopes are positioned in approximately the same locations
as the MH2 and MH3 arrays. IM1H and IM1V are positioned just downstream of
MH2; IM2H is positioned just upstream of MH3. The arrangements of the three
arrays are shown in Figure 3.17. The individual counters are much larger than those
in the MH systems and are used only for triggering purposes. All the signals from
these counters are input into the same logic used to form the (H�V)1 and (H�V)2
signals. The corresponding signals from the IM arrays are called IM1 and IM2 and
signify that at least one or two muons were observed in the inner region.

AM & AMD: In order to reduce the number of triggered events due to muons
from the primary production target, it is necessary to have a reliable way of detect-
ing muons entering the experiment. The AM and AMD hodoscope arrays are two
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Figure 3.17: The IM trigger counter arrays. a) shows the IM1V and IM1H
arrays, b) shows the IM2H array. IM1H and IM2H are identically designed.

\walls" of scintillator upstream of the target surrounding the beam. A coincidence
between the two arrays is an excellent indication that a \halo" muon4 is present in
the spectrometer. This signal is used as a veto on certain muon triggers.

3.10 The Trigger

A trigger separates interesting events from the uninteresting background. FOCUS
typically had � 100� 106 (mostly electromagnetic) interactions per spill and only
triggered on � 30� 103 (mostly hadronic) interactions per spill. The decision to
keep an event is made in two stages. The �rst stage is called the \Master Gate"
(MG). The MG decision is made within 200 ns of the beginning of the interaction.
The transit time from the spectrometer is about 160 ns, leaving about 40 ns in which
to make this decision.

If the event passes the MG selection criteria, the readout process begins. The second
level of selection is the second level trigger. This decision is made 1.2 �s after the MG

4A muon produced far upstream in the primary target. When these reach the experiment they
usually have very low angles.
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decision is made. If an event passes the second level trigger, the readout is continued.
If it fails, the readout electronics are cleared and reset. Resetting takes 1 �s.

In FOCUS, the following signals are used to form Master Gates. Unless otherwise
noted, descriptions of these signals can be found in Section 3.9.

TR1 Triggers on interactions in the target.
TR2 Triggers on particles downstream of SSD.
OH1 At least one particle in the outer region.
(H� V)1 At least one particle in the inner region.
(H� V)2 At least two particles in the inner region.
EHI Hadronic energy over a high threshold. (Section 3.7.3)
ELO Hadronic energy over a lower threshold. (Section 3.7.3)
EIE Electromagnetic energy over the threshold. (Section 3.7.1)
IE2 At least two hits in the IE. (Section 3.7.1)
IM1 At least one hit in the IM counters.
IM2 At least two hits in the IM counters.
OM1 At least one hit in the OM array. (Section 3.8.2)
OM2 At least two hits in the OM array. (Section 3.8.2)

Most physics triggers have a 2-body requirement which we de�ne as

2B � (H� V)2 + [(H� V)1 �OH1] (3.4)

where we use the standard logical algebra that `+' is a logical OR, ` � ' is a logical
AND, and ` ! ' is a logical NOT. In words, this requirement is \two particles in the
inner region or one in the inner region and one in the outer region." In the latter
case, the two particles must also be on opposite sides of the spectrometer to avoid
triggering on a halo muon. With this piece of shorthand, we can compactly write all
seven of the FOCUS triggers in Table 3.7.

Table 3.7: The FOCUS Master Gates. Master Gates denoted (PS) are
prescaled and are used for calibration.

Trigger De�nition Physics signal
MG1 TR1�TR2�2B�EHI Hadronic trigger
MG2 TR1�TR2�2B�IE2 J= ! e+e�

MG3 TR1�TR2�[IM1 +OM1] � ELO Semi-muonic decays
MG4 TR1�TR2�2B�[IM2 +OM2 + IM1 �OM1] J= ! �+��

MG5 TR1�TR2 e+e� pairs (PS)
MG6 TR1�TR2�2B Two-body events (PS)
MG7 TR1�TR2�[IM1 +OM1] One-muon events (PS)

When the second level decision is made we have additional information. These new
pieces of information take too long to form to be included in the Master Gate, but
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are ready by the second level decision time. The pieces commonly used in second
level triggering are:

MULTn Enough hits for at least n track(s) in PWC system.
AM�AMD No halo muons.
IM(E+W) Excludes hits in both halves of IM triggers.
EIE-2 Better electromagnetic energy sum.

Using this new information as well as the Master Gate information, we form the second
level triggers listed in Table 3.8. Note that not all of the Master Gates generated (i.e.,
MG3 and MG7) were used for �nal triggering.

Table 3.8: A typical second level trigger set for FOCUS. The actual triggers
changed occasionally, especially the di-muon triggers.

Trigger De�nition Physics signal
TRIG1 MG1�EIE-2�MULT4 Hadronic trigger
TRIG2 MG2�(H� V)2 �EIE J= ! e+e�

TRIG4 MG4�IM2 � (H� V)2�!(AM�AMD) J= , inner only
TRIG5 MG5 Prescaled MG5
TRIG6 MG6 Prescaled MG6
TRIG8 MG1 Prescaled MG1
TRIG9 MG4�OH�OM2�MULT2�!(AM�AMD) J= , outer only
TRIG11 MG4�IM1�OM1�MULT1�(H� V)1 � IM(E+W) J= , inner/outer

3.11 Data Acquisition System

In order to analyze the interactions in the spectrometer, the analog signals from
each of the detectors must be digitized and recorded. This is the task of the Data
AcQuisition system (DAQ). The FOCUS DAQ has to deal with input data in a
number of di�erent data formats, merge all this data into one stream, and put the
output on 8 mm magnetic tape. Figure 3.18 shows an overview of this process.

Information from the �Cerenkov detectors, the three calorimeters, and the beam
calorimetry is read out with FASTBUS ADCs. These data are put on the DAQ
bus, an RS-485 bus, by several FSCCs.5

Information from the wire chambers is in PCOS6 format while information from the
straw chambers is in FERA7 format. The SSD, Target Silicon, and hodoscope readout

5FASTBUS Smart Crate Controller
6Proportional Chamber Operating System
7Fast Encoding and Readout ADC
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Figure 3.18: Structural overview of the DAQ, showing how the multiple
sources are merged into one data stream and written to tape.

systems all have their own unique data formats. Data from all of these sources are
put onto the bus by a number of DYC38 modules.

Data for each event is taken o� the RS-485 DAQ bus and placed into a Dual Ported
Memory (DPM); data can be written to and read from this memory simultaneously.
The data are transferred via a VME9 bus from the DPM into our data logging com-
puter, a dual processor SGI Challenge L. From there the data are bu�ered on disk
and written to tape.

During the run, the FOCUS DAQ performed extremely well, typically logging 30{
40,000 events per 20 second spill with a typical event size of �4kB. The livetime (the
fraction of the time the DAQ spent waiting for the next event) was typically 85{90%
with a readout time of about 35 �s. See Reference 37 for a complete description of
the individual DAQ elements and a description of the whole system.

8Damn Yankee Controller
9VersaModule Eurocard. Developed by Motorola.



Chapter 4

Data Reconstruction

In this chapter we describe the reconstruction algorithms and data processing for
FOCUS. In Section 4.1, we describe the algorithms which reconstruct particles in
the spectrometer. In Section 4.2, we describe the process of identifying the types of
particles found. Finally, in Section 4.3, we describe the production of reconstructed
information, a process which begins with the raw data written by the DAQ and ends
with small datasets usable by an individual experimenter.

Throughout this chapter, many signals of reconstructed particles are shown. These
all come from the same dataset (about 0.3% of the raw data) and can be compared
to each other. In some cases the �ts don't model the backgrounds very well, but the
�tted values of the signals are still useful for comparisons.

4.1 Reconstruction Algorithms

In the past, high energy experimenters used devices such as bubble and cloud cham-
bers to photograph the tracks of particles under study. The interaction rates of most
modern particle physics experiments are much too high for any of these photographic
observation methods. With the exception of a few experiments using photographic
emulsions as a detector, today's experiments rely on electronic devices to capture the
eeting signatures of particles traversing the experimental apparatus.

The challenge this imposes is that experimenters must determine, based on the elec-
tronic signals of hits on wire chamber wires or energy deposited in a calorimeter, what
occurred in an interaction. The detectors, trigger, and DAQ described in the previ-
ous chapter are all designed to collect all possible information from a single photon
interaction and to store that information as compactly as possible. This information
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is called an \event." In this section we describe how the raw information in that
event is used reconstruct the complex interactions.

4.1.1 SSD tracking

Finding tracks with the SSD (see Section 3.2.2) detector is performed in three stages.
First, hit strips are grouped into clusters of hits. Second, projections of clusters are
found in each of the three measurement directions. Finally, these projections are
combined into tracks.

Clusters of up to three hit channels are grouped into hit clusters. Using the ADC
information, it is possible to determine if one or two1 traversing particles created a
single cluster by comparing the total ADC counts present to the number expected for
a single Minimum Ionizing Particle (MIP). For multi-strip, single-MIP hits, enhanced
position resolution is achieved by �tting the ADC values in the cluster with a pulse
height sharing algorithm.

Projections are found in each of the three SSD measurement directions by taking all
combinations of hits in the four SSD planes of a given direction and �tting those hits
to a straight line. Projections are rejected if �2 per degree of freedom (�2=DOF)
> 3:0. Projections must contain hits from at least three of the four planes; hits
are allowed to be shared among 3-plane projections and in the �rst plane of 4-plane
projections.

Tracks are formed by intersecting all combinations of three projections (one from each
view) and requiring that �2=DOF < 8:0 for these combinations. Shared projections
among tracks are arbitrated based on the lowest �2=DOF and groups of tracks with
nearly identical parameters are reduced to a single equivalent track.

In E687, the spatial resolution of a track in the high resolution region of the SSD was

�x = 11:0 �m

s
1 +

�
17:5 GeV=c

p

�2

(4.1)

�y = 7:7 �m

s
1 +

�
25:0 GeV=c

p

�2

; (4.2)

while the resolution of a track entirely in the low resolution region of the SSD was
about twice as large. In FOCUS, this resolution is slightly better because the pulse
height sharing algorithm is being used. The constant term results from the resolu-
tion of the detector while the momentum dependent term is dominated by multiple

1Recall that there are a large number of  ! e+e�, or \pair" events where the opening angle
between the electrons is essentially zero in the target region.
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Coulomb scattering in the silicon planes. The resolution in y is better than that
in x because all three silicon planes provide y information, while only two provide
information in x.

The Target Silicon, or TSSD, is not used in �nding the initial tracks in the target
region.

4.1.2 PWC track reconstruction

The PWC (see Section 3.4) tracks are also found using a projection method. Initially,
the x (non-bend) components of SSD tracks are extrapolated through the spectrome-
ter. PWC hits close to the extrapolation are used to form x projections. Projections
in the y, u, and v PWC planes are formed independently and combined with the x
projections to form tracks. Unused hits in x are then used to form additional pro-
jections which are combined with the other unused projections to form additional
tracks.

The x projections found by extrapolating the SSD tracks must have hits in P0. Each
track must have hits in at least three chambers and be missing no more than four
hits, only two of which may be in a single chamber. A least squares �t is performed
on all tracks to determine the track parameters (slopes and intercepts) and �2=DOF.
For tracks passing through M2, the bend in the y direction is also included as a �t
parameter, allowing a rough determination of the momentum. Tracks which leave
hits in all �ve PWCs are called \tracks" while those which leave hits in only the �rst
three chambers are called \stubs."

Additional algorithms are employed to recover tracks which do not satisfy the above
criteria. For example, microstrip tracks are used to seed low-momentum, two chamber
tracks which exit the spectrometer after P1. Halo muon tracks, useful for certain
studies, are reconstructed over a large area by reconstructing tracks with hits in P1,
P2, and P4. (Recall that P0 and P3 are much smaller chambers.) These muons are
assumed to pass through the magnet steel with little deection.

Occasionally the wire chambers have a very large number of hits which would produce
a large number of tracks. These events are too cluttered to extract reasonable physics,
so in the interest of reducing the reconstruction time the number of tracks is limited
to a maximum of 30. This limit is reached in roughly 3.5% of the events.
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4.1.3 Linking

In order to obtain useful information for reconstructing charm decays, SSD and PWC
tracks must be \linked," or associated with each other. This serves two purposes.
First, it associates a momentum with an SSD track if the corresponding PWC track's
momentum is measured in M2. Second, it allows a determination of the momentum
of stubs, using the bend angle in M1.

Linking is performed by extrapolating both SSD and PWC tracks to the center of M1.
The slopes and intercepts of the two types of tracks are required to be consistent at
this point. A loose cut is made to discard obviously incorrect choices. A global least
squares �t using both PWC and SSD hits is performed to test the hypothesis that
the tracks come from the same particle. The links are arbitrated based on �2=DOF
as returned by this �t. Because of e+e� pair production (with almost no opening
angle), a maximum of two PWC tracks are allowed to be associated with each SSD
track.

4.1.4 Momentum determination

The momenta of particles are measured by determining their deection angles in a
magnetic �eld. FOCUS uses two magnets to measure the momenta of particles; M1
is used to measure the momenta of 3-chamber tracks, and M2 is used to measure the
momenta of 5-chamber tracks.

For 5-chamber tracks, particles are traced through the magnetic �eld using the known
magnetic �eld in M2 and the track parameters on both sides of the magnet as inputs
to the calculation. This �t is performed iteratively until both an accurate momentum
and improved track parameters are obtained.

Linked stubs and 4-chamber tracks are subjected to a similar procedure using the
SSD track parameters, the track parameters between M1 and M2, and the known
�eld of M1.

Unlinked stubs pose a special problem since there is no information for them before
they enter the magnetic �eld of M1. To obtain an approximate momentum measure-
ment of these particles, the x projection of the track is extrapolated into the target
region and the closest vertex is chosen as the point of origin. If no vertices are re-
constructed, the unlinked stub is assumed to originate from the center of the target
material.
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The momentum resolution for stubs measured in M1 is approximately2

�p
p
= 0:034� p

100 GeV=c

s
1 +

�
17 GeV=c

p

�2

(4.3)

and the resolution for tracks measured in M2 is

�p
p
= 0:014� p

100 GeV=c

s
1 +

�
23 GeV=c

p

�2

: (4.4)

At high momentum, the resolution is limited by the position resolution of the PWC
system; at low momenta it is dominated by multiple Coulomb scattering.

4.1.5 Vertexing

In order to perform certain kinds of reconstruction (for instance, �nding the momen-
tum of unlinked stubs described in Section 4.1.4), approximate vertex locations are
required for each event. However, the approach described in this section has certain
ineÆciencies, so it is not typically used to �nd the vertices used in physics analyses.
The vertexing method used in analyses is described in Section 5.1.

To �nd these vertices, �2(x; y; z) in the equation

�2 =

nX
i=1

�
x� (xi + x0iz)

�x;i

�2

+

�
y � (yi + y0iz)

�y;i

�2

; (4.5)

is minimized where (x; y; z) are the coordinates of the vertex; xi; yi; x
0

i, and y
0

i are the
SSD track parameters; and �x;i and �y;i are the errors on the SSD tracks. The index
i sums over the tracks in the vertex.

To �nd the initial set of vertices all the SSD tracks in an event are forced into a single
vertex. If �2=DOF > 3:0, the track which contributes the most to the �2 is removed
from the vertex and the vertex is re-�t. This process is repeated until �2=DOF < 3:0.
At this point, all the tracks which no longer belong to a vertex are again forced into
a single vertex and the process continues until all possible vertices have been formed.

2These are the momentum resolutions for E687. The wire spacing and location of the wire
chambers was changed slightly for FOCUS.
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Figure 4.2: Illustration of the vee topology for the decay �0 ! p��. The
dotted line denotes the neutral, unseen particle, solid lines represent the
two charged prongs. The decay K0

s ! �+�� is identical except the prongs
are both pions.

SSD and MIC vees

The simplest type of vee to reconstruct is one in which the K0
s or �

0 decays upstream
of the SSD detector and produces two linked tracks. In this case,the two SSD tracks
are required to form a good vertex and that the vertex must be well separated from,
and point back to, the most upstream vertex. These vees have the best resolution
because full microstrip information is available.

The second type of vee for which microstrip information exists is the MIC vee category.
These are vees which decay within the SSD region, rather than upstream of it. In these
vees, unlinked PWC tracks are extrapolated upstream to the third and fourth SSD
planes where con�rming hits are found. The track is then re�t with these additional
hits and a vertex is calculated for the pair of tracks.

Signals of the SSD and MIC vee types are shown in Figure 4.3.

M1 vees

The most prevalent vee category is termed the \M1 vees." These particles decay
inside the magnetic �eld of M1, between the last SSD plane and the �rst PWC plane.
The M1 vees are divided into three categories, Track-Track, Track-Stub, and Stub-
Stub vees based on the prong track type. In all cases, the x projections of the tracks
are intersected to �nd a rough intersection point within the magnet.

In the Track-Track and Track-Stub cases where at least one of the momenta is known,
an iterative magnet tracing procedure is used to determine the vertex position and,
in the Track-Stub case, the momentum of the stub.
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Figure 4.3: Signals for SSD and MIC Vees. The K0
s signals are shown at

the top, the �0 signals at the bottom. Plots on the left are for SSD vees,
those on the right are for MIC vees.
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Figure 4.4: Signals of M1 Vees for the three topologies. The K0
s signals

are shown at the top, the �0 signals at the bottom.

In the Stub-Stub case, the process is similar except that a constraint is added by
forcing the resultant vee to point back to the primary vertex. In this way the prongs
are momentum balanced and the vee and daughter momenta can all be calculated.

Signals of all three types of M1 vees are shown in Figure 4.4.

One-link SSD vees

The �nal vee category which we discuss is the \One-link SSD" category. These
vees consist of one prong which is a linked track or stub and one SSD track which
is unlinked. While there is complete information for the linked track, there is no
momentum information for the unlinked track. To determine the missing momentum
information, the momentum of the unlinked track is chosen so that the vee is forced
to originate from the most upstream vertex. Signals for these types of vees are shown
in Figure 4.5.

There are other vee topologies that are reconstructed as well, but these typically have
either very poor or very small signals and are excluded from many analyses.

Typically in skims, analyses, and other reconstruction algorithms which use vees, par-
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Figure 4.5: One-link SSD Vee signals for K0
s and �0.

ticle identi�cation requirements are placed on the vee prongs to reduce backgrounds.
This is especially useful on the proton in �0 decays.

4.1.7 Kink (�� and �+) reconstruction

The \kink" algorithm is used to reconstruct the decays �+ ! p�0, �+ ! n�+, and
�� ! n��. The branching ratios for these decays are 51.6%, 48.3%, and 99.8%
respectively [4]. This means we have the opportunity to reconstruct nearly all the ��

and �+ decays.

These decays are called kinks because, observing only the charged particles, we see a
track enter from upstream and an intersecting track leave at a di�erent angle. This
topology is illustrated in Figure 4.6

In order to reconstruct kinks, unlinked SSD tracks (presumably the �) which point
into the M1 aperture are matched with unlinked PWC tracks that also point into the
aperture. PWC tracks which were previously used to form vees are not considered.
The matching is performed with the x projections of the two tracks.

For 5-chamber PWC tracks which intersect upstream of M1, the momentum of the �
candidate is obtained by assuming the � mass and solving the kinematic equations.
However, this gives two momentum solutions for each �, both of which must be
considered to be valid. For 5-chamber PWC intersections within M1, both the proton
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Figure 4.6: Illustration of kink topology for the decay �+ ! p�0. The
dotted line denotes the neutral, unseen particle.

and the � are traced through the magnetic �eld. The momentum of the � is varied
until the intersection distance is minimized, giving an approximate value for the �
momentum. As before, the kinematic equations are solved, but in this case the �
momentum value closest to the value found during the iteration is chosen.

For 3-chamber PWC tracks, the � decay must occur upstream of M1. The (x; y; z)
of the � decay vertex is obtained by taking the x and z intersection points of the
two tracks. The y value is determined from the SSD track parameters at the z of
intersection. Again, the � mass is assumed to calculate the � momentum.

In order to reject topologically similar backgrounds, particle ID from the �Cerenkov
system is placed on the proton candidates and an E=p cut is made on neutrons,
as described in Section 4.1.10. Requiring a con�rming �0 also reduces background,
but this is not done at the reconstruction stage because such a requirement is very
ineÆcient.

4.1.8 Cascade (�� and 
�) reconstruction

Using the \cascade" reconstruction algorithms, we are able to reconstruct the decays
�� ! �0�� and 
� ! �0K�, which have branching ratios of 99.9% and 67.8%
respectively. Because we are often able to reconstruct the �0 in these decays, we
are able to fully reconstruct many of these hyperon decays. This decay topology is
illustrated in Figure 4.7.

The cascade reconstruction considers two cases. In the �rst case, the �� or 
� decays
in the target region, upstream of the SSD detectors. In this case, we require that the
charged track (the �� or the K�) forms a good vertex with a �0 momentum vector
and that the combination points back to another vertex.

In the second case, the �� or 
� decays downstream of the SSD detector. This is
similar to the kink topology, but the neutral particle (�0) is fully reconstructed. The
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Figure 4.7: Illustration of the cascade topology for the decay �� ! �0��.
The decay of 
� ! �0K� is identical, except the K� replaces the �rst
��.

Figure 4.8: Signals of �� ! �0�� and 
� ! �0K�.

algorithm begins by �nding a vertex between a �0 and an unlinked PWC track, both
of which must be traced into the magnetic �eld of M1. When the best �t for this
vertex is found, the unlinked SSD track (the �� or 
�) is also traced into M1. If the
two traced objects intersect, the entire decay is re�t with the new �� decay vertex
position.

Both cascade topologies place additional requirements on the �0 in order to reject
backgrounds.
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4.1.9 Electromagnetic ( and �0) reconstruction

Inner Electromagnetic calorimeter

The �rst step in the reconstruction process for the IE calorimeter (see Section 3.7.1) is
to convert ADC values into energy values for each lead glass block. This is done with
a look-up table in which each ADC count (after a pedestal subtraction) is equivalent
to about 10 MeV of deposited energy. Each block has its own set of conversion values
which vary over time.

In the IE, interacting particles usually deposit energy in a shower that extends over
as many as 20 blocks. However, almost all the energy is deposited in the central 9
(3 � 3) blocks or less. The reconstruction algorithm begins by �nding the highest
energy block in the entire array. It then groups the 8 surrounding blocks into a
\cluster." The energies of the 9 blocks are summed to give the cluster energy. This
process repeats until all possible clusters have been formed.

The energy weighted average position of the cluster is found by

xg =

P
iEixiP
iEi

(4.6)

where xg is the x-position of the cluster and i denotes each of the 9 blocks; Ei

and xi denote the individual block energies and positions respectively. An identical
calculation is performed to �nd yg.

From this weighted average, following the method described in Reference 38, an
improved cluster position, xc is calculated via

xc = 0:76 sinh�1
�
(xg � xb)

S=2
sinh

�
S=2

0:76

��
+ xb (4.7)

and a similar calculation is made for yc. Here, (xb; yb) are the coordinates of the
center of the central block in the cluster and S is the dimension of the blocks.

An additional position correction, parameterized by a sixth order polynomial, is then
applied. This correction is derived by comparing the impact positions of well mea-
sured electron tracks with the average reconstructed positions of electromagnetic
showers in the FOCUS IE.

After all the clusters are reconstructed, the clusters are matched to PWC tracks. Any
track within 6.0 cm of a cluster center is associated with that cluster. Clusters can
be matched to more than one track and, in principle, tracks can be matched to more
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than one cluster, although this rarely happens due to the extent of the clusters and
the 6.0 cm cut.

The energy resolution for the IE is approximately 5% (constant term only).3 The
position resolution (average distance between reconstructed cluster centers and track
impact points) for all charged tracks is about 9 mm.

Outer Electromagnetic calorimeter

The reconstruction of showers in the OE (see Section 3.7.2) is seeded by the stubs.
Clusters in the di�erent strips are formed around stubs which intersect the OE. Un-
used clusters are then combined into neutral clusters. The diagonal counters and the
\tie-breaker" plane are used to resolve ambiguities as to which track a hit strip is
associated with.

The x and y cluster positions are found with a method similar to that used in the IE
reconstruction: �rst �nding the weighted center-of-energy position and then correct-
ing for systematic e�ects. The position resolution of the OE varies from 0.9 cm at
3 GeV to 0.3 cm at 10 GeV.

Energies for clusters are determined by summing the energies of the counters as-
sociated with that cluster. The energy resolution of the OE is approximately
3% + 15%=

p
E (GeV).

�0 reconstruction

In order to reconstruct the decay �0 ! , we combine clusters from both calorimeters
which are inconsistent with charged tracks. For convenience, we assume that the �0

decays at the center of the target. Knowing the energy of the clusters, we can infer
the momentum vector of each  and reconstruct an invariant �0 mass. There are
three classes of �0's based on which calorimeters are used in the reconstruction. In
IE-IE and OE-OE �0's both photons are in the same detector. In IE-OE �0's one
photon is in each detector. Invariant mass plots for all three �0 types are shown in
Figure 4.9.

When combining �0's with other daughter particles, we �nd a signi�cant advantage in
using the energy constraint method of Nakano and Miyake [39]. This method assumes
that the uncertainty in the reconstructed �0 mass is due entirely to uncertainties in
the energies of the two photons. New photon energies are calculated which �x the

3Typically calorimeter resolutions are quoted with a constant term and a 1=
p
E term. In FOCUS,

the electrons are so energetic that the 1=
p
E term is diÆcult to measure.
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Figure 4.9: �0 signals. The left plot is for IE-IE �0's, the center is for
IE-OE �0's, and the right plot is of OE-OE �0's. From left to right the
resolution worsens.

�0 mass to the known �0 mass. These new energies are used to form an improved �0

momentum vector.

4.1.10 Neutral hadron reconstruction

Reconstruction of neutral hadrons in the HC (see Section 3.7.3) begins by associating
neutral clusters in the IE with clusters in the HC. About 80% of the hadrons in the
inner portion of the spectrometer undergo a nuclear interaction in the IE and begin
showering. The IE gives good position information (� � 0:9 cm) for these hadronic
showers. The energy assigned to neutral hadrons is the sum of the energy deposited
in the IE and the energy deposited in the HC. The energy resolution of the HC is
found to be 0:86% + 85%=

p
E (GeV) [33].

The primary use of the neutral hadron reconstruction is to �nd con�rming neutral
showers for the kink reconstruction described in Section 4.1.7.

4.2 Particle Identi�cation

Once the reconstruction algorithms have \found" a particle, the question of the parti-
cle's identity often remains. For instance, long lived charged particles can be electrons,
muons, pions, kaons, or protons. The task of the particle identi�cation algorithms
is to distinguish these possibilities using information from the detectors described in
Chapter 3.

In Section 4.2.1 we describe the �Cerenkov algorithm which distinguishes between
electrons and the di�erent avors of hadrons. In Section 4.2.2 we describe the muon
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identi�cation algorithm. Finally, in Section 4.2.3 we describe the methods used to
separate electrons from other charged particles.

4.2.1 �Cerenkov identi�cation

�Cerenkov identi�cation is used to identify the particle type of each track. This is
particularly important for the hadrons (��, K�, and p=p) because they interact
similarly in matter. These particles are identi�ed by examining the �Cerenkov light
and its distribution.

The �Cerenkov identi�cation algorithm (called CITADL4) used in FOCUS is based on
likelihood ratios between the various particle hypotheses. The particle possibilities
considered for each track are e�, ��, K�, and p=p.5 For each of these four hypotheses
the likelihood, L, is calculated by observing the status of the cells within the �Cerenkov
cone of the particle. The probability that a particle associated with a track of known
momentum6 will �re a particular �Cerenkov cell is computed using Poisson statistics.
This calculation is based on the predicted number of �Cerenkov photons striking the
cell under each particle hypothesis. An accidental �ring rate is also included in this
calculation to model spurious hits; this cell-by-cell correction factor depends on the
beam intensity on an event-by-event basis. The accidental �ring rates are typically
less than 1% except for cells close to the uninteracting beam.

The product of the �ring probabilities for all relevant cells in the three detectors is
computed to form L. The value Wobs(i) � �2 lnL is calculated for each particle hy-
pothesis i. �Cerenkov identi�cation is performed by cutting on the di�erence between
two likely hypothesis. For example, a typical cut separating a kaon from a pion is

Wobs(�)�Wobs(K) > 3 : (4.8)

(The fact that we are using a negative log likelihood means we expect Wobs(�) to be
larger than Wobs(K) for a kaon.)

This identi�cation method has distinct advantages over the standard method of par-
ticle identi�cation using threshold �Cerenkov detectors, which simply determines the
on/o� status of the cells and return a simple yes or no for consistency with a given
particle hypothesis. First, discrimination between two hypotheses can be extended
beyond the threshold momentum ranges. Second, using this likelihood approach, the
�Cerenkov cuts can be more carefully selected and tuned for a particular physics anal-

4 �Cerenkov Identi�cation Through A Digital Likelihood
5The �� hypothesis is not considered separately from the �� since the momentum range over

which the two hypotheses can be separated is limited. Also, as explained in the next section, we
have excellent muon identi�cation.

6See Section 3.6 for the geometries and �ring thresholds of the three �Cerenkov detectors.
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ysis since there is a continuous value to cut on rather than simple on/o� values for
each particle hypothesis. The CITADL algorithm is fully described in Reference 40.

4.2.2 Muon identi�cation

Inner Muon detectors

Muons are identi�ed in the MH system (described in Section 3.8.1) by applying two
requirements. First, candidate tracks are required to have hits in at least four of
the six MH planes. If this requirement is satis�ed, a �2 is calculated which gives the
probability that the track under consideration is compatible with the MH hits assigned
to it. This calculation takes into account both the multiple Coulomb scattering of
the muon within the steel �lters and the granularity of the scintillator paddles. Also,
the largest con�dence level of a second track causing the observed hits is reported
which serves as an isolation cut. The muon identi�cation algorithm is well described
elsewhere [41{43].

Because low momentum muons may be stopped in the steel �lters of the MH detector,
the requirement on the number of planes is relaxed from four to two planes for muons
with momentum less than 10 GeV. This serves to increase the eÆciency at low
momentum.

Above 10 GeV, the typical eÆciency of the muon identi�cation algorithm is above
98% with a proton misidenti�cation rate of less than 0.1%. The pion misidenti�ca-
tion rate is larger (about 1%), but this is due to in ight �+ ! �+�� decays in the
spectrometer where the �+ ight direction closely matches the pion's. This contam-
ination is reduced by requiring light in the �Cerenkov system in the narrow ranges
where muons are expected to produce light but pions are not. A comparison of the
calculated momenta with M1 and M2 also rejects some of these in ight decays.

Outer Muon detectors

Muons are identi�ed in the Outer Muon system (see Section 3.8.2) with a method
similar to that used in the Inner Muon system. However, there is an added compli-
cation since the iron shield (M2) has an internal magnetic �eld which deects muons.
The OM identi�cation routine accounts for this by tracing muons through the mag-
netic �eld in the M2 steel and applying the multiple Coulomb scattering smearing (in
both the OE and M2) to the traced position. This process is described in detail in
Reference 44.
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The OM reconstruction algorithm is eÆcient for muons down to E � 4 GeV, the
range of muons in the OE and M2.

4.2.3 Electron identi�cation

Although the �Cerenkov system can provide some electron identi�cation, the ability
to separate electrons from pions is not available above 8.5 GeV for stubs and 17 GeV
for tracks (see Table 3.4). Above these energies, calorimetry information is needed to
separate electrons from hadrons and muons.

In both the IE and the OE, the identi�cation method relies primarily on requiring
that E=p � 1:0 for the track in question. In the IE, a cut of 0:8 < E=p < 1:2
is typically used. For the OE, the window is a somewhat wider. Almost all the
electromagnetic energy is contained in the calorimeters while most of the hadronic
energy, even if an interaction occurs, passes through. (Muons leave almost no energy
in these calorimeters.)

In the OE, electrons are further separated from hadrons by studying the shower
evolution as a function of z (electromagnetic showers peak well within the detector).
A discriminant analysis of the evolution is incorporated into the electron identi�cation
code.

The IE electron identi�cation is improved by requiring that the �Cerenkov identi�ca-
tion algorithm con�rms the assumption that the track is an electron. This e�ect is
shown in Figure 4.10.

4.3 Data Processing

The FOCUS raw data set consists of about 6.5 billion photon interaction events on
6000 8 mm tapes. The total data set size is roughly 25 TB (terabytes). Because this
is much more data than an individual experimenter can handle, the reconstruction
and event selection process was performed in three steps, reducing the amount of data
at each step.

In the �rst step, \Pass1," each event was reconstructed and written to tape. In
the second step, \Skim1," some events were discarded and the events were split into
several sets of output based on broad physics topics. In \Skim2," the �nal step, each
of these sets of data were split further, based on more narrow physics topics. An
overview of the entire FOCUS data reconstruction process is shown in Figure 4.11.
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Figure 4.10: IE electron signals. A large value of IEID denotes better
con�rmation of the electron hypothesis by the �Cerenkov system. Misiden-
ti�cation decreases with increasing IEID.
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Figure 4.11: Overview of the FOCUS reconstruction process. The solid
lines show the path of the data written to 8 mm tapes (the source for
all �nal analyses). The dotted lines illustrate the distribution of large
amounts of data via the Internet, which was used to help collaborators get
data quickly for studies and preliminary analyses.
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4.3.1 Event reconstruction (Pass1)

The �rst phase of the data reconstruction, called Pass1, began in January, 1998 and
�nished in October, 1998. In Pass1, the raw data on tapes written by the DAQ
were reconstructed and analyzed and the resulting reconstructed data were written
to another set of 6000 8 mm data tapes.

Because events in a high energy physics experiment are self-contained and indepen-
dent, the individual events can be reconstructed by di�erent computers. So while
the total amount of computing power required to process the entire FOCUS data set
was very large, the actual processing was done on many work-station class comput-
ers. This was accomplished for Pass1 by using the Fermilab software product CPS
(Cooperative Process Software) [45]. This software groups together a \server" node
and about 10 \worker" nodes. Together these computers are called a \farm." CPS
allows transmission of data and control information among many processes running
on multiple computers. In essence, it merges many computers into a single logical,
faster computer.

The server node is responsible for reading and writing the data, but sends the events
via a high-speed network to the worker nodes for the computationally intense process-
ing. In the normal mode of operation, the server node read about 80 events from disk
and send them to one worker node. When the worker node completed the reconstruc-
tion of the events, it sent the reconstructed event data back to the server node and
requested another group of events. The server node would write the reconstructed
events to disk. Separate programs were responsible for moving the data between the
tapes and disks. A schematic of this process is shown in Figure 4.12.

FOCUS used up to eight of these computing farms at Fermilab consisting of up to 90
worker nodes. There were roughly equal numbers of SGI7 workstations based on the
MIPS R5000 CPU8 and IBM9 workstations based on the IBM/Motorola PowerPC
CPU. Over the course of the ten month reconstruction e�ort, the amount of available
computing uctuated considerably. In the system's most robust con�guration, the
total computing power available was in excess of 12,000 MIPS.10 An average CPU
eÆciency of about 85{90% was maintained over the entire period.

At the Pass1 level, the reconstruction algorithms for all of the detectors were exe-
cuted. The most computationally intensive portions of the reconstruction code are
the tracking algorithms, but shower reconstruction and particle identi�cation combine
to make another large fraction of the total computing required to process an event.
Monitoring packages which analyze the events were also run. In order to maintain

7Silicon Graphics, Inc.
8Central Processing Unit
9International Business Machines
10Millions of Instructions Per Second



72

Worker

C
PS

 S
of

tw
ar

e 
L

ay
er

Worker

Worker

Worker

Worker

Worker

Worker

Output

C
PS

 S
of

tw
ar

e 
L

ay
er

Pass1 Operation Schematic

Input Output

Data Flow

Control Flow

Data TapeDisk
Output

Data Tape Disk
Input Input

Figure 4.12: Diagram of the Pass1 process.

a 1:1 relationship between input and output tapes, reconstructed calorimetry infor-
mation was not output. However, the raw information was saved. Events which had
reconstruction errors (such as too many hits) were discarded, also saving space on
the output tape. The fraction of events discarded at this stage was typically about
10%. The output from Pass1 was designed so that, if problems were found, the entire
reconstruction (or parts of it) could be redone without reverting to the original data
tapes.

4.3.2 Event selection (Skim1)

In order to make data set sizes more manageable, the Skim1 process split the re-
constructed data into six \Super-streams" containing summarized information rather
than the full information output by Pass1. Each Super-stream contains data satisfy-
ing requirements for physics in one or two broad categories (see Table 4.1). About
half of the events surviving the Pass1 process were written out by Skim1, with many
of those events being written into multiple Super-streams.

As with Pass1, Skim1 used clusters of computers to take advantage of the parallelism
inherent in high energy physics data. However, in Skim1, data were analyzed as disk
�les, each containing about 40,000 events, rather than Pass1's much smaller chunks of
data. Because Pass1 did not save the reconstructed calorimetry information, Skim1
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Table 4.1: Descriptions of Super-streams. There are about 30 di�erent
skims, grouped into six Super-streams based on physics topics and the
types of information present.

Super Physics Skim2
Stream Topics Institution

1 Semi-leptonic Puerto Rico
2 Topological vertexing and K0

s Illinois
3 Calibration and rare decays CBPF, Brazil
4 Baryons Fermilab
5 Di�ractive (light quark states) California, Davis
6 Hadronic meson decays California, Davis

executed the calorimetry algorithms again. Skim1 also re-ran the Vee and �Cerenkov
reconstruction since those algorithms were improved during Pass1 production.

Six output �les, one for each Super-stream, were generated from each input �le. These
�les were concatenated and output to six sets of 200{500 8 mm tapes. The data were
also transferred over the Internet to Fermilab for easy access by experimenters.

Skim1 was run on two computer clusters of about 4000 MIPS each, located at the
University of Colorado and Vanderbilt University. The University of Colorado cluster
consisted entirely of Digital11 workstations using the Alpha CPU. The Vanderbilt
University system was a mixed system of Alpha workstations and workstations based
on the Intel Pentium II processor running Linux. Skim1 began in October, 1998 and
�nished in February, 1999. An overview of the Skim1 process at Colorado is shown
in Figure 4.13. The process used at Vanderbilt was similar.

4.3.3 Final event splitting (Skim2)

Because the size of the Skim1 output data sets (200{500 tapes) is still too large to be
easily used by an individual, the six Skim1 Super-streams were split again into many
sub-streams. Some events that did not pass more stringent cuts were discarded at
this point, but not all skims applied additional cuts.

Skim2 processing was accomplished at �ve institutions, as shown in Table 4.1. From
each Super-stream, 5{12 sub-streams were written, covering a variety of physics topics
and calibration data samples. The sub-streams relevant to the analyses presented
in this thesis are presented in Table 4.2. The Skim2 computing models varied by
institution, but were generally similar to that used for Skim1. The �rst Skim2 process

11Now Compaq
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Figure 4.13: Diagram of the Skim1 process. Data is read from the tape
stackers (jukeboxes), processed, and written again using another stacker.

began production in January, 1999 and all Skim2 processes were completed by June,
1999.

Table 4.2: Descriptions of several sub-streams. These are only the streams
used in this thesis. Many others exist for other types of physics.

Super Sub Physics Number
Stream Stream Topics of tapes

4 FSDD �+
c ! pK��+ 15

4 FSDL �� and 
� 17
3 FSCG Golden Modes 44



Chapter 5

Selection of �+
c
candidates

In this chapter we detail the methods used for selecting �+
c candidates and explain

many of the reconstruction methods used in FOCUS. While portions of this discus-
sion are only applicable to �+

c reconstruction, other portions are applicable to the
reconstruction of the �c, �

�+
c1 , and �cc candidates in later chapters.

In this thesis, only the �+
c ! pK��+ decay mode of the �+

c is considered. This decay
mode has an absolute branching ratio of 5:0 � 1:3%. This decay mode is chosen for
its large branching fraction and ease of reconstruction (all of the decay products are
charged and long lived).

Section 5.1 explains the vertexing algorithm used in FOCUS and the cuts it makes
possible. Section 5.2 describes some of the �Cerenkov cuts available from the CITADL
algorithm. In Section 5.3 two kinematic cuts are investigated. Section 5.4 explains two
ways of improving the momentum vectors for charm daughters. Finally, in Section 5.5
the e�ects and interactions of some of these cuts with each other are shown and the
process of selecting a useful set of cuts for an analysis is explained.

5.1 Vertexing

Using the microstrip detectors described in Section 3.2, we take advantage of the fact
that charmed particles travel a short distance in the spectrometer before they decay.
This means we can reconstruct two distinct vertices in the event: the primary or
production vertex and the secondary or decay vertex. A diagram of a �+

c ! pK��+

decay and its vertices is shown in Figure 5.1. By reconstructing the two vertices, we
obtain several quantities on which we can cut to reduce non-charm backgrounds.
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Figure 5.1: Schematic of a �+
c ! pK��+ decay. The ellipses illustrate the

centers and errors of the vertices. L, described in the text, is the distance
between the centers of the two ellipses.

For the analyses presented in this thesis, we use a candidate driven vertexing algo-
rithm called DVERT [46]. To reconstruct a �+

c ! pK��+ decay candidate, we �nd
three separate tracks that match our requirements for being a proton, kaon, and pion
respectively. We then use the vertexing algorithm to form a vertex from these three
tracks. Assuming a valid vertex can be found, we point the momentum vector of the
�+
c candidate back towards its origin and select additional tracks that form a good

vertex with the �+
c candidate. These tracks and the �+

c momentum vector form the
primary vertex.

This method has been shown to be more eÆcient [47] at extracting fully reconstructed
charm decays than methods which form well separated vertices without any knowledge
of the decay topology being searched for. There are several reasons that this candidate
driven algorithm is superior. First, there is no default separation required between
vertices. Second, primary tracks may pass through the secondary, but can be excluded
from it. Finally, including additional tracks in the secondary will a�ect the point-back
of the charm candidate, causing it to miss the primary.

5.1.1 Vertex con�dence levels

Each vertex formed by DVERT has an associated con�dence level. We call these
values CLP for the primary vertex and CLS for the secondary. In Figure 5.1, it is
evident that tracks will not intersect exactly. Instead, we calculate the probability
that within their errors, all candidate tracks are consistent with intersecting. Minimal
cuts on these values require that the con�dence levels are greater than 1%. However, a
slightly larger cut is sometimes useful in rejecting random combinatoric backgrounds.
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5.1.2 Detachment (L=�L)

The detachment cut is the most powerful cut in most charm analyses. By requiring
a signi�cance of separation between the primary and secondary vertices, short lived
hadronic background is e�ectively removed. The detachment cut requires that L=�L
be greater than some value where L is the measured distance between the two vertices
and �L is the error on that measurement. This requirement is illustrated in Figure 5.1
where the errors on vertex positions are shown using ellipses. (The error in the
longitudinal direction is typically several hundred �m per vertex while the errors in
the transverse directions are only a few �m.)

5.1.3 Primary isolation (ISO1)

ISO1 is one of three isolation tests we can perform on vertices. ISO1 determines the
largest con�dence level that one of the tracks in the secondary actually comes from
the primary. The lower this value, the less likely it is that any of the charm candidate
tracks are really associated with the primary vertex.

5.1.4 Secondary isolation I (ISO2)

ISO2 determines the largest con�dence level that a track not in the primary or
secondary belongs to the secondary. The lower the value, the more likely it is that
the secondary is a \pure" vertex. This type of cut is useful for rejecting background
from higher multiplicity decays than the one of interest.

5.1.5 Secondary isolation II (ISO3)

ISO3 is similar to ISO2. ISO3 determines the largest con�dence level that any other
track, including those in the primary, belongs to the secondary. This type of cut is
rarely used since it is quite likely that one of the primary tracks passes through the
secondary.

5.2 �Cerenkov Identi�cation

As described in Section 4.2.1, the CITADL algorithm calculates negative log likeli-
hoods for the electron, pion, kaon, and proton hypothesis for each PWC track. By
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cutting on di�erences between the di�erent particle hypotheses, we enforce particle
identi�cation.

Kaon identi�cation: Kaon identi�cation is straightforward. Since most of the
particles produced in target interactions are electrons or pions, we cut on the di�erence
between the kaon and pion hypothesis. (This implies an e�ective cut on kaon vs.
electron since for real kaons, the kaon hypothesis should be closer to the � hypothesis
than the electron hypothesis.) The cut variable is �W (�K) which is de�ned as
Wobs(�) �Wobs(K). We usually require positive values for �W (�K), meaning that
the kaon hypothesis is favored over the pion hypothesis.

Proton identi�cation: Proton identi�cation is a little more complex. For �+
c !

pK��+ we place a strong cut on the variable �W (�p), de�ned similarly to �W (�K).
We also place a weaker cut on �W (Kp) to remove background from the decays
D+ ! K�K+�+ and D+

s ! K�K+�+ where the proton is misidenti�ed as a kaon.
Typical cut values are �W (�p) > 5 and �W (Kp) > 1.

Pion identi�cation: To identify pions, we use a cut called �con (pion consistency).
This cut determines how likely the pion hypothesis is compared to the other hypothe-
ses. The de�nition of �con is

�con � min(Wobs(e);Wobs(K);Wobs(p))�Wobs(�) (5.1)

which allows for values in the range (�1;1). This type of cut typically incurs
small losses in signal at a value of �6, which means that some other hypothesis is
favored over the pion hypothesis, but not by a large amount. Because of the limited
momentum range of positive pion identi�cation, requiring �con > 0 is ineÆcient,
although the purity of signals with such a cut is very high.

5.3 Other Cuts

5.3.1 Momentum

In a �xed target experiment, charmed particles are usually produced carrying a sig-
ni�cant fraction of the beam momentum. In addition, acceptance and identi�cation
of high momentum parent particles is more eÆcient. For these reasons, a cut on the
�+
c momentum of 40 GeV=c removes a small amount of background with almost no

loss in signal.
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5.3.2 Lifetime

Because a large part of the background in �+
c ! pK��+ comes from D+ ! K�K+�+

and D+
s ! K�K+�+ decays, requiring short lived �+

c candidates can be very e�ective
in eliminating charm backgrounds. The D+

s lifetime is slightly more than two times
that of the �+

c and the D+ lifetime is about �ve times as large. Requiring that the
�+
c candidate lives less than �ve or even ten times the nominal �+

c lifetime reduces
backgrounds considerably with negligible loss in yield.

5.4 Improving Momentum Vectors

While the momentum resolution quoted in Section 4.1.4 is quite good, we can make
two small improvements. The �rst is obtained by improving the measurement of the
magnitude of the momentum and the second is obtained by improving the direction
measurement at the point of production.

5.4.1 Re�tting track momenta

As explained in Section 4.1.4, the momentum of tracks is determined only from the
bend angle in M2, while the momentum of stubs is determined from the bend angle
in M1. While there is no way to improve the momentum determination of stubs, the
measurement can be improved for tracks by including information about the bends
in both magnets.

We use an algorithm called TRKFIT which performs a �t using the bend angles in
both M1 and M2 as well as the track parameters and errors in the three di�erent
tracking regions (the target region and the inner and outer spectrometer regions).
This algorithm improves the overall mass resolution on the decay �+

c ! pK��+

by about 8%, making it somewhat easier to separate signal events from random
combinatorics. This e�ect is shown in Figure 5.2.

While we always use this method in the analyses presented, we check the e�ect of
reverting to the standard method of momentum determination as a systematic e�ect.

5.4.2 Improving track directions

A more subtle improvement in mass resolution is obtained by using the direction
vectors obtained from the candidate vertexing algorithm (DVERT) described above.
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Figure 5.2: E�ect of using TRKFIT momentum vectors. The plot on the
left uses the TRKFIT algorithm, the plot on the right uses the standard
momentum �nding algorithms. Applying TRKFIT improves the resolu-
tion (\width" in the plot) and increases signal-to-noise.

The standard (or TRACCE) direction vectors for linked tracks are determined solely
from the downstream microstrip stations. Using the DVERT direction vectors allows
us to incorporate Target Silicon information into the direction vectors. This improves
the mass resolution by about 1%. A comparison between �+

c 's reconstructed with the
TRACCE vectors and the DVERT vectors is shown in Figure 5.3.

5.5 Optimizing Cuts

With a large variety of cuts to choose from, it is important to understand the e�ect
of these cuts and their interactions with each other. In this section, several \cut tree"
plots are presented which show the �+

c yield vs. signal-to-noise for many di�erent
combinations of cuts. The cuts chosen for each plot are often related to each other
so that any interactions can be seen.

Each plot is a log-log plot, which is useful in determining cut interactions. In the
log-log plot, if the branch representing the evolution of a cut is independent of the
previous cut, its shape remains the same regardless of the starting point. All the
plots are on the same scale and have the same starting point. Each plot includes
an evolution in L=�L, denoted by inverted triangles. From each point representing
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Figure 5.3: E�ect of using DVERT direction vectors. The plot on the left
uses the DVERT direction vectors, the plot on the right uses the stan-
dard direction vectors. Using the DVERT vectors improves the resolution
slightly.

a particular L=�L cut, the second cut is evolved, and from each of these points, the
third cut is evolved. (Showing the evolution of a fourth cut would, in most cases, be
too confusing.)

The initial cuts in each plot are:

� L=�L > 3

� �W (�K) > 2

� �W (�p) > 4

� �W (Kp) > 0

� CLS > 0:01

� CLP > 0:01

These cuts correspond to our skim of the FSDD sub-skim (see Section 4.3.3). The
Skim2 cuts on the FSDD sub-skim are �W (�K) > 0:5, �W (�p) > 0:5, �W (Kp) >
0, and L=�L > 1:5.
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Kaon and pion �Cerenkov cuts: Figure 5.4 shows how �W (�K) and �con cuts
a�ect the �+

c signal. We see several interesting features. First, the e�ect of the
�W (�K) cut changes with L=�L.

1 (Comparing the shapes of the �W (�K) evolution
at L=�L > 3 and L=�L > 12, we see that this cut becomes more e�ective with
increasing L=�L.) Second, we see that �con cuts of about �4 or less can improve signal
to noise with very little loss in signal. Third, we notice that requiring �con > 0 incurs
a large loss in signal. Finally, as we expect, the two �Cerenkov cuts are independent
of each other.

Proton �Cerenkov cuts: In Figure 5.5, the e�ects of �W (�p) and �W (Kp) cuts
are illustrated. The e�ectiveness of these cuts is fairly constant with increasing L=�L.
However, the two �Cerenkov cuts are strongly correlated. As the �W (Kp) cut in-
creases, the �W (�p) cut is less and less e�ective. (Compare the �W (�p) evolutions
at the beginning and end of any �W (Kp) evolution.) This is not surprising since a
cut in �W (Kp) often has an inherent cut in �W (�p). (For a real proton, we expect
the relationship �Wobs(p) � �Wobs(K) � �Wobs(�) to hold.)

Isolation cuts: In Figure 5.6, cut trees for the isolation cuts ISO1 and ISO2 are
shown. This plot is somewhat confusing, but it shows several things. First, there is
a weak correlation between the two isolation cuts. Second, the two isolation cuts are
strongly correlated with the L=�L cut. Finally, neither isolation cut is very e�ective
at extracting �+

c candidates until the L=�L cut becomes fairly large (L=�L > 6 or
so).

Kinematic cuts: In all of these cut trees, the main branch is initially quite sur-
prising. Typically we expect (based on our experiences with charmed mesons) that as
L=�L increases, the signal-to-noise should increase dramatically. That the �+

c signal-
to-noise decreases at high L=�L is very counter intuitive. In Figure 5.7 we �nd a clue
to why this occurs. While a cut in �+

c momentum is unremarkable, requiring that
the observed �+

c lifetime is less than four times the known �+
c lifetime has a dramatic

e�ect on signal-to-noise, especially at high L=�L. As mentioned earlier, it appears
that a large number of the background �+

c candidates, especially at high L=�L, are in
fact long-lived charm mesons. By requiring a candidate lifetime more in line with the
short-lived �+

c , we remove large amounts of this background with a minimal e�ect on
the �+

c yield. (For a cut of tlife < 4��+c we expect to lose about 1=e4 of the real �+
c

candidates.)

These cut trees help us, for a particular analysis, �nd an appropriate set of cuts to
apply. In an analysis where a large �+

c sample is important, we can choose cuts
which preserve a large portion of the �+

c yield. Where purity of the �+
c signal is more

1This is likely due to contamination from charm backgrounds.
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Figure 5.4: E�ect of CITADL cuts on the kaon and pion. The circles
represent an evolution in �-K separation and the triangles represent an
evolution in pion consistency with the values shown in the key.
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Figure 5.5: E�ect of CITADL cuts on the proton. The circles represent an
evolution in K-proton separation and the triangles represent an evolution
in �-proton separation.
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Figure 5.6: E�ect of isolation cuts. Circles and triangles show evolutions
in ISO1 and ISO2 respectively.
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Figure 5.7: E�ects of kinematic cuts. The circles represent an evolution in
�+
c momentum and the triangles represent an evolution in �+

c lifetime.
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important, we can pick a set of cuts which gives much improved signal-to-noise while
still keeping the sample as large as possible.
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Chapter 6

Measurements of the �c Baryon

Mass Splittings

In this chapter we present measurements of the �c��+
c , �

0
c��+

c , and �
0
c��++

c mass
di�erences. The measurements of the �0

c and �++
c masses represent an improvement

over the current measurements, while the measurement of the �+
c mass is included

to present the spectroscopy of the entire �c system. (Only one other experiment has
measured the masses of all three �c's.)

In an analysis of the decays �c ! �+
c �

�, we �nd m�0
c

� m�+c
= 167:54 � 0:19 �

0:34 MeV=c2, m�++c

� m�+c
= 167:59 � 0:20 � 0:27 MeV=c2, and m�++c

� m�0
c

=
0:05 � 0:28 � 0:09 MeV=c2. In an analysis of the decay �+

c ! �+
c �

0 we �nd m�+c
�

m�+c
= 168:03� 1:01 � 0:30 MeV=c2 and m�+c

�m�0
c

= 0:49 � 1:03 � 0:45 MeV=c2.
These results are obtained with a sample of 362 � 36 �0

c ! �+
c �

� decays, 118 � 40
�+
c ! �+

c �
0 decays, and 487� 41 �++

c ! �+
c �

+ decays.

In Section 6.1 we review the theoretical calculations of �c mass splittings. In Sec-
tion 6.2 we briey review measurements from other experiments. In Section 6.3 we
detail the �+

c and �c reconstruction methods and cuts used. In Section 6.4 we ex-
amine systematic errors from a variety of sources including �tting and reconstruction
methods, overall knowledge of the momentum scale, and \split sample" techniques.
In Section 6.5 we present the �nal values and compare them with other experiments
and the world averages.
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6.1 Theory of Baryon Masses

Before any experimental measurements of the �c masses were available, most initial
predictions of the splittings between the �0

c and the �
++
c were large (on order of several

MeV=c2). One might naively expect to �nd the mass hierarchy m�0
c

> m�+c
> m�++c

,
since in every other case, baryons with d quarks are heavier than the corresponding
baryons with u quarks. (See Table 6.1.) Measurements now show m�++c

�m�0
c

to be
quite small (less than 1 MeV=c2) and more recent theoretical models predict mass
splittings of O(1 MeV=c2).

Table 6.1: Mass splittings of the well measured baryons. States on the right
are identical to states on the left with the quark substitution(s) d ! u.
Values are the PDG [4] averages.

Mass Splitting
Particles (MeV=c2)
n { p 1:293318�0:000009

�0 { �++ 2:6�0:4
�� { �+ 8:08�0:08
�� { �0 4:86�0:08
��0 { ��+ 0:9�1:1
��� { ��+ 4:4�0:6
�� { �0 6:4�0:6
��� { ��0 2:9�0:9
�0
c { �

++
c �0:66�0:28

�0
c { �

+
c �1:4�0:6

��0
c { ��++

c �1:9�1:9
�0
c { �

+
c 4:7�2:1

Accurate calculation of these masses is complicated by the need to include several
canceling contributions. The �c case is particularly problematic since small contribu-
tions which are safely ignored in calculating hyperon mass splittings to a few percent
now become important. In order to make order of magnitude calculations of �c mass
splittings, these minor e�ects need to be included.

Recently, there has been a lack of theoretical interest in �c spectroscopy, at least in
the literature. The last group of papers are from the mid-1980s around the time of
the �rst preliminary measurements from ARGUS. There were a number of papers
published in the late 1970s as well. The recent paper by Genovese, et al. [48] reviews
a number of these earlier calculations and recalculates the mass splittings based on a
consistent set of assumptions.
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6.1.1 Contributions to isospin mass splittings

This section is intended as a brief overview of some of the contributions which are
included in baryon mass calculations. A more detailed treatment is given in Refer-
ence 49.

Quark mass di�erences: The u and d quarks di�er both in their intrinsic masses
and in their constituent masses.1 Typical values for md � mu are on order of a
few MeV=c2. The larger mass of the d quark manifests itself in the mass di�erence
between baryons, and leads one to naively expect that all \d quark" baryons should
be heavier than the corresponding \u quark" baryons.

Rosner [49] also points out that the contribution to mass from the kinetic energy may
increase or decrease with increasing quark mass depending on the r dependence of
the e�ective potential. For potentials of the form V = �r� , � < 0 gives increasing
kinetic energy with increasing mass while for � > 0, kinetic energy decreases with
increasing mass.

Potential Model: Models of the strong potential between quarks vary from model
to model, but a fairly typical quark-quark potential model [48,50] is of the form

V (r) = ��
r
+ �rp � � +

2��0

3m1m2

~Æ(r; r0)~�1 � ~�2: (6.1)

In this notation, ~Æ(r; r0) is a smeared delta function (representing Pauli exclusion)
and r0 is a constant related to the quark-quark separation. Di�erent models choose
di�erent forms of ~Æ(r; r0), di�erent values for the many parameters, and additional
or modi�ed contributions from other sources. �, �0, �, and � are all constants which
vary from model to model.

Coulomb interactions: In addition to the strong interaction between quarks, each
quark interacts with its neighbors via the Coulomb force. The interaction between
two quarks is of the familiar form

�Eij = �qiqj

�
1

rij

�
: (6.2)

Typically, calculations assume that h1=riji is the same for all quark pairs in a mul-
tiplet, but this is not a completely accurate assumption [49]. With this assumption,
Equation (6.2) simpli�es to �Eij = c1qiqj where c1 is a constant.

1The constituent mass is the e�ective mass of the quark in the hadron potential.
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Strong hyper�ne interactions: The spins of con�ned quarks in S-wave states
interact via single gluon exchange given by terms of the form

�Eij = c2
j	ij(0)j2 h�i � �ji

mimj

; (6.3)

where c2 is a constant and 	ij(0) is the wave function for two quarks with no sep-
aration. Quark masses play a role here too, as illustrated by the mimj term in the
denominator.

Electromagnetic hyper�ne interactions: Similarly, the electromagnetic hyper-
�ne interaction contributes to the potential and is of the form

�Eij = �2��q1q2 j	ij(0)j2 h�i � �ji
3mimj

: (6.4)

Typically one assumes that j	ij(0)j2 is a constant for all quark pairs, so that both
hyper�ne interactions can be more easily parameterized. However, the validity of this
approximation is somewhat questionable.

To form an estimate of the baryon mass splittings, di�erences between the quark
masses and the quark potential are combined with the sums of the �Eij values above
and a di�erence is calculated.

For a more thorough discussion of these contributions, other possible contributions,
and the limitations of the simplifying assumptions made, see References 48 and 49.

6.1.2 Theoretical predictions

In Table 6.2 we summarize the predictions of m�++c

�m�0
c

from various theoretical
works. We only include calculations after about 1985. Note that the values from
Reference 48 are recalculations of several earlier models, many from before 1985.
There is a wide range of predicted values, many of which are inconsistent with the
recent measurements.

6.2 Measurements from Other Experiments

There are only two measurements of the �0
c and �++

c mass di�erences with similar
precision to the measurement presented in this thesis. The �rst is a 1993 measurement
from CLEO II [55], the second is from FNAL-E791 [56] and was published in 1996.
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Table 6.2: Theoretical predictions of m�++c

�m�0
c

and m�+c
�m�0

c

.

m�++c

�m�0
c

m�+c
�m�0

c

Author (MeV=c2) (MeV=c2)
Capstick [51] 1.4 �0:2
Chan [52] 0.3 1.05
Genovese [48] �2 to 3 �2 to 1
Hwang [53] 3.0 �0:5
Isgur [54] �2:0 �1:8

Both measurements result from samples of 120{130 events. These measurements are
presented in Table 6.3.

Table 6.3: Experimental measurements of �++
c and �0

c mass di�erences.

Mass di�erence (MeV=c2)
Experiment �++

c � �+
c �0

c � �+
c �++

c � �0
c

CLEO II 168:20� 0:30� 0:20 167:10� 0:30� 0:20 1:10� 0:40� 0:10
FNAL-E791 167:76� 0:29� 0:15 167:38� 0:29� 0:15 0:38� 0:40� 0:15
PDG Fit 167:87� 19 167:30� 0:20 0:57� 0:23

The only signi�cant measurement ofm�+c
is presented in the same CLEO II paper [55]

which �nds that m�+c
�m�+c

= 168:5 � 0:4 � 0:2 MeV=c2 and m�+c
�m�0

c

= 1:4 �
0:5� 0:3 MeV=c2 from 111 events.

Several other experiments [57{62] have measured the �0
c � �+

c and �++
c � �+

c mass
splittings, but these measurements have total errors greater than 0:5 MeV=c2.

6.3 Event Selection and Reconstruction

6.3.1 �+
c
selection

�+
c candidates are reconstructed in the �+

c ! pK��+ decay mode only. Candidates
are reconstructed using TRKFIT to improve the momentum resolution on all tracks.
DVERT direction vectors are used for all tracks for the same reason.

In reconstructing �0
c and �

++
c candidates, we use the following cuts on �+

c candidates:

� L=�L > 6

� tlife < 10��+c



94

Figure 6.1: �+
c ! pK��+ candidates used in the reconstruction of �0

c and
�++
c candidates. The central hatched region shows the 2� cut around

the nominal �+
c mass. The outer hatched regions are 6 � 16� sidebands

which are used in background studies. (The cut and bin boundaries do
not coincide.)

� p(�+
c ) > 40 GeV=c

� CLP and CLS > 0:01

� �W (�p) > 4:0

� �W (Kp) > 1:0

� �W (�K) > 3:0

� �con > �6:0

Finally, �+
c candidates are required to have a mass within �2� of the measured �+

c

mass. The resulting �+
c signal and 2� mass cut are shown in Figure 6.1.
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Figure 6.2: �+
c ! pK��+ candidates used in the reconstruction of �+

c

candidates. The central hatched region shows the 2� cut around the nom-
inal �+

c mass. The outer hatched regions are 6� 16� sidebands which are
used in background studies.

To reconstruct �+
c candidates we use the same cuts as above, except

� L=�L > 4

� �W (�p) > 3:0

The �+
c candidates used to reconstruct �+

c candidates are shown in Figure 6.2. Pri-
marily due to the looser L=�L cut, this sample is signi�cantly larger than that used
to analyze the �+

c �
� channels. This is done to increase the �+

c sample size to the
point where a reasonable measurement of the mass can be made.
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Figure 6.3: Mass di�erence distributions for m�0
c

�m�+c
and m�++c

�m�+c
.

The lowest histograms are from the sidebands in Figure 6.1 scaled ap-
propriately. The middle histograms are those formed by combining �+

c

candidates with pions from the previous event.

6.3.2 �0
c
and �++

c
reconstruction

The reconstruction of the �0
c and �++

c is straightforward. Again TRKFIT and
DVERT direction vectors are used and we require a good �+

c �
� vertex with a con-

�dence level greater than 1%. We also require �con > �4 for the soft pion. We do
not explicitly require the soft pion to be in the primary vertex found during the �+

c

reconstruction.

In order to improve our resolution on the value ofm�c
�m�+c

, we employ the standard
method of calculating mass di�erences. We use the reconstructed masses and mo-
menta of the �+

c and the soft pion to calculate a mass for the �c. We then subtract the
reconstructed mass of the �+

c and report the mass di�erence. In addition to improv-
ing the mass resolution, this also removes the bulk of the systematic contributions
related to calculating the mass of the �+

c and leaves only systematic contributions on
the measurement of the soft pion momentum.

The resulting �c � �+
c mass di�erence distributions and backgrounds are shown in

Figure 6.3.
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6.3.3 �+
c
reconstruction

Reconstructing the �+
c requires that we �nd a soft �0, which is combined with the

�+
c candidate. Guided by the studies of the decays D�0 ! D0�0 and D�+ ! D+�0 in

Appendix A, we reconstruct �0's using the PI0FIT constraining method [63] which
performs a �t that incorporates uncertainties in the positions as well as the energies
of each photon shower in the electromagnetic calorimeters.2 Again, guided by our
earlier studies we choose the following �0 cuts:

� IE-IE �0's only

� �0's are assumed to come from the primary vertex

� Minimum number of blocks per IE cluster: 2

� �0's with both clusters of size 2 are rejected

� Mass of �0 within 25 MeV=c2 of the nominal mass

� �2(�0) < 2:0

� Ecluster > 1:0 GeV

� Energy in the center block, Ecenter > 0:5 GeV

� Fraction of energy in the center block, fcenter > 0:35

Some of these requirements warrant additional explanation. First, although IE-OE
�0's give a visible signal in D� ! D�0, the mass resolution and signal-to-noise are
considerably degraded in comparison to IE-IE �0's. Including these �0's would dra-
matically increase �+

c �
0 background without adding much �+

c signal. This precludes
their use in reconstructing the �+

c . Second, we use a loose (�25 MeV=c2) mass cut
since soft �0's have much worse resolution than �0's with higher momentum. (A cut
of 15 MeV=c2 is typical for hard �0's.) Finally, the \standard" �0 reconstruction
requires IE clusters with 4 or more blocks. However, many soft �0's don't satisfy this
requirement. These departures from the standard �0 reconstruction algorithm are
explored more fully in Appendix A.

We also arbitrate �0's based on the �2 returned from the constraint routine. If two
(or more) �0's have a shared photon, we select the �0 with the lowest �2. The
performance of this arbitration on D� ! D�0 is shown in Appendix A.

Combining the �0 candidates with �+
c candidates, we obtain the �+

c �
0 mass di�erence

distributions shown in Figure 6.4.

2In the low energy (soft �0) regime this method is nearly indistinguishable from the energy
constraint method of Nakano and Miyake [39].
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Figure 6.4: Mass di�erence distributions for m�+c
� m�+c

. The left his-
togram is included for illustrative purposes only; wider binning makes the
�+
c more visible. The lower histograms in each plot are from the sidebands

in Figure 6.2 scaled appropriately.

6.4 Determining Systematic Errors

6.4.1 Background contributions and �tting methods

There are two sources of combinatoric backgrounds. The �rst source is fake �+
c

candidates combined with additional pions in the event. The second background is
from real �+

c candidates combined with other pions from the production vertex. (Since
the �c has no measurable lifetime, pions from a real �c decay are indistinguishable
from other pions in the primary vertex.) A third background contribution comes
from the ��+

c1 (2625) which decays via ��+
c1 ! �+

c �
+�� in what is measured to be a

nearly pure 3-body decay [64, 65]. These pions combined with �+
c candidates result

in a background in the region �M < 0:205 GeV=c2. The shapes of these three
backgrounds are shown in Figure 6.5.

Fitting the overall �+
c � distributions can therefore be quite diÆcult. We have explored

two methods:

1. Fitting to �xed background shapes with oating normalizations.
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(a) Sidebands (b) Random �

(c) ��+
c1 (2625) feed down

Figure 6.5: �+
c �

+ backgrounds. a) the background shape from the �+
c

sidebands. b) the background shape from �+
c and �� from di�erent events.

c) the Monte Carlo generated shape for ��+
c1 (2625) feed down into the �

++
c

signal region plus a constant background.



100

2. Fitting to a free background shape.

In addition, for the �0
c and �++

c , we can choose to include or ignore the contribution
from ��+

c1 (2625) feed down. This gives us four (two3 in the case of �+
c ) di�erent

choices of �tting method, which help determine possible �t related systematics.

In �tting the �c mass peaks, we use a simple Gaussian function. This is not technically
correct since we have shown that these states have a measurable width as detailed in
Chapter 7. However, for determining the mass of a state, a Gaussian �t is adequate.

To �t with �xed background shapes, we �t both the distribution from the �+
c side-

bands, shown in Figure 6.5(a), and the distribution formed by combining a �+
c from

one event and a pion from the previous event, shown in Figure 6.5(b), to a phase
space function of the form N(1 + �(�M �m�)�M

�). (�M is M(�+
c �) �M(�+

c ),
the mass di�erence.) N , �, and � are allowed to vary freely in �tting each background
component. We then �t the signal distribution to

N1(1 + �1(�M �m�)�M
�1) +N2(1 + �2(�M �m�)�M

�2) + Gaussian (6.5)

where N1 and N2 are allowed to vary freely while � and � are �xed to the values
previously found from the background distributions.

To �t with a \free" background, we �t the signal distribution to

N(1 + �(�M �m�)�M
�) + Gaussian (6.6)

and allow N , �, �, and all parameters associated with the Gaussian to vary freely.

In order to determine the contribution from ��+
c1 (2625) feed down, we make an esti-

mate of the contamination using Monte Carlo. We generate a sample of ��+
c1 (2625)!

�+
c �

+�� decays and apply both the ��+
c1 and the �0

c and �++
c reconstructions. The

result of the �c reconstruction, shown in Figure 6.5(c), is the contamination from
��+
c1 (2625) feed down plus random combinatorics. We �t this distribution to the

function

AMC(1� a(�M � b)2) + CBG (6.7)

where the quadratic term (the contamination) is restricted to the range �M <
0:205 GeV=c2. CBG is a constant representing the random combinatoric background.
The value of AMC represents the amplitude, or height, of the feed down contribution
in Monte Carlo. In order to estimate this contribution in the data, we normalize to
Monte Carlo. We assume that the relative reconstruction eÆciencies for �+

c �
� and

3To model the random � component of the background for �+
c
events, we use charged, not neutral,

random pions. The momentum spectra of charged and neutral pions will most likely di�er. But,
this is a good check on the �t, regardless.
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Figure 6.6: ��+
c1 (2625) signals from data and Monte Carlo used to calculate

the ��+
c1 (2625) feed down contribution. The �

�+
c1 (2593) (which is not �tted)

is evident in the data shown on the left. Monte Carlo is shown on the right.

�+
c �

+�� are the same in data and Monte Carlo so that

Adata

AMC
=
Y (��+

c1 )data
Y (��+

c1 )MC

(6.8)

where Y is the �tted ��+
c1 (2625) yield. We then solve for the amplitude of the ��+

c1

feed down in the data:

Adata = AMC � Y (��+
c1 )data

Y (��+
c1 )MC

: (6.9)

We use identical cuts on the �+
c and soft pion(s) in all four reconstructions (�c and

��+
c1 for Monte Carlo and data). To include the ��+

c1 (2625) contribution into the
signal distribution, we �x a and b in Equation (6.7) to their �t values, �x Adata to
the calculated value, and add this contribution to Equation 6.5 or 6.6. The data
and Monte Carlo ��+

c1 (2625) signals used to calculate this contribution, or shape, are
shown in Figure 6.6.

For the �0
c and �++

c , we �nd that all four of these �tting methods give very close
agreement for the values of �M as shown by the �rst four points of Figure 6.7.

For the �+
c the two �t values (�xed and free backgrounds) also agree very closely,

giving a systematic of only 0:01 MeV=c2.
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Figure 6.7: �0
c and �++

c systematic errors from �tting and reconstruction
methods. The three plots are respectively, the values ofm�0

c

�m�+c
,m�++c

�
m�+c

, andm�++c

�m�0
c

. The �rst four points are values obtained using �xed
background shapes with oating normalizations (`�x'), a free parameter
phase space background �t (`free'), and including (`lc') or ignoring the
��+
c1 (2625) feed down. The �fth and sixth points are obtained by using

TRACCE vectors and not using TRKFIT respectively. The solid and
dashed lines are our measurement and statistical errors.
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6.4.2 Reconstruction methods

We check the stability of our �0
c and �

++
c measurements under di�erent reconstruction

methods in two ways. First, we use the standard direction vectors instead of the
improved DVERT vectors. We see no appreciable systematic due to the choice of
direction vectors, as illustrated by the `nots' (no target silicon) point in Figure 6.7.

As a second check, we use the standard momentum values instead of the TRKFIT
values. This does give a systematic error. In fact it is the dominant error in this study
of reconstruction and �tting methods, as evidenced by the `notrk' point in Figure 6.7.

Neither of these checks apply to the �+
c case since there is no tracking information

for the �0.

6.4.3 Systematic reconstruction biases

As a check on the �+
c �

� reconstruction code, we use Monte Carlo to look for a
systematic di�erence between generated and reconstructed quantities. This study
suggests that there is a discrepancy of about 0.1 MeV=c2 between the generated and
reconstructed �c��+

c mass di�erences. There is no evidence for a systematic shift in
the �++

c ��0
c mass di�erence. Figure 6.8 shows the reconstructed �c mass di�erence

distributions for Monte Carlo generated �c ! �+
c � decays. The input and recovered

values are summarized in Table 6.4.

Table 6.4: Di�erences between generated and reconstructed parameters in
�+
c �

� Monte Carlo and those reconstructed by the analysis and �tting
programs. Mass di�erences have units of MeV=c2.

Quantity Generated Reconstructed Di�erence
m�0

c

�m�+c
167:54 167:44� 0:02 0:10� 0:02

m�++c

�m�+c
167:59 167:51� 0:02 0:08� 0:02

m�++c

�m�0
c

0:05 0:07� 0:03 �0:02� 0:03

At this time, an accurate Monte Carlo simulation of �0's does not exist, so we are
unable to make a similar check on the �+

c .

6.4.4 E�ect of the overall mass scale uncertainties

If the momentum scale is systematically incorrect, the mass scale will also be sys-
tematically wrong. For charged particles, this e�ect can be caused by an incorrect
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Figure 6.8: Reconstructed Monte Carlo distributions for generated �++
c

and �0
c . Input and reconstructed parameters are listed.

knowledge of the magnetic �eld, systematic problems in understanding tracking sys-
tems, or an overall scaling of the geometry of the experiment. In reconstructing �0's,
a scaling of the geometry is the most likely cause of a systematic error. By measuring
the �c ��+

c mass di�erences, we remove these e�ects on the measurement of the �+
c

mass. However, a small systematic can survive due to problems in the � momentum
calculation.

Soft pion momentum (�0
c
and �++

c
)

Currently there is a small problem with momentum determination in the spectrome-
ter. This causes the masses of states to be measured on O(0:1%) too high; the exact
value depends on the kinematics of the decay. This will be corrected in the future,
but for now we include this as a systematic e�ect. In order to assess the magnitude of
this e�ect, we measure this shift for several prominent decay modes. (We expect that
the �c will be most similar to the kinematically similar D�.) These measurements
are presented in Table 6.5. The D and D� results are from 25% of the data sample
while the �+

c ! pK��+ signal is from the whole data sample.

As a reasonable estimate, we choose a relative error (�M=M) for the �c measurements
of 0.15% which gives an error on the mass di�erence of 0:25 MeV. This error is likely
correlated with the TRKFIT error reported in Section 6.4.2 so that the true systematic
is probably being inated by considering the same problem twice. Also, this e�ect
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Table 6.5: Mass errors for high statistics decays. FOCUS values and
PDG [4] values are compared for several high statistics modes. Masses
are in MeV=c2.

Mode PDG Value FOCUS Value �M �M=M
D�+ ! D0�+ a 145:40� 0:03 145:50� 0:01 0:10� 0:03 6:9� 10�4

D0 ! K��+ 1864:6� 0:50 1867:55� 0:08 3:0� 0:50 1:6� 10�3

D+ ! K��+�+ 1869:3� 0:50 1871:69� 0:06 2:4� 0:50 1:3� 10�3

D0 ! K��+�+�� 1864:6� 0:50 1866:87� 0:03 2:3� 0:50 1:2� 10�3

�+
c ! pK��+ 2284:9� 0:60 2288:85� 0:11 4:0� 0:60 1:8� 10�3

aThe value quoted is the D�+ �D0 mass di�erence.

is negligible in the measurement of m�++c

� m�0
c

since both masses are shifted by
essentially the same amount.

�0 momentum (�+
c
)

The �0 constraining method should remove any systematic e�ect due to the energy
calibration of the electromagnetic calorimeter. However, a systematic e�ect can sur-
vive if the geometry of the calorimeter is incorrect.

To explore any possible remaining systematic, we reconstruct the decays D�0 ! D0�0

and D�+ ! D+�0 where the D mesons decay via the golden modes D0 ! K��+,
D+ ! K��+�+, and D0 ! K��+�+��. We then compare the measured mass
di�erences with the PDG [4] values. The results of this study are shown in Figure 6.9.
We see that our measurements of the D� masses are accurate to within 0.1 MeV=c2.
Taking into account the larger phase space available in �+

c ! �+
c �

0, we estimate our
systematic error on m�+c

to be 0.3 MeV=c2 or less.

6.4.5 Mass di�erences as a function of L=�L

We have seen a sizeable systematic problem in the �0
c distributions reconstructed with

low L=�L �+
c candidates. This e�ect is illustrated in Figure 6.10; the measurement

of the �0
c mass di�erence doesn't become stable until L=�L > 6. For this reason we

choose events with L=�L > 6, a rather tight detachment cut.

Applying cuts of �con > 0 for the soft pion and L=�L > 3 gives a similar signal-
to-background ratio for the �0

c as when we require L=�L > 6. With this cut the
systematic e�ect at low L=�L is not present. This leads us to conclude that the
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Figure 6.9: D�0 ! D0�0 and D�+ ! D+�0 mass di�erences.

apparent systematic e�ect at low L=�L is not due to any physics, but instead may be
caused by �tting �c distributions with large amounts of background.

6.4.6 Systematic errors from \split samples"

In order to assess the other systematic errors present, we use a \split sample" tech-
nique of estimating systematic errors. In these studies, we divide the data into two
roughly equal portions based on kinematic variables or running conditions and per-
form our measurement on each statistically independent sub-sample. We choose vari-
ables where one might expect, either through reconstruction methods or changes in
running conditions, to introduce a bias in the measured quantity.

�0
c
and �++

c
split samples

We perform studies of the �0
c and �

++
c masses by splitting the sample based on several

criteria:

� Particle/anti-particle
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Figure 6.10: �0
c and �++

c mass di�erences as a function of the L=�L cut.
Stable results are not reached until L=�L > 6. The solid and dashed lines
are the measurement and statistical errors.
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� Pre/post Target Silicon runs4

� L=�L

� �+
c momentum p(�+

c )

� Soft pion momentum p(�s)

The only systematic e�ect originates from splitting the data according to the momen-
tum of the soft pion, p(�s), and only in the case of the �0

c . This e�ect is illustrated
by the last two points in the top plot in Figure 6.11. In this case, a systematic error
of 0:21 MeV=c2 survives.

�+
c
split samples

For the �+
c , we are able to check split samples of the following quantities:

� Particle/anti-particle

� Pre/post Target Silicon runs

� L=�L

� �+
c momentum p(�+

c )

� �0 mass5

The split sample �tted values for the �+
c are shown in Figure 6.12. Although the �tted

values do vary substantially, none of the e�ects studied pass the requirement of being
statistically signi�cant variations since the statistical error on the mass di�erence is
quite large.

6.4.7 Total systematic error calculations

We calculate all our systematic errors using the methods outlined in Appendix B.
For the �0

c and �
++
c mass di�erences the systematic errors are tabulated in Table 6.6.

4Run 9750 is the �rst run in which the Target Silicon information is used by the reconstruction.
This run is picked as the dividing line. This dividing line roughly corresponds to the dividing line
between 1996 & 1997 data. All three terms are used interchangeably.

5We split the sample on a run-by-run basis according to the average �0 mass reconstructed for
that run during the initial data reconstruction. This separates the data into two samples, one where
the calorimeter energy calibration was, on average, high and another where the energy calibration
was low.
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Figure 6.11: �0
c and �++

c systematic errors from split samples. The solid
and dashed lines are the measurement and statistical errors. Points 1 & 2
are for particle and antiparticle separately. Points 3 & 4 are for runs less
than and greater than 9750. Points 5 & 6 split the sample at L=�L = 7.
Points 7 & 8 split the sample in �+

c momentum at 70 GeV=c. Points
9 & 10 split the sample in soft pion momentum at 5 GeV=c.
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Figure 6.12: Summary of �+
c split sample systematic errors. The solid and

dashed lines are the measurement and statistical errors. Points 1 & 2 are
for particle and antiparticle separately. Points 3 & 4 are for runs less than
and greater than 9750. Points 5 & 6 split the sample at L=�L = 6. Points
7 & 8 split the sample in �+

c momentum at 55 GeV=c. Points 9 & 10 split
the sample in �0 mass for each run.

For the �+
c , the systematic errors are tabulated in Table 6.7. The totals quoted are

the quadratic sums of the individual errors.

6.5 Final Values and Comparisons

�0
c
and �++

c
: Considering all the statistical and systematic errors, we measure

m�0
c

�m�+c
= 167:54�0:19�0:34 MeV=c2,m�++c

�m�+c
= 167:59�0:20�0:27 MeV=c2,

and m�++c

�m�0
c

= 0:05� 0:28� 0:09 MeV=c2 where the �rst error is statistical and
the second is systematic. These measurement are presented and compared with other
measurements [55{58, 60] and the PDG [4] average in Figure 6.13. These values are
completely consistent with the E791 [56] values. The FOCUS and CLEO II [55] values
for m�++c

�m�+c
di�er by 1:2� and the corresponding values for m�++c

�m�0
c

di�er
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Table 6.6: Summary of systematic errors for m�0
c

�m�+c
, m�++c

�m�+c
, and

m�++c

�m�0
c

.

Mass di�erence (MeV=c2)
Source �0

c � �+
c �++

c � �+
c �++

c � �0
c

Fitting 0.04 0.05 0.09
Momentum scale 0.25 0.25 0.00
Monte Carlo bias 0.10 0.10 0.00
�c=��c 0.00 0.00 0.00
L=�L 0.00 0.00 0.00
1996/1997 0.00 0.00 0.00
p(�c) 0.00 0.00 0.00
p(�s) 0.21 0.00 0.00
Total 0.34 0.27 0.09

Table 6.7: Summary of systematic errors for m�+c
�m�+c

.

Mass di�erence
Source �+

c � �+
c

Fitting 0.01 MeV=c2

Momentum scale 0.30 MeV=c2

�c=��c 0.00 MeV=c2

L=�L 0.00 MeV=c2

1996/1997 0.00 MeV=c2

p(�c) 0.00 MeV=c2

�0 mass 0.00 MeV=c2

Total 0.30 MeV=c2

by 2:1�. These measurements are compared with the CLEO II and E791 values in
Table 6.8.

Table 6.8: Comparison of measurements of �++
c and �0

c mass di�erences.

Mass di�erence (MeV=c2)
Experiment �++

c � �+
c �0

c � �+
c �++

c � �0
c

CLEO II 168:20� 0:30� 0:20 167:10� 0:30� 0:20 1:10� 0:40� 0:10
FNAL-E791 167:76� 0:29� 0:15 167:38� 0:29� 0:15 0:38� 0:40� 0:15
FOCUS 167:59� 0:20� 0:27 167:54� 0:19� 0:34 0:05� 0:28� 0:09

�+
c
: In the �+

c analysis, we �nd m�+c
� m�+c

= 168:03 � 1:01 � 0:30 MeV=c2 and
m�+c

�m�0
c

= 0:49� 1:03� 0:45 MeV=c2. We add the systematic errors for the �+
c

and �0
c in quadrature since these should be completely uncorrelated. These values

are completely compatible with the CLEO II measurement, as shown in Table 6.9.
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Figure 6.13: Final measurements of m�0
c

�m�+c
, m�++c

�m�+c
, and m�++c

�
m�0

c

and comparisons with other experiments. The FOCUS measurements
are the last set of points; the solid and dashed lines are the PDG �t values.
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Table 6.9: Comparison of measurements of �+
c mass di�erences.

Mass di�erence (MeV=c2)
Experiment �+

c � �+
c �+

c � �0
c

CLEO II 168:5� 0:4� 0:2 1:4� 0:5� 0:3
FOCUS 168:03� 1:01� 0:30 0:49� 1:03� 0:45

6.6 Conclusions

The �0
c and �++

c mass di�erence measurements presented here are competitive with
the world's best measurements and will improve further when systematics due to
the momentum scale are reduced. While the errors on the �+

c mass are larger than
those from CLEO, a later analysis may be able to include other �+

c decay modes,
thereby decreasing the statistical error. In order to reduce systematic uncertainties,
it is instructive to have measurements of all three �c mass di�erences from a single
experiment.
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Chapter 7

�0
c
and �++

c
Width Measurements

In this chapter, we present preliminary measurements of �(�0
c) and �(�

++
c ) which are

compared with the existing theoretical predictions and a recent CLEO report [66].
We �nd �(�0

c) = 2:58 � 0:79+�
0:51
0:55 MeV=c2 and �(�++

c ) = 2:53 � 0:77+�
0:51
0:56 MeV=c2.

Low statistics and a width similar to the experimental resolution1 combine to make
this a challenging measurement. These results are obtained with a sample of 425�55
�0
c ! �+

c �
� decays and 540� 59 �++

c ! �+
c �

+ decays.

Most theoretical predictions of �(�c) are in the 1{3 MeV=c2 range, as shown in
Section 7.1, which is in the measurement range of FOCUS. In Section 7.2 we show
that a comparison of the FOCUS Monte Carlo and data suggests �(�0

c) � �(�++
c ) �

O(1 MeV=c2). This observation motivates further analysis. In Section 7.3 we discuss
the reconstruction and simulation methods used in the analysis. In Section 7.4 we
explain the measurement and �tting methods and present preliminary values with
statistical errors. Section 7.5 is concerned with various sources of possible systematic
errors. In Section 7.6 we present two mini{Monte Carlo studies which shed light on
particular problems which may occur with the measurement.

7.1 Theoretical Predictions of �c Widths

There have been several recent theoretical predictions for the widths of the �c states;
all of them predict �(�c) in the range 1{3 MeV=c2. Several di�erent theoretical mod-
els have been used, including the Relativistic Three Quark Model (RTQM), Heavy

1Throughout this chapter we strictly adhere to the terminology that \width" refers to �, the
natural width of a state and \resolution" refers to the standard deviation, �, in a Gaussian resolution
function.
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Hadron Chiral Perturbation Theory (HHCPT), and the Light Front Quark Model
(LFQM).

In both the Relativistic Three Quark Model [67, 68] and the Light Front Quark
Model [69], the partial decay width for �c ! �+

c � is given by

�(�c ! �+
c �) = g2I21

j ~q j3
6�

M�+c

M�c

(7.1)

where g is a coupling constant, I1 � I(6 ! 3� + �) = 1 for �c ! �+
c �, is a group

avor factor for the transition. j ~q j is the pion momentum in the �c rest frame. In
the LFQM, g = 6:81 GeV�1; RTQM uses g = 8:88 GeV�1.

The decay rate is parameterized a little di�erently in Heavy Hadron Chiral Pertur-
bation Theory [70,71]:

�(�c ! �+
c �) =

h21
f2
j ~q j3
6�

M�+c

M�c

(7.2)

where h1 = 1:0 is an independent coupling constant and f ' 132 MeV is the pion
decay constant.

Rosner [72] performs his calculation by assuming that the decay rate

�(B ! B0�) = C j(�B0jB)j2 j ~q j3 (7.3)

where (�B0jB) are isoscalar factors for the decay. Rosner assumes that C is constant
for all baryon decays and uses the value of �(�� ! ��) to �nd, using ratios, the
values of �(�c ! �+

c �).

These models predict partial widths, but �c ! �+
c � is the only allowed strong decay

mode. (Although it doesn't a�ect the present measurement, the partial width of
�+
c ! �+

c  is predicted to be very small.) As a result, we safely take the partial
width as the total width for each state. The resulting predictions from the models
are shown in Table 7.1.

Table 7.1: Predicted �c widths from various theoretical models. All units
are MeV=c2.

Author �(�0
c) �(�++

c ) Method
Ivanov [67,68] 2:65� 0:19 2:85� 0:19 RTQM
Taw�g [69] 1:57 1:64 LFQM
Huang [70] 2:4 2:5 HHCPT
Pirjol [71] 1.0{3.0 1.1{3.1 HHCPT
Rosner [72] 1:32� 0:04 1:32� 0:04 Ratios

Direct measurements of the �c widths are important since most of the current the-
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oretical models predict the widths of charmed baryons by extrapolating from the
hyperon widths. Accurate measurements of the �c or �

�

c widths will enable more
accurate predictions of the widths of other excited charm states.

7.2 First Evidence for a Non-zero �c Width

At present the FOCUS collaboration is in the process of changing its scattering and
absorption model to a method which combines Moliere [73{75] scattering with a charm
absorption cross section which is half that of the neutron [76,77]. This model is used
in the analyses in this thesis, but minor changes are possible in the near future. We
�nd that this model gives much better agreement between the experimental resolution
and the Monte Carlo prediction that what was obtained using the previous Rossi [78]
scattering model.

In this case the agreement between the experimental resolution and the resolution
in the Monte Carlo is very good. Of special interest is the decay D�+ ! D0�+,
which is kinematically similar to the decays under study in this chapter (�++

c !
�+
c �

�). Comparisons of the mass resolution for the Golden Mode decays are shown
in Figure 7.1. The comparison for D�+ ! D0�+ is shown in Figure 7.2. (Since
�(D�+) < 0:131 MeV=c2 at the 90% con�dence level, the natural width will have
little e�ect on the apparent experimental resolution measured in FOCUS.) For each
of these well measured decay modes, the data and Monte Carlo agree on the resolution
to within 3%.

In comparison, �ts of the �c states to Gaussian functions (as was done in the pre-
vious chapter) yield � � 2:3 � 0:2 MeV=c2 while the Monte Carlo prediction is
� � 1:5 MeV=c2, as seen in Figure 7.4. This is strong evidence that the �c widths
are O(1 MeV=c2), which should be measurable using the FOCUS data.

7.3 Event Selection and Reconstruction

In this analysis, we use several di�erent data and Monte Carlo data sets in our
measurements and studies:

� The �c and �+
c data sample is the complete FOCUS data sample, as described

in the previous chapters.

� The D and D�+ data sample is the same 25% sample used in Chapter 6 and
Appendix A.
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Figure 7.1: Comparison of Monte Carlo and data �'s forD+ and D0 Golden
Mode decays. Data plots are on the top, Monte Carlo plots are on the
bottom.

Figure 7.2: D�+ mass di�erences for data and Monte Carlo.
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� The �c Monte Carlo signals are \mode speci�c." Only generated events with a
�c are accepted and all �nal states are speci�ed.

� The D and D�+ Monte Carlo signals are generated using cc Monte Carlo. Any
event containing a charmed particle is accepted and all particles are allowed to
decay according to the accepted branching ratios.

In reconstructing �+
c and �c candidates, we use the same general reconstruction

methods presented in previous chapters, but with minor changes in the cuts.

7.3.1 �+
c
selection

We apply slightly less stringent cuts on �+
c ! pK��+ candidates than those used in

the �c mass analysis. The cuts applied are:

� �+
c (L=�L) > 4:0

� tlife < 10��+c

� p(�+
c ) > 40 GeV=c

� CLP and CLS > 0:01

� �W (�p) > 4:0

� �W (Kp) > 0:0

� �W (�K) > 2:0

� �con > �6:0

� The primary vertex is in the two most downstream targets

This target requirement is applied for two reasons. First, due to absorption and
acceptance e�ects, only a small fraction of the reconstructed �c events have a primary
in the two upstream targets.2 Second, the mass resolution for these events is severely
degraded, so we lose nothing in the precision of the �nal measurement by discarding
them. After applying all these cuts, the �+

c candidates which are used to reconstruct
the �c states is shown in Figure 7.3.

2While the loss in �+
c
yield is signi�cant, the corresponding loss in �c yield is minimal. This is

likely due to acceptance e�ects for the soft pion.
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Figure 7.3: �+
c ! pK��+ candidates used in the reconstruction of �0

c and
�++
c . The central hatched region shows the 2� cut around the nominal

�+
c mass.
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7.3.2 �0
c
and �++

c
reconstruction

The �c reconstruction is nearly identical to the mass analysis case. We use the mass
di�erence method and require a good �+

c �
� vertex. We use a slightly looser cut on

the soft pion of �con > �6:0. (We used �con > �4:0 in the mass di�erence analysis.)

7.4 Measurement Method

The usual method for determining the width of a resonance is to �t to a Breit{Wigner
function convoluted with a �xed-� Gaussian function which represents the experimen-
tal resolution. Because the width of the �c states is comparable to our experimental
resolution and the statistics are limited, this method has certain instabilities as shown
in Section 7.6.

In order to measure the natural widths of narrow states, we must accurately know
the experimental resolution, �res. To �nd the central value of � we assume �MC, the
estimate of the experimental resolution from the Monte Carlo is the true experimental
resolution. Deviations from �MC are discussed in the next section.

Once we have determined the experimental resolution, we �t the �c invariant mass
distributions to the function

N(1 + �(�M �m�)�M
�) + convoluted Breit{Wigner (7.4)

where N , �, and � are allowed to vary freely. The signal shape is a Breit{Wigner
convoluted with a Gaussian function with � = �MC. The Breit{Wigner parameters
are also allowed to vary. The resulting �ts to the data are shown in Figure 7.4, as are
the �ts to the Monte Carlo used to extract the experimental resolution.

7.5 Systematic Errors

In this section, we explore various sources of systematic error on our measurement.
Unless otherwise noted Monte Carlo distributions have been generated with �(�c) =
0.
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Figure 7.4: �c mass di�erences for data and Monte Carlo. The top plots
are for the data, the bottom Monte Carlo. The left plots show the �0

c and
the right plots show the �++

c . The Monte Carlo events are �0
c and �++

c

generated with �(�c) = 0.
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7.5.1 Agreement between Monte Carlo and data

While the Monte Carlo dependence of this analysis is primarily limited to assuming
that the Monte Carlo accurately predicts the experimental resolution, it is necessary
to make several tests to verify the correctness of the Monte Carlo and our �tting
method.

Modeling experimental resolution: Any problem in the ability of the Monte
Carlo to accurately predict the experimental resolution is a potential signi�cant sys-
tematic e�ect. In Table 7.2, we present the measured and Monte Carlo predicted
resolutions for several well measured decays (taken from Figures 7.1 & 7.2). From
this study, we conclude that the Monte Carlo estimates of the experimental reso-
lution are valid to 3%. We determine the e�ect such an error would have on our
measurement by �nding �(�c) for �res = (1:00� 0:03) � �MC. These values are shown
in Table 7.3.

Table 7.2: Resolution fromMonte Carlo and data for high statistics modes.

Mode �MC (MeV=c2) �data (MeV=c2) �MC=�data
D�+ ! D0�+ 0:86� 0:01 0:89� 0:01 0:97� 0:02
D0 ! K��+ 11:85� 0:06 12:14� 0:08 0:98� 0:01
D+ ! K��+�+ 9:93� 0:06 10:20� 0:06 0:97� 0:01
D0 ! K��+�+�� 9:24� 0:06 9:36� 0:07 0:99� 0:01

Table 7.3: E�ect on �(�c) of varying �res. Values have units of MeV=c2.

� (MeV=c2)

State �res = �MC �res = 0:97 � �MC �res = 1:03 � �MC Systematic

�0
c 2.58 2.68 2.47 +

�
0:10
0:11

�++
c 2.53 2.63 2.39 +

�
0:10
0:14

Fit bias: By generating Monte Carlo events with our measured �c widths and
�tting the resulting Monte Carlo distributions using the convolution method, we can
check for biases introduced by the reconstruction and �tting methods. The Monte
Carlo reconstructed distributions are shown in Figure 7.5. It is apparent that we
reconstruct a width about 0:2 MeV=c2 larger than the input width, so we assign a
systematic error of �0:2 MeV=c2. Looking carefully at the Monte Carlo distributions
in Figure 7.4, we see non-Gaussian tails which are not well matched by the �t. It would
appear that our inability to recover the input � arises because the true resolution is
larger than our estimate. (If �res is systematically too small, the resulting � will be
systematically too large.) However, since the true resolution is non-Gaussian, it is
diÆcult to determine the correct value of �res.
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Figure 7.5: Reconstructed Monte Carlo distributions for generated �++
c

and �0
c . Input and reconstructed parameters are listed.

Check of the �tting method: To ensure that the �t bias found above is not a
product solely of the �tting method, we use a mini{Monte Carlo which generates
distributions similar to those seen in the data. In this case we control the width, the
resolution (which is a true Gaussian), and the background level. We generate 5000
such distributions and �t each one using the same �tting method used for the data
and the Monte Carlo. We then plot the normalized errors, de�ned as

��t � �input
�(��t)

(7.5)

and �t this resulting distribution to a Gaussian. This distribution and �t are shown
in Figure 7.6. The Gaussian �t should be centered at hxi = 0:0 with � = 1:0. There
is a very small bias introduced of 0:14� �(��t), but �(��t) is about 0.05 MeV=c2 for
these mini{Monte Carlo distributions, much too small to account for the shift we see
with the real Monte Carlo. This procedure con�rms that the �tting algorithm for a
convoluted Breit{Wigner is working correctly.

�c momentum in data and Monte Carlo: In Figure 7.7, we show the mo-
mentum of the �c in data and in Monte Carlo. We perform a subtraction of the
momentum distribution using �c sidebands for both the data and Monte Carlo dis-
tributions. We then normalize the Monte Carlo to data. A signi�cant di�erence in
the momentum distributions would mean that the Monte Carlo is a poor representa-
tion of the data and would call into question our ability to use the Monte Carlo to
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Figure 7.6: Normalized errors for mini{Monte Carlo distributions.

predict the resolution. Fortunately, there does not appear to be any large mismatch
between the data and Monte Carlo momentum spectra.

7.5.2 Test of the method with �0(1530)

As another test of our �tting method, we apply the same methods to the decay
�0(1530) ! ���+. The width of the �0(1530) has been determined to be 9:1 �
0:5 MeV=c2 [4].

The results of this study are shown in Figure 7.8. In the upper left �gure, we use
Monte Carlo events generated with the nominal �0(1530) mass but � = 0 to determine
that the experimental resolution is about 3.0 MeV=c2. However, the non-Gaussian
nature of the Monte Carlo resolution function is even more apparent here.

In the upper-right plot, we show that if we use 3.0 MeV=c2 as the experimental reso-
lution, we obtain �(�0�) = 10:7� 0:2 MeV=c2, signi�cantly larger than the measured
value. (We �t the distribution with the usual background function and a convoluted
P-wave Breit{Wigner.)

The lower left plot shows the results of applying the �tting method to Monte Carlo
events generated with �(�0�) = 9:1 MeV=c2. In this case we must �t with an S-wave
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Figure 7.7: A comparison of Monte Carlo (line) and data (points) �c mo-
mentum. The plots on the right show the subtraction of the normalized
Monte Carlo from the data. Both data and Monte Carlo distributions are
background subtracted.
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Figure 7.8: A study of �0(1530)! ���+. The upper left plot shows Monte
Carlo events with � = 0 �t to a Gaussian function. The upper right plot
shows data events �t to a convoluted P-wave Breit{Wigner. The lower left
plot shows Monte Carlo events with � = 9:1 MeV=c2 �t to a convoluted
S-wave Breit{Wigner. The �nal plot shows data events �t to a convoluted
P-wave Breit{Wigner where both � and the experimental resolution are
allowed to vary.
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Breit{Wigner, since the Monte Carlo generates the mass according to the S rather
than P-wave Breit{Wigner. We see that we recover a width that is 1.0 MeV=c2 too
large. If we simply subtract this 1.0 MeV=c2 from the value obtained with the data,
we get �(�0�) = 9:7 � 0:2 MeV=c2, which is compatible with the measured value.
(Obviously, if we were actually making such a measurement, systematic e�ects on
�(�0�) would also have to be considered.)

Finally, in the lower right plot, we show the e�ect of �tting the data as before,
but allowing both the experimental resolution and the width to vary. With such
large numbers of events available, this �t is actually possible and we obtain results
consistent with both our earlier estimate (9:7� 0:2 MeV=c2) and the accepted value
(9:1� 0:5 MeV=c2).

From this study we conclude that aside from the non-Gaussian nature of the ex-
perimental resolution, which we have already included as a systematic error in our
measurements of �(�c), there are no major outstanding problems with our measure-
ment method.

7.5.3 Split sample tests

In split sample tests, the two samples often have di�erent experimental resolutions.
In order to compensate for this e�ect, we use the experimental resolution found in the
Monte Carlo for each split sample to determine the value of � for that split sample.
This implies that we trust the relative dependence of � on the value we use to split
the sample. We then apply the methods outlined in Appendix B to calculate any
contribution to the systematic error.

Because of the instabilities of the �tting method outlined in Section 7.6, we investigate
the stability of systematic e�ects in two ways. First, we compare the � values obtained
when we �t the two split distributions to

N(1 + �(�M �m�)�M
�) + Gaussian (7.6)

which helps determine whether there really is a di�erence in the distributions. Truly
di�erent distributions should have statistically distinct values of � when �t with a
Gaussian. Second, we determine � using an L=�L > 5:0 cut (the standard cut is
L=�L > 4:0). If the suspected systematic is real, the � values should not change with
this minor change in technique.

Particle/antiparticle: In Figure 7.9, we show the results of splitting the data
sample into the particle and anti-particle sub-samples. We determine ��(�++

c ) =
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Figure 7.9: Data and Monte Carlo split samples for particle and antipar-
ticle.

0:39 MeV=c2; there is no systematic for the �0
c . The di�erence between values of

�(�++
c ) is stable under both tests.

L=�L: In Figure 7.10 we show the �c distributions for data and Monte Carlo when
we split the sample at L=�L(�

+
c ) = 7:0. We see a possible systematic e�ect in

��(�0
c) = 0:48 MeV=c2, but when we require L=�L > 5:0 for the whole data sample

we see no evidence for a systematic problem.

Run period: In Figure 7.11 we show the �c distributions for data and Monte
Carlo when we divide the sample into pre-Target Silicon and post-Target Silicon run
periods. There are no systematic e�ects for either the �0

c or the �
++
c . (We use run

9750 as in the mass di�erence analysis.)

�+
c
momentum: In Figure 7.12, we show the �c distributions and �ts when we

split the sample at p(�+
c ) = 70 GeV=c. In this case as well, there are no systematic

e�ects for either the �0
c or the �

++
c .
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Figure 7.10: Data and Monte Carlo split samples for L=�L. We split at
L=�L = 7:0.

Soft pion momentum: In Figure 7.13, we see that the �tted values of � vary
signi�cantly in the �++

c case when we split the sample at p(�s) = 5 GeV=c. This
gives a systematic error of 0.56 MeV=c2. However, when we �t the signal to a Gaussian
function, the two split samples are completely consistent. (The variations in �(�0

c)
are nearly as large, but don't pass the threshold of being larger than the statistical
errors, as outlined in Appendix B.)

Target segment: The results of splitting the sample into samples where the pri-
mary is in Target 3 and Target 4 are shown in Figure 7.14.3 In this case, the �t
to � for Target 3 in the �0

c sample \collapses", a tendency discussed in Section 7.6.
However, because of the large statistical errors, this doesn't result in a statistically
signi�cant systematic di�erence.

In Table 7.4 we tabulate the split sample systematic errors and whether they are
stable under the two tests. Because of the �tting diÆculties and varying stability
of the possible systematics, we choose to apply an overall split sample systematic of
�0:5 MeV=c2 for both modes rather than applying each individually reported error.

3The targets are numbered from upstream to downstream, so for the majority of the data, Target
4 is the most downstream. In this analysis, there isn't enough data to perform a �t when the primary
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Figure 7.11: Data and Monte Carlo split samples in run period for both
�c states. We split the data at run 9750 (the point at which the Target
Silicon became fully operational).

Table 7.4: Split sample systematic errors on �(�c). The total is the sum of
the components added in quadrature. Units are MeV=c2. Xdenotes that
the di�erence is stable under the two tests, � denotes that the di�erence
is not stable.

Stable

Source �(�0
c) �(�++

c ) �0
c �++

c

�c=�c 0.00 �0:39 | X

L=�L(�
+
c ) �0:48 0.00 � |

Run # 0.00 0.00 | |

�+
c momentum 0.00 0.00 | |

Soft � momentum 0.00 �0:58 | �

Target 0.00 0.00 | |
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Figure 7.12: Data and Monte Carlo split samples in p(�+
c ) for both �c

states. We split at p = 70 GeV=c.

Figure 7.13: Data and Monte Carlo split samples in p(�s) for both �c

states. We split at p(�s) = 5 GeV=c.
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Figure 7.14: Data and Monte Carlo split samples in target number for
both �c states. Target 4 is the most downstream target.

7.5.4 Total Systematic Errors

The total systematic errors are presented in Table 7.5, including the split sample
systematic error of 0.5 MeV=c2 for both �c states. With these systematic errors, we
obtain �nal measurements of �(�0

c) = 2:58�0:79+�
0:51
0:55 and �(�

++
c ) = 2:53�0:77+�

0:51
0:56.

Table 7.5: Summary of systematic errors on �(�c). The total is the sum
of the components added in quadrature. Units are MeV=c2.

Source �(�0
c) �(�++

c )

MC resolution +
�
0:10
0:11

+
�
0:10
0:14

Fitting bias �0:20 �0:20
Split Samples �0:50 �0:50
Total +

�
0:51
0:55

+
�
0:51
0:56

is in Target 1 or 2. (There was a very limited portion of the run in which we used one or three
targets.)
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Figure 7.15: Normalized errors ((��t��input)=���t) for 5000 �ts to mini{
Monte Carlo distributions. The mini{Monte Carlo distributions are a
convoluted Breit{Wigner on a linear background which approximates the
data. The �rst plot is for a high statistics signal of 10 000 events; the
second plot is for 600 event samples (approximately what we see in the
data). The third plot is for 300 event samples (which approximate the
split sample statistics). There are 0, 13, and 120, respectively, underows
in the three plots.

7.6 Possible Pitfalls of the Fitting Method

As alluded to earlier, extracting � using a convoluted Breit{Wigner has certain in-
stabilities due to the relatively small number of �c events. To understand these
problems, we perform two studies, one with a mini{Monte Carlo that mimics the
data and another with the data itself.

The �rst test is to generate mini{Monte Carlo distributions similar to those in the
data. We generate distributions with a nominal \mass" of 168 MeV=c2 and � =
2:5 MeV=c2 and then smear the distribution using a Gaussian with � = 1:7 MeV=c2.
We also add a constant background to the distribution to mimic the background
seen in the data. We �t these distributions with a linear background and a con-
voluted Breit{Wigner (� = 1:7 MeV=c2) and compare the returned values with the
input parameters. This study is similar to the mini{Monte Carlo study presented in
Section 7.5.1, except that additional background events are added to mimic the data.

A troubling e�ect is illustrated in Figure 7.15, which shows normalized errors on the
value of � for numerous such mini{Monte Carlo samples. It is evident that for high
statistics, the �tting method works �ne. However, when the statistics and background
are chosen to approximate the data, the �t has a tendency (exhibited in the low end
tails and number of underows) to \collapse," or pick a narrow width with small
errors much more often than it should. This e�ect is ampli�ed when we attempt to
mimic the typical split sample distribution.
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The mini{Monte Carlo tests are somewhat idealized in that the background shape is
simple. We make another test by splitting the data into two samples many times based
on random variables rather than physics variables which might contain real systematic
e�ects. Normalized errors in this study for both the �0

c and �++
c distribution are

shown in Figure 7.16. The results of this test are quite similar to the idealized case
for the �0

c . However, in the �++
c case we notice a troubling e�ect. First, we notice

that there appears to be a bias in the reconstructed width. The normalized errors
aren't centered around zero. Looking at the actual reconstructed width (also shown
in Figure 7.16) it appears that there are two distributions superimposed. One where
the measured widths are about 2.5 MeV=c2 with a small variance and another where
the widths are about 4.5 MeV=c2 with a much larger variance.

The tendencies of the �ts to collapse and the problems in �tting the �++
c distributions

suggest that the systematics found in Section 7.5 may in fact be due to statistical
uctuations and not real systematic e�ects.

7.7 Conclusions

We have determined preliminary values of the �c widths of �(�0
c) = 2:58 �

0:79+�
0:51
0:55 MeV=c2 and �(�++

c ) = 2:53 � 0:77+�
0:51
0:56 MeV=c2. No published limits

or measurements exist for any of the �(�c) values. Very recently CLEO has re-
ported measurements of �(�0

c) = 2:63+0:36
�0:33 � 0:50 MeV=c2 and �(�++

c ) = 2:98+0:38
�0:35 �

0:50 MeV=c2 [66]. The measurements presented here are consistent with the CLEO
measurements, although the errors are somewhat larger. Our measurements are not
precise enough to rule out or favor any of the recent theoretical predictions.



136

Figure 7.16: Normalized errors ((�ss��full)=��ss) for 1000 �ts to randomly
split data distributions. The �rst plot is for the �0

c data, the second plot
is for the �++

c data. The presence of non-Gaussian tails on the high side
of the distributions suggests that too often a large � is found.



Chapter 8

Observation of ��0
c

and ��++
c

In this chapter we report the observation of two broad excited charm baryon
resonances decaying to �+

c �
�. This observation con�rms an earlier report by

CLEO II [79]. These states are interpreted as the ��0
c and ��++

c with I(JP ) = 1(3
2

+
);

none of the quantum numbers have been measured. From samples of 593 � 146
��0
c ! �+

c �
� and 593 � 146 ��0

c ! �+
c �

+ decays, we obtain preliminary measure-
ments of the properties of these states. We �nd m��0

c

�m�+c
= 232:7� 1:2 MeV=c2,

�(��0
c ) = 9:4 � 3:7 MeV=c2, m��++

c

� m�+c
= 234:2 � 1:5 MeV=c2, and �(��0

c ) =
23:6� 4:5 MeV=c2. We make no attempt to determine systematic errors or to opti-
mize cuts for a reduced statistical error.

8.1 �+
c and ��

c Reconstruction

The reconstruction of these states proceeds identically to the �c reconstruction in
earlier chapters. The cuts on the �+

c and ��

c candidates (which have not been exten-
sively studied) are the same as those used in the �c width analysis, except we don't
require that the primary vertex is in the downstream targets. The �+

c candidates
used in the ��

c analysis are shown in Figure 8.1.

In �tting the �+
c �

� mass distributions, we use a Gaussian �tting function for the �c

signals and a convoluted Breit{Wigner for the ��

c signals. The background function
is the same as in the previous chapters. In the ��

c case we use a P-wave Breit{Wigner

since these states are believed to be the 3
2

+
states. For both states, the Monte Carlo

prediction of the experimental resolution is about 2.8 MeV=c2.

The results of the reconstruction and the �t are shown in Figure 8.2, where the
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Figure 8.1: �+
c ! pK��+ candidates used in the reconstruction of �0

c and
�++
c candidates. The central hatched region shows the 2� cut around

the nominal �+
c mass. The outer hatched regions are 6 � 16� sidebands

which are used in background studies. (The cut and bin boundaries do
not coincide.)
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Figure 8.2: Mass di�erence distributions for m�0
c

�m�+c
and m�++c

�m�+c
.

The lower histograms are from the sidebands in Figure 8.1 scaled appro-
priately. The yield and its error are highly correlated with the width of
the Breit{Wigner.

divergences from the sideband background shapes are clearly visible near �M =
230 MeV=c2.

8.2 Conclusion

In Table 8.1, we compare these preliminary measurements of the ��

c properties to
the published values from CLEO II [79]. Within errors, the FOCUS and CLEO
measurements are consistent. We measure m��0

c

�m��++
c

to be �1:5 � 1:9 MeV=c2

(statistical errors only), which is compatible with the world average [4] of �1:9 �
1:9 MeV=c2.

Further analysis in this area is clearly required; perhaps by adding additional �+
c

decay modes, a more accurate measurement with improved statistical and systematic
errors can be obtained.
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Table 8.1: Comparison of �c properties with other experiments.

Value (MeV=c2)

Expt. m��0
c

�m�+c
m��++

c

�m�+c
�(��0

c ) �(��++
c )

CLEO II 232:6� 1:0� 0:8 234:5� 1:1� 0:8 13:0+�
3:7
3:0 � 4:0 17:9+�

3:8
3:2 � 4:0

FOCUSa 232:7� 1:2 234:2� 1:5 9:4� 3:7 23:6� 4:5

aStatistical error only



Chapter 9

A Search for Doubly Charmed

Baryons

9.1 Introduction

It is possible that doubly charmed baryons exist in the FOCUS dataset. In this
chapter, we report on a search for the lightest of these baryons, the �+

cc (quark content
ccd) and �++

cc (ccu). Additionally, there is the 
+
cc (ccs) and the Holy Grail of charm

baryon spectroscopy, the 
++
ccc (ccc). However, these two states are almost certainly

produced much more rarely, so we do not search for them.

9.2 Theoretical Expectations

Masses: As a rough estimate of the mass of the �cc baryons, we can simply take
the �+

c mass (� 2300 MeV=c2), add the charm quark mass (� 1600 MeV=c2), and
subtract the light quark constituent mass (� 300 MeV=c2). This gives predicted
masses of about 3:6 GeV=c2. Some (more carefully calculated) theoretical predictions
for the �cc masses are shown in Table 9.1.

Lifetimes: Estimating the �cc lifetimes is tricky as the �++
cc has Pauli suppression

in the internal diagram as shown in Figure 9.1(a). (There are two u quarks in the �nal
state.) For the �+

cc, W exchange is possible as shown in Figure 9.1(b). The presence
of two c quarks is, of course, also very important. This is thought to decrease the
lifetimes of the �++

cc and �+
cc by about a factor of one half from the D+ and D0

which have the same modifying diagrams. These calculations give lifetimes which are
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Table 9.1: Theoretical predictions of masses and lifetimes for the �cc states.

MeV=c2 �(ps)

Author M(�+
cc) M(�++

cc ) �(�+
cc) �(�++

cc )

Richard [80] 3:63 3:63 | |

Stong [81] 3:742 3:742 | |

Kiselev [82] | | 0:11� 0:03 0:43� 0:11

Gershtein [83] 3.478 3.478 | |

Bjorken [84] 3.64 3.64 0:15 0:50

W+

c

u

c

c

u

u

d

s

(a) Internal diagram for �++
cc

show-
ing Pauli suppression.

W+

c

d

c

c

u

q

q

s

(b) W exchange diagram for �+
cc
.

Figure 9.1: Feynman diagrams for �cc decays.

comparable to the �+
c and �0

c . Theoretical predictions for the lifetimes of the �cc

states are also shown in Table 9.1. However, early predictions of the singly charmed
baryon masses and lifetimes proved to be quite inaccurate, so these predictions should
be viewed with some skepticism.

Decay modes: Following the work of Bjorken [84] and an earlier E687 search [85],
we consider Cabibbo favored decay modes that are fully reconstructible. These �nal
states have three properties in common: 1) C = 1, S = �1, and baryon # = 1. We
can divide the �nal states into three categories based on the identity of the �nal state
charmed particle: decays to �c, decays to �

+
c , and decays to D. If we further restrict

ourselves to all charged �nal states where we also allow �0 and K0
s daughters, we are

left with the likely \discovery" modes shown in Table 9.2.
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Table 9.2: Likely �cc discovery modes.

Modes for �+
cc

D+K0
sp�

� �+
c K

��+ �+
c �

+��

D+K�p �+
c K

��+���+ �+
c �

+���+��

D+�0 �+
c K

0
s �0

c�
+

D+�0�+�� �+
c K

0
s�

+�� �0
c�

+���+

D0�0�+ �0
c�

+���+���+

D0K0
sp

Modes for �++
cc

D0�0�+�� �+
c K

0
s�

+ �+
c �

+

D+�0�+ �+
c K

0
s�

+���+ �+
c �

+���+

�+
c K

��+�� �+
c �

+���+���+

�0
c�

+�+

�0
c�

+�+���+

9.3 The Search

In this analysis, we only consider the �+
c K

�n� decay modes of the �cc. These are
likely to be the �rst decay modes observed with a �+

c in the �nal state. Even if the
�+
c K

0
s modes have comparable branching fractions, they are more diÆcult to observe

since the K0
s ! �+�� reconstruction is not as eÆcient as the charged track recon-

struction. Also, nearly 1=3 of the K0
s's decay via �

0�0, which is unreconstructable in
the FOCUS spectrometer.

We begin with a �+
c sample with the following cuts:

� Use �+
c ! pK��+ only

� �+
c (L=�L) > 5:0

� �+
c (�W (�p)) > 4:0

� �+
c (�W (Kp)) > 1:0

� �+
c (�W (�K)) > 3:0

� �+
c (�con) > �4:0

� �+
c momentum > 40 GeV=c

� �+
c mass < 2� from nominal

The �+
c candidates used in this search are shown in Figure 9.2. The L=�L(�

+
c ) cut

can be tightened during the search, as can the particle ID on the �cc candidate. Also
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recall that we expect that we may see both �cc and �+
c vertices, so we can also cut

on L=�L(�cc).

9.3.1 Monte Carlo expectations

To guide our search, we generate a Monte Carlo sample of �+
cc and �++

cc , both with
mass = 3.6 GeV=c2. We allow these particles to decay to the three �+

c states without
a K0

s in the �nal state. Since the Monte Carlo is incapable of generating doubly
charmed baryons, we \alias" to produced �+

c 's. In other words, anytime a �+
c is

generated, it is replaced by a �cc. This undoubtably fails to faithfully reproduce the
�cc momentum as well as the correct track multiplicity. Such a Monte Carlo must be
used cautiously.

In order to determine whether or not there is any advantage to using a mass di�erence
technique at the probable mass scale of the �cc baryons, we calculate the generated
�cc candidate masses two ways. First, by using the masses and momenta of the
stable daughter particles (including the daughters of the �+

c ). Second, with the mass
di�erence technique used in previous chapters, but adding the nominal �+

c mass to
the mass di�erence. This simply places the results of both techniques on the same
scale. Both sets of signals with our basic �+

c and �cc cuts are shown in Figure 9.3.
From these plots we see that we still have an advantage in using the �cc � �+

c mass
di�erence rather than the �cc mass.

9.3.2 �cc reconstruction

The DVERT vertexing algorithm described in Chapter 5 is still useful with the more
complicated �cc decay topology, but it works somewhat di�erently. Previously, when
we forced the �+

c to verticize with other tracks, we presumed we were �nding the
primary vertex. Now, such a requirement should �nd the �cc decay vertex, or a
combination of the �cc and primary vertices. To reconstruct a �cc candidate, we
combine �+

c candidates with the appropriate combination of K� and �� tracks and
demand that these tracks form a good �cc candidate. We then attempt to form the
\true" primary vertex using the �cc momentum vector as a point back. We do not,
however, require that such a vertex is found. If a primary vertex is found, we calculate
L=�L for the �cc candidate.
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Figure 9.2: �+
c candidates used in the search for �cc states. The central

hatched portion is the 2� signal region, the outer hatched portions are
6{16� sidebands used to obtain �cc background shapes.
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Figure 9.3: Monte Carlo signals for three decay modes of �+
cc and �++

cc .
The top plots are masses, the bottom plots are �cc � �+

c mass di�erences
where we have added the PDG �+

c mass [4].

9.3.3 Possible cuts

With a decay chain that includes two weakly decaying particles and at least �ve
daughter particles in the �nal state, we have a large selection of cuts to explore. We
reduce some of these choices as explained below.

L=�L cuts: A loose cut on L=�L for the �+
c is essential; without such a cut, we

can't see the �+
c signal. A very tight cut may be problematic since the �cc daughters

may combine with daughters from the two opposite side charm particles and/or tracks
from the primary vertex to cause a poorly de�ned \primary" (actually the �cc decay
vertex). Because the lifetime of the �cc states is unknown, we place little initial
con�dence in L=�L cuts for the �cc.

ISO cuts: Because of the complexity of a likely �cc decay (recall that there will
also be two opposite side charm particles), we place no con�dence in isolation cuts
and do not apply or investigate them.
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Particle identi�cation: �Cerenkov identi�cation on �cc and �+
c daughters should

behave normally. The only complication is that the average multiplicity of cccc
events is certain to be higher than for cc events. To reduce the number of cuts to
explore, we freeze the �+

c particle identi�cation cuts at the values given above which
have been shown to give clean �+

c signals with small losses.

As a result, the fake �+
c contamination is reduced by the standard particle ID cuts and

a modest L=�L cut. Fake �cc candidates will be rejected primarily by the application
of particle ID and, possibly, requiring L=�L(�cc).

9.3.4 Signals from the data

We have looked at numerous combinations of possible cuts on the �cc, including:

� Tighter �con cuts on one or all of the � daughters of the �cc

� Tighter �W (�K) cuts on the K daughter of the �cc

� L=�L cuts on the �cc

Representative samples of the invariant mass distributions and background from �+
c

sidebands with these cuts are shown below. In each decay mode we present four
plots where the �W (�K) cut is slightly tighter than our initial cut and four dif-
ferent cuts have been placed on L=�L(�cc). Figure 9.4 shows �++

cc candidates in
the decay mode �+

cc ! �+
c K

��+, Figure 9.5 shows �++
cc candidates in the decay

mode �++
cc ! �+

c K
��+�+, and Figure 9.6 shows �+

cc candidates in the decay mode
�++
cc ! �+

c K
��+�+��.

In this preliminary search, we see what might be a signal in the �+
c K

��+�+�� near
3.58 GeV=c2. However, there are two problems with this \signal." First, it is too
narrow. All the counts above background are in one or two bins, which means that
� � 2 MeV=c2, while the Monte Carlo prediction is � � 7 MeV=c2. Second, under
di�erent binning and/or with di�erent cuts, the excess over the background is not
nearly so obvious. We conclude that this excess is not likely to be a real �cc signature.
The other two channels show no evidence for a signal.

9.4 Conclusion

While we see no evidence for �cc production in this preliminary study, later analy-
ses may have more success. For the decay modes studied in this analysis, a more
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Figure 9.4: Mass plots for the �+
c K

��+ channel. From upper left to lower
right, the L=�L(�cc) cut is increased. The lower histogram is obtained
using the sidebands in Figure 9.2.
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Figure 9.5: Mass plots for the �+
c K

��+�+ channel. From upper left to
lower right, the L=�L(�cc) cut is increased. The lower histogram is ob-
tained using the sidebands in Figure 9.2.
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Figure 9.6: Mass plots for the �+
c K

��+�+�� channel. From upper left
to lower right, the L=�L(�cc) cut is increased. The lower histogram is
obtained using the sidebands in Figure 9.2.
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exhaustive look using additional �+
c decay modes may prove fruitful. An investiga-

tion of additional likely �cc decay modes involving D mesons and �c baryons may be
successful.
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Chapter 10

Conclusion

10.1 Results and Comparisons

In this thesis, several complementary sets of measurements have been shown. Here we
summarize these measurements and compare our measurements with those from other
experiments with similar precision and with the world averages (where available).

10.1.1 �c measurements

Our measurements of the �0
c and �++

c mass di�erences (Table 10.1) are competitive
with the world's best measurements and our measurement of the �++

c � �0
c mass

di�erence is comparable in precision to the current world average.

Table 10.1: Comparison of measurements of �++
c and �0

c mass di�erences.

Mass di�erence (MeV=c2)
Experiment �++

c � �+
c �0

c � �+
c �++

c � �0
c

CLEO II [55] 168:20� 0:30� 0:20 167:10� 0:30� 0:20 1:10� 0:40� 0:10
E791 [56] 167:76� 0:29� 0:15 167:38� 0:29� 0:15 0:38� 0:40� 0:15
PDG avg. [4] 167:87� 0:20 167:31� 0:21 0:66� 0:28
FOCUS 167:59� 0:20� 0:27 167:54� 0:19� 0:34 0:05� 0:28� 0:09

The measurements of �+
c mass di�erences (Table 10.2) complete the set of �c mass

di�erence measurements and represent only the second measurement of the �+
c mass.

No theoretical model accurately predicts all of the well measured baryon mass split-
tings. With experiments steadily improving these values, the disagreement with the-
oretical predictions is, in some cases, becoming more pronounced.
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Table 10.2: Comparison of measurements of �+
c mass di�erences.

Mass di�erence (MeV=c2)
Experiment �+

c � �+
c �+

c � �0
c

CLEO II [55] 168:5� 0:4� 0:2 1:4� 0:5� 0:3
World avg. [4] 168:7� 0:6 1:4� 0:6
FOCUS 168:03� 1:01� 0:30 0:49� 1:03� 0:45

Our measurements of the �0
c and �

++
c natural widths may be the �rst published mea-

surements of these quantities. A preliminary measurement from another experiment
is also available. These measurements are summarized in Table 10.3. Unfortunately,
these measurements are not of suÆcient precision to discriminate between the various
theoretical models.

Table 10.3: Comparison of measurements of �c widths.

Width (MeV=c2)

Experiment �(�++
c ) �(�0

c)

CLEO IIa [66] 2:98+0:38
�0:35 � 0:50 2:63+0:36

�0:33 � 0:50

World avg. | |

FOCUS 2:53� 0:77+�
0:51
0:56 2:58� 0:79+�

0:51
0:55

aPreliminary result

10.1.2 ��

c
measurements

Finally, our observation of the excited charm baryon states, presumed to be the ��0
c

and ��++
c , con�rm an earlier observation by another experiment. Our preliminary

measurements are consistent with these earlier measurements, as shown in Tables 10.4
and 10.5. The corresponding ��+

c has not yet been observed.

Table 10.4: Comparison of ��

c mass measurements.

Mass Di�erence (MeV=c2)

Experiment m��0
c

�m�+c
m��++

c

�m�+c

CLEO II [79] 232:6� 1:0� 0:8 234:5� 1:1� 0:8

World avg. [4] 232:6� 1:3 234:5� 1:4

FOCUSa 232:7� 1:2 234:2� 1:5

aStatistical error only
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Table 10.5: Comparison of ��

c width measurements.

Width (MeV=c2)

Experiment �(��0
c ) �(��++

c )

CLEO II [79] 13:0+�
3:7
3:0 � 4:0 17:9+�

3:8
3:2 � 4:0

World avg. [4] | |

FOCUSa 9:4� 3:7 23:6� 4:5

aStatistical error only

10.2 Concluding Remarks

Because these measurements all come from a single experiment with identical recon-
struction methods and similar analysis requirements, the suite of measurements is
more valuable than the sum of the measurements individually.

However, each of these measurements o�ers an opportunity for improvement. The
systematic errors on the �0

c and �++
c mass di�erence measurements will be reduced

by incorporating the forthcoming correction to the FOCUS momentum scale. The
other measurements can be improved by including additional �+

c decay modes which
should reduce the statistical errors on the measurements. Due to time and other
constraints, it was not possible to include other decay modes in this thesis.

E�orts to perform mass (and possibly width) measurements for the �c excited states
are under way, and searches for the ��+

c and 
0

c (which would complete the spectrum
of L = 0 charmed baryons) are planned. The knowledge gained from these mea-
surements, combined with the values presented in this thesis, may provide renewed
impetus for re�ned theoretical models of heavy baryons.
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Appendix A

Soft �0 Studies Using D� Decays

In this appendix, we present a study of �0 reconstruction methods (vertexing and
energy constraints) and various cuts on soft �0's from D� ! D�0 decays. The initial
determination of good �0 requirements concentrated on all �0's which are heavily
biased towards high momentum �0's. The kinematics of soft �0's are quite di�erent
and demand a di�erent set of requirements. The �ndings of this study help us make
intelligent choices in the kinematically similar �+

c ! �+
c �

0 analysis. The high statis-
tics available in D� ! D�0 decays provide an understanding of soft �0's in a way
that studying �+

c ! �+
c �

0 decays simply cannot.

A.1 The D Sample

D reconstruction: The data come from a 25% sample of Golden Mode (D0 !
K��+, D+ ! K��+�+, and D0 ! K��+�+��) decays from Super-stream 3. (See
Section 4.3.2.) This Super-stream is chosen because it contains a Golden Mode skim
with all the raw calorimetry information.1 In addition to the standard SuperEZD2

requirements, we make tighter cuts to provide a small, clean sample of D decays.
These requirements are:

� L=�L > 5

� �con > �6
� �W (�K) > 1:0

1We need the raw calorimetry information since the reconstructed �0's have had cuts applied
that are too restrictive.

2SuperEZD is a skimming package designed to select fully reconstructed charm decays in known
decay modes.
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The D's are reconstructed (as are all decays in this thesis) with DVERT direction
vectors and TRKFIT momenta. The resulting D signals can be seen in Figure A.1.

D
� reconstruction: A 2� mass cut is made around the mean D mass. The �0

requirements vary throughout this study and are explained below. The D momentum
vector and reconstructed D mass are combined with the reconstructed �0 momentum
vector and the PDG �0 mass to form the D� mass. The initial D mass is subtracted
and the resulting mass di�erence is plotted. (In the same way we compute all mass
di�erences in this thesis.)

Figure A.2 shows D� signals with the \standard" cuts (on the left) and signals with a
new set of cuts optimized for soft �0's (on the right). We are able to make a factor of
2{3 improvement in yield without signi�cant sacri�ces in signal purity. The sections
that follow detail this improvement and describe additional cuts which can enhance
the signal-to-noise of excited states.

A.2 The �0 Reconstruction Method

The choice of a �0 reconstruction method is not initially obvious as there are two
possible choices for the vertex location and three methods for constraining the �0

mass. This gives six possible reconstruction methods, each of which we investigate
before �nally choosing a method. In this discussion we consider only IE-IE �0's since
they are the only �0's we can use in the �+

c analysis.

Vertex position: We can either choose to reconstruct all �0's at the center of the
target once per event, or reconstruct new �0's for each charm candidate using the
primary vertex as the �0 vertex.

Constraining the Mass: Here, three methods have been used with the FOCUS
data. First, we can simply use the �0 momentum vector as the sum of the photon
momenta (no constraint). Second, we can use the constraining method of Nakano
and Miyake [39] which adjusts the individual photon energies in order to constrain
the mass. Finally, we can use the PI0FIT method [63] which takes into account the
position resolution of the calorimeters as well when adjusting photon energies. In the
low energy limit (soft �0), this method is very similar to the simple energy constrained
method.

We expect a broadening of the mass di�erence peak if any of these methods is less
than optimal. A summary of the �t results is shown in Figure A.3. We can see that
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Figure A.1: Golden Mode D signals used in this study. The dashed lines
denote the 2� mass cut used in the D� search.
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Figure A.2: TheD� signals for the threeD decay modes. On the left are the
signals with the initial method and cuts (constrained mass and no cluster
combinations smaller than (5,5)). On the right are the signals with �nal
method and cuts (PI0FIT constraint and no cluster combinations smaller
than (2,3)).
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the width and signal-to-noise are both somewhat worse for the unconstrained method.
Neither the choice of vertex or constraining method makes a signi�cant di�erence.
Because it is believed that the PI0FIT method combined with constraining the �0's to
come from the primary vertex is the most correct method from a technical standpoint,
this combination is used as the starting point in the later studies.

It should be noted that in Figure A.3 and the �gures that follow that the systematic
di�erences between the \Widths" (really the � of the Gaussian �tting function) of
D�+ and D�0 are due to kinematics. All our results are consistent with �(D�) = 0.

A.3 Studies of topological �0 cuts

The initial cuts on the �0's used in the method study above are those imposed by the
standard reconstruction algorithm, namely:

1. At least 4 blocks in each IE cluster

2. No �0's with two 4-block clusters or one 4-block and one 5-block cluster

3. At least 1 GeV in the center block of each cluster

4. At least 35% of the cluster energy in the center block

5. Clusters are not associated with tracks

We attempted to relax all these cuts (except #5). Very little change was seen, except
in relaxing the requirements on the number of blocks. In Figure A.4 we see that
as we require fewer and fewer blocks in the clusters, the D� yield increases without
signi�cant degradation of signal quality. The D� yield is more than doubled when we
allow �0's with 2 or 3 blocks in each cluster.

In hindsight, this result is not terribly surprising since the initial cuts were obtained
by looking at all �0's. Soft �0's have lower photon energies and hence smaller cluster
sizes, but the results are very encouraging.

For our �nal set of cuts, we allow clusters of two or more blocks and only exclude
�0's with two blocks in both clusters. (The 5th point in Figure A.4.)

We have also investigated completely removing the two cuts on center energy in a
cluster (cuts 3 and 4 above), both for the initial set of cuts and for the case where
we allow all cluster topologies except two blocks in each cluster. This has almost no
e�ect, so we leave these cuts in place.
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Figure A.3: Summary of �0 reconstruction methods. Shown are mass dif-
ference, width, yield and signal-to-noise for the D� signals in each Golden
Mode �nal state. We denote con: simple mass constraint, �t: PI0FIT
constraint, unc: no mass constraint, cot: center of target used as vertex,
and vtx: true primary used as vertex. The six points are labeled on the
x axis. The horizontal lines represent the PDG [4] averages and errors for
the D�0 (upper) and D�+ (lower) masses.
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Figure A.4: Summary of �0 size cuts. Shown are mass di�erence, width,
yield, and signal-to-noise for the D� signals in each Golden Mode �nal
state. The �rst point excludes �0's with less than 4 blocks in one cluster
and 5 blocks in the other (denoted as (4,5)). Successive points allow

(4,4), (3,4), (3,3), (2,3), and (2,2). The horizontal lines represent the
PDG averages and errors on the mass.
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A.4 Momentum and mass cuts

While cuts on the �0 momentum have been shown to improve the quality of the overall
�0 signal, they are disastrous for soft �0's. The momentum requirement quickly cuts
into the phase space of the D� ! D�0 decay. This e�ect is shown in Figure A.5. We
see that while signal to noise increases, the yield drops o� even more dramatically.

In the standard �0 reconstruction �M , the di�erence between the reconstructed and
nominal �0 masses, is required to be less than 15 MeV=c2. For soft �0's, the mass
resolution is signi�cantly worse so we investigate changing this cut. Figure A.6 shows
the results of this study as we vary the �M cut from 10{40 MeV=c2. In all the other
studies we use 25 MeV as our �M cut. Useful cuts appear to be in the 10{25 MeV
range, which decrease background events with a corresponding decrease in yield.

A.5 Other �0 cuts

Studies of high-momentum �0's have shown the �0 energy asymmetry, de�ned as

A � jE1 � E2j
E1 + E2

; (A.1)

to be a useful variable to cut on. Small values of A are associated with cleaner
�0's. We have investigated this cut for soft �0's and �nd the results to be less than
encouraging. The results are shown in Figure A.7, where from left to right we cut on
smaller and smaller values of A. There is no signi�cant increase in signal-to-noise for
any asymmetry cut, but the yield drops precipitously.

The �0 �tting routine PI0FIT returns a �2 which measures the goodness of the �t
(how easily the energy and position values can be adjusted within their errors to form
the nominal �0 mass). We have examined cutting on this variable; results are shown
in Figure A.8. We can see that this cut works as expected; as we cut tighter and
tighter, yield decreases and signal-to-noise increases; cutting at �2 < 1 appears to
give good results: an increase in purity with small losses in yield.

A.6 �
0 Arbitration

Finally, we study an arbitration method when more than one �0 combinations are
found in an event. The method we choose is to require that when a photon is shared
between two or more �0's that meet all of the other requirements, the �0 combination
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Figure A.5: E�ect of a �0 momentum cut on the D� signals. The six points
are p > 0; 5; 6; 7; 8; 10 GeV=c respectively.
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Figure A.6: Summary of mass di�erence cuts. We cut on the di�erence
between the reconstructed �0 mass and the nominal mass. The six points
are j�M j < 40; 30; 20; 15; 10; 5 MeV=c2.
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Figure A.7: E�ect of asymmetry cuts. From left to right we cut on the
asymmetry, A < 1:0; 0:8; 0:6; 0:4; 0:2; 0:1
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Figure A.8: E�ect of a cut on �2 from PI0FIT. From left to right, we cut
at �2 <1; 4; 3; 2; 1; 0:5.



175

with the lowest �2 is used [86]. The other combinations are disregarded. This will
usually keep only one �0 per event, but two �0's, each of which have two distinct
photons, can also be kept. Since the �2 depends on how well the reconstructed mass
matches the nominal mass, this requirement is more e�ective as the mass cut window
is enlarged. The D� signals which pass and fail this arbitration requirement are shown
in Figure A.9.

A.7 Conclusions

First, since the D�'s are about 20 MeV=c2 closer to the �0 threshold than the �+
c ,

these results may not be directly applicable to �+
c decays, but they do give valuable

guidance. Second, this study tells us that we are required to redo the �0 reconstruction
for each event with a �+

c if we want to have the best possible soft �0 reconstruction.
Fortunately, we had the foresight to save the raw information which allows us to redo
this reconstruction.
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Figure A.9: E�ect of �0 arbitration.



Appendix B

Calculation of systematic errors

Typically there are three types of systematic errors in an analysis:

1. The case where there is a known systematic problem in the reconstruction. In
this case, we calculate, estimate, or even correct the systematic error.

2. The case where we examine the stability of a measurement as a function of vari-
ables which may cause a shift in the measured value. This is known as the \split
sample" technique where we split the signal into two or more roughly equal parts
based on some variable, for instance high or low L=�L or particle/antiparticle
where one might expect a bias to appear.

3. The case where we use di�erent reconstruction or �tting methods, such as vary-
ing the �t function or the histogram binning.

Because of the di�erent statistical properties of the second and third cases, we use
two di�erent methods to estimate the systematic errors in these cases.

B.1 Split Sample Systematics

A simplistic method of determining systematic errors when the sample has been split
into several parts is to take the spread of the measured values and divide by 2. Many
such systematic errors can then be added in quadrature. However, since the measured
values will uctuate within the statistical errors, we end up with a situation where
�syst /

p
number of splits. In other words, as we test more and more hypotheses, we

are guaranteed to get a larger value for the systematic error.
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To more correctly determine systematic errors in the split sample case, we would like
to know which di�erences in �tted values are signi�cant and which are not. In order
to treat these split samples more correctly, we use a more complicated statistical
method.

If we have N measurements, each from an independent data sample, we can form a
�2 of the form

�2 =

NX
i=1

(xi � hxi)2
�2i

(B.1)

where xi and �i are the individual measurements and errors, respectively and

hxi �
PN

i=1 xi=�
2
iPN

i=1 1=�
2
i

: (B.2)

If �2=(N � 1) � 1, then our measurements are consistent with each other within
their errors. However, if �2=(N � 1) � 1, then we assume that the statistical error is
underestimating the true error. If we scale each sub-sample statistical error �i to

�i

s
�2

(N � 1)
(B.3)

then we are guaranteed that �2=(N � 1) = 1 for the new values of �i. The weighted
average of the subsample errors

�� � 1qPN

i=1 1=�
2
i

(B.4)

will be increased by the same amount.

We can then calculated a scaled error

~� = ��

s
�2

(N � 1)
=

r
hx2i � hxi2
N � 1

(B.5)

where hx2i is de�ned as

hx2i �
PN

i=1 x
2
i =�

2
iPN

i=1 1=�
2
i

: (B.6)

When this scaled error is smaller than the statistical error from the �t of the full
sample (�stat), any di�erence between the split samples can be interpreted as being
compatible with a statistical uctuation.
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To determine the �nal systematic error for a split sample, we calculate

�sys =
p
~�2 � �2stat If ~� >�stat (B.7)

�sys =0 If ~� <�stat (B.8)

where �sys denotes the �nal systematic error.

This process is repeated for each of several split sample checks. In this way, we are
able to discern, somewhat arbitrarily, between systematic e�ects which cannot be
explained by statistical uctuations and those that can.

B.2 Fit Variant Systematics

In this case the results from each di�erent �tting or reconstruction method are con-
sidered to be equally valid. (No method is more likely to give the correct answer than
another.) In addition, the statistical errors on the measurement should be correlated.

Because each measurement is equally valid, each measurement is given equal weight
and the estimate of the systematic error is simply the standard deviation on the set
of measurements. In other words, the systematic error is

�sys =

sPN

i=1 x
2
i �N �x2

N � 1
(B.9)

where the quantities xi are the individual measurements and �x is the mean.

This method makes the assumption that each method produces a result of equal
\goodness." A measurement that is far from the others, even with a large error, can
inate the overall systematic error.

A more detailed description and derivation of these methods is presented in Refer-
ence 87.
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Appendix C

Glossary of terms

Most of these terms are de�ned in the text of the thesis. They are collected here for
ease of reference.

CITADL: �Cerenkov Identi�cation Through A Digital Likelihood technique. The
primary �Cerenkov identi�cation algorithm used in FOCUS. See Sec-
tion 4.2.1.

DVERT: D (meson) VERTexer. The candidate driven vertex �nder. Also calcu-
lates direction vectors which include target silicon information.

Golden Modes:
The D decay modes D0 ! K��+, D0 ! K��+�+��, and D+ !
K��+�+. So called because they have large branching ratios and charged
�nal states.

HC: The Hadron Calorimeter

IE: The Inner Electromagnetic calorimeter

OE: The Outer Electromagnetic calorimeter

PI0FIT: A �tting routine which adjusts photon shower energies and positions to
form a constrained �0 mass.

�con: Pion consistency. A CITADL cut which measures the di�erence between
the � hypothesis and the most likely hypothesis.

PMT: Photomultiplier Tube.

PWC: Multi-wire proportional chambers. There are �ve such detectors in FO-
CUS labeled P0, P1, : : : P4.
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Silver Modes:
The decays D+ ! K�K+�+, D+

s ! K�K+�+, and �+
c ! pK��+.

These are the decays modes in which the D+
s and �+

c are most prevalent.

SSD: Silicon Strip Detector. The downstream stations of silicon microstrip
detectors.

Stub: A track with hits in three or fewer PWC stations.

SuperEZD:
A reconstruction and skimming package. SuperEZD was used to �nd
many of the known or postulated D+, D0, D+

s , and �+
c modes with a

consistent set of requirements. It is the basis for many of the physics
skims.

TRACCE: Track parameters (direction only) which come from the downstream sil-
icon stations.

Track: Generally, a calculation of the path taken by a particle. More speci�cally,
this term is often used to refer to a track with hits in �ve PWC stations.

TRKFIT: An algorithm to improve the momentum determination of tracks by �t-
ting the bend angles of the track in M1 and M2.

TSSD: Target Silicon Strip Detector. The embedded stations of silicon mi-
crostrip detectors.


