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Abstract

This thesis describes a search for KL ! �0��� decay, carried out as a part of E799-II experiment
at Fermilab. Within the Standard Model, the KL ! �0��� decay is dominated by the direct
CP violating processes, and thus a discovery of the decay implies con�rmation of the direct CP
violation. Due to theoretically clean calculations, a measurement of Br(KL ! �0���) is one of the
best ways to determine the CKM parameter, and is one of the most sensitive probes for a new
physics. No such events were observed, and we set an upper limit

Br(KL ! �0���) < 5:9� 10�7 ;

at the 90% con�dence level. This result represents an improvement of a factor of 98 over the current
limit listed by Particle Data Group, and of a factor of 3 over the recent preliminary result.



Chapter 1

Introduction

There are some symmetries and invariances in nature. Physics, especially particle physics, has
been developing by the study of these symmetries or invariances. Indeed, some of the greatest
concepts were discovered from such pursuits of the symmetries and invariances.

In elementary particle physics, the search and study of symmetries have been continuing. Of
particular interest in this �eld are three discrete symmetries:

� Charge conjugation(C), interchange of particle and anti-particle.
C (~x; t) = � (~x; t).

� Parity(P), space inversion.
P (~x; t) =  (�~x; t).

� Time reversal(T), inversion of the time coordinate.
T (~x; t) =  (~x;�t).

For each operation or a product of operations, physical states have an eigenvalue of +1 or �1
if they are in eigenstates. We call the eigenstate with an eigenvalue of +1(�1) as even(odd)
state. General principles of relativistic �eld theory require invariance under the operation of
these products CPT [1, 2], called CPT theorem. All the experimental results up to date are
consistent with the CPT theorem. This CPT symmetry predicts the equality of masses, lifetimes
and magnitude of electric charge of particles and anti-particles. It had been believed in the early
days that particle interactions would be invariant under each of three individual operators C, P
and T.

There was a mystery in particle physics, called � � � puzzle, where two particles with the same
mass and lifetime(they were K+ in fact) decayed into both a P even two-pion state(�+ decays)
and a P odd three-pion state(�+ decays). Based on a concept of parity conservation, two di�erent
particles were needed to explain this phenomenon. In 1956, Lee and Yang claimed no necessity for
invariance to the parity operation in weak interactions and proposed that parity violation could
explain the � � � puzzle [3]. They suggested that evidence for parity nonconservation could be
established through the observation of angular asymmetry in the � decay of oriented nuclei. This
is because the 
ight direction of the emitted electron is inversed by the parity operation while the
direction of the spin(�~x � �~p = ~x� ~p) stays the same and thus one can distinguish between the
original world and that transformed by parity operation. By Wu et. al. [4], an asymmetry in
direction of emitted electrons was soon observed in the � decay,

60Co! 60Ni + e� + ��e ;

where the spin of 60Co nuclei was oriented with the same direction by external magnetic �eld. The



Introduction 2

+

J=5

Rν+ +

z

Jz=1J=4

L

eν

-e60Ni60Co

e

Figure 1.1: � decay in 60Co. Electrons prefer to emit opposite to the spin direction of 60Co nuclei.

electrons prefer to emit opposite to the spin orientation of 60Co nuclei. The puzzle was solved: the
parent particles were the same, but parity was violated in the decays.

We can now explain the origin of P or C violation1. They arise from the left-handed nature
of the W boson, i.e. weak interactions couple only to left-handed neutrinos or to right-handed
antineutrinos(see Figure 1.1). However, there has been the new puzzle of discrete symmetry
violation, CP violation, which interests particle physicists today.

Lee, Oehme and Yang derived from the CPT theorem that if one of the operations, C, P or T
is not conserved, then at least one of the others is not conserved [5]. However, the product CP
had been believed to be conserved in the weak interaction because the CP operation corresponds
to a transformation from left-handed neutrinos to right-handed antineutrinos and these two states
are physically observable. On the other hand, operation of C or P alone transforms the neutrino
into one of the charge conjugate states, which has not been observed. In 1964, this world view
was upset by the discovery of CP violation in decays of long lived component of the neutral kaon
demonstrated by Christenson, Cronin, Fitch and Turley [6]. The long lived neutral kaon had been
believed to be purely CP odd state, but it was found that they also decay to CP even two-pion
state. Since then, CP violation has been observed only in the weak interactions in neutral kaon
system. In addition, such discrete asymmetry as C, P, or CP violation, was observed only in weak
interactions, and the strong and electromagnetic interactions are invariant under the operation in
all experiments to date.

Although it has been more than 30 years since its initial discovery of the CP violation, we
have not yet completely understood the origin of CP violation. The Standard Model may be able
to explain the phenomena of CP violation by introducing a CP violating phase. It may also be
possible to explain CP violation by theories outside the Standard Model. Currently we do not
have enough information to choose correct theory.

This thesis describes a search for rare decay KL ! �0���, which is believed to be one of the
best ways to understand the origin of the CP violation. As will be discussed in the following
introduction, a branching ratio of KL ! �0��� have a potential to choose a correct theory to
describe the nature. A discovery of KL ! �0��� decays at the level predicted by the Standard
Model will bring an end of the puzzle of CP violation. If the branching ratio di�ers from the
Standard Model expectation, it strongly suggests an e�ect beyond the Standard Model.

1The C symmetry is also violated in weak interactions.
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In this introduction, we will cover the theoretical background for the KL ! �0���. It starts with
the description of phenomenology for neutral kaon system and the CP violation. Next, we introduce
the treatment of CP violation in the Standard Model, which is the most popular explanation in
this �eld. In Section 1.3, we describe the KL ! �0��� decay in the context of the Standard Model,
and other explanation derived from models outside the Standard Model. Past experimental results
are also mentioned there. Section 1.4 summarizes the introduction. The last part in this chapter
outlines the rest of this thesis.

1.1 Neutral Kaon and CP Violation

In order to understand the theoretical interest of KL ! �0��� decay, one needs to know about
the CP violation in neutral kaon system. To explain the CP violation, we describe the kaon
phenomenology as a beginning of the introduction.

The K0 and �K0 mesons are strangeness eigenstates:

K0 = (d; �s) ; �K0 =
�
�d; s
�
; (1.1)

produced through strong interactions, such as:

�� + p! K0 + � :

It was recognized in very early days that K0 decays, like K0 ! �+��, did not conserve the
strangeness, and that the �nal state of the charge conjugate decay was identical to that of the
original one [7]. This can be interpreted that the K0 decays as a mixture of both K0 and �K0

states through virtual transition by the weak interaction. It implies that hK0jHj �K0i 6= 0, where
the H consists of the strong interactionHS producing masses, and the weak interaction HW leading
to decays. We begin the kaon phenomenology with the e�ective Hamiltonian Heff [8, 9, 10] to
describe neutral kaon system.

If we de�ne Heff as a second order Hamiltonian, and a and �a as time dependent amplitudes for
K0 and �K0 states, respectively, then Heff must contain � S = 2 weak Hamiltonian which mixes
K0 and �K0. Therefore, we can write a Schr�odinger equation like

i
d

dt

�
a
�a

�
= Heff

�
a
�a

�
; (1.2)

where Heff is a 2� 2 matrix connecting K0 and �K0:

Heff =

� hK0jH11jK0i hK0jH12j �K0i
h �K0jH21jK0i h �K0jH22j �K0i

�
:

Using the fact that HW can be treated as perturbative term with respect to the Hs, we write Heff

as the combination of two Hermitian matrices, M and �:

Heff � M � i�
2

(1.3)

=

�
M11 � i

2�11 M12 � i
2�12

M21 � i
2�21 M22 � i

2�22

�
; (1.4)

Mij = Mi�ij + hijHW jji+ P
X hijHW jnihnjHW jji

Mi �En
;

�ij = 2�
X

�(Mi � En)hijHW jnihnjHW jji :
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The � is called decay matrix and is responsible for kaon decays into physically accessible states.
The M is called mass matrix, and its o�-diagonal elements mix K0 and �K0 states. These two
matrices results in the CP violation in neutral kaon system, as will be explained later.

Let us turn our attention to the CP of neutral kaons in order to start the discussion of CP
violation. As shown in Equation 1.1, the K0 and �K0 are CP conjugate states to each other:

CP jK0i = j �K0i ; (1.5)

CP j �K0i = jK0i : (1.6)

Although there is still an ambiguity on the phase between these two states, we can choose the phase
as the above because the phase is physically unobservable. Since our interest is a CP violation, we
need to introduce CP eigenstates instead of K0 and �K0 which are not in CP eigenstates. Let us
de�ne K1 and K2 as

jK1i = 1p
2
(jK0i+ j �K0i) ; (1.7)

jK2i = 1p
2
(jK0i � j �K0i) : (1.8)

As shown the equations below,

CP jK1i = 1p
2
(j �K0i+ jK0i) = jK1i ; (1.9)

CP jK2i = 1p
2
(j �K0i � jK0i) = �jK2i ; (1.10)

K1 is a CP even, and K2 is a CP odd state. Since �+�� or �0�0 is a CP even, and �0�0�0 is a
CP odd state2, K1 can decay to the �+�� or �0�0 �nal states, and K2 can decay to the �0�0�0

state. Therefore it had been believed that the short lived kaon should correspond to the K1 and
the long lived kaon to the K2, in which the di�erence in lifetimes arose from the amount of phase
space to the �nal states, until CP violation was observed in 1964.

In our current knowledge, there is a possibility to have two kinds of CP violation, one is called
\indirect CP violation" and the other is called \direct CP violation". The following two sections
describe these two phenomena.

1.1.1 Indirect CP Violation

For the sake of clarity, we will assume that the CPT symmetry is conserved in the following
discussion.

In 1964, CP violation was �rst observed in the decay of long lived kaons into two-pion �nal
states. To explain this process, the long lived kaon, KL, and the short lived kaon, KS , were
interpreted as a superposition of the K1 and K2, as shown in Equation 1.11 and 1.12, where the
� determines the size of K1(K2) contamination to the KL(KS), and the �rst coe�cient are for
normalization. They imply that the K0 � �K0 mixing is asymmetric by j�j. The contaminated K1

2The CP state of 2� or 3� is explained below.
C�0 = �0 , P� = ��. Because of �+ $ �� by C operation, C and P operations are equivalent for �+��, and

thus CP (�+��) = +1. In case of �0�0, CP operation is equivalent to exchange of the two particles because �0's are
spin-less. Thus, CP (�0�0) = +1 by the Bose symmetry. This also means that the angular momentum between the
two �0's are even. For �0�0�0, the angular momentum between the �0�0 system and �0 must be even because the
total momentum equals to zero and the two �0 system has an even angular momentum. Therefore, CP (3�0) = �1
because CP (�0) = �1 and CP (2�0) = +1.
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in the KL is considered to decay into the two-pion �nal state [11]. Therefore, decay processes do
not contribute to the CP violation, and the small contamination of the K1 caused the CP violation.

jKLi =
1p

1 + �2
(jK2i + �jK1i)

=
1p

2(1 + �2)
((1 + �)jK0i � (1� �)j �K0i) ; (1.11)

jKSi =
1p

1 + �2
(jK1i+ �jK2i)

=
1p

2(1 + �2)
((1 + �)jK0i + (1� �)j �K0i) : (1.12)

This CP violating e�ect due to the asymmetric K0 � �K0 mixing is called \indirect CP violation".
In order to see the origin of non-zero value of �, and thus the asymmetric K0 � �K0 mixing, we

consider mass eigenstates of KL and KS . Diagonalizing Equation 1.2 and given de�nite masses
mL;S and lifetimes �L;S (L and S represent the long and short lived neutral kaons, respectively),
we obtain

Heff jKL;Si = (mL;S � i�L;S=2)jKL;Si : (1.13)

Substituting Equation 1.11 and 1.12 into Equation 1.13, we derive the relation:

� =
h �K0jHeff jK0i � hK0jHeff j �K0i

2�m+ i(�S � �L)
; (1.14)

to the �rst order in �. In this expression, �m is the mass di�erence between the long and short
lived kaons:

�m � mL �mS : (1.15)

As shown in Equation 1.14, non-zero value of the � arises from the di�erent amplitudes between
K0 ! �K0 and �K0 ! K0. If the CP symmetry were exactly conserved, matter and anti-matter in
the universe would be coupled and disappeared, except for those which accidentally did not �nd
their partners. However, there must have been CP violating e�ect to keep matter in the universe,
which generated galaxy, planets, etc., and this CP violation in the weak interaction could have
played a small role in this process.

We now evaluate the magnitude of �.
Assuming �S = �Q rule3, K0 ! ��l+�l and �K0 ! ��l� ��l processes, as shown in Figure 1.2,

are allowed in semi-leptonic decays. Based on the above assumption and Equation 1.11, the
amplitude KL ! ��l+�l(KL ! �+l� ��l) is linear to 1+ �(1� �). Therefore, the mixing parameter
� is obtained from the decay asymmetry � in semi-leptonic decay of KL de�ned as

� =
�(KL ! ��l+�l) � �(KL ! �+l� ��l)

�(KL ! ��l+�l) + �(KL ! �+l� ��l)
: (1.16)

Substituting Equations 1.11 and 1.12 into Equation 1.16 yields

� � 2Re(�) : (1.17)

3In the Standard Model, the �S = �Q rule is exact at tree level, and is allowed to violate at higher order
processes. However, these processes are expected to be highly suppressed [12], and the experimental value is
0:006� 0:018 [13]. Therefore we can assume �S = �Q.
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Figure 1.2: Feynman diagrams of semi-leptonic decays in neutral kaons.

Experimentally, the current world average for the charge asymmetry is [13]

� = (0:327� 0:0012)� 10�2 : (1.18)

To extract � from Equation 1.17 and 1.18, we need to know the phase of the �, ��. To relate
�� with physically observables, we further transform Equation 1.14. Since we are assuming CPT
invariance, the diagonal elements of the Hamiltonian should be equal:

hK0jHjK0i = h �K0jHj �K0i ; (1.19)

and the o� diagonal elements in the mass and decay matrices must be complex conjugates because
the matrices are Hermitian:

hK0jM j �K0i = h �K0jM jK0i� ; (1.20)

hK0j�j �K0i = h �K0j�jK0i� : (1.21)

Using the assumptions that M and � are Hermitian, Equation 1.14 is rewritten as

� =
ImM12 � 1

2iIm�12

i�m � 1
2
(�S � �L)

: (1.22)

Equation 1.22 implies that both the mass matrix and the decay matrix contribute to the asymmetric
mixing of the K0 and �K0, leading to the indirect CP violation. Then, the phase of �, which we
have tried to extract, is given as

�� = tan�1(
2�m

�S � �L
) � tan�1(

Im�12
2ImM12

) : (1.23)

To extract the numerical value of ��, we now ignore Im�12 by using a experimental fact that
ImM12 � Im�12, then Equation 1.23 becomes

�� = tan�1(
2�m

�S � �L
) : (1.24)

Substituting the world averages of �m(= 0:5304� 1010�hs�1) and the lifetimes(�S = 0:8927�
10�10 sec; �L = 5:17� 10�8 sec) [13] into Equation 1.24, we obtain

�� = 43:49� � 0:12� : (1.25)

This leads to
j�j = (2:25� 0:08)� 10�3 : (1.26)

To summarize, a CP violating decay KL ! �� is explained with the indirect CP violation
where asymmetric K0 � �K0 mixing results in small contaminations of K1 component in KL. The
size of contamination, parametrized by �, was measured to be of order 10�3.
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1.1.2 Direct CP Violation

Let us now consider CP violating e�ects in decay processes. It is interesting to consider the ratio
of the decay amplitude KL ! f to that of KS ! f , where f is a CP even eigenstate:

rf =
hf jHeff jKLi
hf jHeff jKSi : (1.27)

This rf is a measure of CP violating e�ect because it shows the ratio of CP violating to CP
conserving amplitudes. If we de�ne

af = hf jHeff jK0i

and
�af = hf jHeff j �K0i ;

which are the decay amplitudes including �nal state interactions(cf. Equation 1.33), substituting
Equations 1.11 and 1.12 into Equation 1.27 yields

rf =
(af � �af ) + �(af + �af )

�(af � �af ) + (af + �af )
: (1.28)

If af and �af are not equal, Equation 1.28 shows that the decay matrix will not only a�ect K0� �K0

mixing through �, but also directly contribute to a CP violation through a term of af � �af because
the decay amplitude is governed by the decay matrix. If we de�ne the decay asymmetry

��+�� �
a�+�� � �a�+��

a�+�� + �a�+��
(1.29)

in the CP violating decay KL ! �+��, we obtain

r�+�� =
�+ ��+��

1 + ���+��
� �+ ��+�� (1.30)

by using the fact that the � is of order 10�3. Equation 1.30 shows that there is an additional
contribution to CP violation besides mixing due to �. The K0 and �K0 decay asymmetrically,
resulting in a CP violating amplitude in the decay process. This is called \direct CP violation".

As discussed in the previous section, indirect CP violation has already been observed, for
example, in KL ! �� and in the measurement of the charge asymmetry in KL decays. On the
other hand, we have not yet observed the existence of direct CP violating e�ect, but it has been
studied most extensively in KL ! �� decays.

Direct CP Violation in �� Decay

In order to discuss CP violation in �� decays, we de�ne some physically observable quantities. We
rede�ne r�+�� in the more traditional notation as

�+� � h�+��jHeff jKLi
h�+��jHeff jKSi = r�+�� : (1.31)

We de�ne a similar quantity for the neutral decay mode:

�00 � h�0�0jHeff jKLi
h�0�0jHeff jKSi = r�0�0 : (1.32)
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Since there are strong �nal state interactions in �� decays, we formulate the �nal state in terms
of the strong eigenstate, i.e. the isospin eigenstate. Let us de�ne

hIjHeff jK0i = aI � AIe
i�I ; (1.33)

where I denotes the isospin of �� which can be either 0 or 2 because of the Bose symmetry of
�'s, and �I is the phase shift induced by �nal state strong interactions. Our assumption of CPT
invariance leads to

hIjHeff j �K0i = �aI � A�
Ie

i�I : (1.34)

Breaking down the �+�� eigenstate into I=0 and I=2 components, we have

j�+��i =
r
2

3
j0i+

r
1

3
j2i : (1.35)

Substituting this expression and Equation 1.33 into Equation 1.29, we obtain

��+�� =
iImA2e

i(�2��0)

p
2A0 + ReA2ei(�2��0)

=
�0

1 + !=
p
2
; (1.36)

where we de�ne the parameters �0 and ! as

�0 � ip
2
ei(�2��0)

ImA2

A0
; (1.37)

and

! � ReA2

A0
ei(�2��0) : (1.38)

In these calculations, we adopt the Wu-Yang phase convention [14], and take A0 to be real4. If
we select another convention, there will be a contribution into direct CP violation from ImA0.
However, physical observables are independent of the choice of phase.

The parameter ! represents a ratio of the CP conserving �I = 3=2 amplitude to CP conserving
�I = 1=2 amplitude in KS ! �� decay. We know experimentally that �I = 3=2 transitions are
suppressed [15, 16] as

j!j � 1

22
: (1.39)

Since ! is small as shown in the above, we see that �0 is the scale of direct CP violation in
Equation 1.36. Substituting Equation 1.36 into Equation 1.30, we obtain

�+� � �+ �0 : (1.40)

A similar calculation for neutral mode gives

�00 � �� 2�0 : (1.41)

4In the usual phase convention in the Standard Model, the �0 is expressed as

�0 � ip
2
ei(�2��0)

ReA2

ReA0
[
ImA2

ReA2
� ImA0

ReA0
] :
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In order to measure these quantities, we need to measure a physically accessible quantity. In
this case, a double ratio of decay rates is one such quantity. The signature of direct CP violation
is expressed as

�(KL ! �+��)=�(KS ! �+��)

�(KL ! �0�0)=�(KS ! �0�0)
=
j�+�j2
j�00j2 � �+ �0

�� 2�0
� 1 + 6Re(

�0

�
) : (1.42)

Non-zero value of Re(�0=�) indicates an existence of the direct CP violation. The most recent
measurements of Re(�0=�) have been reported by two groups, E731 [17] at Fermilab and NA31 [18]
at CERN.

Re(
�0

�
) = [7:4� 5:2(stat:)� 2:9(syst:)] � 10�4 (E731) (1.43)

Re(
�0

�
) = [23� 3:4(stat:)� 5:5(syst:)]� 10�4 (NA31) (1.44)

From these two results, we cannot con�rm a non-zero value of �0, because of the relatively large
experimental uncertainties. The E832 experiment at Fermilab, which uses almost the same detector
as described in this thesis, expects to measure Re(�0=�) with an accuracy of order 10�4. The NA48
group at CERN also plans to measure it with roughly the same accuracy.

1.2 CP Violation in the Standard Model

There are some theories which explain the CP violation. This section describes the CP violation
in the Standard Model.

In the Standard Model, CP violation occurs through charged current interactions. There are
many reviews which explain the origin and phenomena of CP violation [19], and only the general
features are described here. The charged current in the weak interaction has the form

g[�ujVji
�(1� 
5)diW
� + h:c:]; (1.45)

where the same indices are summed over, and uj = (u; c; t) are up-type quarks and di = (d; s; b)
are down type quarks. V is the 3 � 3 unitary CKM(Cabibbo-Kobayashi-Maskawa) matrix which
connects up-type quarks with down-type quarks:

V =

0
@ Vud Vus Vub

Vcd Vcs Vcb
Vtd Vts Vtb

1
A : (1.46)

This unitary matrix was �rst introduced by Kobayashi and Maskawa [20], based on the mixing
concept originally introduced by Cabibbo [21]. V has 9 real free parameters but the number
of these parameters is reduced to 4 by the rede�nition of the quark �eld phase. A convenient
parametrization of V by Maiani [22] is

V =

0
@ c12c13 s12c13 s13e

i�

�s12c23 � c12s23s13e
i� c12c23 � s12s23s13e

i� s23c13
s12s23 � c12c23s13e

i� �c12s23 � s12c23s13ei� c23c13

1
A ; (1.47)

where cij = cos �ij and sij = sin �ij.
As shown in Equation 1.45 and 1.46, the matrix elements of V express the coupling strength at

vertex of W and up-type and down-type quarks. Therefore, experimental data on strange particle
and B decay rates can determine the magnitudes of Vus(by semi-leptonic decays in charged or
neutral kaons), Vcb(by semi-leptonic decays in B mesons), and Vub(by b ! u transition in B
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mesons). The data show that the mixing angles have a hierarchical structure. This hierarchy of
coupling strengths led Wolfenstein to introduce a conventional parametrization of the CKM matrix
[23], in powers of the sine of the Cabibbo angle, � = sin �12. Expanding V in powers of � to order
�3, we see that the matrix has the simple form

V =

0
@ 1� �2

2 � A�3(� � i�)

�� 1� �2

2 A�2

A�3(1� � � i�) �A�2 1

1
A : (1.48)

Under this parametrization, V is CP invariant to order �2, and CP violation shows up �rst in
order �3. Numerical value of each parameter is determined from experiments as discussed in the
end of this section. Currently, they are determined to be: A is of order unitity; �, �, and � are of
order 10�1.

All CP violating observables are proportional to a quantity J [24, 25, 26], which is independent
of the choice of phase parametrization:

J = Im(VijVlkV
�

ikV
�

lj ) ; i 6= l; j 6= k : (1.49)

where l and k denote up-type and down-type quarks, respectively. Using the parametrization of
Equation 1.48, J becomes

J � A2�6� : (1.50)

Applying the unitarity condition to the �rst and third columns, we obtain

V �

ubVud + V �

cbVcd + V �

tbVtd = 0 : (1.51)

We can take Vud � 1 to the �rst order in �, and the unitarity condition becomes

V �
ub + Vtd = A�3 : (1.52)

Figure 1.3 shows the triangle obtained from this relationship. The area of the triangle is propor-
tional to the measure of CP violation, J . This means that in the Standard Model, a measurement
of the CP violating magnitude is equivalent to evaluating the area of the unitarity triangle in
Figure 1.3.

tdV
3

λA/
*

/

Im

γ β

α

A λ
3

Re

ubV

( ρ ,

(1,0)

)η

Figure 1.3: The unitarity triangle on � � � plane.

Therefore, an existence of imaginary amplitude is the essence of CP violation in the Standard
Model. Such amplitudes are introduced by jVtdj or jVubj component in the diagrams of CP violating
processes.
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W d

WW

s(b)
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u,c,t u,c,t

d W d u,c,t

B0(   )
K00K0

B0(   )
K

B (   )00(   )
K0

B

Figure 1.4: The box diagrams which are expected to provide the dominant contribution to K0� �K0

or B0 � �B0 mixing.

Let us now brie
y look at two examples for the Standard Model interpretation, KL ! ��, and
KL ! �0e+e�.

In the case ofKL ! ��, the indirect CP violating e�ect through asymmetric mixing arises from
box diagrams shown in Figure 1.4. There is a jVtdj component, and thus an imaginary amplitude,
in the intermediate states. The direct CP violating amplitude comes from penguin diagrams((b)
in Figure 1.5). The penguin diagram also has a jVtdj element, and thus i�. Next, let us compare
the size of indirect and direct CP violation. The dominant contributions in the decay process
come from the �rst order tree diagrams((a) in Figure 1.5), which are O(�) for the K1, and zero
for the K2. The penguin diagram is of order O(A2) � O(�5) � j�j for the K2. Therefore, even
accommodating �, the tree level decay rate �K1 ! �� is two or three orders of magnitude larger
than that of the penguin diagrams, where we have ignored some kinematical and QCD corrections.
This implies �0=�� 1 in KL ! �� process.

In the second example KL ! �0e+e�, the direct CP violation comes from a diagram (c) in
Figure 1.6. The jVtdj in the penguin diagram contains i�, and thus CP violating amplitude. The
KL ! �0e+e� is expected to have a relatively larger direct CP violating contribution than that
in KL ! ��. However, because of an existence of long-distance interactions in KL ! �0e+e�,
theories predict that the CP conserving and the indirect CP violating processes, shown in (a)
and (b) of Figure 1.6, have the same order of contributions as that from direct CP violation
[27, 28, 29, 30] (see Appendix A for more details). This implies �0=� � O(1) in KL ! �0e+e�

decay. Therefore, it will be necessary to separate the CP conserving and the indirect CP violating
contributions in order to claim the existence of direct CP violation.

Current Status of the CKM Parameters

As shown in Equation 1.50, A, �, and � determine the size of CP violation in the Standard Model.
They are also used in theoretical calculations to predict a branching ratio of KL ! �0���, as will be
discussed in the next section. Therefore, we here brie
y summarize the current status of constraints
on the CKM parameters, which are imposed from a combination of various experiments.

As shown in Equation 1.46 and 1.48, the A and � directly relate to jVusj and jVcbj. The former
is determined from strange particle decay rates, and the latter is from semi-leptonic decays in B
mesons. They are determined to be A = 0:81� 0:04, and � = 0:2205� 0:0018, respectively [31].

The constraints on (�; �) plane are imposed from mainly three types of experiment. The �rst
one is the j�j in KL, obtained from the measurement of the charge asymmetry in semi-leptonic
decays, as discussed in Section 1.1.1. Within the Standard Model, size of the � and thus asymmetric
K0 � �K0 mixing is dominated by the contribution of W-box diagrams shown in Figure 1.4. Since
Vtd is involved in these processes, the � is related to � and � through [19]

j�j = 3:4� 10�3A2�BK [1 + 1:3A2(1� �)( mt

mW
)1:6] ;
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(a) Tree diagram in KL → π+π-

d d

s d
u,c,t

K0 π0

u

u
π0Z

W

(b) Penguin diagram in KL → π0π0

Figure 1.5: Feynman diagrams contributing to KL ! �� decays.

where BK is the ratio of the true matrix element to that obtained using vacuum insertion, and is
estimated to be 0:90� 0:09 [31]. As can be seen from the above equation, the j�j gives a hyperbola
in the �-� plane as shown in Figure 1.7. The second constraint on � is imposed from jVubj=jVcbj
obtained by measurements of the b ! u transition rate in B mesons. By de�nition, the ratio
jVubj=jVcbj represents a circle centered at zero in the (�; �) plane:

jVub
Vcb

j2 = �2(�2 + �2) ;

as displayed in Figure 1.7. The third constraint is applied from�mB de�ned as the mass di�erence
of the two mass eigenstates of the B meson measureed by the B0

d � �B0
d oscillation frequency. The

B0
d � �B0

d mixing is governed by W-box diagrams as shown in Figure 1.4. Since there are Vtb and
Vtd couplings in the diagrams, the evaluation of the box diagram yields [32]:

�mB =
G2
F

6�2
jVtdj2jVtbj2m2

WmBf
2
BBB�BS(

m2
t

m2
W

) ;

where BB is analogous to the BK mentioned above, fB is a decay constant of the B meson, �B is
a QCD correction, and S(x) is a correction factor for calculating loop processes as a function of
x. This relation implies that the �mB scales like jVtdj2 because jVtbj ' 1. Since the jVtdj2 can be
expressed as

jVtdj2 = jA�3j2(1� �)2 + �2 ;

the measurement of the �mB gives a circle centered at (1,0) (see Figure 1.7). In our calculation,
values in references [31, 33, 34] are used as the numerical inputs. The band of each constraint
in Figure 1.7 corresponds to an error of 1 �, which is dominated by theoretical uncertainties. In
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KL ∝ K2(CP-) + εK1(CP+)

l-

l+

π0

γ
γ

(a) CP conserving

(CP-)
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π0

γ

(b) Indirect CP violation

(CP+)

d d

s d
K0

l-

l+

π0

γ,Z

W

(c) Direct CP violation
(CP+)

Figure 1.6: Some of the contributions to decay KL ! �0e+e�: (a) CP conserving process through
the intermediate �0

 state, (b) Indirect CP violating process through the intermediate �0
 state,
(c) Direct CP violating process by short-distance interactions. The shaded circles represent long-
distance interactions.
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B0
d � �B0

d mixing, for instance, theoretical estimation of BB

p
fB still contains an uncertainty of

18%, in spite of a 4% in measurement of �mB from experiment. Combining all the uncertainties
of each equation, each of the three constraints includes more than 25% uncertainty.

Combining the three types of experimental results, the current information places � in the range
from 0.0 to 0.3, and � in the range from 0.2 to 0.4.

1.3 KL! �
0
��� Decay

This section describes a theoretical interpretation for the decay of interest, KL ! �0���. In Sec-
tion 1.3.1, we discuss it in the context of the Standard Model. In Section 1.3.2, we introduce some
other predictions by models outside the Standard Model. Section refsec:limit brie
y summarizes
the past searches for KL ! �0���.

1.3.1 The Standard Model

Let us �rst explain the mechanism of CP violation in the KL ! �0��� decay within the Standard
Model. We also here emphasize the theoretical interests in the KL ! �0��� process.

The CP conserving and indirect CP violating contributions to KL ! �0��� through long-
distance interactions are negligible, as will be described below. The long-distance interactions
involve photons in their intermediate states. However, the photons do not couple to the neutrinos
in the �nal state. In addition, we can ignore intermediate Z's or W's in the long-distance interac-
tions because the e�ective coupling constant in the weak interaction is four orders of magnitude
smaller than that in the electromagnetic interaction due to heavy mass of the Z and W. Hence,
the KL ! �0��� decay does not su�er from the long-distance contributions and is governed by the
short-distance.
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Because of the lack of long-distance e�ect, the amplitude for KL ! �0���,

A(KL ! �0���) = �A(K1 ! �0���) + A(K2 ! �0���) ; (1.53)

is dominated by short-distance physics. In the decay processes, we can ignore �rst order tree
diagrams, because theKL ! �0��� decay requires at least second order diagrams for 
avor changing
neutral current. Thus, the amplitudes in Equaion 1.53 are dominated by such as penguin and W-
box diagrams shown in Figure 1.8. The amplitudes, A(K1 ! �0���) and A(K2 ! �0���), are
about the same size (O(A2)�O(�5)� [ j�j or j1� �j ]) in the penguin or W-box diagram, but the
branching ratio for indirect CP violating process is suppressed by �2 as shown in Equation 1.53.
To be more concrete, the magnitude of indirect CP violating(CP conserving) contributions is
estimated as three(less than four) orders of magnitude smaller than that of the direct CP violating
contributions [35] [36] within the framework of the Standard Model. Therefore, the KL ! �0���
decay is dominated by the direct CP violating e�ect [35, 37, 38, 39].

d d

s d
u,c,t

K0 π0

ν

ν

Z

W

(a) Penguin diagram

d d

s d
u,c,tK0 π0

ν

ν

lW W

(b) Box diagram

Figure 1.8: Feynman diagrams which are expected to provide the dominant contribution in
KL ! �0��� process.

Now let us point out the source of the CP violating e�ect. Since the KL ! �0��� is dominated
by direct CP violation, i.e. K2 ! �0���, within the framework of the Standard Model, we consider
only the K2 decay process using the two diagrams in Figure 1.8. From the facts that K2 is a
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superimposition of K0 and �K0, and that there can be a top quark in the intermediate state, the
amplitude of K2 can be written as

A(K2 ! �0���) / V �
tdVts � V �

tsVtd / 2i� : (1.54)

Therefore, Br(KL ! �0���) is proportional to j�j2, and the CP does not conserve before and after
the interaction because of the existence of an imaginary part in the amplitude, i.e. CP violating
phase.

As seen in the above, the decayKL ! �0��� is dominated by the direct CP violating e�ect within
the Standard Model, in contrast to other CP violaing decays such as KL ! �� or KL ! �0e+e�.
It is an unique feature, and thus it o�ers the cleanest window into a discovery of the direct CP
violation.

There is another reason why the KL ! �0��� is believed to be one of the best ways to under-
stand the origin of CP violation. In the Standard Model, theoretical uncertainties in the decay
KL ! �0��� are extremely small. According to recent calculations [40, 41, 42, 43], the remaining
theoretical uncertainty for Br(KL ! �0���) is reduced to O(1%). Therefore, a measurement of
Br(KL ! �0���) can provide one of the cleanest ways to test the Standard Model.

Theoretical Prediction

Using Equation 1.54, the KL ! �0��� branching ratio can be written as [43]

Br(KL ! �0���) = 0:354� 10�4�2A4�8X2(xt) ; (1.55)

where xt is the squared mass ratio between the top quark and the W boson, xt = m2
t=M

2
W ; and

the X(xt) is a QCD correction factor [40, 41]. The numerical coe�cient is obtained from the
isospin relation between the KL ! �0��� and K+ ! �+��� amplitudes with an isospin-breaking
correction in which the theoretical uncertainty is estimated to be below �0:5% [44, 45, 46]. This
enables us to eliminate the hadronic matrix element using experimental results for the Br(K+ !
�0e+�)�KL

=�K+ . The combined experimental error on this quantity is �1:5%, dominated by the
uncertainty in Br(K+ ! �0e+�) [13]. The next-to-leading order QCD corrections to KL ! �0���
(�sdZ vertex) have reduced the theoretical uncertainty due to the choice of the renormalization scales
in the leading order expressions [42] from O(25%) to O(3%). Therefore, the total uncertainty in
the theoretical calculation is expected to be a few percent.

Using experimental inputs of the CKM parameters: �, A, and �, for Equation 1.55, recent
calculations predict the branching ratio of KL ! �0��� with small theoretical uncertainties. Some
predictions are listed in Table 1.1. Due to the uncertainties on the CKM parameters, these predic-

Table 1.1: Theoretical predictions ofBr(KL ! �0���) within the framework of the Standard Model.

Br(KL ! �0���) Reference
2:84� 10�11 [41]
3:00� 10�11 [43, 45]
2:78� 10�11 [44]

tions still contain an error of � 2� 10�11. Again, one should note that the theoretical uncertainty
itself has a magnitude of O(1%).
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Impact to CKM Matrix Parameters

While the CKM parameters deduced from the combination of the above experiments are used
to predict the branching ratio of KL ! �0���, Equation 1.55 shows that a direct measure of the
height in unitarity triangle, shown in Figure 1.3, is provided through the measurement of the
branching ratio of KL ! �0���. Moreover, if we could measure the length of the side opposite
to 
(see Figure 1.3), the unitarity triangle would be determined uniquely. The charged mode
K+ ! �+��� is closely related to KL ! �0���. The measurement of the Br(K+ ! �+���) [47]
allows the extraction of jVtdj with least theoretical uncertainty, corresponding to the length of
the side we want. Combining this measurement with KL ! �0���, some CKM parameters are
determined as shown in Table 1.2 [45], assuming we will obtain some input parameters as below:

Vcb = 0:040� 0:002 (1.56)

mt = (170� 3) GeV (1.57)

Br(KL ! �0���) = (3:0� 0:3)� 10�11 (1.58)

Br(K+ ! �+���) = (1:0� 0:1)� 10�10 (1.59)

Since the theoretical uncertainty of KL ! �0��� decay is very small(� 1%) as discussed in previous
section, we can see fromTable 1.2 that the measurement of Br(KL ! �0���) can directly determine
CKM parameters with small uncertainty.

Table 1.2: Comparison of the determination of the CKM parameters from K ! ���� and from CP
violating asymmetries in B decays. The relative input is as described in the text. �� and �� are
rede�ned as �� = �(1� �2=2) and �� = �(1 � �2=2) to an accuracy of better than 0.1%.

sin 2� �� �� jVtdj=10�3
K ! ���� 0:62� 0:05 0:38� 0:04 �0:10� 0:16 10:3� 1:1

B ! ��; J= KS 0:60� 0:06 0:32� 0:04 0:04� 0:02 8:9� 0:5

In contrast to K ! ���� decays, the measurements of the CP asymmetries in neutral B decays
determine the angles of the unitarity triangle illustrated in Figure 1.3. The angle � can be extracted
from B0 ! J= KS and � from B0 ! �+��. Measuring these CP asymmetries determines
the CKM matrix parameters shown in Table 1.2. As can be seen in Table 1.2, the accuracy of
CKM parameters that can be determined from K ! ���� is comparable to that from the CP
asymmetries in B decays except for �. In addition, extraction of sin 2� from B ! ��, where the
main contribution comes from tree level diagrams and the mixing, is complicated by the presence
of penguin diagrams. To isolate this so-called penguin pollution, a careful isospin analysis, which
uses a combination of several modes, including a challenging decay B ! �0�0, is required. The
CKM analysis in K ! ���� is less complicated and has an advantage in the determination of the
unitarity triangle.

There is also an additional proposal that not only � but also jVcbj can be determined from the
KL ! �0��� decay [42]. Using the unitarity condition and the Wolfenstein parametrization with
jVcbj = A�2, it is clear that jVcbj gives the overall scale, A, in the top quark couplings, Vtd and Vts,
which are the only CKM couplings in KL ! �0���. From this point of view, it is very natural to
measure the parameter A in a short distance process, involving the top quark, and to use unitarity
of the CKM matrix to extract the value of jVcbj. This strategy is free from hadronic uncertainties
in contrast to tree-level B decays.
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1.3.2 Test of Models Outside the Standard Model

In the previous section, we discussed the decay KL ! �0��� in a framework of the Standard Model.
A measurement of KL ! �0��� branching ratio is one of the cleanest methods to determine the
CKM parameters. Therefore, a discrepancy between the measured value and the theoretical pre-
diction indicates new physics. This section brie
y introduces some models outside the Standard
Model.

Superweak

In 1964, the Superweak hypothesis was introduced by Wolfenstein [48] in which a new �S = 2
interaction causes CP violation. To explain the small size of the CP violating e�ect, this interaction
has to be on the order of 107 or 108 times weaker than the standard weak interaction. Superweak
interactions would contribute only to the mass matrix. Therefore, direct CP violation does not
exist as a consequence of the superweak model. This implies that establishing a nonzero branching
ratio of KL ! �0��� rules out a pure superweak explanation for CP violation.

On the other hand, the popular B ! J= KS mode available at B factories would not allow us
to discriminate this model from the Standard Model [49, 50]. Even measurements of both sin 2�
and sin 2� might not be able to rule out the Superweak Model [51]. The two models are identical
when sin 2� + sin 2� = 0. This equation de�nes a curve in the (�; �) plane called the ambiguity
curve. Even with a luminosity of 100 fb�1 at the �(4S) in B factories, which is the proposed
statistics, the errors on the measurements of sin 2� and sin 2� are estimated to be 5% and 10%,
respectively. Taking into account these errors, there is a signi�cant region in which we cannot
distinguish between the Standard Model and the Superweak Model, as shown in Figure 1.9. The
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Figure 1.9: The ambiguity curve, sin 2� + sin 2� = 0 in the (�; �) plane, equivalent to � = (1 �
�)
p
�=(1� �) for � > 0. The hatched regions corresponds to points that are less than 3 � from

the ambiguity curve.

shaded area corresponds to a 3 � region from the ambiguity curve. If the nature chooses � and �
in this region, the con�rmation of direct CP violation would be the best method to discriminate
between the two models.

Exotic Particle

There are other possible non Standard Model contributions to the KL ! �0��� decay. One such
model contains an extra Higgs doublet, in which CP violation arises from the CKM sector and
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there are charged Higgs bosons in the loop instead of just W in Figure 1.8 [52]. In this case, the
decay rate is expected to increases by up to 50%-100% [52, 53].

Another possibility is spontaneous CP violation in the Higgs sector [54]. Extended Higgs
models are discussed in [52]. In the two-doublet model of spontaneous CP violation by Liu and
Wolfenstein [55], as in the three-doublet model by Weinberg [56], it is found that the branching
ratio of KL ! �0��� would be much smaller than that expected from the Standard Model.

Recently a paper came out [57], in which the branching ratio of KL ! �0��� is calculated with
a four generation model. Using the constraints from nine parameters, such as �m in the neutral
kaon system and �mB in B meson obtained from experimental results, they determined the size
of mixing of the fourth generation. As the consequence, they expect the Br(KL ! �0���) to be
(0:05� 10)� 10�10.

Lepton Flavor Violation

The consequence that KL ! �0��� decay is dominated by direct CP violating amplitude comes
from an assumption of lepton 
avor conservation [58, 59]. If, however, lepton 
avor is violated,
the �nal state in KL ! �0�i ��j (i 6= j) is not necessarily a CP eigenstate. In such a case,
the CP conserving contribution can be signi�cant and may even be dominant. Reference [58]
demonstrates the development of a theory of lepton 
avor violation, using Light Leptoquarks
Model as an example. The expected branching ratio is larger than that of the Standard Model, i.e.
a measurement of Br(KL ! �0���) has the ability to discriminate between the Standard Model
prediction and that from lepton 
avor violation.

Theoretical Limit

There is an upper limit imposed by a theoretical estimation [58, 59];

Br(KL ! �0���) < 1:1� 10�8 :

It is derived from the isospin relation between KL ! �0��� and K+ ! �+��� using an experimental
bound on Br(K+ ! �+���) < 2:4� 10�9 [60]5 and a lifetime ratio between the KL and the K+.
They claim the limit to be independent of the choice of models. If it is true, a discovery of
KL ! �0��� signal in the sensitivity larger than their limit implies a new phenomenon not only
beyond the Standard Model but also outside every model or theory that has been proposed so far.

1.3.3 Previous Searches

The �rst search was performed by Littenberg [35]. He extracted a limit from the work of Cronin
et. al. [62, 63] for KL ! �0�0. The limit was

Br(KL ! �0���) < 7:6� 10�3 (90% C:L:) :

The experimental search for KL ! �0��� decay has been carried out twice. The former result came
from E731 experiment at Fermilab, and gave an upper limit of [64]

Br(KL ! �0���) < 2:2� 10�4 (90% C:L:) :

The other experiment, E799-I at Fermilab, found [65]

Br(KL ! �0���) < 5:8� 10�5 (90% C:L:) :

Although it is a very interesting decay mode as discussed in the previous sections, the current
upper limit is far from the theoretical predictions.

5The same experimental group later claimed the discovery of K+ ! �+��� process [61].
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1.4 Summary

The decay of KL ! �0��� is a strong signal of the direct CP violation in the Standard Model.
It is one of the cleanest modes in CP violating decays. Theoretical uncertainty itself is O(1%).
Therefore, the CKM parameters can be determined with high precision from the measurement of
Br(KL ! �0���) combined with Br(K+ ! �+���). This precision is comparable to that from the
CP asymmetry measurement in B meson.

Because of small theoretical uncertainties in the Standard Model, a measurement of Br(KL !
�0���) is very sensitive to the physics beyond the Standard Model.

On the other hand, the current upper limit is far from the theoretical predictions. The results
are limited by statistics and/or the existence of backgrounds. Therefore, we searched for this
interesting decay KL ! �0��� with signi�cantly better sensitivity. In order to gain statistics, the
number of KL's and detector acceptance were largely increased compared to the previous searches.
For background rejection, detectors with full of new technology were used with sophisticated and
optimized analysis algorithm. A discovery of the KL ! �0��� decay, as a result of these e�orts, at
the level predicted by the Standard Model could solve the �nal puzzle imposed for the Standard
Model. Or a discovery with a larger branching ratio would indicate an existence of new physics
beyond the Standard Model or outside every model so far considered. Thus, the experimental
result in the search for KL ! �0��� has an impact on the selection of the right model used to
describe the nature and thus the CP violation.

1.5 Overview of This Thesis

We have discussed the basic issues regarding the neutral kaon, CP violation, andKL ! �0��� decay
in this chapter. The rest of this thesis describes a new experimental result we obtained by searching
for KL ! �0��� decay. The next chapter will outline an overview of the experimental technique
used to search for KL ! �0���. The details of detector and run condition will be described in
Chapter 3.

In order to measure the branching ratio, we need to understand the detector acceptance. This
is obtained from Monte Carlo simulation, which will be summarized in Chapter 4. Chapter 5 is
devoted to the event reconstruction used in data analysis. Chapter 6 will discuss the event selection
to suppress backgrounds. Since there were various types of backgrounds, each source required a
careful study. In Chapter 7, we will present the estimation of background level. Chapter 8 will
cover the discussion of the systematic error in this experiment. In Chapter 9, the result and
discussion will be presented. Chapter 10 will conclude this thesis.



Chapter 2

Experimental Technique

In this chapter, we describe experimental techniques to search for KL ! �0��� decays. As shown
in Section 1.3.3, a search for KL ! �0��� is experimentally very challenging because of two missing
particles. To do such a challenging experiment, new technologies and ideas were developed. Those
ideas are described here.

In Section 2.1, we discuss the signature of KL ! �0��� decay and its signal detection. In
Section 2.2, we explain the background sources in this search, and introduce basic idea to eliminate
the backgrounds. Section 2.3 discusses how to measure a branching ratio, and an experimental
sensitivity. In Section 2.4, we cover the experimental technique to measure the number of KL

decays. Section 2.5 summarizes this chapter.

2.1 The Signature

Since two of the decay products, � and �� from KL ! �0���, cannot be detected practically, the
signature of KL ! �0��� was an isolated �0. The �0 decays immediately with a short life time
(��0 = [8:4� 0:6]� 10�17 sec), and thus we must reconstruct �0 from its decay products.

There are several channels in �0 decays, but we can utilize only two modes actually, �0 !


(referred to as \two photon mode") or �0 ! e+e�
(referred to as \Dalitz mode"), because the
other decay channels have small branching ratio as shown in Table 2.1.

Table 2.1: �0 branching ratio for various decay modes.

Decay mode BR
�0 ! 

 (99:798� 0:032)%

�0 ! e+e�
 (1:198� 0:032)%
�0 ! e+e�e+e� (3:14� 0:30)� 10�5

�0 ! e+e� (7:5� 2:0)� 10�8

In the following, we discuss the two experimental techniques to identify �0 decays. First, we
describe the �0 detection using the Dalitz mode. Second, we present the technique in the two
photon mode. The last subsectin summarizes the �0 detection.

2.1.1 �0! e+e�
 Detection

The signature of KL ! �0��� decay with the Dalitz mode was an isolated �0 ! e+e�
 decay.
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The invariant mass of e+e�
 provides helpful information to identify �0's. To reconstruct the
invariant mass, it was crucial to measure the momenta and positions of the three particles as well
as the decay vertex position. An electron identi�cation was also necessary.

To measure the momenta and positions of the two charged particles, we used a spectrometer
consisting of four drift chambers and an analyzing magnet. This also enabled us to determine the
decay vertex point. To measure the position and energy of photons, an electromagnetic calorime-
ter was used. The calorimeter also measured the energy of charged particles, which was used
to discriminate electrons from the other charged particles in combination with the momentum
measurement(see Section 5.4). Further �/e separation was given by Transition Radiation Detec-
tors(TRDs). Using these devices, the invariant mass of e+e�
 was calculated event by event basis.
Requiring the reconstructed invariant mass to be consistent with �0 mass allowed us to select a
real �0 decay.

In order to ensure that the reconstructed �0 ! e+e�
 decays were isolated events, many veto
counters were used to detect missing particles from the �ducial area of the calorimeter1. No
activities in those veto counters were required.

2.1.2 �0! 

 Detection

Since the �nal state particles are two photons, their positions at the calorimeter and energy are
the only measurable quantities. To identify decayed �0 from these observables, we assume the �0

mass and calculate its vertex position along the KL's 
ight direction [69]. The event whose vertex
position is in the decay volume is regarded as a �0 decay. Plus, if there is no other activities in
any other veto detectors, that event is attributed to KL ! �0���.

2.1.3 Summary

In the Dalitz mode, we can positively identify �0 decays by reconstructing their invariant mass,
thanks to the vertex information. The vertex information is also crucial to suppress various kinds
of backgrounds. On the other hand, any events with two photons basically could fake a signal in
the �0 ! 

 mode. The only e�ective way to suppress backgrounds is veto events with any extra
activities in detectors.

By these di�erences, it was expected for the Dalitz mode to give one or two orders of magnitude
lower background level than the two photon mode. And thus, the Dalitz mode was expected to
have better sensitivity. Therefore, we searched for KL ! �0��� using �0 ! e+e�
 decay mode.
The comparison of the two techniques using data is described in Section 9.4.

2.2 Backgrounds

Since the signature of KL ! �0��� decay was an existence of an isolated �0, there were various
kinds of background. The background sources including their PDG [13] branching ratios are listed
in Table 2.2.

These background sources are classi�ed into 4 groups described below.

1. Only one �0 in the �nal state is reconstructed and other decay products, mainly hadrons,
are not detected.
eg. KL ! �+���0D (charged pions are not detected).
eg. �! n�0D (a neutron is not detected).
eg. �! �(! p��)�0D (a proton and a charged pion are not detected).

1Since our experiment was a �xed target experiment, the geometrical coverage of the calorimeter was far from
100%. See Chapter 3 for more details.
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Table 2.2: Branching ratio and kinematical limit for signal and backgrounds in KL ! �0��� search
with �0 Dalitz decay mode, where �0D denotes �0 ! e+e�
 decay. The listed branching ratio is a
product of branching ratios involved in each background process, including combinatorial factor to
pick one �0 for Dalitz decay. The pmax denotes �0's maximummomentum at the parent particle's
rest frame.

Decay mode BR pmax (MeV/c)
KL ! �0��� { 231
KL ! �0�0�0D 7:41� 10�3 139
KL ! �0�0D 2:22� 10�5 209

KL ! �+���0D 1:50� 10�3 133
KL ! �e� 38.78% {
�! n�0D 4:29� 10�3 104

�! �(! n�0D)�
0 4:22� 10�3 104+X

�! �(! p��)�0D 7:62� 10�3 135
�! �(! n�0)�0D 4:22� 10�3 135
n+X ! �0X0 { {

2. Only one �0 can be identi�ed due to undetected photons decayed from other �0('s). In this
case, a wrong pairing of photon with e+e� in the event reconstruction can occur.
eg. KL ! �0�0�0D .
eg. KL ! �0�0D .
eg. �! �(! n�0)�0D .
eg. �! �(! n�0D)�

0 .

3. No �0 is involved in the �nal state, but the decay products are mis-identi�ed as a �0.
eg. KL ! �e� + 
acc,
eg. KL ! �e� + 
rad ,
where 
acc and 
rad denote an accidentally overlapped photon, and a photon radiated from
an electron, respectively.

4. A neutron in the beam interacts with detector material and produces one or more �0's.
eg. n +X ! �0 +X0.

To reject background in category 1, we made a use of a kinematical feature in a KL ! �0���
decay. The �0 from a signal decay can have higher momentum at the KL's rest frame than that of
other decays, as seen in Table 2.2. Therefore, selecting a high momentum �0 in the parent's rest
frame would suppress the background in category 1.

In general, the backgrounds in category 2 should be eliminated by the kinematical requirements
just mentioned above, except for KL ! �0�0D which can have a momentum in the KL's rest frame
close to the signal decay. However, a wrong combination of a photon to e+e� in the reconstruction
could distort the kinematical variables. Therefore, photon veto counters were necessary to suppress
type 2 backgrounds by vetoing the events with extra photons escaping from the �ducial area of
the calorimeter.

The background in the third category was related to KL ! �+e���(or KL ! ��e+�)(referred
to as Ke3). A misidenti�cation of charged pion as an electron with an additional photon, which
might be accidental overlap or a radiation from an electron, could make the event reconstructed
as �0. Even if we had a perfect condition without any accidental activities, an electron radiates a
photon(E�


 > 1 MeV) with a probability of 11% [68]. In addition, the high branching fraction of
KL ! �e� made a Ke3 a severe background. Therefore, identi�cation of electron was crucial to
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reduce Ke3 backgrounds. Also some kinematical constraints, which utilized another feature in the
Dalitz decay(Section 6.2.1), were applied to achieve more suppression.

For the fourth category, the �0's produced by beam neutron interactions with detector material
can be distinguished from signal by the vertex position. Otherwise, the rejection of this background
was di�cult because they could have pt comparable with KL ! �0���, and no other �nal state
particles might be produced and/or detected.

2.3 Sensitivity

To measure the branching ratio of KL ! �0���, we have to know the number of KL's decayed in
detector's �ducial area. For such purpose, we collected data not only for signal decays but also for
another decay mode whose branching ratio was already known well. Such a decay channel is called
\normalization" mode. The following equation shows the relation between the branching ratio to
be measured and some input variables:

Br(signal) =
Nsignal

Asignal
� Anorm

Nnorm
� Br(norm) ; (2.1)

where Nsignal and Nnorm represent the number of observed signal and normalization events, and
Asignal and Anorm denote the acceptances for signal and normalization modes, respectively.

As can be seen in Equation 2.1, higher acceptance and larger number of KL decays allow us
to measure a smaller branching ratio. In our experiment, KL's were produced by proton beam
striking a �xed target. In order to achieve a high KL 
ux, high intensity proton beam was used.
The detailed discussion on the beam is found in Chapter 3.

The branching ratio that an experiment is expected to see one event is called \Single Event
Sensitivity(SES)" of the experiment, which is expressed as

SES =
1

Asignal
� Anorm

Nnorm
� Br(norm) : (2.2)

In another words, if the branching ratio of the signal is Br(signal), then the experiment is expected
to observe Br(signal)=SES events on average. It is a measure of experimental sensitivity to the
rare decay. Since a secondary �0 ! e+e�
 decay was a signature in our KL ! �0��� search, a
branching ratio of �0 ! e+e�
 must be involved to calculate the SES as

SES =
1

Asignal
� Anorm

Nnorm
� Br(norm)

Br(�0 ! e+e�
)
: (2.3)

2.4 Normalization

By selecting a normalization mode which has a similar kinematics with a signal, we can cancel
out the di�erence in a trigger e�ciency, in particle identi�cation etc., which are the sources of
systematic error. Therefore, in a branching ratio measurement, normalizing to another decay
mode is more reliable [67] than normalizing to to the number of absolute KL decays.

In the search for KL ! �0��� whose �0 undergoes e+e�
, we used KL ! e+e�
 decay as a
normalization mode. Its branching ratio is known to 5% of itself [13],

Br(KL ! e+e�
) = (9:1� 0:5)� 10�6 :

Since the �nal state of KL ! e+e�
 was exactly the same with the signal mode, systematic errors
due to detector e�ciencies and kinematical cuts were expected to cancel out.
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2.5 Summary

So far, KL ! �0��� decay have been searched for using �0 Dalitz mode [64, 65], because of the
bene�t from vertex information. As well as the past experiments, our search for KL ! �0��� was
carried out using the Dalitz mode, because it was expected to give a better sensitivity than that
by the two photon mode. We will cover the search with the Dalitz mode in this thesis.

In the search forKL ! �0��� decay, there were some critical detectors for rejecting backgrounds.
As already mentioned in previous sections, one of the critical systems was a photon veto counter.
Vetoing events by detecting photons coming from extra �0's was one of the most powerful weapons
to reject backgrounds in category 2. In order to remove a background related to Ke3's, the most
important tool was particle identi�cation. This required good performance of the calorimeter and
the Transition Radiation Detectors.

In the following chapter, we will discuss the experiment and the details of our detectors including
these key elements.



Chapter 3

The Apparatus and Run

This chapter describes the kaon beam production, detector elements and special features of the run
in the KL ! �0��� search. It begins with the overview of the experiment. In Section 3.2 and 3.3, we
give a brief description of KL beam production and each detector element. Along with the actual
data 
ow, the nexts of the detector's descriptions are trigger and data acquisition system(DAQ).
In Section 3.6, we explain the run condition. More details can be found in reference [66]. Only the
essential features in KL ! �0��� analysis are covered here.

3.1 Overview of the Experiment

The experiment was carried out as a part of Fermilab experiment E799-II 1 The data was collected
in two periods, from January to March in 1997(referred to as \Winter Run") and from August to
September in 1997(referred to as \Summer Run").

Two nearly parallel KL beams were produced by an 800 GeV proton beam from Tevatron
incident on a BeO target. After some collimations and sweeping of charged particle, the neutral
beam went into a vacuum decay volume located 90 m through 159 m downstream of the target.
The trajectories and momenta of charged particles were measured by a spectrometer composed of
four drift chambers and an analyzing magnet. The position and energy of photon were measured
with a CsI calorimeter located at 186 m from the target. Two scintillator hodoscopes were placed
between the spectrometer and the calorimeter for triggering on charged particles. There were
several veto counters for photons escaping from the calorimeter's �ducial area. A total of eight
Transition Radiation Detectors were used for the particle identi�cation, namely �/e separation,
which was located between the spectrometer and trigger hodoscope. Using 800 GeV protons to
produce KL, we could attain high acceptance for multi-body decay and high energy resolution for
photon.

3.2 KL Beam Production

The Fermilab Tevatron delivered 800 GeV protons in a 23 second period, known as a \spill", and
there was such a spill in every 60 seconds. The spill itself was divided into many \buckets", which
was determined by a 53 MHz radio frequency (RF) of the Tevatron. This RF substructure provided
a basic timing information to form trigger logic. The buckets were separated by 19 nsec, and the

1Both E832, whose goal was to measure direct CP violating parameter �0 with an accuracy of 10�4, and E799-II
experiment at Fermilab are called \KTeV". They used the same detector with slightly di�erent setups. whose main
focus was to search for direct CP violation in the decays, KL ! �0e+e�, KL ! �0�+�� and KL ! �0��� .
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protons arrived in a 2 nsec period at the beginning of each bucket. The target typically received
5:0� 1012 protons per spill for winter run, and 3:5� 1012 for summer run.

The KL beams were produced by an 800 GeV proton beam incident on a beryllium oxide target
which was 30.5 cm long(� 0.9 nuclear interaction length) with a cross section of 3:0 mm�3:0mm.
The targeting angle was chosen to be 4.8 mrad in vertical so that we would obtain both high
kaon 
ux and good kaon to neutron ratio in the beams, because beam neutrons would interact
with detector materials and could be serious backgrounds in the KL ! �0��� search(and in all the
physics modes). At z=90 m, the contamination of neutrons, �, and � in KL beams were estimated
to be 3.5, 0.02, and 7:5 � 10�4, respectively. Figure 3.1 shows the KL momentum spectrum at
z = 90 m reproduced by the simulation which is described in Chapter 4. In order to shape two
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Figure 3.1: KL's momentum distribution at z = 90 m.

nearly parallel beams, to remove charged particles, and to reduce photons and neutrons in the
beams, some collimators, absorbers, and sweeping magnets were located downstream of the target
as shown in Figure 3.2. The absorber made of 7.6 cm long lead was placed at 18.5 m downstream
of the target in the beam to convert photons to electron-positron pairs which would be removed
by sweeping magnet.

We used two sizes of beam. For Winter Run, the solid angle of each beam was collimated
to 0:5 mrad � 0:5 mrad with three collimators explained below. The �rst collimator, called as
primary collimator, located 19.8 m downstream of the target and was made of 1.5 m long thick
combination of steel and brass with two holes, followed by a set of sweeping magnets. The hole
size was 1:09 cm � 1:09 cm each at the upstream end of the collimator and the centers of those
two holes were separated by 3.19 cm. Following the primary collimator was steel slab collimator
with 2 m long, which was located at 38.8 m downstream of the target in order to prevent hadrons
scattering in the absorbers from crossing-over to the neighboring beam. At 85.0 m downstream
of the target, de�ning collimator, made of steel was placed to de�ne the edges of the two beams.
The beam holes' size was 4:25 cm�4:25 cm each. These sets of collimators produced beams whose
centers were separated by about 15 cm when they were 186 m downstream of the target.

For Summer Run, each beam had a solid angle of 0:7 mrad� 0:7 mrad. That was obtained
by a primary collimator and de�ning collimator with a beam hole size 1.4 times larger than that
of Winter Run. Other dimensions and materials of those collimators were the same as Winter
Run. Since elastic scattering at the absorber from one beam quickly became much larger than the
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Figure 3.2: Schematic plan view of the collimation and sweeping system used to produce the two
KL beams.

cross-over problem in the larger beams, we did not use the slab collimator. The increased solid
angle of beam compensated for the lower beam intensity during the Summer Run. The beam size
was limited by the radiation damage in the CsI crystals located near the beam holes.

In order to reduce the interaction of the beam with materials, the beam entered in cylindrical
vacuum tank. The vacuum was held at � 1:0 � 10�6 torr, starting at � 50 m(the decay region
started from 90 m) and ending at 159 m downstream of the target. Downstream end of the vacuum
region was sealed by a window with a diameter of 0.9 m made of Kevlar and aluminized mylar,
called as \vacuum window". The thickness of the vacuum window was estimated to as 0.16% in
radiation length.

3.3 Detector Elements and Layout

Figure 3.3 shows a schematic drawing of all the elements in E799-II detector, and their locations and
dimensions are listed in Table 3.1. A global coordinate system was de�ned to describe the positions
and orientations of the detector elements. The z direction is de�ned by the vector pointing from
the center of the target to the very center of the CsI electromagnetic calorimeter. The y coordinate
is de�ned to be vertical, with upward direction to be positive, and the x coordinate is given in the
clockwise system. Each detector element is described in this section.

3.3.1 Spectrometer

The main purpose of the spectrometer, which consisted of four drift chambers(DC's) and an an-
alyzing magnet, was to detect charged particles, to measure the momenta of charged particles,
and to give vertex position. These informations were used to reconstruct �0 ! e+e�
 events.
Two of the drift chambers were located upstream of the analyzing magnet, and the rests of two
were downstream of the magnet. Helium bags were placed between all of the drift chambers to
reduce the e�ects of multiple scattering on the measurement of particle trajectories and momenta.
Measuring charged particle trajectories with a momentum kick given by the magnet, we extracted
momenta of charged particles.

As shown in Figure 3.4, cells of the drift chamber consisted of a sense wire located at the center
of a hexagon de�ned by six �eld wires. The wires in a sense plane were separated by 12.7 mm, and
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Table 3.1: Positions and Dimensions of the detector elements. All units in meter.

Distance from Target(m)
Detector Element

at front face of the detector
Transverse Size(m)

RC6 132.596 inner : 0:84� 0:84
outer radius : 1.00

RC7 138.598 inner : 0:84� 0:84
outer radius : 1.00

RC8 146.598 inner : 1:18� 1:18
outer radius : 1.44

RC9 152.600 inner : 1:18� 1:18
outer radius : 1.44

RC10 158.599 inner : 1:18� 1:18
outer radius : 1.44

Vacum Window 158.890 -
DC1(x plane) 159.419 1:30� 1:30
SA2 165.116 inner : 1:540� 1:366

outer : 2:500� 2:500
DC2(x plane) 165.565 1:64� 1:44
Analyzing Magnet 170.008 inner : 2:9� 2:0
SA3 173.985 inner : 1:692� 1:600

outer : 3:000� 2:400
DC3(x plane) 174.589 1:74� 1:64
SA4 180.018 inner : 1:754� 1:754

outer : 2:372� 2:372
DC4(x plane) 180.486 1:90� 1:90
TRD1 181.171 2:184� 2:184
TRD2 181.484 2:184� 2:184
TRD3 181.796 2:184� 2:184
TRD4 182.109 2:184� 2:184
TRD5 182.421 2:184� 2:184
TRD6 182.734 2:184� 2:184
TRD7 183.046 2:184� 2:184
TRD8 183.359 2:184� 2:184
V bank 183.903 1:900� 1:900
V' bank 183.953 1:900� 1:900
CIA 185.191 inner : 1:842� 1:842

outer : 2:200� 2:200
CA 185.913 inner : 0:150� 0:150

outer : 0:180� 0:180
CsI 186.013 1:900� 1:900
HA 188.966 2:24� 2:24
BA 191.087 0:60� 0:30
Mu2 194.827 3:93� 2:99
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12.7mm

(0.1mm Au plated Al)
Window Wire

Sense Wire
(0.025mm Au plated W)

(0.1mm Au plated Al)
Field Wire

Chamber window

Chamber window

Beam Direction

Figure 3.4: Layout of the �eld shaping and sense wires used in all drift chambers. This is the view
looking down on the chambers, with the vertical wires which measure x position in the front and
the horizontal wires which measure y position in the rear of the chamber.
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both the x and y views of each chamber had two sense planes, referred to as x(y) and x0(y0) plane,
o�set by half that distance. The �eld shaping wires were made of 100 �m gold-plated aluminum
and the sense wires were 25 �m gold-plated tungsten. This yielded a drift distance of 6.35 mm
perpendicular to a wire and an unambiguous determination of the side of the wire by which a
particle passed. The most upstream chamber was the smallest, 1:3 m� 1:3 m, and each successive
chamber increased in size, the largest being 1:9 m� 1:9 m.

The chambers used two kinds of gas mixture during the run. One was 49.75% Argon, 49.75%
Ethane, and 0.5% isopropyl alcohol by volume. The other consisted of 49.5% Argon and 49.5%
Ethane with 1.0% isopropyl for additional quenching. With the typical applied voltage of -2500V,
the drift velocities in these chamber were of the order of 50 �m=ns.

The pulses from the drift chambers were ampli�ed and discriminated in front end cards mounted
on the chambers themselves. The discriminated signals with 40 nsec width were then sensed by
LeCroy 3377 time to digital converters(TDCs) with a resolution of 0.5 ns. The TDCs were operated
in \common stop mode" where an incoming pulse would start a TDC channel and a later stop
pulse from the �rst level trigger would stop all triggered channels. The resulting time distribution
is shown in Figure 3.5. The in-time window was de�ned as 115 < time(ns) < 350. The tail seen

0 100 200 300 400 500
time(ns)

A
rb

itr
a

ry

In-time window

EarlyLate

Figure 3.5: Time distribution of Dri�t Chamber TDC. Only the hits between 115 ns and 350 ns
were used as in-time hit.

in the time less than 200 ns was due to a hit very far from sense wire and between the �eld wires
where electromagnetic �eld did not have a proper slope. The slope between 200 ns and 270 ns was
due to non-linearity of drift velocity at the region far from sense wires.

The TDC counts in drift chambers were translated to a distance from sense wire to the closest
point of the charged particle trajectory. The position resolution of each chamber was determined
from the measurement of a sum of the two drift distance(SOD) in each view. Since the o�set of
two sense wires were 6.35 mm, the sum of distance should equal to 6.35 mm. Figure 3.6 shows the
distribution of the SOD after subtracting the 6.35 mm o�set, which has a clear peak at 0 mm. The
width of the distribution, considered as a resolution in one plane, was roughly 150 �m as shown
in the �gure. It implies that each chamber plane had a resolution of 150 �m� 1=

p
2 ' 100 �m by

taking account the fact that the SOD was obtained from two individual measurements.
Between the second and third drift chambers, the charged particles were given a transverse

momentum kick by a dipole magnet with a vertical �eld of about 2 kG. The magnetic gap was
2.9 m � 2.0 m � 3.1 m. The transverse momentum kick transferred, �pt, was typically 205 MeV.
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Figure 3.6: The deviation of sum of drift distance from the o�set of 6.35 mm.

The drift chamber's intrinsic resolution was measured to be

�p

p
= 0:016%� p+ 0:38% ; (3.1)

where p is the momentum of a charged particle in GeV/c. The multiple scattering in the spec-
trometer caused the constant term of 0.19%. The term linear in momentum resulted from the
�nite resolution of measuring the space point in each chamber.

Besides the main purposes described the above, the signal from the drift chamber was viewed
by two devices for triggering.

First device was the hit counting module at front end. It counted the number of in-time hits
in each drift chamber plane(Section 3.4.1). The prompt output, which arrived in(or less than) half
the maximum drift time in each chamber, was used to form trigger logic after the discrimination.

Another device was the track �nding processor, mainly consisted of custommade Trigger TDCs.
This device determined the number of hit-pairs in each chamber by de�ning a time window for
sum of the TDC counts of two planes in one chamber. The Trigger TDC did not measure times
with as accurate as the conventional one; however, the digitized time was much faster, which was
available in use of trigger logic.

3.3.2 Electromagnetic Calorimeter

The primary purpose of electromagnetic calorimeter was to measure the energy and position of
photon. The second purpose was a particle identi�cation, namely �=e separation. In addition,
measuring the charged particle position at the calorimeter enabled us to resolve the x-y ambiguity in
the track reconstruction. For these purposes, we used CsI array as an electromagnetic calorimeter.
In our KL ! �0��� search, the �=e separation factor of 400 or 500 was needed to suppress Ke3

backgrounds. The detailed description of this calorimeter can be found in reference [72], so only
the essential part is described here.

CsI Crystals

As shown in Figure 3.7, the calorimeter composed of 3100 pure CsI crystals with a length of
50 cm(=27X0). There were two sizes of crystals. For inner part of 120 cm� 120 cm area, 2232 of
2:5 cm� 2:5 cm crystals were placed with two beam holes whose sizes were 15 cm� 15 cm each.
For outside of the 120 cm� 120 cm area, 868 of 5 cm� 5 cm crystals were stacked. A 80% of all
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crystals were composed from two halves(25 cm long each) glued with Epo-Tek 305 epoxy, which
was chosen for its high UV transmission. The remaining 20% was 50 cm long single crystal without
connection.

0.5 m

1.9 m

1.9 m

Figure 3.7: The CsI array consisting of the electromagnetic calorimeter.

In order to optically isolate each crystal and to make the light collection e�ective, each crystal
was wrapped by mylar with thickness of 13 �m. The upstream section of the mylar wrapping was
aluminized, and the downstream section was painted with black ink. The location of the boundary
between the aluminized and black mylar sections was tuned for each crystal such that the light
yield was nearly uniform along z. The resulting non-uniformities were typically several percent.

The CsI crystal yielded typically 20 photoelectrons per MeV, hence photo-statistics contributed
less than 0.4% to the energy resolution for energy greater than 3 GeV. The scintillation spectrum
can be approximately characterized by a 'fast' and a 'slow' component. The fast spectrum peaked
at 315 nm with a time constant of �20 ns. The slow one peaked at 420 nm and had a time constant
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of � 1 �m. From 80 to 90% of the scintillation light was emitted within 100 ns.
The CsI light yield depends on the temperature with -1.5% per degree Celsius. In oreder to

reduce the gain 
uctuations due to the temperature variation, the array was placed in a light-tight
blockhouse where the temperature was controlled to �0:1oC.

Photomultiplier Tubes

The scintillation light produced by electromagnetic showers in the CsI crystal was detected by the
photomultiplier tube(PMT) mounted on the back of each crystal. The large crystal was viewed
by 1.5 inch Hamamatsu R5330 PMT with six stage dynodes, and small crystal was viewed by
3/4 inch Hamamatsu R5364 with �ve stage dynodes. Both type of the PMTs had a gain of 5000
with a typical high voltage of �1200V. Those were linear in their response to within �0:5% for
peak anode current up to 30 mA(= roughly 80 GeV of energy deposited in the CsI). The front
face of the PMT was made of UV transmitting glass to accommodate the emission spectrum of
the fast scintillation light from the CsI crystals. The PMTs were wrapped with two layers of 0.002
inch kapton for the insulation, and with one layer of 0.006 inch mu-metal between the two layers
of kapton. The mu-metal served as an RF shield, and shared a common ground with the anode
and dynode signal produced by the PMT.

The PMTs were coupled to the crystals with two layers of General Electric RTV 656. Between
the two RTV layers, 1 mm thick Schott UG 11 glass �lter was attached, which had good trans-
mission for the fast UV scintillation light while absorbing most of the slow light component. The
refractive index of CsI was 1.80, and the photocathode of PMT was 1.40. The RTV was chosen to
reduce the light re
ection between the two materials.

Readout Electronics

The digital photomultiplier tube base(DPMT) was used for readout of signal from the calorimeter.
The main components of the DPMT were a high voltage divider for the photomultiplier tube, a
charge integrating and encoding(QIE) custom integrated circuit, an Analog Devices AD9002 8-bit

ash ADC(FADC), and a driver/bu�er/clocking(DBC) custom integrated circuit. The system was
operated at 53MHz(= accelerator RF), corresponding to 19 ns clock cycle.

The DPMT had nine non-overlapping sensitivity ranges. For each clock cycle it produced a
12-bit 
oating point number; an 8-bit mantissa and a 4-bit exponent. For a given input current
integrated over a clock cycle, the QIE selected the appropriate sensitivity range and sent a voltage
to the 8-bit FADC. The sensitivity range was encoded as the 4-bit exponent while the output from
the FADC formed the 8-bit mantissa.

The operation of the digitizing circuit was shown in Figure 3.8. The crucial component of the
DPMT was the QIE, which added a �xed bias current to the PMT anode signal current, divided
the total current into nine binary range(I/2, I/4, ... , I/512), and simultaneously integrated the
divided currents on nine separate 1 pF capacitors. The nine capacitor voltages were then compared
to a common reference voltage. The result of this comparison was used to form the 4-bit exponent
and to select the capacitor which would send its voltage to the FADC.

The QIE operations were pipelined, with four identical circuits functioning in a round-robin
fashion. The duration of each operation was one clock cycle2. This enabled us to read out the signal
from PMTs without andy dead time. Each QIE had a total of 36 capacitors, with four capacitors
per range. To label the capacitor in the pipeline, the QIE generated a capacitor identi�cation bit
every clock cycle.

The DBC chip synchronized the mantissa and exponent information. For each clock cycle, the
12-bit 
oating point output and the capacitor ID bit were transferred into a custom built VME

2In this thesis, we refer to each clock cycle as \slice".



3.3 Detector Elements and Layout 36

Cap ID
bit

FADC

8 bit

Analog

(4 bits)

input
clock

Mantissa
(8 bits)

Exponent

circuit

Exponent              4
/

/

53MHz

Capacitor ID bit 1

integrated

Buffer/Clocking

Driver/QIE
integrated

circuit

(PMT)

Bias Current

Current 
Source

Figure 3.8: A block diagram of the operation of the digitizing base.

data bu�er. Upon receipt of a trigger, the digital information was held in the data bu�er until
readout.

The dead time free read out system in DPMT made it possible to reduce the accidental e�ect,
because the readout energy was divided into 19 ns time slices and one could compare the time
distribution of the energy or charge(Section 5.5). The combination of mantissa and exponent
enabled us to achieve a big dynamic range(a few MeV to over 60 GeV). The digitization of the
output pulse from PMT without transmitting long cable, which caused attenuation and smearing
of the pulse, allowed us to achieve the linearity less than 0.5%.

Laser Calibration System

The gain of the nine-range DPMT was monitored with a laser/dye system that injected a measured
amount of light into each PMT. Quartz �bers attached to the back of crystals delivered pulses of
light from a laser/dye system. The amplitude of each pulse was monitored independently by two
PIN photodiodes so that one would associate the FADC and range values with the PIN photodiode
signal. From this monitored information, the gain of each tube was corrected by adjusting the
supplied high voltage, and the relation between light yield and charge output was calibrated.

Triggering information

The signals from the CsI array were used in trigger logic as well as digitized by the DPMT. There
were two systems for providing the input as trigger source signals.

The �rst system was used to produce a very rapid measure of the total energy, (Et), in the
array at any time. The summing system consisted of sixty �rst level sum boards, each of which
generated a sum of between 19 and 57 input channels. They were custom made and suitable for
VME crate. The input to this system was a dinode signal from the last stage of the photomultiplier
tubes, which was roughly 16 pC per 1 GeV energy deposited in the crystal. The �rst level sums
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were further summed, on the second level sum boards, to provide quadrant and full analog sums.
The Et system had another function providing a hit crystal information to cluster counting system
described in the next paragraphs. It tagged those RF buckets for which the crystal in question
had an energy deposit in excess of a preset threshold. The Et system tagged the crystals with
energy above the threshold, which is called HCC bit. This information was stored in 9 � 512
FIFO bu�er memory. After receipt of a �rst level trigger, all 3100 signals were transmitted to the
Column Alignment Bu�er board in a single strobe, which served to latch the data from the front
end electronics, sorted it into columns, and sent it to the cluster counting system.

+2 to separate clusters which touch corners

      (two left turns inside the cell)
-2 to fuse clusters which touch corners

0

      (two right turns inside the cell)

Patterns of Struck Blocks Pattern Value

0

0

-1 (one left turn inside the cell)

1 (one right  turn inside the cell)

Figure 3.9: All possible hit patterns for a 2� 2 array of blocks. The value assigned to each group
of patterns is shown to the right.

The second device was a hardware cluster counting(HCC), which counted the number of
clusters3 in the CsI calorimeter.

The cluster �nding algorithm started with the idea that an isolated cluster could be enclosed
by a continuous perimeter. To make the perimeter, only the crystals which contained the energy
above 1 GeV, based on the information from the Et board, were used. While traveling clockwise
around the perimeter, if we assign +1 for every right turn and �1 for every left turn, the sum
of right turn minus left turn should be four because our CsI calorimeter consists of rectangular
crystals. If we apply this procedure to the whole calorimeter, the resulting number of right turns
subtracted by the number of left turns should be four times the number of clusters.

Right or left turns were determined by examing the pattern of the hits in 2�2 arrays. Figure 3.9
shows all the possible con�guration of such group and the assigned number for each pattern. Since
each crystal belonged to four di�erent 2�2 grids, each crystal was used to determine four di�erent
pattern values. The sum of all 2� 2 pattern value was four times the number of isolated clusters
in whole arrays.

Once received data from Column Alignment Bu�er, Cluster Counting Unit executed the cluster
counting algorithm and produces a 4-bit cluster count. This 4-bit count was used to form a second
level trigger.

3In this context, a cluster is referred to as contiguous island of blocks with energy above a threshold.
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Details of the algorithm was published elsewhere [73, 74], and the detail of HCC itself can be
found in reference [75].

Performance
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Figure 3.10: E=p for electron in Ke3's,
where E denotes an energy measured at the
calorimeter, and p represents a momentum
measured by a spectrometer. The �t with
Gaussian give a sigma of 0.78%.

σ(Energy)/Energy  vs. Momentum

Electrons from K→πeν

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

0.02

0 10 20 30 40 50 60 70
P (GeV)

σ(
E

)/
E

Figure 3.11: The calorimeter's intrinsic energy
resolution measured in Ke3 events as a func-
tion of electron momentum.

Figure 3.10 shows E=p for electron in Ke3 events, where E denotes the energy measured by the CsI
calorimeter and p represents the electron momentummeasured by the spectrometer. Since the CsI
calorimeter had 27 radiation lengths, electrons deposited most of their energy in the calorimeter
and had a peak of unity in the E=p distribution. Due to a �nite resolution in momentummeasure-
ment, the E=p was being smeared with the resolution expressed in Equation 3.1. Subtracting the
resolution e�ect in p quadratically, the intrinsic resolution of the calorimeter is shown in Figure 3.11
as a function of electron momentum. The energy dependence had a form of

�E

E
= 0:6%+

0:6%p
E

:

The 1=
p
E dependence resulted from photo-statistics in scintillation light. The constant term of

0.6% accommodated other e�ects such as non-uniformity in light collection e�ciency, uncorrected
light leakage, internal calibration error, 
uctuation of light yield due to temperature variation,
electronic noise etc.
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3.3.3 Photon Veto Counters

Events with extra photons missing the calorimeter could be backgrounds in the KL ! �0��� search
as mentioned in Chapter 2. There were four types of photon veto counters in total used in both
online trigger and o�ine event selection in order to catch the particles escaping from �ducail area
of the spectrometer and electromagnetic calorimeter. Each photon veto counter had a sandwich
structure of radiators and scintillators. The light yield in the scintillator was detected by PMTs.

We had �ve Ring Counters(RC6-RC10) located the most upstream of all the detectors and
inside the evacuated volume. The shape of RC was round at outside, such that it �t to the shape
of the vacuum tank, and square at inside as shown in Figure 3.12. They consisted of 24 layer
scintillator tiles with a thickness of 2.5 mm followed by lead sheets. For the �rst 16 layers, the
lead sheets were 0.5 radiation length each. For the rest of 8 layers, the lead was 1 X0 thick each,
resulting in a total amount of lead to be 16 X0.

25cm

25cm

K  BeamsL

Figure 3.12: RC6 viewed from upstream,
located inside the vacuum region. RC6
and RC7 were the same dimensions, and
RC8 through RC10 had the same size.

29cm

29cm

PMT

K  BeamL

Figure 3.13: SA4 viewed by upstream.
Each SA or CIA had the di�erent dimen-
sions as shown in Table 3.1 and the di�er-
ent number of modules.

There were three Spectrometer Antis(SA2-SA4) outside and just upstream of drift chambers 2
to chamber 4. The CsI Anti(CIA) covered outside of the CsI calorimeter. The shape of SA and CIA
were rectangle to match the outer shape of the drift chambers and the CsI calorimeter. Figure 3.13
shows a schematic picture of the SA4, facing downstream. The general con�guration of the three
SA's and CIA were the same. Their sandwich structure consisted of 32 layers of lead sheets with
a thickness of 0.5 X0 each, and scintillators with a thickness of 2.5 mm, leading to 16 X0 lead in
total as well as RC's.

For the �ducialization around the beam holes of the calorimeter, Collar Anti(CA) was located
in front of the calorimeter and around the beam holes like a picture frame. It consisted of 3 layers
of 1 cm thick scintillator followed by 2.9 X0 tungsten. Figure 3.14 shows a schematic picture of
the CA.

Back Anti(BA) was placed downstream of the calorimeter and in neutral beam region to detect
the photons escaping into the beam holes. It was composed of 60 layer lead-scintillator sandwich,
and the total depth of lead was 30 radiation length with 0.5 X0 sampling, which was roughly one
nuclear interaction length. Each scintillator tile with a thickness of 2.5 mmwas segmented to 2.5 cm
width. The shape of BA was rectangle in cross section and divided into 3 parts longitudinally to
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CsI Calorimater

Collar Anti

5cm

5cm

K   BeamsL

Figure 3.14: Collar Anti located just upstream of the CsI calorimeter. It was 1.5 cm wide and had
6 cm thickness in total.

distinguish electromagnetic and hadronic shower from its shower shape, as shown in Figure 3.15.
Each section was referred to as BA1, BA2, and BA3, respectively. The �rst two sections were
aimed to detect photons and the last one for hadrons. In addition, the readout of scintillation light
was segmented into +x and �x, so that we could use BA individually in +x and �x.

BA1

x

yy

z

BA2

30cm
light guide + PMT

30cm

60cm

BA3

Beam regions

Neutral beam

(b) Side view(a) Facing to downstream
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Figure 3.15: Back Anti(BA)'s con�guration. (a): The view facing to downstream. BA is segmented
into +x and �x. (b): Side view of BA. It is segmented into 3 parts.

For all the photon veto detectors except for BA, the �bers with wave length shifter(WLS),
Kuraray SCSF-B21, were used for reading out the light yield from the scintillator, Kuraray SCSN-
88. The scintillation light(380 nm) was absorbed by the WLS in the �bers, and the light with
wavelength of 420 nm was re-emitted from the WLS. The �ber had di�erent refractive index in
the core(n=1.59) and the clad(n=1.49) so that the emitted light in the WLS would be propagated
e�ectively inside the core due to total re
ection at the boundary of the core and clad. This blue
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light from WLS gave a bene�t of high quantum e�ciency at PMTs photocathodes and a faster
pulse than that of conventional green WLS. The signal width was typically 20 nsec at base-to-base.
Since the accelerator RF was 53 MHz(19 nsec interval), this faster pulse was helpful to reduce the
accidental activities from the buckets which were the previous or post bucket of triggered one, and
to achieve a good resolution. With respect to PMT, RC's, SA's, and CIA used EMI 9954KB, CA
used Hamamatsu H1161P, and BA used Hamamatsu out of spec R5330.

The BA used scintillation tile with 1000 ppm 3HF WLS viewed by PMTs through light guides.
The radiation hardness in 3HF was suitable for the use in the environment in which radiation dose
level was estimated to reach several hundred Krad for the beam region4.

At the front end, the pulse from the PMT was shaped by custom made module so that the
pulse width was narrow enough(<35 ns) even after propagating long(close to 100 m) co-axis RG-
58 cables to reach ADCs. The output pulse from the PMT was sensed by FERA ADC(LeCroy
4300B). Just before entering the ADC inputs, the pulse was ampli�ed to recover the charge to the
same level of the original pulse.

In order to use these photon veto counters as a part of online trigger, except for BA, each
channel's gain was adjusted to within �10% from an energy deposit of Minimum Ionizing Parti-
cle(MIP), where we used charged pions and muons. The energy scale for photon of all the photon
veto detectors were calibrated by exploiting photons decayed from �0 in KL ! �+���0 events.
The details of these procedures is described in Appendix B.

Some property of the photon veto counters are summarized in Table 3.2.

Table 3.2: Summary for photon veto counter's property. (*) denotes Hamamatsu.

light light yield
counter sampling radiator PMT

transmission (p.e./MIP)
RC 0:5X0 � 16 + 1X0 � 8 lead EMI 9954KB �ber � 40
SA/CIA 0:5X0 � 32 lead EMI 9954KB �ber � 55
CA 2:9X0 � 3 tungsten Ham�H1161P �ber � 24
BA 0:5X0 � 60 lead Ham� R5330 light guide unknown

3.3.4 Transition Radiation Detector

As discussed in Section 2.2,Ke3 evetns could be the source of severe background for theKL ! �0���
search. Therefore, �=e separation was crucial to remove such backgrounds. For the electron
identi�cation, eight Transition Radiator Detectors(TRDs) were placed between the drift chambers
and the trigger hodoscopes. Details of the transition radiation phenomena have been reviewed by
many authors [70, 71], and only the description of our system is presented here.

Figure 3.16 shows the schematic drawing of a plane of the TRD. The size of active �ducial area
was 2:2 m� 2:2 m. Each TRD consisted of a radiator, active MWPC volume, and two bu�ered
gas volume. The radiator to produce 10 keV TR X-ray was 10 cm thick(=0.25X0) polypropylene
�ber mat(density of 0:06 g=cm2). There were two beam holes in the radiator with a size of
15:5 cm�15:5 cm each to reduce beam interactions. The gas volumes and radiators were segmented
by aluminized mylar, called entrance window. MWPC consisted of vertically mounted cathodes
and anodes. The cathode was a wire plane consisting of 85 �m diameter Be/Cu wires with 2.5 mm
spacing. The entrance window was kept at a slightly higher voltage than the cathode forming a
1.5 mm mini-drift gap. The anode to cathode gap was 6.5 mm, and the anode was a wire plane
consisted of 25 �m diameter gold plated tungsten wires with a 5 mm spacing. The planes were

4This dose level is calculated only for 3HF, not including radiator.
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lined up so that each anode wire sit directly behind a cathode wire. The anode wires were ganged
into channels consisting of two wires each in the central 60 cm covering the two beam holes with an
e�ective pitch of 1 cm. In the outer region, 4 wires were summed into a channel with an e�ective
pitch of 2 cm. This gave a total of 112 channels/plane, or 224 channels/chamber. Therefore, there
were 1792 channels for the 8 chambers.
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Figure 3.16: The schematic view of a TRD. Looking down to the TRD.

For the purpose of absorption, xenon was a main component of active volume gas. The ioniza-
tion energy loss could fake a TR signal and reduce the �/e separation ability. To achieve both high
yield of TR and minimization of the ionizing energy deposit, gas mixture of 80% Xe and 20% CO2

was chosen. Since a 0.1% change in concentration of main components could result in a 1% change
in gain, the composition of active volume gas was monitored by gas chromatography system at
100 ppm levels. With the typical high voltage of -2400V, which was automatically adjusted by
monitoring the gas pressure so that each chamber gain was equal, the gas mixture gave a drift
velocity of 5 cm=�sec.

The bu�er volume was �lled with a safe gas of C2F6 that was X-ray transparent and the same
order of density with xenon so that it helped to support the entrance window. This kept the inner
aluminized window 
at to within 100 �m.

The pulse from each channel was sent to the preamp mounted directly on the chamber. It
ampli�ed the current pulse to produce an output voltage which was directly proportional to the
input. In order to achieve a good signal to noise ratio, the preamp had to have as high level of
gain as possible. It had a gain of � 40. The output of the preamp was di�erential to improve
noise rejection, which was passed into postamp by a cable whose length was a part of time delay
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requirement of the trigger system. The postamp �rst translated the di�erential input into a single-
ended signal. Next, the pulse was shaped so that the length of the pulse tail was reduced. Tail
reduction was necessary in order to keep the ADC gate width as narrow as possible to minimize
accidentals. As a last stage of postamp, the shaped pulse was sent to a low gain ampli�er stage.
This additional stage of ampli�cation allowed the signal channel to be tuned for optimizing its
gain.

After the second ampli�cation, an output was sensed by ADCs(LeCroy 4300B FERA ADC)
with a gate width of 300 ns through co-axis RG-58 cables. Another output after the pulse shaping
was discriminated at also the front end of TRD, and used to form a second level trigger signal,
referred to as \TRD Trigger". This trigger logic used informations from the trigger hodoscopes,
which is described in Section 3.3.5, in order to de�ne the track region in the TRD planes. There
were two discriminating thresholds so that the pattern recognition of hitting plane would be more
intelligent. The pattern recognition was performed with LeCroy 2366 programmable logical unit
by using the two levels of discriminating output for track region.

3.3.5 Trigger Hodoscopes

V bank V’ bank

Figure 3.17: Schematic drawing of V and V' bank. Beam went into page. The width of each
counter varied from 9.9 cm to 17.8 cm, and a total of 5 di�erent width counters were used.

In order to provide fast signals to form trigger logic, two planes of scintillator hodoscopes
were installed in front of the CsI calorimeter. We could count the number of charged particles
by the hodoscopes in trigger level. As shown in Figure 3.17, the hodoscopes had a dimension of
1:9 m� 1:9 m with two beam holes. There were 5 di�erent width counters: 9.92 cm, 11.82 cm,
13.74 cm, 15.63 cm and 17.76cm. The upstream hodoscope was called V bank, and the other was
called V' bank. Both V and V' bank consisted of 1 cm thick scintillators viewed by PMTs mounted
through light guides. There were no overlaps between the counters in each bank to avoid a double
counting by a single particle.

3.3.6 Hadron Anti and Muon Counter

Scintillator hodoscopes followed by lead bricks were located at downstream of the CsI calorimeter,
called Hadron Anti(HA). Its purpose was to reduce the trigger rate by vetoing the events involving
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charged pions or muons. Figure 3.18 shows HA's con�guration and dimensions. The HA was
placed upstream of BA as far as possible to minimize the rate due to backsplash beam neutrons
from BA. The HA had a 34 cm�64 cm beam hole so that the photon going into beam holes would
be detected by BA. In order to absorb leakage of electromagnetic showers out of the back of the
CsI calorimeter, the thickness of lead bricks was chosen to be 15 cm. The combined thickness of
the CsI calorimeter and the lead bricks corresponded to 2.3 nuclear interaction length. The light
yield produced by the scintillation counter was detected by PMTs. An analog sum from all the
HA's counters provided an information to form �rst level trigger.

5

28 27 26 25 21222324

2.24m

2.24m

0.34m
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Figure 3.18: Ths HA hodoscope, which was
composed from same size of 28 scintillation
counters. This was followed by Pb wall.
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Figure 3.19: The Mu2 counter.

To reduce the trigger rate by rejecting events involving muons, we used Muon Counter(Mu2)
consisting of scintillation hodoscope followed by roughly 5 m thick steel at downstream of the HA.
Most particles penetrating such a large amount of material were considered as muons. The Mu2
had the largest dimensions of all the detectors because it was located at the most downstream, and
had to catch the muons scattered signi�cantly at the �ltering steel. The hodoscope consisted of 56
scintillation counters viewed by PMTs, as illustrated in Figure 3.19. Each counter had dimensions
of 15 cm� 150 cm, and they were overlapped by 1 cm in each other to reduce the ine�ciency for
the muon going through the gap between the two counters.

3.3.7 Accidental Counter

There were three 3HF scintillation counters sensed by Hamamatsu R1398 PMTs to form an Ac-
cidental Trigger(see Section 3.4.4). They were placed of an angle of 90� from the other detector
elements, and 1.8 m from the target. Since the target was shielded with iron, the target was
viewed by the counters through a 1=400� 1=400 hole located at roughly the mid-point of the target
in z. Each counter had a cross-section of 3=400� 3=400 with 7=1600 thickness. Those three counters
were separated by �1.5". Coincidence hits of the three counters formed the Accidental Trigger.
Since these accidental counters' activities were independent of the other detector elements although
it depended on the primary proton intensity, the data collected by the Accidental Trigger could
sample the accidental activities in the main detector elements.
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3.4 Trigger

The online trigger was formed in three stages. The �rst and second stages used the logic constructed
from only hardwares, such as simple NIM logic or more complicated processor. At the last stage,
online event reconstruction was carried out to �lter the events. These three levels of trigger had
a hierarchy in their decision time: the �rst level took within 19 ns, i.e. it produced no dead time;
the second level took � 3 �s; the third level took � 3 ms.

In addition to the three stages of trigger, there were two types of trigger in our experiment:
Beam Trigger and Calibration Trigger. All the physics triggers belonged to Beam Triggers. Cali-
bration Triggers were designed to collect data for pedestal measurements the CsI laser calibration
etc..

This section covers mainly Beam Trigger, and begins with descriptions for each trigger stage
in the Beam Trigger. After the descriptions, the trigger requirements used in data taking at the
experiment are presented. At last, Calibration Trigger is described brie
y.

3.4.1 Level 1 Trigger

The �rst level trigger(Level 1 trigger) was based only on information which could be obtained
very quickly, such as the scintillation hodoscopes. There were 80 Level 1 logic sources in total,
which were formed by NIM logic. They provided a decision every 19 ns RF cycle with no dead
time. Table 3.3 summarizes the Level 1 trigger sources used in data taking for KL ! �0��� and
KL ! e+e�
.

These trigger sources were sent to a series of LeCroy 4508 Programmable Lookup Units(PLU)
and LeCroy 4516 Programmable Logic(PL), which were programmed and could be changed via
CAMAC. At the same time, RF signal provided by Fermilab was passed into the PLU and PL to
strobe the trigger sources. We call the time strobed RF bucket as \in-time" bucket. A combination
of PLU and PL generated an output signal by looking at the �ring pattern of the Level 1 trigger
sources. This output was fed into the next stage of triggering.

Table 3.3: Trigger sources in Level 1 and Level 2 trigger.

Detector Symbol Description
Level 1

Trigger hodoscopes V Hits in V bank.
V 0 Hits in V' bank.

Drift chamber DC12 � 1 hits in DC1 and DC2.
Photon Veto RC6� RC10 Energy > 500 MeV.
Counters SA2 � SA4; CIA Energy > 400 MeV.

CA Energy > 14 GeV.
CsI calorimeter Et Total energy > 18(or 24) GeV.
Hadron Anti HA Summed Energy > 6 MIPs
Muon counter Mu2 Energy > 0.5 MIPs

Level 2
Drift chamber 1HCX � 1 track in x view in DC1 and DC2.

1HCY � 1 track in y view in all DCs.
CsI calorimeter HCC34 Number of hardware clusters = 3 or 4.

TRD TRD1e � 1 track identi�ed as electron.
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3.4.2 Level 2 Trigger

When the event satis�ed the Level 1 requirements, the output signal from Level 1 trigger started
a digitization of ADCs and provided a stop signal for TDCs. The trigger system went to the next
stage, called Level 2 trigger. The Level 2 trigger consisted of information which took longer time to
obtain, either because the detector element had a slow response like the drift chamber, or because
the pattern recognition took some time like HCC. Each source is listed in Table 3.3.

These input signals from Level 2 sources were sent to another series of PLUs(LeCroy 2373) with
a Level 1 signal. Again, PLUs did a pattern recognition of trigger sources, and determined whether
to go to the next stage of the triggering. When the event satis�ed the Level 2 requirements, each
PLU generated the outputs, which were used to form a 16 bit trigger mask; the bitwise-AND of
all the lookup units was the �nal 16 bit trigger mask. This means that we could have 16 Beam
triggers in maximum. If an event failed at this stage, that event would be aborted before �nishing
ADC digitization, and would go to next event.

If the event rate was too high after the Level 1 trigger, some types of trigger was prescaled by
an additional module with an integral prescaling factor before the Level 2 trigger.

Since the Level 2 decision took 3:3 �sec on average and the Level 1 trigger rate was � 80KHz,
Level 2 dead time was 3:3 �sec � 80 KHz ' 26%. More details in Level 1 and 2 are described in
reference [76, 77].

3.4.3 Level 3 Trigger

The events that satis�ed the Level 2 requirements were sent to the �nal stage of triggering(Level 3
trigger), where it was reconstructed in the UNIX machine with software. Therefore, all the readout
including digitization was completed before the Level 3.

Each input event to Level 3 contained the Level 2 mask. The Level 3 made a �nal decision
of writing it out to tape devices, based on the selection criteria imposed on the tagged trigger.
The software in Level 3 shared most codes with o�ine use; however, it was tuned to minimize the
processing time. A total of 24 Challenge SGI CPUs(200MHz'160mips each) was used to process
and �lter the events. The resulting time to process was 3 ms per event.

3.4.4 Beam Trigger

Physics Trigger

Since the �nal states in KL ! �0��� with �0 ! e+e�
 and the normalization mode, KL ! e+e�
,
were identical, data sample was collected by the same trigger requirements for both the signal and
normalization mode, called \Dalitz Trigger".

The combined requirements in Level 1 and 2 were expressed as

2V V 0 �Et �DC12 �HA �Mu2 � PHV (Level 1)

�1HCY � 1HCX �HCC34 � TRD1e (Level 2) ;

where 2VV' is de�ned as 2 or more hits in V bank and 1 or more hits in V' bank, or vice versa.
DC12 represents at least 1 hit in each x and y view in DC1 and DC2. PHV is written as

RC6 �RC7 �RC8 �RC9 �RC10 � SA2 � SA3 � SA4 �CIA �CA :
The Level 2 trigger required to have: at least 1 hit-pair found in y view in all DCs(1HCY ), at
leasst 1 in x view of DC1 and DC2(1HCX), 3 or 4 hardware clusters(HCC34), and at least 1
track satis�ed TRD trigger requirement(TRD1e).

At the Level 3, two charged tracks and the decay vertex position had to be found. E=p was
required to be greater than 0.75 for both tracks as an electron identi�cation, which gave the most
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reduction at Level 3 since Ke3 dominated the remaining events after the Level 1 and 2 requirements
because of its high branching ratio(38.8%). In addition, randomly selected small fraction of events
were collected without any Level 3 requirements to study the bias in the Level 3 �ltering. Since the
Level 3 requirements overlapped with the o�ine event reconstruction, the details of the algorithm
and reconstruction procedure is covered in Chapter 5 and Chapter 6.

Other Trigger

There were 16 Beam Triggers in E799-II experiment. Besides the physical motivation, some triggers
were necessary to understand the basic detector response and trigger bias. For such purposes,
\Minimum Bias Trigger" and \Accidental Trigger" were formed as a part of the Beam Trigger.

The Minimum Bias Trigger was composed of

2V �DC12 � 2HCY ;

where 2HCY is de�ned as 2 hits in each y plane of all DCs. All two track events would satisfy these
requirements. In the analysis described in this thesis, the decays KL ! �+���0, KL ! �+�� and
Ke3 collected in the MinimumBias Trigger were used to study the detector performance during the
run, to calibrate the CsI calorimeter, and to measure the momentum kick given by the analyzing
magnet. The Minimum Bias Trigger was prescaled by 500, and the resulting Level 1 rate was
� 1:2 KHz. It was 2% of total Level 1 rate, but the occupancy in recorded data was 23% of all
the data, the biggest data sample, because the Level 3 �ltering did not require tight cuts not to
introduce the �ltering bias.

In order to collect the events to monitor the detector's accidental activities, the Accidental
Trigger was formed from the signal of accidental counters described in Section 3.3.7. Since the
rate in this trigger should be proportional to the proton 
ux at the target, one could understand
accidental activities in detector elements as a function of proton intensity. This data set were
also used in Monte Carlo simulation to embed the accidental activity or electric noises in detector
responses.

3.4.5 Calibration Trigger

The Calibration trigger involved the following: laser calibration of the CsI calorimeter; pedestal
measurements in all the detectors; uniformity measurements of the CsI by using cosmic muons.
They were generated from local logic, and did not use any additional logic from PLU.

The trigger of laser calibration was formed by the 
ash of laser/dye system described in Sec-
tion 3.3.2.

The pedestal was collected by intentionally opening ADC gates. The frequency of opening
the gate could be controlled through CAMAC. Data taking was performed in both on-spill and
o�-spill.

There were additional muon telescopes located top and bottom of the CsI blockhouse for trig-
gering the cosmic muon event. These events were used to measure the CsI uniformity in response
along the z direction. To form this trigger, the coincidence of top and bottom telescopes was
required.

Since these trigger rates were so low, the fraction of the data to all the accepted events was
negligible.

3.5 Data Acquisition

To achieve a high rate capability(Level 2 rate was 11 KHz, and the typical event size was 8 KBytes)
in reading out a data, the data acquisition system(DAQ) had a very unique feature, as shown in
reference [78, 79]. Here, the essence is described brie
y.
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Figure 3.20: Conceptual design of DAQ system. Of those 4 planes, 3 planes were used for Level 3
trigger, and the other was for online monitoring of detector performance and online calibration.
Each stream had a di�erent type of data, for example, one stream held only the calorimeter
information.

The DAQ system can be visualized as a matrix in which each element corresponded to a
memory node in VME for event storage(Figure 3.20). The data from an entire spill was stored in
these VME memories to use the full spill cycle for reading out, �ltering, and logging the event.
A total amount of memories was 4 GBytes, which was big enough to bu�er data from an entire
spill(� 2 GB = 11 KHz � 8 KBytes � 23 sec=spill). The front end crates and the DAQ were
connected with RS485 lines whose bandwidth was 40 MBytes/sec/line. Since there were 6 RS485,
or 6 \streams", the bandwidth of 240 MBytes/sec was achieved. The 6 sub-events on 6 streams

ew asynchronously into the memory nodes on VME, which were linked via the VME bus. Each
memory was connected to the internal VME bus of the SGI Challenge, forming a \plane". In a
total 4 planes, three of them were used for the Level 3 triggering. The other plane monitored the
detector response and performed online calibration.

All of the front end data was read out through a FERA DATA bus, where custom made modules
designed and built by Fermilab, DYC3 and CTIRC, were used with FIFO. These readout modules
pushed the data from its FIFO into RS485 line, or stream. The �rst crate in the stream also
attached the plane destination information to the top of the data.

Each memory node consisted of three modules, DM115, DC2, and a 6390 VSB/VME Dual Port
Memory(DPM), which was called \DDD". The DM115 was an I/O module which received data
from the RS485 line, and pushed it into the DC2 FIFO if the event plane number matched the
DM115 plane number. The main task of DC2 was to transfer data from the FIFO to DPM. In
addition to that task, the DC2 attached the event size to the top of each subevent, made a table of
VME address for all the events on VEM memory, counted the total number of events written into
VME memory in each spill, and �nally cleared the VME memory after processing in a spill. The
data throughoutput of the DDD was 22 MBytes per second, which was limited by the VSB side
of the DPM. After passing through the DDD, data on the VME 
ew into shared memory in the
Challenge, which was controlled and/or setup by gateway between the DDD and the memories.
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The resulting readout time for the event that satis�ed Level 2 trigger requirements was 15 �sec.
It gave an additional 17% dead time at a 11 KHz Level 2 trigger rate. Once the data was read
out, the online event reconstruction was carried out on the Challenge, and was �lterd as described
in Section 3.4.3. An event passing the Level 3 trigger was written to DLT tape. Each Challenge
or plane had 3 or 4 DLT drives.

3.6 The Run

The data taking was not only for collecting physics data but also for detector calibration, moni-
toring etc. This section brie
y describes the running condition in the data taking.

3.6.1 Physics Run

There were some di�erences in beam parameters and the requirements in the Dalitz Trigger be-
tween Winter and Summer runs. These di�erences a�ected trigger rates, which are summarized
in Table 3.4. In addition, �rst part of Winter run was imposed a Level 1 prescale factor of 1.5.
This prescaling factor was changed to 1(=no prescale) when we added TRD1e requirement in the
Level 2 trigger.

Table 3.4: Typical trigger rate and other environments.

Winter run(a) Winter run(b) Summer run
Run Number 8028-8399 8400-8913 10458-11000
Proton Beam Intensity 5:0� 1012 5:0� 1012 3:5� 1012

Beam Size at CsI 10cm� 10cm 10cm� 10cm 12cm� 12cm
Et threshold 18 GeV 18 GeV 24 GeV
TRD trigger None In In
Level 1 Prescale in Dalitz trigger 1.5 1.0 1.0
Level 1 rate in Dalitz trigger 27 KHz 53 KHz 36 KHz
Level 1 rate(after dead time
correction) in Dalitz trigger 17 KHz 34 KHz 23 KHz
Level 2 rate in Dalitz trigger 3.1 KHz 2.5 KHz 2.4 KHz
Total Level 1 rate 82 KHz 83 KHz
Total Level 1 rate
(after dead time correction) 51 KHz 52 KHz
Total Level 2 rate 11 KHz 11 KHz

The data was logged to about 500 \raw" data tapes in total(� 12 GB per tape). The 500 tapes
were split based on the trigger type. The �nal number of DLT tapes for Dalitz trigger was 63.

The analysis can be separated in two stages. A �rst pass was made through all the Dalitz
output tapes by using very loose analysis cuts5. The cuts were designed loose enough so that
minor changes in the �nal tight cuts or modi�cation of algorithm would not a�ect the �nal event
sample. Candidate events were split again into much smaller subsets(15 DLTs) of data summary
tapes(DSTs). The �nal analysis run through these DSTs.

The data samples for calibrating the CsI calorimeter, pedestal measurements, accidental detec-
tor response, and Minimum Bias Trigger were collected at the same time with physics modes as a
part of Beam Triggers. These samples were also split based on the event type.

5Before this moment, Level 3 trigger actually applied the similar cuts.
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3.6.2 Special Run

Besides the normal physics run, the special runs were needed for calibration of the detector, or
other special purposes. \Muon Run", \Pedestal Run, and \Laser Run" were the main components
of the special run.

In order to determine the drift chamber positions relative to the CsI calorimeter accurately,
straight trajectory of charged particle was necessary. To get such events, the Muon Run was
performed once a day by putting two beamstops, which were made of steel with 28.5 cm and
21.1 cm thickness and located at 46.4 m and 50.1 m downstream of the target, respectively, and by
turning o� the analyzing magnet. Since most of the hadrons were absorbed in the beamstops, only
muons could enter the �ducial region. This event was triggered by the coincidence hits in any V,
V', and the muon counters. Another purpose of the Muon Run was to understand the gain of each
counter, and to calibrate it. The calibration of photon veto detectors at Muon Runs is described
in Appendix B.

Data takings for measuring pedestals were also carried out as a special run. Although the
pedestal data were collected during the o�-spills on physics run, there were some cases which
needed much more pedestal data. For example, it was performed after a swapping the modules of
the detectors.

Another special run, Laser Run, was carried out for calibrating DPMT as described in Sec-
tion 3.3.2. As well as the Pedestal Run, the response for laser was collected during the o�-spill, but
sometime its data sample was not big enough, mainly after the swapping DPMT. In such cases,
Laser Runs were carried out.



Chapter 4

Monte Carlo Simulation

In order to measure the branching ratio, the acceptance ratio of signal to normalization mode must
be understood. The Monte Carlo simulation(MC) was used to calculate the detector acceptances
for both signal and normalization mode. In addition, the MC was crucial in the background
level estimation because the acceptances for background sources were also evaluated by using the
MC. To obtain detector acceptances for signal decay, normalization mode, and some background
sources, the MC reproduced events by simulating the parent particles' production, the decays of
the particles, the movements of the parent and daughter particles with interactions with detector
materials, the detectors' response, and the digitization of detector's response.

The output of the MC had the same format with real data. This allowed us to analyze real data
and MC events with the same algorithm and with the same cuts, and thus simpli�ed the codes.

This chapter consists of three sections. Section 4.1 describes the event generation which was
composed from kaon(or hyperon) beam generation, the decay of parent particle, and the propa-
gation of the decay products. After the event generation, a simulation of the detector response is
covered in Section 4.2. Since there were accidental activity or noise in the detectors at some level,
those e�ect had to be added to the simulation. Section 4.3 presents how the e�ect was included
to the MC.

4.1 Event Generation

The event generation in the simulation can be divided into 3 parts, KL(or hyperon) beam produc-
tion at the target, decays of the particles, and the propagation of the decay products.

4.1.1 The Beam Production

The Monte Carlo simulation began with the generation of KL(or hyperon) beam with correct
energy spectrum and angular divergence.

KL production

Let us start with a parametrization by Malensek [82] for the K+ and K� spectrum for protons
incident on a beryllium target. In the parametrization, the number of kaons with momentum p
into a solid angle d
 at a polar angle � was

d2N

dpd

=

B

400
x
(1� x)A(1 + 5e�Dx)

(1 + p2t=M
2)4

; (4.1)
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where, x denotes the ratio of the produced particle momentum(p) to the beam energy(EB), x =
p=EB, and pt represents the transverse momentum of the produced particle relative to the incident
beam direction. B, A, D, and M2 were determined from the experimental data obtained by 400
GeV/c proton beam(Table 4.1). Both p and pt have a unit of GeV/c.

Table 4.1: The parameters used by Malensek [82].

K+ K�

A 2.924 6.107
B 14.15 12.33
M2 1.164 1.098
D 19.89 17.78

If we de�ne � as a production probability for a uu or a dd pair, and �s as that for an ss pair,
K+ production probability, �(K+), would be proportional to 2�s + ��s because the kaon could
be produced by using either of the valence u quarks of the proton, or with a u quark from the sea.
From the same arguments, we can get the following relation:

�(K+) � 2�s + ��s ;

�(K�) � ��s ;

�(K0) � �s + ��s =
�(K+) + �(K�)

2
;

�( �K0) � ��s = �(K�) :

Based on Equation 4.1 and the above relations between neutral kaons and charged kaons, we
tentatively extracted the production probabilities for K0 and �K0.

Our spectrum was tuned further, to match kaon momentum measured by KL ! �+�� events
in the real data. The measured correction factor, �(p):

�(p) = 1 + 1:0655x� 0:55337x2+ 0:060033x3 ;

where x = p / 100 [GeV/c], was multiplied to the generation probabilities as

d2N

dpd

(K0) =

1

2
[
d2N

dpd

(K+) +

d2N

dpd

(K�)]� �(p) ;

d2N

dpd

( �K0) =

d2N

dpd

(K�)� �(p) : (4.2)

The kaon energy distribution produced with this correction is shown in Figure 3.1. Based on
Equation 4.2, the MC produced K0's or �K0's at the target.

After the production of aK0 or �K0, it was propagated to the decay point. In case ofKL ! �0���
or KL ! e+e�
 simulation, the decay point was simply determined by KL's proper life time � ,
where the � was distributed exponentially, and its Lorentz factor shown as;

�z =
p[GeV=c]

mK [GeV=c2]
c� :

In case of the other kaon decays, the interference between KL and KS was taken into account the
determination of the decay position. The detail can be found in reference [69].
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Hyperon production

Hyperons were generated with a probability shown as

E
d3�

dp3
= exp(C1 + C2x

2 + C3x+ C4xpt + C5P
2
t +C6p

4
t + C7p

6
t ) � (1� x)C8+C9p

2
t ;

where x represents the ratio of the produced particle momentum(p) to the beam energy(EB),
x = p=EB, and E denotes the energy of produced particle. This formula was determined by �ts
empirically in experiments at Fermilab Meson Center [83, 84], and the coe�cients are listed in
Table 4.2. Based on the momentum spectrum produced by using these constants, �'s spectrum

Table 4.2: Coe�cients in empirical �ts for hyperon spectrum.

pBe! � pBe! �
C1 1.68 -1.21
C2 0.44 1.16
C3 0.28 -0.72
C4 -0.58 -0.48
C5 -2.62 -1.85
C6 0.40 0.17
C7 -0.03 -0.008
C8 0.86 2.87
C9 0.20 0.04

was tuned so that the spectrum measured in � ! p�� events matched to that in MC. As a
result, the MC's spectrum was scaled by 90% in E. For �, the production spectrum based on the
Table 4.2 was used without corrections. The decay position of hyperons was simply determined by
their proper life times and their momenta.

4.1.2 The Decays

Once the decay vertex has been chosen for a speci�c decay mode, the next step was a decay of the
parent particle. Here, we discuss the simulation only for some types of decay, which were relevant
in our analysis.

KL ! �0��� Decay

Using an analogy to K+ ! �+���, the decay dynamics of KL ! �0��� were determined. Assuming
neutrinos to be massless, and from the Standard Model calculation [85], the decay rate as a function
of �0 energy, E�, can be represented as

d�

dE�
� �f2+[(m

2
K �m2

� � q2)2 �
2

q2
(
q2�2

3
+m2

�q
4)] ; (4.3)

where mK and m� denote the mass of KL and �0, respectively, and

q2 = m2
K +m2

� � 2mKE� ; and � = [(m2
K +m2

� � q2)2 � 4m2
Km

2
� ]
1=2 :

The form factor, f+, was parametrized as f+ = 1+�+q2=m2
� , with �+ = 0:032, which was measured

in Ke3 and K�3 experiments [86]. The kinematical constraint,

m� � E� � (m2
K +m2

�)=2mK ;
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was also required.
Once the �0 obtained its energy from the spectrum expressed in Equation 4.3, the decaying

direction was determined isotropically in the KL rest frame. Since �0's life time(c� = 25:1 nm)
is much smaller than the detector resolution, the �0 immediately decayed to ee
 in the MC as
described in the following. On the other hand, remaining decay products � and � were not traced
anymore.

Dalitz Decay

Because our signature for KL ! �0��� contains the decay of �0 ! e+e�
, most of backgrounds
also had a �0 ! e+e�
 decay as a secondary decay. Besides, the normalization mode was a
KL ! e+e�
 decay, therefore, the Dalitz decay was one of the most important decays for our
analysis. In both KL ! e+e�
 and �0 ! e+e�
, the Dalitz decay has an intermediate virtual
photon which would convert to an electron positron pair. Without any radiative correction, the
di�erential decay rate respect to the square of invariant mass of e+e�, m2

ee, has been calculated by
Kroll and Wada [87]. De�ning M to be the mass of parent decay particle, the formula is expressed
as

d�

dx
=

2�

3
jf(x)j2 (1� x)3

x
(1 +

2m2
ee

xM2
)(1� 4m2

ee

xM2
)1=2 ; (4.4)

where x = m2
ee=M

2, and f(x) is a form factor.
The form factor originated from an internal structure in a KL or �0; however we used a constant

form factor of unity for both �0 ! e+e�
 and KL ! e+e�
 decays in the simulation because the
change in the distribution ofme+e� due to the form factor did not a�ect the acceptance calculations
as Chapter 8 quanti�es the change1.

Once the mee was assigned by the Kroll-Wada formula the real photon was generated in back-
to-back for the e+e� system at the parent particle's rest frame so that the total momentum would
be conserved. The direction of the real photon or e+e� system was isotropically thrown. The
energy of e+e� was assigned as

Ee� =
M

4
[(1 + x)� y(1 � x)] ;

where y basically gave the energy asymmetry between e+ and e�, and it is expressed as

y =
pe� � pe+

j ~pe� + ~pe+ j
;

where pe�(pe+ ) denotes four-momenta of electron(positron), and ~pe�( ~pe+) is a momentum vector
of electron(positron). Finally, all the decay products were boosted to the lab. frame according to
the momentum of parent particle.

Semi-leptonic Decay

Mis-identi�cation of pion plus overlapping either accidental or radiative photon could fake a signal.
Therefore, the MC needed to reproduce both normal Ke3 decay and Ke3 with a photon radiated
from electron, referred to as \radiative Ke3".

In the non-radiative Ke3 event, the decay was �rst generated over 
at phase space, and then
its generation probability was weighted by the matrix element for semi-leptonic decay [91]. For the
form factor, we took into account the e�ect only from pure vector term with a linear q2 dependence
[92].

1Besides, ��, which is an important parameter in a form factor, has a discrepancy in measurements between
KL ! e+e�
 and KL ! ��
.
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For the radiative decays, the algorithm was composed from two decay chains. First, the kaon
decayed into neutrino and �e
 system, in which the invariant mass of the �e
 system was generated
between (me + m�)2 and m2

K , where me, m� , and mK denote masses of electron, � and KL,
respectively. Next step was the decay of �e
 system with energy cuto� of the photon at 1 MeV in
the kaon center of mass frame. Invariant mass of e
 system was generated with 1=m2 dependence.
Given the me
 and the cuto� energy of photon, m�
 was determined again with 1=m2 dependence.
After the selection of the 
ight direction of the �e
 system, the radiative Ke3 matrix element was
calculated using the determined phase space as inputs. Finally generation probability was weighted
by this matrix element.

Other Decays

Besides the decays described in the above, the other kaon or hyperon decays were generated in
the MC in background studies. They used their own matrix elements in the decay reproduction,
which were well understood so far.

4.1.3 Particle Tracing

Once the decayed particles had been generated in the parent particle's rest frame, they were boosted
to the lab frame with Lorentz factor of the parent particle. The daughter particles traveled from
the decay vertex and through the detector until they escaped from �ducial region, or hit photon
veto detectors, or reached the CsI calorimeter. Since charged pion could decay as �� ! ���(�),
muons were also traced in the MC.

Charged particles traversing material in the detector between the vacuum region and the
calorimeter could change its 
ight direction by the Coulomb multiple scattering. The scatter-
ing angle was simulated using the theory of Moli�ere [93, 94, 95] in which �-ray was also generated
with some probability to reproduce the long tail in the scattering distribution.

The bremsstrahlung by electrons was also implemented in the MC. The Bethe-Heitler [96] cross
section was referred as a probability of emitting a bremsstrahlung photon as well as the emitting
angle, �, which was de�ned as the angle between the electron and the emitted photon. The relation
can be written as

d�

d�
� 1

�4
; and � =

me

E
;

where me is an electron mass and E is the energy of electron.
The Monte Carlo simulation handled the photon conversion at the material for the energy

above 0.1 GeV. The conversion probability was computed as (1 � e�
7
9
X) where X denotes the

amount of material in terms of radiation length. The energy spectrum of electron-positron pair
was determined by Bethe-Heitler formula. For the opening angle of electron and positron, we used
an algorithm found in EGS4 shower simulation package [97, 98].

If a new particle was born in the above interactions, the same propagation procedure was
repeated for the produced particle.

4.2 Detector Response

Once the MC event was generated as described in the previous section, the detector response must
be simulated as a next step. In addition, the response had to be correctly digitized so that analysis
code would work for both real data and MC data with the same cuts. Especially for DPMT, the
simulation of digitization was crucial point to reproduce the calorimeter's response. This section
describes the simulation of responses in main detector elements.



4.2 Detector Response 56

4.2.1 Photon Veto Detectors

For a photon or an electron(positron), the energy deposited to the photon veto counter was deter-
mined using calibration constants(Appendix B) according to the energy of incident particle. The
deposited energy was smeared by Gaussian distribution whose width was also derived from data,
which are listed in Table B.1.

Other charged particles were treated as MIPs, and their deposited energy was smeared by
Gaussian. The width and mean of the deposited energy were determined from another set of
calibration constants derived from Muon Runs.

If the smeared deposit energy was above trigger threshold applied on each counter, the trigger
latch bit was turned on. At last, the deposited energy was digitized to ADC counts based on the
gain of each counter which had been also calibrated from a data set collected by Muon Runs.

4.2.2 Drift Chamber

When charged particles traveled through the drift chambers, the drift distance, i.e. the distance
from the particle trajectory to the closest wire in each plane, was converted to the drift time.
The conversion factor was calibrated in advance so that the sum of drift distance(SOD) equaled
to 6.35 mm(Section 3.3.1). The drift time was smeared based on the calibration result, and was
recorded as TDC counts. The ine�ciency for each plane was implemented by not recording the
hit information randomly. Only the earliest hit in multiple hits were recorded if they were within
the same time window of 235 ns.

The �-rays emission in the chamber gas was simulated in the following 3 steps. First, when
a highly relativistic particle is passing through the length L(m), the emission probability in a
material with Z(Atomic Number) and A(Atomic Mass) is

P = 154(KeV) � Z
A
� d(g=cm3) � L(cm) � 1

E
;

where d represents the density of material and E is the particle energy. With this probability, P , a
�-rays was emitted perpendicular to the parent particle trajectory. Its range was determined based
on the emitted energy. If the electron emitted as the �-ray stopped outside the original cell, the

ight distance was considered as the size of cell. At last, the distance from the �-rays to the closest
wire was computed. The hits due to the �-ray were also recorded by the same method used for
normal charged particles. The resulting hit information was used in the Level 1 DC12 simulation,
which counted the number of hits in the de�ned in-time window(235 ns).

4.2.3 TRD and Trigger Hodoscopes

The TRD's �=e separation capability was not simulated in the MC. Only multiple scattering
for charged particles and conversion of photons traversing through the TRD was reproduced as
described in Section 4.1.3. In the analysis of MC events, the e�ciencies for electrons and pions
were added by hand, which were estimated from real data.

When a charged particle passed through the trigger hodoscope, the latch bit corresponding to
the �ring counter was set based on the e�ciency of the counter measured from real data. The
latch bit was used to simulate Level 1 triggering.

4.2.4 CsI Calorimeter

The simulation of the CsI calorimeter �rst determined the energy deposited to each crystal, based
on the kinds, energy, and position of a particle hitting the calorimeter. Once the deposited energy
was determined in an event, the scintillation light yield was simulated, and was digitized. The
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triggering devices, Etot and HCC were also simulated using the result of the simulation for the
calorimeter.

Shower in CsI

In our MC simulation, when electron(or photon) reached to the CsI, the transverse position was
de�ned at shower mean depth approximated by:

ze (m) = 0:11 + 0:018� ln E ;

z
 (m) = 0:12 + 0:018� lnE ;

where E is the energy of electron(or photon) in units of GeV/c.
Using the transverse position and energy of electron or photon as inputs, the energy deposited

to the CsI crystals was derived from lookup tables referred to as shower library. The shower
library was created in advance by collecting the CsI response for electrons in Ke3 events in which
the position and momentum of electrons was measured by the spectrometer.

The shower library was segmented in depth(z) with 25 bins, and binned in energy; 2, 4, 8, 16, 32
and 64 GeV, and binned in position. Each 2:5 cm� 2:5 cm crystal had six size of the position bin,
which varied from 0.2 mm� 0.2 mm to 0.7 mm� 0.7 mmwith a di�erence of 0.1 mmwith respect
to the length of the side. The shower library was composed of 13�13 small(=2:5 cm�2:5 cm) CsI
crystal array. The segmentation in z was intended to correct for the position dependence along
z of the light yield in each crystal. The correction factor was obtained before the installation of
the CsI crystals by using cosmic ray muons. Once a sample shower was picked from the shower
library, the energy scale was normalized to original energy of the particle incident to the CsI.

The same shower library was used for both 2.5 and 5.0 cm crystals. If any 5.0 cm crystals were
present in the shower, they were treated as four 2.5 cm crystals. This simpli�ed the treatment
around the boundary between the two di�erent crystal sizes.

For charged pions, the position was de�ned at the surface of the calorimeter. As well as e=
,
the CsI response was derived from a shower library created by GEANT simulation.

For a muon, deposited energy was determined by Landau distribution [99, 100] based on dE=dx
in the 50 cm long CsI.

Digitization

After deciding the energy deposited in each crystal, the Monte Carlo simulated digitization process.
It started with the simulation of the scintillation light yield, and then the light was converted to
charge. Finally, the charge was digitized to ADC counts.

The CsI time spectra were modeled with three exponential decays, in which two were fast
components with roughly 10 and 40 nsec decay constants. The other had a decay constant of order
1 �sec. Based on the pre-measured time constants, the timing on the scintillation was smeared.
Because the DPMT operation was synchronized with accelerator RF, time jitter in the CsI signal
respect to the RF must be also simulated. The time jitter was modeled by Gaussian distribution
with a sigma of 0.6 nsec [101], which was applied to all the CsI crystals on event-by-event basis.

After the determination of energy ratio for each slice, the energy in each slice was smeared
individually with photo-statistics. The number of photo-electrons per GeV, N (p; e), had been
measured for each crystal. The energy was smeared by Gaussian whose width was de�ned as

�(E) =

s
E

N (p:e)
:

The least count of DPMT was equivalent to 0.6 MeV, and the CsI crystal had typically 20 photo-
electrons per 1 MeV, so that one count corresponded to roughly 12 photo-electrons. Therefore,
the Gaussian approximation for the 
uctuation was considered as su�cient.



4.3 Accidental Activity 58

Next step was to convert the smeared energy into charge. It was simply translated using the
constants for each crystal which was calibrated with real data. The electrons with well measured
momentum from Ke3 decays were used for this calibration.

The �nal part of the calorimeter simulation was the digitization of charge in each slice, QIE
simulation. The constants obtained from laser calibration were used to simulate the QIE, which
were: slopes and intercepts for each capacitor, range, and crystal; the errors in slopes and o�sets;
the pedestals for each capacitor and range. Each central value was smeared with the error in the
set of constants.

Etot and HCC

At this moment, the energy deposited in each crystal, which was the input to Etot and HCC
simulation, was reproduced. The energy only in in-time slice2 was used for the Etot simulation.
Summing over the energy for the whole calorimeter formed the Etot signal, to which a threshold
was applied. HCC was simulated by tabulating crystals whose in-time energy was above the HCC
threshold. The completed table was sent to the cluster counting algorithm already described in
Section 3.3.2.

4.3 Accidental Activity

In contrast to the Monte Carlo events, actual detector had many accidental activities, which could
be caused by particles in the neutral beam scattering and hitting active part of the detector, or
related to electronic noise in the detector. It must be added on an event-by-event basis. In any
cases, those activities should be independent of the kaon decay of interest.

This section �rst discusses such an accidental e�ect, and next describes how the e�ect was
implemented in the simulation.

4.3.1 The Accidental E�ect

The accidental e�ect was crucial from two points as below.
First, it a�ected the acceptance calculation. Especially, the detectors located in the neutral

beam area had a signi�cant contribution from beam related activity. For example, let us look at
the e�ect on BA. Figure 4.1 shows the BA1's energy distribution in real events kinematically iden-
ti�ed as KL ! e+e�
(see Section 6.4). Applying a threshold on BA was equivalent to randomly
prescaling signal events, because the �nal state particles in KL ! e+e�
 sample did not hit BA.
For instance, a threshold of 5 GeV led to a signal loss of 45.5%. This kind of signal loss originated
from all the detectors must be correctly reproduced in the MC.

Second, the accidental activity contributed to the magnitude of background level. For example,
an accidental photon and other two charged particles might fake a signal. This was especially
true for Ke3 background because of its high branching ratio. Hence the simulation of detector's
accidental activity was crucial to correctly evaluate the background level.

4.3.2 Accidental Overlay

To simulate the accidental activity in the Monte Carlo, the data collected by Accidental Trigger
was overlaid on the generated MC event with the following procedure. After the event generation,
all the detector's response was recorded as ADC counts, TDC counts and latch bit by digitization.
Then, the digitized quantities in an accidental data were added to the MC data. ADC counts were

2The read out slice was synchronized with accelerator RF. We refer to the slice with the same phase of \in-time
bucket"(Section 3.4.1) as \in-time" slice.
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Figure 4.1: BA1 energy distribution in data reconstructed as KL ! e+e�
, in which the activity
resulted from accidental particle incident to the BA.

simply summed together, latch bits were ored, and only the �rst hit in TDC reading was kept.
Once the accidental data was appended, trigger requirements for each counter were tested again.



Chapter 5

Event Reconstruction

Our goal in this analysis is to search for KL ! �0���. In order to identify the signal, we looked for
isolated �0 ! e+e�
 events. This chapter describes the basic event reconstruction used to identify
the �0 Dalitz decay.

The outline of the event reconstruction is:

1. Track �nding from the drift chamber information.

2. Energy Cluster �nding with the CsI calorimeter.

3. Vertex reconstruction with the spectrometer.

4. Particle identi�cation. We select two electrons1 and one photon in the �nal state.

5. Discriminating clusters generated by particles in the in-time RF bucket from accidental clus-
ters in the CsI calorimeter.

6. Calculating kinematical variables.

In the following sections, details in each reconstruction procedure are presented. With respect to
the cuts, only the basic requirements which were essential in the event reconstruction, are discussed
and the cuts on kinematics are not described here.

Further background suppression must be carried out by imposing some selection criteria on
variables obtained from the reconstruction. The optimization of selection criteria for kinematical
variables is described in Chapter 6.

5.1 Track Finding

In the �rst step, track candidates were searched for in each x and y view individually without
attempting to match them. The matching between x and y views were performed after the cluster
�nding because the cluster positions at the CsI calorimeter were used to resolve the ambiguity in
the x-y matching, which is discussed in Section 5.3.

The track �nding algorithm began with a search for hit pairs, where a pair is the sense wires
closest to a particle trajectory in x(y) and x'(y') plane, in each chamber. The TDC counts of
a hit were converted to a drift distance. This conversion was calibrated from muons in Muon
Runs. The in-time window was de�ned to be than 235 ns, and if there were multiple hits in the
same time window, only the earliest hit was used. Since the interval between the two sense wires

1Charge conjugates are implied unless otherwise mentioned in this thesis. Actually we looked for an electron and
positron pair.
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was 6.35 mm, a sum of drift distances(SOD) was required to be 6.35 mm � 1 mm for x view
two upstream chambers and y view all chambers. For x view two downstream chambers, it was
required to be 6.35 mm � 1.5 mm.

Once hit pairs were found in each chamber, the sets of pairs in y views were grouped into linear
track segments. For each combination of a chamber 1 pair and a chamber 4 pair, the track position
was projected to the chamber 2 and 3. Then pairs in the chamber 2 and 3 were required to be
within 5 mm from the projected position. For those pairs which satis�ed the above requirement, a
least squares �t for the di�erence between the projected position and hit position at the chamber
plane i was carried out. If we de�ne �i as the di�erence at i-th plane, the pairs which satis�ed the
relation;

(
NhitsX
i=1

�2i )=(Nhits � 2) < 4:0� 10�6(m2) ;

were accepted as a y track candidate, where Nhits represents the number of planes which had a
hit, and thus (Nhits � 2) was equivalent to the degree of freedom in the least squares �t.

The next step was to �nd x track candidates. After �nding hit pairs, sets of hit pairs in the
chamber 1 and 2 were grouped to make segments. The same procedure was repeated for the
downstream two chambers. For those two segments, the position projected at the plane in the
middle of analyzing magnet was calculated. Any combination of the upstream and downstream
segments with the separation distance between the two projected positions less than 6 mm was
accepted as an x track candidate.
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Figure 5.1: The number of track candidates in x and y view for KL ! �0��� MC events, drawn in
log scale. A small opening angle between electron and positron made it di�cult to identify two
tracks in y view. Accidental activity in drift chambers due to high beam rate produced many fake
tracks or actual accidental tracks.

Figure 5.1 shows the number of tracks in the x and y views found in KL ! �0��� MC events.
Since Dalitz decay has a small opening angle between electron and positron, the two trajectories
could overlap in the y view. On the other hand, momentum kick given by analyzing magnet bent
their trajectories in the x view and made them identi�able as two tracks. Therefore, the event was
required to have two or more x and at least one y track candidates.

5.2 Cluster Finding

There were two clustering algorithms used to �nd the energy clusters in the CsI calorimeter.
After applying the two methods, the energy and position of each cluster were extracted with some
corrections.
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The �rst clustering algorithmwas called as \hardware clustering". It searched for local maxima
among the crystals with HCC bit set by the Level 2 processor(Section 3.3.2). For each crystal which
had this bit set, the energy was compared with that of the adjacent crystals sharing on edge which
also had HCC bit set. The crystals with the highest energy of all the neighbors were regarded as
cluster seeds. The crystals around the seed with energy greater than the read out threshold were
considered as a cluster. For 2.5 cm � 2.5 cm crystals, the maximum size of a cluster was 7 � 7
crystals centered around the seed block. In the case of 5.0 cm � 5.0 cm crystals, the maximum
size of a cluster was 3� 3 crystals. The cluster found by this algorithm is referred to as hardware
cluster.

Second algorithm, the so-called \software clustering" was used to �nd the lower energy clusters.
It considered all the crystals with energy greater than 100 MeV 2 and HCC bit o� as candidates for
cluster seeds. For those seed candidates, the local maxima were searched for by the same method
as used in the hardware clustering. After �nding the local maxima, the energy in all the crystals
of a cluster candidate was summed over. Cluster candidates with summed energy greater than
250 MeV were accepted as software clusters.

In both clustering algorithms, we needed to be careful with the cluster near the boundary
between large and small crystals. For that area, four small crystals were grouped together and
regarded as one large crystal. However, the energy of each 2.5 cm � 2.5 cm crystal was treated
individually.
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Figure 5.2: The number of hardware clusters in Dalitz Trigger(A) and Accidental Trigger(B). The
Dalitz Trigger selected only 3 or 4 hardware clusters. The small fraction of events were collected
as minimum bias events without such a requirement in the Dalitz Trigger, as can be seen as a
small tail. The number of accidental clusters decreased exponentially, except for big peak at zero,
as shown in the bottom.

Figure 5.2 shows the number of hardware clusters for data. Since our signal should have three
energy clusters at the calorimeter, the number of hardware clusters was required to be exactly

2The output from each crystal had already been converted to energy by using calibration constants. Calibra-
tion constants were extracted, using electrons in Ke3 events, so that measured energy was equal to the electron's
momentum measured by the spectrometer.
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three. Although accidental photons could make a cluster, the energy of those photon tended to
be too low to make a hardware cluster. Therefore, the requirement for the number of hardware
cluster did not cause a severe signal loss, which was estimated to be 3.7% based on the accidental
data as also shown in Figure 5.2.

Once we obtained the clusters, the next step was to measure the position and energy of incident
particles. Particle position at the calorimeter was extracted from the transverse shower shape by
using a lookup table. We computed the energy ratio between the center and adjacent rows or
columns, and used the lookup table to determine the position. There were 12 lookup tables in
total. Half of them was for small crystals, and the other half was for large crystals, covering 6
di�erent energy ranges. To make these lookup tables, electrons from Ke3's whose momenta and
positions were well measured by the spectrometer were used. The resulting resolution in position
was estimated to be roughly 1 mm for 15 GeV photons.

To �nd the energy of a cluster, the energy in each crystal in the cluster was summed up. For
regions near the beam hole or near the outside edge, the energy leakage was corrected for by using
the lookup table created from Ke3 events(Section 4.2.4). Overlapping clusters were separated, i.e.
the crystals which had contributions from multiple particles had their energy split by also looking
at the same table. Finally, the total energy of the cluster was corrected for the energy leakage
outside of 7 � 7 crystal array(for small crystals), back of those crystals, and energy loss in the
wrapping materials Based on a study by using GEANT, the fraction of the missing energy were
independent of the energy of the incident particle, and depended only on the size of crystals. The
constants were 1.0/0.9599(=1.042) for 7� 7 small crystals, and 1.0/0.9441(=1.059) for 3� 3 large
crystals(also for boundary region of large and small crystals), respectively.

5.3 Vertex Finding

In order to obtain the trajectories of charged particles, the right combination of a track candidates
in x and y views was selected by matching the track (x; y) positions at the calorimeter to the
cluster locations. The intersection of two oppositely charged particles gives the decay point of the
�0.

To check if a track matched a cluster position, we de�ned \separation distance" as the di�erence
between the track (x; y) position at the calorimeter3 and the cluster (x; y) position. Tracks with
the separation distance less than 7.0 cm were considered to match the cluster. The combination
of tracks in the x and y view, which gave the smallest separation distance, were coupled together
to reconstruct a physical three dimensional trajectory. For these trajectories, the momenta of the
charged particles were calculated by using a known momentum kick in the x view. Among the
three hardware clusters, one cluster which did not have an associated track was regarded as a
photon cluster.

Only events with two tracks with opposite charge were used to �nd �0 decay vertices. The
intersection of the two tracks were computed in the x view and y view separately. After verifying
that these were downstream of the target and upstream of the drift chamber 1, the �rst guess of
the vertex position in z was performed with

Zvertex =
Xint � �2�x + Yint � �2�y

�2�x + �2�y
;

where X(Y )int is the z position of the intercepts in x(y) view, ��x(y) is the opening angle of the
two tracks in x(y) view.

Based on this initial vertex position, various corrections for hit position at each drift chamber
were applied. The fringe �eld of analyzing magnet, chamber rotation, di�erent propagation times

3The projected position in z was not on the face of the calorimeter, but 17 cm downstream of the front face.
The location was a mean of shower development in z, determined with GEANT study.
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Figure 5.3: The quality variables with respect to vertex �nding in data. Vertex �2(a), o�mag
�2(b), �z(c), and vertex position projected from target to the front face of the CsI calorimeter(d).
There are three contributions to (c). The huge peak and steep slope at near zero is from kaon
decay, KL ! e+e�
 and Ke3 background. The next slope or bump between 1 m and 1.5 m in the
�z is from �0 Dalitz decay, mainly �! n�0D . The last component in the �z greater than 2.5 m
arises from the wrong determination of vertex position.
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depending on the position of hits along the wire were all taken into account. The vertex position was
�nally determined from the �t with two charged trajectories weighted according to their multiple
scattering angle and the error in the hit position measurement in each chamber. If there were
multiple vertex candidates, the �nal position was determined by comparing three vertex quality
variables. The �rst one, \vertex �2", was derived from the �nal �tting. Another quality variable,
the \o�mag �2", was the �2 of the o�set at the analyzing magnet between the upstream segments
and downstream segments. The last one was the number of hit pairs with good SOD in each drift
chamber. To choose a �nal vertex position from the candidates, an arti�cial �gure of merit was
formed by subtracting the sum of the number of hit pairs in all chambers from the sum of \vertex
�2" and \o�mag �2". The vertex candidate which gave the minimum of the �gure of merit was
selected.

In order to avoid mis-measurements of the vertex position, we imposed some cuts on the vertex
quality. The expected error on the vertex position in z computed in the �nal �tting, referred to as
�z, was one of such variables. Another selection was applied to the vertex position extrapolated
from the target to the front face of the CsI calorimeter. Events with vertex �2 < 20, o�mag
�2 < 40, �z < 4 m, and the projected vertex position within 10 cm squares centered at the beam
holes(x=15 cm or �15 cm, and y=0 cm) were accepted as signal candidates. The signal e�ciency
for these four requirements was estimated to be 55.6% fromMC. Figure 5.3 shows the four variables
in data. Since the �z is directly related to the opening angle between the two charged trajectories,
Dalitz decay gave a very poor vertex resolution as shown in the Figure 5.3, resulting such a low
e�ciency4. This e�ect was larger for decays in the upstream region, as shown in Figure 5.4. This
was due to a larger geometrical uncertainty in the determination of the vertex z position in this
region.
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Figure 5.4: Average �z as a function of vertex position in z(m). Only the region z > 110(m) is
shown here.

5.4 Particle Identi�cation

In order to �nd �0 Dalitz decays, we needed to identify charged particles as electrons. Since the
trigger used the HA and/or the muon counter as veto, most muons were rejected before o�ine
analysis. Therefore, the remaining part of particle identi�cation was �=e separation. A part of
the particle identi�cation described in the following was carried out in the Level 3 triggering, and
roughly 98% of pions were rejected online. The electron identi�cation was performed with two
devices, the CsI calorimeter and TRD's.

4The reason why we could not relax these requirements will be discussed in Section 6.2.4
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5.4.1 CsI Calorimeter Information

Electrons deposit most of their energy to the CsI calorimeter in contrast to pions which deposit
small fraction of their energy in the calorimeter because of the calorimeter's short interaction
length, 1.4 �0. This enableed us to identify electrons by looking at the ratio of measured energy
in the calorimeter,E, to the momentum, p, measured by the spectrometer.

The top plot in Figure 5.5 shows the E=p distribution in data. The lowE=p tail was due to pions,
and the high side tail was caused by overlapping clusters. Also shown is the E=p distribution in
KL ! �0��� MC. We required the E=p to be unity within �5% which was roughly 5� of a Gaussian
�t to the signal simulation. The �/e separation factor obtained from the E=p requirement was
estimated from data sample identi�ed as KL ! �+���0. 5 The bottom plot in Figure 5.5 shows
the E=p distribution for two charged particles in KL ! �+���0 events. With our requirement,
99.6% of charged pions were rejected, whereas the e�ciency for single electrons was calculated to
be 93.7% from MC. Since we required two electrons to be identi�ed in the signal, the e�ciency for
this requirement was 87.8%.

After the E=p requirement, the remaining pions deposited most of their energy at the calorime-
ter by producing hadronic showers. These showers consist of two components: a prompt energy
deposit due to �0 production equivalent to an electromagnetic shower, and a gradual shower devel-
opment scaling as the interaction length due to hadronic activity. Because of this hadronic activity,
the transverse dimension in the hadronic shower tends to be larger than that in the electromagnetic
shower. This di�erence in the transverse shower shape allowed us to discriminate electrons from
pions.

To distinguish electrons from pions, we calculated �2shape de�ned as

�2shape =
1

N

NX
i=1

(
Ei �Epre

i

RMSi
)2 ;

where N is the number of crystals in a cluster, Ei is the real energy in i-th crystal, Epre
i is the

expected energy from the electromagnetic shower, and RMSi is the expected RMS for the i-th
crystal. Here we have two expected values obtained from the shower library, as described in
Section 4.2.4. Figure 5.6 shows the �2shape, referred to as \shower shape �2", in data. For both

charged and photon clusters, the shower shape �2 was required to be less than 5.0 to reject charged
pions and fused clusters from multiple particles. The lower plot in the Figure 5.6 shows the �2 in
KL ! �+���0 data sample. Our requirement rejected 47.3% of these pions with a cost of 17%
signal loss.

5The outline of KL ! �+���0 selection was:

� Selected two track events.

� More than two hardware clusters and total of four clusters were required.

� No activity in muon counter was required.

� Vertex location must be 95 < z(m) < 158.

� Selected events which had good quality in vertex position.

� Invariant mass reconstructed from two photon,M

 , must be 0:125< M

(GeV=c2) < 0:145.

� Sum of momenta in �nal state particles transverse to KL beam direction, pt, was required to satisfy pt2 <
0:001(GeV=c)2.

� Invariant mass reconstructed from two charged particle and two photons, M , was required to be 0:45 <
M(GeV=c2) < 0:55

The background level in this KL ! �+���0 sample was negligible.



5.4 Particle Identi�cation 67

10 5

10 6

0.9 0.925 0.95 0.975 1 1.025 1.05 1.075 1.1
E/p

e
ve

n
ts

 /
 0

.0
0

2

Required

Data
Signal MC

10 2

10 3

10 4

10 5

0 0.2 0.4 0.6 0.8 1
E/p

e
ve

n
ts

 /
 0

.0
1

Required
KL → π+π-π0 data sample

Figure 5.5: The top plot shows the E=p distri-
bution for charged particles in data. Our re-
quirement is indicated by the arrow. The bot-
tom plot shows the E=p in data sample identi-
�ed as KL ! �+���0, thus for charged pions.

0

250

500

750

1000

1250

1500

1750

2000

2250

x 103

Required

e
ve

n
ts

 /
 0

.2

0

1000

2000

3000

4000

5000

6000

7000

0 2 4 6 8 10
Shower Shape χ2

Charged Particles
in KL → π+π-π0

Figure 5.6: The shower shape �2 distribution
for charged particles in data, where the ap-
plied cut is indicated by the arrow. Top plot
is for electron sample selected by E=p require-
ment. The bottom plot is for pion sample in
KL ! �+���0 events.

5.4.2 TRD

We had a second device for the pion rejection, the Transition Radiation Detectors(TRD's).
Electrons incident to TRD's produced X-ray due to transition radiation in each plane, while

pions deposited their energy in the MWPC's only by dE=dx. Therefore, the energy deposited by
electrons was larger than that by pions on average. This di�erence in the deposited energy allowed
us to distinguish electrons from pions.

Pion/electron separation with the TRD began with estimating a con�dence level in each plane
to identify a particle to be a pion, based on the deposited energy in the plane. For a pulse in a
TRD plane with the pulse height of h0, the con�dence level was derived as a fraction of events
above the h0 in the pion pulse height distribution. The original pulse height distribution for each
plane was obtained from ADC counts with a gain correction on wire-by-wire basis, as shown in
the top plot of Figure 5.7. In reality, the ADC distribution was then divided into 32 bins. To
extract the fraction of events above a particular pulse height, we integrated the ADC spectra from
right to left and normalized its maximum to unity, as shown in bottom of Figure 5.7; this worked
as a lookup table. This lookup table was created on plane-by-plane basis with separate tables for
gung 2 and gung 4 regions. In order to select the right wire to refer in each plane, we used the
extrapolated track position. The ADC count at a wire in a cell traversed by the charged particle
was the input to the lookup table after the gain correction. The output from the lookup table, i.e.
a con�dence level for a charged pion in the i-th plane was referred to as CLi.

The next step was to combine the CLi obtained from 16 planes to form a �nal con�dence
level for identifying the particle as a pion. Let us describe the procedure to combine the two
con�dence levels obtained from the �rst and second plane, CL1 and CL2, as an example. If we
assume the two con�dence level to be independent of each other, the product P = CL1 � CL2
is the combined probability. In the (CL1; CL2) plane, the hyperbola P = CL1 � CL2 gives
such a combined probability and the event which have a higher con�dence level will be above the
hyperbola. Therefore, the hatched area indicated in Figure 5.8 can be considered as a uni�ed
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con�dence level CL12, which is expressed as

CL12 = 1�
Z 1

P

d(CL2)

Z 1

P=CL2

d(CL1)

= P (1� lnP ) :

By analogy for the case of the two planes, and by de�ning
Q16

i=1CLi � P16, the con�dence
level combined from n(n � 16) planes can be expressed as

CL = P16�
15X
i=0

(� lnP16)i

i !
:

This expression was based on the assumption that the con�dence level between each plane did not
have a correlation. However, there were small correlations due to the limited binning in the stored
lookup tables, and thus the CL did not uniformly distribute. In order to transform the CL to as

at in the region CL < 0:8 as possible, we applied the empirically found relation,

PCL =
1

2
[eCL ln 3 � 1] ;

to compute the \Pion Con�dence Level(PCL)".

1

10

10 2

10 3

10 4

10 5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

electron in data

pion in data

Pion Probability

e
ve

n
ts

 /
 0

.0
0

1

Figure 5.9: The Pion Probability for elec-
trons in KL ! e+e�
 data and for pions in
KL ! �+���0 data, respectively. The elec-
trons have a huge peak at zero. The pions are
distributed almost uniformly, but have a small
peak at 1.

10 5

10 6

0 0.2 0.4 0.6 0.8 1
Pion Probability

e
ve

n
ts

 /
 0

.0
1

1

cut

Figure 5.10: The PCL distribution in data af-
ter the E=p requirement. Still there is a con-
tamination from pions in Ke3's. They were
largely removed by the TRD. Our requirement
is shown by an arrow.

Figure 5.9 shows the PCL in two data samples identi�ed as KL ! e+e�
 and KL ! �+���0.
The di�erence in the distributions shows the �/e separation of TRD's. We required the PCL
to be less than 0.01 to select electrons. In the KL ! �+���0 sample, the number of pions was
reduced by a factor of 71, while the signal e�ciency for two electrons was 90.3%, as estimated from
KL ! e+e�
 data sample. Figure 5.10 shows the PCL for charged particles in data after the E=p
requirement. There is a huge peak at zero from the electrons. There is also a contamination of
pions mainly from Ke3's which form a 
at tail in the entire region and a peak at near 1.
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5.5 Rejection of Accidental Photons in the Calorimeter

The time pro�le of the clusters allowed us to reject accidental particles, helping to remove Ke3

decays overlapped with accidental photon, in which the pion was mis-identi�ed as an electron.
Since the DPMTs measured charge from phototubes every 19 nsec, we could compare the fraction
of energy in each slice as shown in Figure 5.11. Here, 19 nsec operation in the DPMT was
synchronized with the accelerator RF. The protons incident to the target occupied only in the
�rst 2 nsec period in each RF bucket, and thus the KL production was also synchronized with
the RF timing. Therefore, the time pro�le of the pulse generated by particles in in-time RF
bucket(Section 3.4.1) was always the same. By adjusting the DPMT readout phase, roughly 85%
of energy deposited by an in-time particle was contained in the �rst slice. The lookup table to
predict the time pro�le for each DPMT was generated by real events without particle identi�cation,
because the pulse shape was determined by the scintillation properties which was independent of
the kind of particle. Timing �2 is de�ned by

�2time =
1

N

NX
j=1

1

4

4X
i=1

(
Ri �Rpre

i

ERRi
) ;

where N represents the number of crystals in the cluster, \4" corresponds to the number of slices
read out, and Rpre

i denotes the predicted ratio on the lookup table.

19ns
Intime

slice

4 slices for one event

4th3rd2nd1st

Figure 5.11: Schematic picture of time pro-
�le of a pulse at DPMT. The DPMT read out
the charge every 19 ns which was synchronized
with the accelerator RF.
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The hatched histogram in Figure 5.12 shows the �2time distribution in a cleanly reconstructed
KL ! �+���0 data sample, and the open histogram shows events collected with the Accidental
Trigger. The KL ! �+���0 events have a peak at around 1.5 in the �2time, whereas accidental
events have almost 
at distribution. The �2time was required to be less than 10.0 for hardware
clusters to select particles coming from in-time RF buckets. Approximately 98.3% of particles
in physics data(i.e. non accidental triggered events) satis�ed this requirement. These are called
\in-time clusters"), and thus 95% of signals were expected to pass this cut. In contrast, 60% of
Accidental Trigger data were rejected by this requirement.
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Chapter 6

Event Selection

This chapter describes the event selection to suppress various type of backgrounds.
We �rst summarizes the remaining background sources. The next section describes the event

selections in detail to suppress those backgrounds and to identify the signal decay.
In order to avoid a human bias on the selection criteria, we performed \Blind Analysis" tech-

nique, i.e. we �rst temporarily determined all the selection criteria only from Monte Carlo(MC)
events, and de�ned a signal region on the �nal cuts, mee
 and pt, to be 125 < mee
(MeV=c2) < 145
and 160 < pt(MeV=c) < 240. In this context, we refer to the data sample which does not contain
events in the signal box in the (mee
 ; pt) plane as \masked data". Then, without changing the
�nal signal box in the (mee
 ; pt) plane, we carried out adjustments of the other cuts using the
masked data. Before we opened the signal box: we �xed all the cuts so that the �nal background
level would be � 0.1 events; the consistency checks between data and MC were performed: the
background levels were estiamted(described in Chapter 7); the consistency checks between the
actual background level and our estimation in the side band region of the signal box were per-
formed(described in Chapter 7). Therefore, all the plots for data shown in this chapter does not
contain events in the signal box in (mee
 ; pt) plane.

In Section 6.3, we summarize the signal acceptance optimized in Section 6.2.
In order to measure a branching ratio or to extract a single event sensitivity in a rare decay

search, we must know the number of decayed parent particles, as discussed in Chapter 2, as
well as the detector acceptance. Section 6.4 outlines the method to estimate the number of KL

decays. The MC simulation was used to extract the acceptances for both signal and normalization
mode. Besides, the MC played an important role to estimate the remaining background level. The
consistency check between data and MC is also mentioned in Section 6.4.

6.1 List of Background Sources

Figure 6.1 shows the 2-dimensional plots of pt and mee
 generated by MC for KL ! �0��� decay,
and background sources, except for backgrounds related to a beam interaction with detector mate-
rials. There is a common feature in the scatter plots, i.e. a wrong vertex measurement caused the
tails in both invariant mass and pt distribution. The vertex position measured as more downstream
than the actual position gave high mass and high pt tail, and the reverse mis-measurement gave
low mass and high pt tail.

The backgrounds can be classi�ed into four groups as described in Section 2.2. We summarize
the feature of each background and the mechanisms why they became backgrounds below.

� Type 1 [KL ! �+���0D , �! n�0D , Cascade decays.]
Common feature in these backgrounds was an existence of hadron(s) which was(were) not
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detected, and an existence of �0 ! e+e�
 decay. As a result, the events looked as if they
had contained only one �0 in the �nal states, and thus the most of events had the mee


consistent with �0. This is the same signature with that in a KL ! �0��� decay.

� Type 2 [KL ! �0�0D , KL ! �0�0�0D , �! �(! n�0D)�
0 , �! �(! n�0)�0D .]

There was at least one extra �0 in the backgrounds in this group, resulting in two or more
extra photons in the �nal states. Selection of a daughter photon from �0 Dalitz decay gave �0

mass and pt less than the kinematical limit in each decay. On the other hand, mis-selection
of photon, i.e. using a photon from the other �0 decay to reconstruct the event, caused 
at
distributions in mee
 and pt. In any case, a failure to detect the extra photons from the CsI
calorimeter made the �nal state identical with a signal.

� Type 3 [Ke3's overlapping accidental photon referred to as \Ke3 with accidentals", or over-
lapping radiated photon referred to as \radiative Ke3".]
In both cases, the mis-identi�cation of pions as electrons and overlapping of photons could
make a fake signal, and the high branching fraction of Ke3's made them backgrounds. The
distribution in mee
 - pt plane is generally 
at except for a band structure from low mass
high pt region to high mass low pt region, which was due to a kinematical limit. This was
especially true for radiative Ke3's, while the Ke3's with accidentals could locate above the
band region because of overlapping of uncorrelated high energy accidental photon.

� Type 4 [Beam interactions with detector materials.]
Beam interactions with detector material could produce �0's mainly at the vacuum window.
In a case of the single production of �0, the situation mimicked type 1. The production of
multiple �0's mimicked type 2 backgrounds.

6.2 Event Selection

The following subsections describe the details of the event selection.

6.2.1 Dalitz Kinematics Cuts

We utilized a unique kinematical feature in Dalitz decay to distinguish signal fromKe3 background.
In Dalitz decay, the invariant mass of e+e� system, me+e� , prefers to be small as characterized

in Equation 4.4. On the other hand, an electron and mis-identi�ed pion in semi-leptonic decay
tends to have a larger me+e� as can be seen in the top plot of Figure 6.2 which shows the ratio
of me+e� to mee
 in signal and Ke3 Monte Carlo. We required the ratio, me+e�/mee
 , to be less
than 0.3 to select signal decays. The bottom plot of Figure 6.2 shows the ratio in masked data
with our selection criteria indicated by an arrow. The peak near zero was enhanced by �! n�0D ,
while the small bump at � 0:9 came from Ke3's.

The same feature leads to another phenomenon that e+e� system and photon are emitted
back-to-back in �0 rest frame. It implies that the following quantity,P

cos � � cos �e+
 + cos �e�
 ;

has a peak at �2(top plot of Figure 6.3) for Dalitz decays, where �e�
(�e+
) denotes the opening
angle between electron(positron) and photon in the �0 rest frame. In contrast, Ke3's had a peak
near zero as also shown in the top of Figure 6.3. A radiative Ke3 emits a photon nearly parallel to
the electron, and thus the

P
cos � equals to zero. In Ke3 with accidentals, the pion and electron

were regarded as back-to-back in the kaon rest frame because of low energy of overlapping photons,
and thus again the

P
cos � became close to zero. The

P
cos � distribution derived from masked

data before the me+e�/mee
 cut is shown in the bottom plot of Figure 6.3. There is an event



6.2 Event Selection 75

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
mee / meeγ

A
rb

itr
a

ry
 u

n
its

KL→π0 νν
–

D
Ke3

(a) Monte Carlo

Accepted

0

2000

4000

6000

8000

10000

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
mee / meeγ

E
ve

n
ts

 /
 0

.0
2

(b) Data
Accepted

Figure 6.2: (a) The ratio me+e� to mee
 in
MC The number of events is normalized with
the area. (b) The ratio me+e� to mee
 in sub-
sample(19.2%) of masked data. The peak at
0.25 came from �! n�0D , and the shoulder
at around 0.06 came from KL ! e+e�
. The
di�erence in momentum between �0 and KL

led to the di�erent peak position. The small
bump at 0.9 was caused by Ke3's.

-2 -1.8 -1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
Σ cosθ

A
rb

itr
a

ry
 u

n
its

KL→π0 νν
–

D

Ke3

(a) Monte Carlo

Accepted

0

2500

5000

7500

10000

12500

15000

17500

20000

-2 -1.8 -1.6 -1.4 -1.2 -1 -0.8 -0.6 -0.4 -0.2 0
Σ cosθ

E
ve

n
ts

 /
 0

.0
4

(b) Data

Accepted

Figure 6.3: The
P

cos � distribution in signal
and Ke3 MC(a) and in masked data(b) before
the me+e�/mee
requirement. The

P
cos � is

de�ned in the text. The two MC distribution
in (a) are normalized with area.

cluster coming from Ke3's at around zero. We discarded the events with
P

cos � larger than �1:5
to reject Ke3's.

According to MC studies1, the two cuts combined together, which we will call \Dalitz kinematics
cuts", rejected 99.6% of Ke3's, while 78% of KL ! �0��� signal events passed these requirements.

6.2.2 Charged Veto Cuts

Since we required a charged track position at the CsI calorimeter to match a cluster position
measured by the calorimeter2, charged particles going into the beam hole of the CsI calorimeter
could not be found as trajectories. When two extra hadrons traveled through the beam hole in
KL ! �+���0D or �! �(! p��)�0D decay, it became a fake signal with an isolated �0 ! e+e�
.
In order to reduce these two backgrounds, we used the drift chamber tracking information.

Figure 6.4 (a) shows the number of track candidates in each x and y view for KL ! �+���0D
MC. The four track events produced more track candidates than signal(Figure 5.1). Therefore, we
required the number of x track candidates to be less than 10 and that of y view to be less than 20
as a signal candidate, as shown in Figure 6.4 (b).

As well as the number of track candidates, the four track events had a higher multiplicity of hit
pairs in each drift chamber than real two track events. Ideally for signal decays, the number of hit
pairs should be four in each chamber because there are two charged tracks in x and y views. The

1Monte Carlo simulation produced radiative photon with a probability of 11% [68] for cuto� energy of 1 MeV
for the radiative photon.

2We could also reconstruct the charged trajectorieswithout requiring the matching of clusters and charged tracks;
however, the matching was necessary to obtain better vertex resolution which was critical in hyperon rejection as
will be shown in Section 6.2.4.
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number of hit pairs in DC1(4) was required to be less than 16(25). Figure 6.5 shows the number
of hit pairs in masked data with our cuts indicated by an arrow.

Based on MC, the cuts described in this subsection, referred to as \Charged Veto", rejected
92.3% of KL ! �+���0D and 41.2% of �! �(! p��)�0D events, while 75% of signals passed
these requirements. The signal loss mainly arose from the accidental activities in the drift chambers,
especially in the beam regions.

6.2.3 Photon Veto Cuts

In order to veto events involving extra photons, i.e. backgrounds in type 2 and 4(see Section 7.1),
we used photon veto counters.

Table 6.1 lists the applied threshold to the photon veto detectors and signal losses, due to
accidental activities, coming from each cut. To reduce the detection ine�ciency due to photons
hitting boundary of two modules in the photon veto detectors, or due to energy leakage to adjacent
modules, we applied a cut on the sum of energies in the module with maximum energy and those
in the adjacent modules of both sides for each detector. To decrease a signal loss, the cut on BA
energy was applied separately between vertex side and the other side.

In order to use the CsI calorimeter as a part of photon veto detectors, we required the number
of in-time software clusters to be zero in addition to the requirements of the number of hardware
clusters to be three. As well as the �/e discrimination, the shower shape �2 was helpful to reject
fused cluster because the fused cluster naturally had a di�erent transverse shower shape from single
cluster. The reason why we cut on only in-time clusters is that the extra photons inKL ! �0�0�0D ,
KL ! �0�0D , and backgrounds from Cascade decays are in-time, and we wanted to minimize a
signal loss due to out of time software clusters.

Figure 6.6 shows pt vs mee
 in masked data after applying all the cuts described in Section 6.2.1
and 6.2.2. The top is before the photon veto cuts, and the bottom is after the cuts. There is a cluster
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Table 6.1: Energy thresholds applied to photon veto counters. BA1 was designed to detect photons,
and BA3 was for hadron detection. Since there were more than 20X0 materials upstream of BA3,
it could not be calibrated by photon, and the threshold was applied in terms of minimum ionizing
particle equivalence. To reduce the signal loss in BAs, threshold was separately applied for positive
and negative side in x. A total signal loss is not a product of each loss because there were some
correlations in accidental activity between each detector.

Detector Element Energy Threshold Signal Loss(%)
RC6,7 0.2 GeV
RC8 0.25 GeV 5� 0:1(Total in RCs)
RC9,10 0.1 GeV
SAs/CIA 0.1 GeV 3� 0:06(Total in SAs and CIA)
CA 1.0 GeV 1� 0:03
BA1 5.0 GeV(vertex side)
BA1 8.5 GeV(opposite side)

30� 0:1(Total in BA1)

BA3 200 MIPs(vertex side) 10� 0:2
BA3 None(opposite side)
Total 41� 0:2
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Figure 6.6: The pt versus mee
 distribution in masked data before applying photon veto cuts(a)
and after the cuts(b). The V-shape for KL ! e+e�
 events was due to mis-measurements of the
vertex position in z
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of events coming from KL ! e+e�
 in KL mass and low pt region. As shown in Figure 6.1, the
lower mass region than �0's is enhanced by KL ! �0�0�0D . Since Ke3's were strongly suppressed
by the Dalitz kinematics cuts, events with 150 < mee
(MeV=c2) < 400 and low pt are governed by
KL ! �0�0D and KL ! �0�0�0D in the top plot of Figure 6.6. The cluster of events with �0 mass
and high pt was associated with beam interactions in the vacuum window as will be mentioned
in Section 6.2.4. Photon veto detectors cleaned up the events attributed to as KL ! �0�0D and
KL ! �0�0�0D , as shown in the bottom plot of Figure 6.6. Although it is di�cult to see in
the �gure, the events originated from �! �(! n�0D)�

0 and �! �(! n�0)�0D were also well
suppressed by detecting extra photons.

The MC expected that the photon veto cuts rejected 99.5% of KL ! �0�0�0D, over 99.99%
of KL ! �0�0D , and 99.7% of �! �(! n�0D)�

0 events. On the other hand, 59% of singal was
expected to satisfy the requirements.

Hadron Detection by BA

In addition to vetoing photons, we used BA3 as well as BA13 to veto hyperon backgrounds because
roughly 95% of neutrons decayed from hyperons hit BA because of their high momenta4. To reduce
the signal loss caused by high rate(30 MHz) neutrons and non-decayed5 KL's in the beams, a cut
with a threshold of 200 MIPs(Table 6.1) was applied on the energy in BA3 locating +x(�x) when
the vertex position in x was positive(negative). Applying the same threshold on BA3 without
using such a vertex information in x resulted in 21.5% loss of signal in contrast to 11.9% loss for
applying the cuts separately on positive and negative side of BA3.

By the cuts on BA, 71.9% of �! n�0D events6 in data were rejected. This implies that BA's
detection e�ciency for neutron7 with our cut thresholds was 53.5% by taking into account the
accidental signal loss of 40%.

6.2.4 Vertex Cuts

Figure 6.7 shows z vertex distribution in masked data after applying all the cuts described so far.
The entire shape was governed by �! n�0D . The peak at z � 159 m was attributed to beam
interactions at the vacuum window as discussed later in this subsection. We required the z to be
120 < z(m) < 150 from the reasons described below.

Upstream Cut

There were two reasons for rejecting upstream events.

3The requirement for BA1 was originally intended to veto photons, but it also helped to detect neutrons in spite
of its short interaction length, 0.3 �0.

4Neutron mass much higher than �0 's carried most of the parent energy, and the parent energy itself was much
higher than KL's.

5About 3% of the KL's entering to the vacuum decay region decayed inside the decay volume.
6The �! n�0

D
events were selected by simple requirements as below:

1. The invariant mass mee
 must be 125 < mee
(MeV=c2) < 145.

2. The vertex position in z was required to be greater than 110 m and less than 120 m.

3. Photon veto cuts, except for BAs, were applied with the same threshold listed in Table 6.1.

7If we de�ne the BA's detection e�ciency for neutron as x, the relation;

x+ 0:396� 0:396� x = 0:719

was satis�ed for the data kinematically identi�ed as hyperon events, where 0.396 denotes the signal loss and 0.719
represents the fraction of events rejected by BA cuts including signal loss. From the above equation, x was computed
to be 0.535.
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Figure 6.7: Vertex distribution in z in masked data. The accepted region is indicated by an arrow.

The �rst reason was to suppress backgrounds due to wrong measurements of vertex position
which tended to occur in upstream region as shown in Section 5.3. Since hyperons have a shorter
life time(c� = 7:89 cm for �, 8.71 cm for �) than that of KL's, events in upstream region were
dominated by hyperon decays(Figure 6.8). For instance, 99% and 1% of events with 110 < z(m) <
120 came from �! n�0D , and � decays, respectively, according to MC. Therefore, the selection
criterion was determined from high statistics MC studies for hyperons8 so that the �nal background
level after all the requirements, including cuts which are explained later in this chapter, would be
� 0:04 events for both � and � backgrounds(Although �! n�0D had much higher yield than �
decays, the severity was almost the same between the two because of �0s higher kinematical limit
on pt.).

The other reason for cutting upstream events was a rejection of backgrounds coming from
KL ! �0�0�0D. As shown in the bottom of Figure 6.8, which displays the z distribution of
KL ! �0�0�0D MC after the photon veto cuts, the photons decayed from �0 in upstream region
had a greater chance of escaping detection simply because of a lack of photon veto coverage in that
area. Therefore, rejecting the events with z < 120 m was crucial to suppress backgrounds from
KL ! �0�0�0D .

Downstream Cut

As already shown in Figure 6.6, there is a cluster of events with high pt and �0 mass. Those events
corresponded to a cluster at �0 mass and z of �159 m in the top of Figure 6.9, which shows mee


versus z for masked data with pt greater than 240 MeV/c without photon veto and charged veto
cuts. These events were due to beam(mostly neutron) interactions at the vacuum window9. This
e�ect can be seen, for example, in SA2 because the beam interaction sometimes created multiple
particles with a wide opening angle to the initial beam direction. The bottom of Figure 6.9 shows
SA2's energy distribution in real data. The peak at around 200 MeV, which corresponds to an
energy deposited of one MIP, is clearly associated with the beam interaction.

To suppress the background related to the beam interactions, we rejected the events with z
greater than 150 m. Since such e�ects were not implemented in our MC, the remaining back-

8The Cascade and Lambda MC sample was 24 and 27 times larger than real data sample, respectively.
9Since the beammainly consisted of neutron andKL with a ratio of 3.5:1 and a hadronic cross section in neutron

is about twice as that of KL, we attributed the events to mainly neutron interaction.
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Figure 6.8: Top : The z distribution in signal(opened histogram) and �! n�0D (hatched his-
togram) in MC. The two distributions are normalized with area. Bottom : The z distribution in
KL ! �0�0�0D MC with indications of photon veto counters' location.

ground level coming from the beam interaction was estimated by masked data, and is described in
Section 7.1.1.

Based on MC studies, the requirements for the vertex position in z suppressed the number of
events by a factor of 3.60 for �! n�0D , by a factor of 2.08 for Cascade related backgrounds, and
by a factor of 3.16 for KL ! �0�0�0D . The signal e�ciency for this cut was 59%.

6.2.5 Photon Energy Cut

We required photon energy measured by the CsI calorimeter, E
 , to be 3 < E
(GeV) < 50.
Higher end of the cut was determined based on high statistics �! n�0D MC studies although

the energy spectrum was almost identical between the signal and the �! n�0D and thus the same
signal e�ciencies. The lower end was determined from also MC studies to reduce Ke3's by cutting
on low energy photons as shown in Figure 6.10.

Figure 6.11 shows the photon energy spectrum in masked data with an arrow indicating our
requirement. This cut gave an e�ciency of 93% to signal, whereas 18% ofKe3 and 6% of �! n�0D
events were rejected.

6.2.6 Invariant Mass Cut

We identi�ed �0 in �nal states by requiring mee
 to be 125 < mee
 (MeV=c2) < 145. The signal
window was 2.8 � of mass resolution in signal MC. This cut reduced two kinds of backgrounds
shown below:
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1. Events actually did not involve a �0 such as Ke3. Figure 6.12 shows the mee
 in Ke3 MC
events without particle identi�cations. An assignment of electron mass to pion, and missing
energy carried by neutrino generally led to the mee
 lower than KL mass. The mee
 cut
suppressed the number of Ke3 events by a factor of 31.7, based on MC.
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Figure 6.12: The mee
 in Ke3 MC without particle identi�cations(E=p, shower shape �2, and TRD
requirements).

2. Events had at least one extra photon in their �nal states, in which a wrong photon was
selected to build a e+e�
 mass, such as KL ! �0�0D , KL ! �0�0�0D , �! �(! n�0)�0D ,
and �! �(! n�0D)�

0 . Figure 6.13 shows the mee
 of these four kinds of background MC
events. Because KL ! �0�0�0D had more photons than the rest of three backgrounds, it
had a higher possibility to choose a wrong photon. As a result, the fraction of events with
�0 mass in KL ! �0�0�0D was smaller than others. Based on MC studies, the cuts on mee


suppressed the number of events by a factor of 4.39 for KL ! �0�0D , by a factor of 6.41
for KL ! �0�0�0D by a factor of 1.30 for �! �(! n�0)�0D , and by a factor of 4.61 for
�! �(! n�0D)�

0 .

The mee
 distribution in masked data after all the requirements described so far is shown in
Figure 6.14. The huge peak at �0 mass was dominated by �! n�0D . The peak at KL mass is
KL ! e+e�
 which was the normalization mode of this experiment.
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Figure 6.13: The invariant mass distribution in MC for four di�erent background sources after
all requirements described so far(hatched histograms). To enhance the events to understand each
shape, same distributions before photon veto cuts are also shown as open histogram.
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Figure 6.14: The invariant mass mee
 distribution in data after all cuts described so far. The
de�ned signal region is indicated by arrows. The �! n�0D dominated �0 mass peak. The kaon
mass peak was originated from KL ! e+e�
.

6.2.7 �0 Transverse Momentum Cut

Figure 6.15 shows pt distribution of signal MC events. Because KL and �0 are spinless and
(anti)neutrino has a helicity of -1(+1) with a spin of 1/2, the �0 are emitted opposite to neutrino-
antineutrino system in kaon rest frame like a quasi two body decay. The pt extends up to
231 MeV/c. Also shown in the �gure are pt distributions of �! n�0D and �! ��0D MC10.

As shown in the �gure and in Table 2.2, a KL ! �0��� decay can have much higher pt than
the background events. Therefore, we required the pt to be greater than 160 MeV/c to reject all
backgrounds, which was optimized by �! ��0D MC to suppress the background level to an order of
0.01 events. The upper boundary of the signal region was determined to be pt < 240 MeV=c by the
kinematical limit of KL ! �0��� decay, allowing the smearing e�ect due to a detector resolution.

The signal e�ciency of this cut was expected to be 54%, based on MC. On the other hand, this
cut was very e�ective to redeuce most types of backgrounds, as summarized in Section 7.1.2.

6.3 Acceptance

The previous section described in detail the event selection to suppress backgrounds to a su�cient
level. Here we summarize the signal acceptance, and how the events in data were selected by those
cuts.

Table 6.2 lists the signal e�ciency and the acceptance at each stage estimated from MC. As
can be seen in the table, there were three components to lower the acceptance. The �rst one was
related to the poor vertex resolution due to a narrow opening angle between e+ and e�. The second
came from high rate accidental activities in the photon veto detectors and the drift chambers. The
�nal element was a phase space in pt. Final acceptance for KL ! �0��� decay was calculated to be
0.15%.

10We refer to �! ��0
D

as a combination of �! �(! p��)�0
D

and �! �(! n�0)�0
D

.
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Figure 6.15: The pt distribution in signal MC(double hatch histogram), �! ��0D(single hatched
histogram), and �! n�0D (open histogram). The required signal region is indicated by arrow.
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Table 6.2: The signal e�ciency of each cut for KL ! �0��� decay estimated from MC. The second
column shows the overall acceptance by each stage. Also shown is the number of events passing
each cut.

Cuts E�ciency(%) Acceptance(%) Number of events
Level 1 and Level 2 10.6 10.6
Track Finding 80.0 8.48
Number of tracks 98.8 8.38
Cluster Finding 100. 8.38
Number of hardware clusters 95.8 8.03
Vertex Finding 94.6 7.59
Vertex quality 49.0 3.72
E=p 87.8 3.27
Shower shape & time pro�le 82.9 2.71
TRD 90.3 2.45
Zero software in-time clusters 84.0 2.05 1,554,974
Dalitz kinematics 77.5 1.59 558,794
Charged veto 74.8 1.19 379,485
Photon veto cuts 59.2 0.705 110,509
Vertex position 50.9 0.359 39,110
Photon energy cut 92.6 0.332 34,715
�0 Mass cut 84.4 0.280 masked
pt cut 54.1 0.152 masked

Also shown in the table is the number of events passing each cut for last parts of the event
selection. As can be seen, the Dalitz kinematics cuts, photon veto cuts, and requirements for z
gave huge reductions, indicating the contamination of Ke3's, KL ! �0�0D or KL ! �0�0�0D , and
hyperon decays. The data here is still masked, and thus we cannot mention the numbers for the
�nal two cuts.

6.4 Normalization

The event selection for normalization mode, KL ! e+e�
, was performed with exactly the same
algorithm and with almost the same cuts as used in signal mode. The only di�erences in the
selection criteria were mass and pt windows. Since there are no missing particles in KL ! e+e�

events, its pt must be zero due to momentum conservation. Therefore, we required the mee
 to be
450 < mee
(MeV=c2) < 550, and pt2 to be less than 0.001 (GeV=c)2 to select KL ! e+e�
 events.

Figure 6.16 shows the pt2 distributions for data and MC after all the cuts except for the pt2 cut.
The two distributions are normalized by the measured number of KL decays, which is equivalent
to normalize by area of pt or mee
 distribution in this case because we measured the number of
decayed KL's by KL ! e+e�
, and we applied cuts on the two variables at the very end of the
event selections. There is a huge peak at zero, indicating correct reconstruction of the events. Also
shown in the bottom is a ratio between the two distributions. The uniform ratio indicates that the
MC reproduced events correctly.

Figure 6.17 shows mee
 distributions after the pt
2 requirement for data and MC, and the

ratio between the two distributions. The huge peak at KL mass is an evidence of KL ! e+e�

events. The entire shapes are in good agreement between data and MC. Although there is a
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ter all cuts except for p2t in data(dots) and
MC(histogram). The signal region is indicated
by an arrow. Bottom: The ratio of above two
distributions, data/MC.
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Figure 6.17: Top: The mee
 distribution af-
ter all cuts except for mee
 in data(dots) and
MC(histogram). The signal region is indicated
by an arrow. Bottom: The ratio of above two
distributions, data/MC.

0.9 MeV=c2(0.2%) of discrepancy in the peak position, the e�ect on the number of KL ! e+e�

decays were negligible as will be discussed in Section 8.3.

In order to ensure the acceptance calculation, we also compared two more distributions in data
with MC, which are signi�cantly sensitive to the detector acceptance. These distributions were
normalized between data and MC by the number of measured KL decays. We �rst compare z
distributions for KL ! e+e�
 sample in Figure 6.18. As can be seen, they are in good agreement
except for the very downstream region. Since our normalization did not use the events in such
region, the acceptance calculation was not largely a�ected, and the quantitative discussion is
presented in Chapter 8.

Figure 6.19 compares total momentum distributions of KL ! e+e�
 events. The agreement is
excellent.

Figure 6.20 shows the p2t versus mee
 in data. Also shown is the de�ned signal box. The tails in
high p2t and low mass or high mass region was due to a mis-measurement of a vertex position. We
observed 15,951 KL ! e+e�
 events in our signal box. The only background source we considered
was Ke3's, which was estimated to be less than 0.1 events by the MC studies. Therefore, we
conclude that it is negligible. The tight selection criteria for signal mode automatically yielded
such a pure KL ! e+e�
 sample.

Based on MC, we calculated the detector acceptance for KL ! e+e�
 to be 0.815%. Using the
number of observed events, the acceptance, and Br(KL ! e+e�
), 9:1� 10�6 [13], we measured
the number of KL between 20 and 220 GeV in energy that decayed between 90 and 160 m from
the target to be 2:15� 1011.
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Chapter 7

Background Estimation

This chapter describes the estimation of the remaining background level, which is important to
judge whether a remaining event is signal or background.

In Section 7.1, we �rst estimate the background level due to beam interactions, and then
summarize the expected level for all the background sources. In order to ensure our understanding
of backgrounds, we performed consistency checks between data and MC. Section 7.2 describes a
consistency check of the performance of photon veto counters, which played an important role in
background suppression, and were directly related to the size of backgrounds associated with extra
photons. We then present two comparisons. The �rst is a comparison of the shape of background
distributions, which is covered in Section 7.3. The other is a comparison of the number of events
in the side band region in (mee
 ; pt) plane, which is described in Section 7.4.

7.1 Background Level

We �rst discuss the background level for beam interactions which was estimated with masked data.
We then summarize the expected size of contributions from each background.

7.1.1 Estimation of Background Level from Beam Interaction

Figure 7.1 shows pt versus z in masked data after applying all the cuts except for the requirements
on pt and z. There is a cluster of events at z ' 159 m, which clearly indicates an existence of
beam interactions in the vacuum window. There were two cases in this background. One was
a single production of �0 or at least e+e�
 was reconstructed with a right combination if there
were multiple �0's. They had a �0 mass with z near the vacuum window. The other case was
a multi-production of �0's or other particles such as �0s or charged pions. �'s were identi�ed in
the top of Figure 6.9 as a cluster of events at z = 159 m with mee
 of � 550 MeV=c2. Charged
pions were candidates for causing the activities in SA2 as described in Section 6.2.4. Escapes of
extra particles from the calorimeter caused a mis-selection of photon to build an event. Therefore,
photon veto and charged veto cuts were crucial to suppress this type of backgrounds as well as the
z requirement. The two veto cuts reduced the number of events attributed to beam interactions
by a factor of 20.

By evaluating the contamination of events to the signal region in the (z; pt) plane, we predicted
the background level coming from beam interactions. The estimation consisted of two steps.

First, we looked into the z distribution of events with 125 < mee
(MeV=c2) < 145 and pt >
240 MeV=c, in which the beam interactions dominated the events, as shown in Figure 7.2. There
were two components in the distribution; one was the peak at z = 159 m, and the other was an
exponential tail. In order to evaluate the contamination to the signal region in z(<150 m), the
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Figure 7.1: The pt versus z in masked data. All the cuts are applied. The signal region is marked
by a double hatched box, and the masked region is indicated by a single hatched box.

shape was �tted with exponential between z = 158:5 m and 157 m. Based on the �t, we modeled
the distribution to be

f(z) = exp[�111:7 + 0:7167� z=m] ;

for the histogram with a binning of 0.25 m interval. Integrating the above function between
z = 120 m and 150 m, we expected that 0.084 events from the beam interactions contaminated in
the range, 120 < z(m) < 150 and pt > 240 MeV/c, although we did not observe any events in the
region. The variation in the slope was studied as a source of systematic uncertainty, as described
in Appendix D.

Next, the contamination of the 0.084 events to the signal region along pt was investigated.
Figure 7.3 shows pt distribution of the events with 125 < mee
(MeV=c2) < 145 and pt greater
than 240 MeV/c, and without the z requirement. In order to derive a ratio of the number of
events in the signal region(160 < pt(MeV=c) < 240) and in the region above 240 MeV/c, we �t
the distribution with an exponential function. As shown in Figure 7.3, the shape was determined
to be

f(pt) = exp[4:408� 5:432� pt=(GeV=c)] ;

for the histogram with a 10 MeV of binning. Based on this form, the number of events in the signal
region was predicted to be 50.1% of those in pt > 240 MeV/c by integrating the above function.
This ratio was constant as (50:1� 4:7)% for the change of selection criteria, such as relaxing the
charged veto and/or photon veto cuts.

Since there were no correlations between pt and z, as shown in Figure 7.4, we expected the
number of events in the �nal signal region coming from the beam interactions to be 0:084(events)�
0:501(pt shape) = 0:042.

7.1.2 Summary of Background Level

Table 7.1 summarized the e�ciencies of each cut for all the background sources except for
beam interactions. In the table, the e�ciencies of cut (8)(=E=p) and (9)(=shower shape and time
pro�le) for Ke3's, and (10)(=TRD) for all the background sources were evaluated from real data.
The other cuts were all estimated from MC. As can be seen in the table, there were four kinds of



7.1 Background Level 91

1

10

10 2

150 151 152 153 154 155 156 157 158 159 160

 0.6950    /     3
Constant  -111.7
Slope  0.7167

Distance from target (m)

E
ve

n
ts

 /
 0

.2
5

 m

Figure 7.2: The z distribution in data in
the region of 125 < mee
(MeV=c2) < 145
and pt > 240 MeV=c. All the cuts except
for the z requirements are applied.

1

10

0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

  48.05    /    46
Constant   4.408
Slope  -5.432

pt (GeV/c)

E
ve

n
ts

 /
 1

0
 M

e
V

/c
Figure 7.3: The pt distribution in events
with 125 < mee
 (MeV=c2) < 145 and
pt > 240 MeV=c. Except for the z cut,
all the other cuts are applied.

0.25
0.3

0.35
0.4

0.45
0.5

0.55
0.6

0.65
0.7

150 151 152 153 154 155 156 157 158 159 160

Distance from target (m)

p
t 

(G
e

V
/c

)
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7.1 Background Level 92

Table 7.1: E�ciencies of each cut for every background source. Since there are some correlations
between the cuts, each e�ciency might depend on the order of selection. The numbers in the table
were based on the order actually applied in the analysis. For some strongly correlated multiple
cuts, their e�ciencies are shown with a combined form. The MC statistics used in these studies
was from 8� 10�3 to 30 times larger than real data sample. If we found two or more cuts which
did not correlate with each other, each e�ciency was evaluated with the MC sample enriched by
removing one of the uncorrelated cuts(see Appendix D.2.3).

E�ciency
Cuts

KL ! �0�0�0D KL ! �+���0D KL ! �0�0D
(1) Level 1 and Level 2 8.57E-3 8.39E-3 6.32E-2
(2) Track Finding 0.364 0.992 0.609
(3) Number of tracks 0.961 0.165 0.977
(4) Cluster Finding 0.999 0.999 0.988
(5) Number of hardware cluster 0.115 0.925 0.162
(6) Vertex Finding 0.404 0.736 0.728
(7) Vertex quality 0.756 0.572 0.581
(8) E=p 0.620 0.215 0.794
(9) Shower shape & time pro�le 0.281 0.804 0.875
(10) TRD 0.903 0.903 0.903
(11) No in-time software clusters 0.291 0.570 0.569
(12) Dalitz kinematics 0.801 0.840 0.896
(13) Charged veto cuts 0.633 7.80E-3 0.742
(14) Photon veto cuts 5.33E-3 0.625 <1.09E-4
(15) Vertex position 0.316 0.443 0.434
(16) Photon energy cut 0.918 0.921 0.434
(17) �0 Mass and pt cuts 4.11E-3 <5.57E-5 8.17E-2
Total 1.55E-11 <4.42E-11 <2.11E-9

E�ciency
Cuts

Ke3 �! n�0D �! �(! p��)�0D �! �(! n�0)�0D �! �(! n�0D)�
0

(1) 3.14E-3 0.164 0.105 0.101 9.70E-2
(2) 0.982 0.861 0.973 0.726 0.664
(3) 0.980 0.901 0.200 0.981 0.979
(4) 0.999 1.00 1.00 1.000 0.999
(5) 0.672 0.960 0.921 0.263 0.137
(6) 0.938 0.949 0.842 0.764 0.701
(7) 0.986 0.435 0.482 0.461 0.528
(8) 4.37E-3 0.986 0.587 0.773 0.753
(9) 0.539 0.859 0.829 0.826 0.858
(10) 1.40E-2 0.903 0.903 0.903 0.903
(11) 0.418 0.830 0.735 0.709 0.712
(12) 4.29E-3 0.828 0.803 0.775 0.810
(13) 0.833 0.798 0.593 0.752 0.772
(14) 0.619 0.284 0.362 0.157 2.70E-3
(15) 0.513 0.278 0.497 0.454 0.493
(16) 0.821 0.943 0.929 0.933 0.927
(17) 7.56E-3 <1.41E-6 4.48E-5 1.29E-4 1.69E-2
Total 1.82E-13 <2.23E-9 8.87E-9 1.36E-8 1.73E-8
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cuts which gave the major suppression for backgrounds. The �rst kinds were cuts on mee
 and pt.
These cuts were e�ective to reduce most types of backgrounds, especially for backgrounds in type 1
in Section 6.1. The second kinds were photon veto cuts to suppress the backgrounds associated with
extra photons, namely backgrounds in type 2. The third ones were particle identi�cations reducing
Ke3's(background in type 3). The fourth ones were the Dalitz kinematics cuts also e�ective to Ke3

reduction(background in type 3).
The number of decayed KL's was evaluated in Section 6.4 to be 2:15� 1011. The numbers of

decayed �'s and �'s were measured to be 4:30� 109 and 1:61� 108, respectively, as described in
Appendix C. Using these numbers, branching ratios listed by the Particle Data Group(Table 2.2),
and e�ciencies on the Table 7.1, we predicted the remaining background levels as listed in Ta-
ble 7.2. The biggest contribution came from beam interactions. In short, we expected 0:12+0:051

�0:038

Table 7.2: Summary of expected background contribution in the �nal signal region.

Decay mode Expected number
KL ! �0�0�0D 0:03� 0:030
KL ! �0�0D < 0:01
KL ! �+���0D < 0:01
KL ! �e� + 
 0:02� 0:018
�! n�0D < 0:04
�! �(! p��)�0D 0:01+0:006�0:004

�! �(! n�0)�0D 0:01+0:006�0:004

�! �(! n�0D)�
0 0:01� 0:010

n+X ! �0X0 0:04+0:035�0:008

Total 0:12+0:051�0:038

background events in total in the �nal signal region, where we did not add the contributions
from �! n�0D , KL ! �0�0D , and KL ! �+���0D at the calculation of the total number. The
estimation of the error on the predicted level is discussed in Appendix D.2.

7.2 Consistency Check of Photon Veto

Since the performance of photon veto detectors was directly related to the level of backgrounds
with extra photons, we compared the performance predicted by MC with the actual performance
in two ways.

The �rst comparison was based on a detection e�ciency for photons. To measure the position
and energy of photon hitting photon veto counters, the same technique used in the calibration of
the energy scale was utilized(Appendix B). The measured ine�ciency in the RC with a threshold
of 100 MeV is shown in Figure 7.5 as a function of incident photon energy. The dots represent
data and open squares are for MC. For the entire energy range, data and MC are consistent within
3 � of statictical error.

The second was a direct comparison of rejection factor. Selecting low mee
(< 0:1 GeV=c2)
and low pt(< 0:15 GeV=c) region without photon veto cuts allowed us to obtain data sample
enriched byKL ! �0�0�0D (55% of a purity is expected fromMC studies, the other 29% comes from
a combination of KL ! �0�0D , �! �(! n�0)�0D , and �! �(! n�0D)�

0 , and the remaining
comes from �! n�0D ). For real data, (1:04 � 0:35)% of events satis�ed the requirements. For
the MC sample consisting of background sources mixed with the above ratio, (1:57�0:52)% of the
events passed the photon veto cuts. These two numbers agreed within the error of 1 �.
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Figure 7.5: Measured ine�ciency in the RC10 for photons as a function of incident photon energy.
A threshold of 100 MeV is applied. The dots represent data, and open squares are for MC.

7.3 Background Shape

We con�rm our understanding of the shape of backgrounds in this section. The consistency check
was carried out by comparing some distributions between data and MC. In order to compare the
distributions, the cut applied on the variable to be compared is removed. In addition, the other
cuts may be relaxed to enhance statistics.

Figure 7.6 shows four kinematical variables in masked data and MC. In the four distribu-
tions, the number of events was normalized to the measured number of parents' decays, and each
background shape in MC was summed up to one histogram(open) so that any discrepancy in the
distributions between data and MC would suggest an existence of an unknown background source
and/or an overestimation of the background level.

In the top left of Figure 7.6, the mee
 distribution in the masked data is compared with MC.
The requirement on pt is changed to be pt < 160 MeV=c, and the photon veto cuts were also
relaxed(the cut was applied on only BA1 with a threshold of 8.5 GeV without distinction of the
vertex position in x). You can see that the entire shape is in good agreement, and the long tails
in both KL and �0 mass peak were well reproduced in the simulation. Since the MC distribution
was normalized by the observed number of KL ! e+e�
 decays, the good agreement seen in the
�0 peak implies that the relative number of � decays, which dominates the �0 mass peak, was
correctly measured. In addition, the agreement in the side band region of �0 mass indicates that
KL ! �0�0�0D and KL ! �0�0D yields were well understood. Besides the agreement, since we
already con�rmed the rejection power by the photon veto counters in Section 7.2, the estimation
of background level for KL ! �0�0D and KL ! �0�0�0D is concluded to be reliable.

Next, we look into the pt as shown in the top right of Figure 7.6. One thing to note here is that
the signal region in (mee
 ; pt) plane is still masked o�. All the cuts, except for pt itself, are applied,
thus the events plotted here should be dominated by �0 ! e+e�
 decays. There is a Jacobian
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Figure 7.6: Comparison of distributions in masked data with MC. Note that the data used in
these comparisons is masked data and thus the distribution in signal region cannot be compared.
For all the four plots, the dots represent data and open histograms are for summed MC events.
Top left: The mee
 distribution with pt < 240 MeV/c and with relaxed requirements for photon
veto detectors. The cut is applied only on BA1 without using the vertex information in x with a
threshold of 8.5 GeV. The other cuts are the same as �nal selection criteria. Top right: The pt
distribution. Except for the pt requirement, all the other cuts are applied. Bottom left: The z
distribution without the pt requirement. Bottom right: The ratio of me+e� to mee
 . The Dalitz
kinematics cuts, mee
 cut, pt cut, and the particle identi�cation with the TRD are removed.
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peaks at pt of 104 MeV/c arising from �! n�0D , and a small shoulder at 135 MeV/c from �
decays. Checking the agreements in the high pt tails from � and � decays is important because
the slope of the tails directly relates to the size of contamination of �! n�0D and � decays to the
signal region, and the pt cut gave the most of suppression for �! n�0D and � decays. In order to
correctly reproduce the high pt tails in MC, there are two crucial points. First, we need to know
the correct amount of detector materials, as well as the spectrometer's resolution. For instance, a
reduction of detector materials from 0.35% in radiation length, which was measured by performing
special run1 in the experiment [104], to 0.25% caused a 26% of shift in the slope of the exponential
tail. The second was a momentum distributions in �0s and �0s. The good agreement seen in the
�gure implies the validity of our knowledge for the above two points. Although there is a small
discrepancy at around pt � 106MeV=c, most of the other points are consistent within a statistical
error of 1 �. This ensures the expected contamination of background events to the signal region.
The excellent agreement for the entire shape implies the absence of unknown background source
and the fair estimation for each source.

The z distribution of events in �0 mass region, 125 < mee
 (MeV=c2) < 145, with no pt
requirement is shown in the bottom left of Figure 7.6. The agreement between data and MC is
excellent over the entire range. Since the events shown in this plot is completely governed by
�! n�0D events, the agreement in the exponential slope indicates the validity of the simulation
for �'s.

We examined the understanding for Ke3 events in the bottom right of Figure 7.6, which shows
the ratio of me+e� to mee
 for subsample(19% of the full data) of masked data. To enhance
Ke3's, the cuts on mee
 , pt, Dalitz kinematics, and the particle identi�cation by the TRD were
removed. There are three main components in this plot. The �rst one is Ke3's dominating the
high me+e�=mee
 ratio region. The others are �! n�0D and KL ! e+e�
 events, in which the
di�erence in the peak positions came from the momentum dependence of the detector acceptance.
You can see a good agreement for the whole region. Hence, we are con�dent on the rejection factor
for Ke3's due to the Dalitz kinematics cuts.

7.4 Comparisons in Side Band

In the previous section, we visually con�rmed our understanding for the contribution from each
source. In this section, by counting the number of events in the side band region in (mee
 ; pt)
plane, and by comparing it between data and MC, we quantitatively verify the understanding of
the shape of backgrounds.

Figure 7.7 shows pt versus mee
 in data near masked region with the number of events in each
kinematical range from (a) to (i). The number in bold indicates the data, and the oblique for MC.
The events in region (h) were 100% dominated by �! ��0D. More than 95% of the events in (i)
arose from �! n�0D , in which the vertex position was mis-measured to be more downstream than
the actual one because of the poor vertex resolution in upstream region as discussed in Section 5.3,
and the high yield in the upstream region. This contamination of the �! n�0D events also
extended into region (f). In the kinematical region (f), 1/3 of the events came from �! n�0D
and 2/3 of the events was from �! ��0D. The remaining few events in the range from (a) to (e)
and (g) were governed by backgrounds from � decays. For the whole range, the agreement was
quite good. The numbers in every region were consistent between data and MC to within 1.2 � of
statistical error. The biggest discrepancy is seen in region (e), however, an observing zero events
while expecting two events has a 14% of Poisson probability.

Furthermore, we compared the numbers in the same kinematical region by relaxing some cuts
in order to obtain more con�dence on our background estimation. The number of events in region

1The amount of detector materials was measured by counting the conversion probability of photons decayed from
�0's in KL ! �0�0�0.
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Figure 7.7: The pt versus mee
 in the masked data. The shaded area corresponds to the signal
region. Also shown is the number of events in region (a) to (i). The left numbers(bold) represent
data and right(oblique) for MC.
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Table 7.3: Comparisons of the number of events in data with MC prediction in kinematical region
(a) through (i) indicated in Figure 7.7. Four types of selection criteria are individually relaxed.
For photon veto cuts, we applied a cut only on BA1 with a threshold of 8.5 GeV without using
a vertex information with respect to x. To check a rejection power for backgrounds with extra
tracks, all the requirements so-called charged veto cuts were removed. For the vertex quality, the
requirements for �z, vertex �2 and o�mag �2 were removed. The requirement for z was relaxed to
be 110 < z(m) < 158.

Relaxed cut (a) (b) (c) (d) (e) (f) (g) (h) (i)
Photon Vetos

Data 3 4 6 6 6 19 4 74 46
MC 0.0 0.17 2.7 2.2 4.7 15 2.3 59 50

Charged Vetos
Data 0 1 10 3 5 17 2 46 32
MC 0.0 0.11 2.4 1.5 2.6 9.9 3.0 49 31

Vertex Quality
Data 2 1 9 6 5 22 12 42 71
MC 0.0 0.59 4.6 4.4 4.9 25 9.3 48 65

Z position
Data 9 0 5 2 3 10 2 45 31
MC 0.09 0.13 2.5 1.6 2.9 9.4 1.6 47 33

(a) to (i) in data and MC prediction are summarized in Table 7.3, in which each type of cut
was relaxed. Since a relaxation of one cut enhanced only one(or a few) type of background, we
could �nd a source of discrepancy if it existed. On the other hand, equally relaxed cuts would
simply decrease the yields in both data and MC, and we could not distinguish the discrepancy
even if it existed. You can see excellent agreements between data and MC, except for high pt
region (a), (b) and (c), which was expected to be dominated by beam interactions at the vacuum
window. The studies for the background estimation related to the beam interactions are described
in Appendix D.

Based on the discussions since Section 7.2, we conclude that the background sources considering
in this analysis should be good enough for the estimation of the background level in this search,
and the shape of each source is correctly reproduced in MC.



Chapter 8

Systematic Errors

So far, we calculated the acceptances for signal and normalization mode, and collected a large
number of KL ! e+e�
 sample. The background level in the signal region was evaluated. The
remaining part in the analysis before opening the signal box is to estimate the size of systematic
uncertainty on a branching ratio or on a single event sensitivity(we also considered the size of
uncertainty on the background estimation, which is covered in Appendix D). Since we have not
yet opened the signal box at this moment, here we only describe an error on the SES.

Since the SES is extracted from the relation shown in Equation 2.3, the systematic error arises
from three components. First, it comes from branching ratios of normalization mode and �0 Dalitz
decay. The second is a statistical uncertainty associated with observed normalization events and
MC sample to calculate the acceptances. The last one is a ratio of detector acceptances between
signal and normalization modes.

The �rst two sources can be estimated with very straightforward manner as described in Sec-
tion 8.1 and Section 8.2. The third component resulted from a discrepancy between data and
MC, which was caused by an imperfect simulation for the detector's response, modeling of the
decay kinematics, the kaon production scheme, theoretical calculation etc.. Section 8.3 discusses
the source and size of such a disagreement, and accounts them into the systematic errors.

8.1 Branching Ratio

We used the PDG's value [13] as a branching ratio of normalization mode, KL ! e+e�
, which is
(9:1�0:5)�10�6. The uncertainty of 5.5 % becomes a part of systematic errors in the single event
sensitivity of this search. Another branching ratio, Br(�0 ! e+e�
), was also used to extract the
SES. Again the PDG's value, (1:198� 0:032)%, was used in the calculation of the SES. It has an
uncertainty of 2.7 %.

8.2 Data and MC Statistics

The statistics in the collected KL ! e+e�
 events contributed to the uncertainty on SES. We refer
to the uncertainty from the statistics of the collected KL ! e+e�
 events as \statistical error",
and the other uncertainties as \systematic error". Thus, the statistics in MC sample of signal and
normalization modes was included into the systematic error.

The error coming from KL ! e+e�
 statistics was evaluated by a normal distribution, and
those from MC statistics in acceptance calculations were evaluated by a binomial distribution. As
summarized in Table 8.1, the collected data sample of KL ! e+e�
 gave the error of 0.792%.
The MC statistics gave the additional contribution of 0.739% and 0.318% for KL ! �0��� and
KL ! e+e�
, respectively.
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Table 8.1: Statistical contribution on the single event sensitivity.

Real Data Number of events Stat. Error
KL ! e+e�
 15,951 0.792%

MC No. MC generation No. accepted events Acceptance Stat. Error
KL ! �0��� 11,999,910 18,209 0:152� 0:00112% 0.739%
KL ! e+e�
 11,999,869 97,810 0:815� 0:00260% 0.318%

If we observe KL ! �0��� signal when we open the signal box in Chapter 9, we would quadrat-
ically add a statistical uncertainty due to an observed number of KL ! �0��� events to that on
the SES to complete the estimation of the size of uncertainty on a branching ratio.

8.3 Acceptance Ratio

As discussed in Section 2.4, the normalization mode was carefully chosen to minimize the error on
the acceptance ratio between signal and normalization modes. This section quanti�es the error on
the acceptance ratio, which is included into the systematic uncertainty.

Since the �nal states in signal and normalization mode are identical, most of the detection
e�ciency could be canceled out. However, two di�erences between �0 ! e+e�
 and KL ! e+e�

decays might introduce a systematic error which is not canceled. First, total momenta, and thus
momenta of �nal state particles, are di�erent between the two modes, because undetected neutrinos
in KL ! �0��� decays carry energy. The other is a small di�erence in the kinematical distribution
with respect to Dalitz decay. The decay mechanism is the same, but the di�erences in the parent
particles' mass and/or the momenta of the daughter particles could yield di�erent shapes in Dalitz
kinematical variables.

In order to study the uncertainty caused by the above di�erences, we considered the following
as major sources of systematic error.

� The tracking ine�ciency in the neutral beam region at the drift chambers.

� The energy measurement by the CsI calorimeter.

� The momentum measurement by the spectrometer.

� The particle identi�cation by the TRD.

� The simulation of the Etot system.

� Decay kinematics in Dalitz decays.

� Form factor in Dalitz decay generation in the MC.

The �rst �ve sources could be originated from a di�erence in the momentum, and the last two are
associated with Dalitz kinematical variables.

The next subsections describe the evaluation of the uncertainty arising from each source.

8.3.1 Drift Chamber Ine�ciency

Since a �0 in signal decay and aKL in the normalizationmode had a di�erent momentum spectrum
and thus a slightly di�erent opening angle between e+e�, the position dependence of the drift
chamber e�ciency might a�ect the acceptance ratio.
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We observed a few percent discrepancy in the drift chamber illumination; the real data seemed
to have more ine�ciencies in the neutral beam region than that in MC. This is because: a long
non-Gaussian tail in the SOD distribution in real data(Figure 3.6) was not well reproduced in MC
due to a poor modeling of ionization density in the drift chamber gas; the tracking e�ciency was
sensitive to the SOD distribution by the requirement on the SOD in the tracking algorithm(the
intrinsic chamber e�ciency for each wire matched well, the disagreement was negligible). The
resulting ine�ciency can be seen in Figure 6.18 as a discrepancy of z distribution near the DC1.

To evaluate the size of error caused by this disagreement, we added arti�cial ine�ciencies in
the drift chamber simulation for the wires located in the neutral beam region. Table 8.2 lists the
arti�cial ine�ciency embedded in each chamber to match data. As the ine�ciency increased, the

Table 8.2: Arti�cial ine�ciency added in wires sitting in the beam area.

plane Added ine�ciency(%) plane Added ine�ciency(%)
DC1X 2.5 DC3X 0.2
DC1X' 2.5 DC3X' 0.5
DC1Y 3.0 DC3Y 0.5
DC1Y' 3.0 DC3Y' 0.5
DC2X 1.0 DC4X 0.5
DC2X' 1.0 DC4X' 0.2
DC2Y 1.5 DC4Y 0.3
DC2Y' 1.5 DC4Y' 0.3

acceptance ratio, A(KL ! �0���)=A(KL ! e+e�
) also increased. This is because the tracks from
KL ! e+e�
 are more populated in the central region of the DC1, due to their higher momentum
than that in �0 ! e+e�
. As a result of putting the intentional ine�ciencies, the acceptance ratio
changed by 1.89%. Hence, we determined the systematic uncertainty caused by the ine�ciency in
the tracking to be 1.89%.

8.3.2 Energy Measurement

The energy measurement of photons at the CsI calorimeter gave information to calculate kinemat-
ical variables such as an invariant mass etc.. In addition, the energy of charged particles measured
by the calorimeter was used in the electron identi�cation. Therefore, an energy dependence in the
energy measurement with the calorimeter may cause a shift in the acceptance ratio.

We considered the following uncertainties which could change the acceptance ratio.

1. The overall energy scale.

2. The overall energy resolution.

3. The energy scale in the crystals around the beam holes, su�ering from beam halo radiation
damage.

4. The energy resolution in the crystals around the beam holes, su�ering from beam halo radi-
ation damage.

In order to estimate the size of uncertainty caused by the above sources, we put the arti�cial
shift or smearing of energy in the analysis algorithm. In this way, it did not introduce a statistical
uncertainty coming from the use of di�erent set of MC sample. The modi�cations and the resulting
changes in the acceptance ratio are listed in Table 8.3. The magnitude of intentional shift or
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Table 8.3: Summary of systematic studies on the energy measurement.

What is changed How much Acceptance ratio Variation
Cluster Energy Peak Shift 0.7% 0.18765 +0:800%
Cluster Energy Smearing 0.3% 0.18621 +0:0269%
Inner crystal Energy Peak Shift 1.0% 0.18614 �0:0107%
Inner crystal Energy Smearing 0.9% 0.18612 �0:0215%

smearing were determined from data by investigating the E=p distribution obtained run-by-run.
Approximately, the maximum variation found in the data was used for the arti�cial tweaking.

By adding each error in quadratic, a total uncertainty due to the energy measurement in the
acceptance ratio was determined to be 0.801%.

8.3.3 Momentum Measurement

A momentumdependence of the momentummeasurement may cause a shift in the acceptance ratio
because the momenta of charged particles were used to reconstruct kinematics and for the particle
identi�cation. The uncertainty in the acceptance ratio a�ected by the momentum measurement
was evaluated by arti�cially tweaking the momentum scale, and the momentum resolution.

To determine the size of the arti�cial tweaking, we turned our attention to the invariant mass of
KL ! �+�� events as well as the discrepancy of 0.2% in mee
 distribution of KL ! e+e�
 as seen
in Figure 6.17. The invariant mass of KL ! �+�� was reconstructed only from the spectrometer,
and thus the disagreement between data and MC on the mass distribution was one of the measures
for the magnitude of systematic contribution. Fitting with Gaussian around the peak, the data
gave a mass of 497:59 MeV=c2 with a width of 2:635 MeV=c2, and thus a resolution of 0.530%. The
mass peak in MC events was 497:64 MeV=c2 with a width of 2:383 MeV=c2(0.479% in resolution).
Based on these numbers and the discrepancy of 0.2% in KL ! e+e�
 mass peak, the analysis
algorithm was modi�ed to embed the arti�cial tweaking for MC events. The magnitudes of the
tweaking and its result are listed in Table 8.4. The quadratic sum was 0.0722%.

Table 8.4: Summary of systematic studies on the momentum measurement.

What is changed How much Acceptance ratio Variation
Peak position 0.30% 0.18607 �0:0483%
Width 0.53% 0.18626 +0:0537%

8.3.4 Particle Identi�cation by the TRD

The e�ciency of TRD cut was evaluated from KL ! e+e�
 events in real data, assuming that the
e�ciency was independent of the electron momenta. Therefore, a momentum dependence of the
e�ciency for electrons in the TRD cut may lead to a shift in the acceptance ratio.

Using cleanly reconstructed KL ! e+e�
 events, i.e. the normalization sample without photon
veto and charged veto cuts, we investigated the e�ciency of our cut on the Pion Con�dence
Level(PCL). Table 8.5 lists the e�ciency for an electron in the KL ! e+e�
 as a function of
the track momentum. The e�ciency was independent of the momentum for electrons with a
momentum above 5 GeV/c within the statistical error; however, the e�ciency for the electron with



8.3 Acceptance Ratio 103

Table 8.5: The e�ciency of the cut on the TRD for single track in KL ! e+e�
 data sample. The
PCL(Section 5.4.2) was required to be less than 0.01. The error is from statistics.

Momentum(P ) E�ciency(%)
P < 5 89:7� 1:6

5 < P < 10 94:4� 0:89
10 < P < 15 95:6� 0:98
15 < P < 20 95:5� 1:1
20 < P < 25 96:5� 1:4
25 < P < 30 96:1� 1:7
30 < P < 35 95:9� 2:0
all range 95:0� 0:43

a momentum less than 5 GeV/c was 3 � apart from the average of 95.0%. Therefore, the shift of
�5:3% was taken into account in the change of the acceptance ratio as shown below.

According to MC, the fraction of electrons with a momentum less than 5 GeV/c is 16.3% for
KL ! �0���. It implies that the e�ciency for single track in KL ! �0��� decreases from 95.0%
to 94.1%. Accounting for two electrons are involved in the �nal states, the signal e�ciency may
be reduced from 90.3% to 88.6% for KL ! �0���. On the other hand, since the e�ciency of
90.3% was estimated from real KL ! e+e�
 events, the e�ciency for KL ! e+e�
 was still valid.
Therefore, a possibility of the e�ciency change from 90.3% to 88.6% was regarded as an error on
the acceptance ratio. It was 1.88%.

8.3.5 Etot Threshold

There was a possibility in the Etot simulation to distort the acceptance ratio of KL ! �0��� and
KL ! e+e�
, because of a di�erence in the momentumspectra. For the accepted events in the MC,
KL ! �0��� has an average of 38 GeV in the total momentum, while KL ! e+e�
 has an average
of 65 GeV. Therefore, an inconsistency in the Etot simulation would give a major contribution to
the error on the acceptance ratio1.

To examine the Etot simulation, we compared the measured number of KL decays by applying
a cut on a total energy measured by the calorimeter with di�erent thresholds between 18 GeV to
26 GeV with an interval of 2 GeV. A change of the measured number would indicate a discrepancy
in the Etot threshold between data andMC. The resulting number ofKL decays was stable to within
�0:06%, which was smaller than the statistical uncertainty of 0.792%. Therefore, we conclude that
the contribution to systematic error from the Etot system is negligible.

8.3.6 Dalitz Kinematics

Because of di�erent shapes in Dalitz kinematical variables between �0 ! e+e�
 and KL ! e+e�
,
a disagreement between data and MC in these variables would not be canceled out in acceptance
ratio. We checked the consistency of the

P
cos � distribution between data andMC for �0 ! e+e�


and KL ! e+e�
 decays by removing the Dalitz kinematics cuts.
Top of Figure 8.1 shows a superimposition of data and MC for the

P
cos � distribution in

�! n�0D . To enhance �! n�0D events, we selected events with �0 mass(125 < mee
(MeV=c2)

1Applying on o�ine threshold, with a few GeV higher than the Etot threshold, on the total energy measured
at the calorimeter could avoid the trigger bias. However, we did not do this so in order to maximize the signal
acceptance because �0 had a large acceptance in lower energy. For instance, we roughly lose 3% of signal with every
1 GeV increase of the threshold in total energy.
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< 145) and pt less than 100 MeV/c. The bottom is a ratio of the number of events in each bin
between data and MC. The same distributions in KL ! e+e�
 events are shown in Figure 8.2.
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Figure 8.1: Top: The
P

cos � distribution in
�! n�0D . The Dalitz kinematics cuts are
removed, and pt is required to be less than
100 MeV/c. Dots represent data, and histogram
is for MC. Bottom: The ratio of the number of
events, data/MC.

10

10 2

10 3

E
ve

n
ts

 /
 0

.0
2

Data

MC

KL → eeγ

0

0.5

1

1.5

2

2.5

3

3.5

4

-2 -1.5 -1 -0.5 0

  38.01    /    49
A0  0.6485  0.1717
A1 -0.1515  0.9389E-01

Σ cosθ
R

a
tio

 d
a

ta
/M

C
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events, data/MC.

There are slightly di�erent distributions between �0 ! e+e�
 and KL ! e+e�
, but the agree-
ments between data and MC are excellent in both cases. To check the ratio numerically, we �t
the ratio by a linear function for the range with the

P
cos � < �1, avoiding the Ke3 contribution.

The slopes obtained from the linear �t are consistent with zero within an error of 1.6 �. Hence, we
neglect an error caused by di�erent distributions in Dalitz kinematics between �0 ! e+e�
 and
KL ! e+e�
.

8.3.7 Form Factor

The form factors are parametrized as

f(x) =
1

1� 0:418x
+

C��

1� 0:311x
� (

4

3
� 1

1� 0:418x
� 1

9(1� 0:405x)
� 2

9(1� 0:238x)
);

with C = 2:5 for KL ! e+e�
 [88] where we assume �� to be -0.282 [88, 89], and

f(x) = 1 + ax

with a = 0.032 for �0 ! e+e�
 [13] respectively. Figure 8.3 shows the Kroll-Wada spectrum with
and without the form factor correction for KL ! e+e�
(a), and �0 ! e+e�
(b). Since virtual
photon prefers to have smaller mass and the mee can be considered as the virtual photon mass,
the distribution is enhanced in low mass region.

2The same parameter has been measured in alsoKL ! �+��
[90]; however, the result does not agree with that
of KL ! e+e�
.
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Figure 8.3: Mee spectrum in KL ! e+e�
(a) and in �0 ! e+e�
(b) with form factor correc-
tion(dashed line) and without the correction(solid line). Since the Mee can be considered as mass
squared of virtual photon, it has a peak at zero and is enhanced in low mass region.

As discussed in Section 4.1.2, we used a constant form factor of unity in both �0 and KL Dalitz
decay generations in the MC. We checked the acceptance shift due to the form factor using MC
samples generated with the non-constant form factor.

As expected from Figure 8.3, a form factor in �0 ! e+e�
 did not a�ect the acceptance of
KL ! �0���. The change in the acceptance from 0:1517 � 0:0011% to 0:1520 � 0:0011% is sta-
tistically negligible. Although we can see, in KL ! e+e�
, a small e�ect from a form factor in
high me+e� region in Figure 8.3, the change in the acceptance of KL ! e+e�
 was also within the
statistical uncertainty. The original acceptance of 0:8151� 0:0026% changed to 0:8189� 0:0026%
with the form factor.

Therefore, we conclude that the change in the acceptance ratio due to a form factor in �0 !
e+e�
 and KL ! e+e�
 is negligible.

8.4 Summary

Table 8.6 summarized the systematic uncertainty on the SES. The �nal uncertainty, which was
obtained by summing each error quadratically, was dominated by an error on a branching ratio
of KL ! e+e�
 and �0 ! e+e�
. The other contributions arose from a di�erence in momentum
between KL and �0. The total error is 0.792% from the statistics of KL ! e+e�
 data sample,
and 6.78% from the systematic uncertainty.
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Table 8.6: Summary of the systematic error on the SES. We refer to the error coming from the
statistics of KL ! e+e�
 events as \statistical error", and the remaining errors as \systematic
error".

Source of Error Size(%)

Statistical error 0.792

Br(KL ! e+e�
) 5.5
Br(�0 ! e+e�
) 2.7
MC statistics 0.805
DC ine�ciency 1.89

Energy measurement 0.801
Momentum measurement 0.072

TRD e�ciency 1.88
Total of systematic error 6.78



Chapter 9

Result and Discussion

This chapter describes the result on the KL ! �0��� search and discusses the implications of the
new result.

So far, all the cuts have been applied for the masked data, the remaining background level
has been estimated, and the systematic uncertainty on the search for KL ! �0��� decay has been
evaluated. In Section 9.1, we �nally open the signal box.

Since we collected a large number of normalization events, and calculated the detector accep-
tances for signal and normalization modes, we can now extract the single event sensitivity(SES) on
this search based on the relation expressed in Equation 2.3. Thus, if there are signal events, we can
calculate a branching ratio of KL ! �0���. In any case, we present the �nal result in Section 9.2.

Based on the new result, we �rst consider the physics implications in Section 9.3. We then
discuss the new result from an experimental point of view in Section 9.4.

9.1 Inside the Signal Box

We carried out a careful background study, and estimated the remaining background level to be
0:12+0:051�0:038 events. A statistically signi�cant excess over the 0.12 events indicates a discovery of
KL ! �0��� decay, and thus a direct CP violation within the Standard Model or new physics
beyond the Standard Model.

Let us here discuss the \signi�cant" excess. Because the contributions from �! n�0D , KL !
�0�0D, and KL ! �+���0D were not involved in the total background level, the discussion consists
of two parts: signi�cant excess over the total expectation of 0.12 events; upper limits for those
three background sources.

First, based on the expectation of 0.12 background events, we calculated the Poisson proba-
bilities to observe nBG background events as listed in Table 9.1. The criterion of \signi�cance"
involves human bias. Here, we assume 99.97% to be signi�cant, which is 3.7 sigma e�ect in Gaus-
sian distribution. This corresponds to observe 3.0 events.

Second, we calculated 99.97% con�dence upper limits on the number of background events
for �! n�0D , KL ! �0�0D , and KL ! �+���0D . They were 0.324, 0.081, and 0.081 events,
respectively. The sum of the three limits was 0.486. Adding the 0.486 to the 3.0 events which
comes from the total background level, we set an upper limit on the background level to be 3.5
events with a con�dence level higher than 99.97%. Therefore, observing four events would be a
signi�cant excess in our assumption.

Finally, we opened the signal box as shown in Figure 9.1. It shows a scatter plot of pt and mee
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Table 9.1: Poisson probabilities to observe nBG background events while 0.12 background events
are expected.

nBG Poisson Probability
0 0.8869205
1 0.1064304
2 0.0063858
3 0.0002554
4 0.0000077
5 0.0000002

in data after applying all the cuts except those of pt and mee
 . The signal box is also drawn in
the �gure. No events were observed in the signal region1. As a reference, the same distribution
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Figure 9.1: The �nal pt versus mee
 distribution in data with all the cuts. The de�ned signal
window is indicated by a box.

in MC backgrounds is shown in Figure 9.2. These two distributions are visually identical, which
implies the validity of our understanding of the background. More discussion on the background
study using events in the signal region with relaxed cuts is covered in Appendix D.

1If we had observed \signi�cant" number of events in the signal region, in order to claim them to be signals or
to �nd a new source of backgrounds, we would need more background studies. If we had observed non-signi�cant
number of events in the signal region, again we would need more background studies to identify the source of
backgrounds. In any case, it would take a year, �ve years... to publish a thesis.
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Figure 9.2: The pt versus mee
 in MC after all the requirements.

9.2 Result

We observed 15,951 KL ! e+e�
 events. Based on the calculations described in Chapter 6, the
acceptance ratio of KL ! �0��� to KL ! e+e�
 was computed to be 0.186. Using a world av-
erage of Br(KL ! e+e�
) and Br(�0 ! e+e�
), we determined the single event sensitivity(see
Equation 2.3) on this search to be

SES =
1

A(KL ! �0���)
� A(KL ! e+e�
)

N (KL ! e+e�
)
� Br(KL ! e+e�
)

Br(�0 ! e+e�
)

= [2:56� 0:02(stat:)� 0:17(sys:)]� 10�7 :

Since no events consistent with signal were observed with 0.12 expected background events, an
upper limit of the branching ratio was set to be

Br(KL ! �0���) < 5:88� 10�7;

at the 90% con�dence level(C.L.). This result represents an improvement of a factor of 98 over the
current limit by the PDG [13], and a factor of 3 over the recent preliminary2 limit reported by the
KTeV collaboration(see Section 9.4.2) [105].

As discussed in Section 9.1, we had needed 4 signal events to claim a discovery of KL ! �0���
decays, based on the assumption that 99.97%was signi�cance. In this case, Br(KL ! �0���) would
be 2:56�10�7�4 = 1:0�10�6. This is considered as a sensitivity to \discover" KL ! �0��� decays
in our experiment, taking into account the size of the background level which is assumed to be
correct.

2The result was submitted to Physical Review Letters, and it is under the judge right now when the author is
writing this part.
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9.3 Discussion on Physics

In this section, we discuss the new result by comparing it with the theoretical predictions described
in Chapter 1.

The Standard Model

No KL ! �0��� events were observed. Taking into account the Standard Model expectation, non-
observation of KL ! �0��� at the sensitivity of O(10�7) is consistent with the Standard Model.
If we take the Standard Model prediction seriously, searches with at least 4 orders of magnitude
better sensitivity than this search will be required to observe KL ! �0��� decays.

Let us now translate the new result to a constraint on �. Using Equation 1.55 with the
most recent values of A, � and top quark mass used in reference [31], our 90% C.L. result,
Br(KL ! �0���) < 5:9 � 10�7, indicates that � is less than 52. If we translate the error of
6.8% on the SES to the error for a limit on �, because the branching ratio of KL ! �0��� is linear
to �2, the error of the limit on � is regarded as 3.4% by ignoring the uncertainties in A, � and
top quark mass3. This shows the potential in a measurement of Br(KL ! �0���) to o�er a clean
determination of �. Although it is very loose, we also emphasize that our limit is a direct constraint
on �, unlike the other indirect restrictions. Since our new upper limit on � is far away from the
most probable value, 0.33 [34], a discovery of KL ! �0��� signal at a sensitivity of O(10�7) would
strongly suggest a new e�ect outside the framework based on the CKM matrix. Our limit on
KL ! �0��� is consistent with the other constraints on the CKM parameters.

The Superweak Model

Because no evidence for a direct CP violation was found, the Superweak Model cannot be ruled
out. However, it does not mean the con�rmation of the Superweak Model, either. It is di�cult
to positively identify the Superweak Model because there is no direct e�ect, either in K decays
or in B decays. Therefore, the Superweak Model could survive until it would be ruled out by a
discovery of the direct CP violation, or could be indirectly con�rmed by an absence of the direct
CP violating e�ect in the region predicted by the Standard Model. This implies that searches for
KL ! �0��� with a sensitivity of the Standard Model prediction or better could still be a better
way to discriminate between the two models.

Lepton Flavor Violation

As discussed in Section 1.3.2, if lepton 
avor is violated, a larger branching ratio of KL ! �0���
than that of the Standard Model is predicted through the dominant CP conserving contributions.
Since we did not �nd any evidence of the larger decay rate than the Standard Model prediction,
our result is consistent with the lepton 
avor conservation.

General Discussion

There is a theoretical upper limit of Br(KL ! �0���) to be less than 1:1� 10�8 as mentioned in
Section 1.3.2. An observation of KL ! �0��� with the SES of 2:6�10�7 would be a strong evidence
of really new physics. Unfortunately, our new upper limit is consistent with their theoretical
prediction, and would not frighten the theorists.

3Such assumption will be valid in the future because these uncertainties(currently 36% in total) will likely be
further reduced, in contrast to the remaining theoretical uncertainties in the other measurements, like B0

d
� �B0

d

mixing.
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Since their estimation uses the isospin symmetry relation, A(KL ! �0���)=A(K+ ! �+���) =
1=
p
2, with an isospin breaking factor of 0.954 [44], the consistency of our result with their ex-

pectation indicates the validity of theoretical treatment of isospin relation between the two decay
modes, which is often used in the numerical prediction for Br(KL ! �0���). Therefore, the current
numerical prediction in Br(KL ! �0���) can be considered as reliable, with only uncertainty in
the CKM parameters.

The other possibility to con�rm the direct CP violation is a precise measurement of �0=� as
described in Section 1.1.2. Non-zero value of the �0 would be an evidence of direct CP violation,
however, cancellation between two penguin diagrams(one with 
 or Z, and the other with a gluon)
reduces the size of �0. Recent theoretical calculations, including large uncertainty arising from
charm mass and from QCD, prefer a small value of a few times 10�4 or even a negative value. If
the �0 could not be found to be non-zero, to reduce the experimental error by another order of
magnitude will be required, which is very challenging. In such a case, a search for KL ! �0���
would provide another opportunity to discover direct CP violation in the context of the Standard
Model.

9.4 Discussion from Experimental Point of View

This section discusses the new result from experimental point of view.
We compare two experimental approaches for identifying �0's, Dalitz mode and two photon

mode, based on the new result. It begins with a summary of the search described in this thesis,
which is covered in the �rst subsection. In the next subsection, we brie
y describe a special run
for a KL ! �0��� search with �0 ! 

 mode. Section 9.4.3 describes the pros and cons in each
technique, and compare the two approaches. In Section 9.4.4, a prospect for KL ! �0��� searches
in the future deduced from the discussion is presented. In our event selection, we optimized the
criteria by using a technique called Blind Analysis. We mention about it at the last subsection.

9.4.1 A Search with �0! e+e�


In this experiment, the biggest contribution in the backgrounds came from beam interactions in the
vacuum window(Table 7.2). The � decays and KL ! �0�0�0D also had a contribution of the same
order of magnitude. Nobody considered such backgrounds as beam interactions with the vacuum
window or � decays in the Dalitz method before the experiment. We found another interesting
background, � ! ��0D, where � does not decay in the vacuum volume and hits the photon veto
counter(BA) located downstream of the beam holes of the CsI calorimeter. This situation is similar
to �! n�0D , but this decay has a much higher limit on pt, 135 MeV/c. In order to suppress these
backgrounds, our selection criteria had to be tight, and thus, the signal acceptance was three times
lower than the proposed acceptance [109]. In the future experiments, one should be aware of these
backgrounds.

Next, let us estimate improvements one could attain in the current KTeV apparatus. Here,
we assume that all the background sources have been covered in this thesis. For the two major
background sources, beam interactions and � decays, we expect to achieve one order of magnitude
better suppression by imposing tighter z and pt cuts with a cost of 26% signal loss in total, as
explained in Appendix E. Assuming the same selection criteria except for the z and pt cuts, all the
other backgrounds we considered in Chapter 7 will increase in linear to the number of KL decays.
With 10 times more KL decays, the expected number of background events would be �0.5 in total
with a SES of 3 � 10�8. Therefore, we will be able to lower the limit by one order of magnitude
with �0 Dalitz mode if the current apparatus would be used without any modi�cations.
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How many days then do we need to accumulate ten times more statistics? Since 46 days of data
taking with a proton intensity of 5 � 1012 per spill and with a 100% live accelerator performance
corresponds to our collected statistics, it will take at least 460 days to reach one order better
sensitivity. Assuming 50% live time in the accelerator realistically, it would take 2.5 years to
accumulate the statistics for the sensitivity of � 3� 10�8.

9.4.2 A Search with �0! 



Using the technique described in Section 2.1.2, a one day special run dedicated for KL ! �0���
search with two photon mode was carried out. This run concentrated the data acquisition on
KL ! �0��� trigger with di�erent beam parameters from nominal run described in Chapter 3.
To achieve a better pt resolution, we used only one KL beam with a reduced beam size of
0.065 �str(compared to 0.25 �str for nominal run), because lack of vertex information required to
assume the �0 decay point to be at the center of the beam to calculate pt. In order to achieve more
hermetic photon veto coverage, an additional photon veto counter was installed at z = 122.2 m.
It was located inside the vacuum tank as a wall with 9:0 cm � 9:0 cm beam holes4. Lowering
thresholds in the photon veto detectors with lower accidental activities from the small beam helps
to reduce backgrounds with extra photons, such as KL ! �0�0�0, KL ! �0�0, � decays, etc.. In
order to reduce accidental activities, the proton intensity incident on the target was reduced to
3:5� 1012. In order to get a larger KL/neutron ratio, an extra absorbers were installed.

The result just came out in reference [105]. No signal was observed and an upper limit was
given as

Br(KL ! �0���) < 1:6� 10�6 ;

at the 90% con�dence level. This result was limited by the existence of background, which is
attributed to beam neutron interactions in the vacuum window. A contribution from the other
sources is also expected to be much larger than that in the Dalitz mode. At the single event
sensitivity of 4:0� 10�7, 3.7 background events are expected, and one event was observed.

9.4.3 Comparison of the Experimental Methods by Utilizing KTeV De-
tector

Before starting a comparison between the two experimental techniques, there is one thing to note.
The detector performance in the two photon mode was optimized for the KL ! �0��� search at the
run with low intensity beam(3:5� 1012 protons per spill) and with the extra absorber, resulting
in 0.3 MHz KL and 0.7 MHz neutron 
ux at BA. On the other hand, the data in the Dalitz mode
was collected at higher intensity(4 or 5�1012 protons per spill) beam without such extra absorbers,
resulting in 12 MHz KL and 44 MHz neutron 
ux at BA. The resulting di�erence can be seen in
photon veto detectors, for example. Figure 9.3 shows BA1 energy distribution due to accidental
activities in the search with �0 ! e+e�
 mode and �0 ! 

 mode. Because of the lower average
energy deposited in BA in the two photon mode, the applied threshold in the two photon mode
was much lower than that in the Dalitz mode. If we applied the same set of thresholds as the two
photon mode, we would have lost more than 96%(more than 90% come from BA) of signal in the
search with Dalitz mode.

Now let us start the comparison of the two techniques with a description of pros and cons in
each technique. In the following comparisons, we assume the current KTeV apparatus without
any modi�cations. More discussion for the future experiments will be summarized in the next
subsection.

4The geometrical con�guration along z was the same as RC.



9.4 Discussion from Experimental Point of View 113

1

10

10 2

10 3

10 4

0 1 2 3 4 5 6 7 8 9 10
BA1 Energy (GeV)

e
ve

n
ts

 /
 1

0
0

 M
e

V

π0 → eeγ mode (high intesity)

π0 → γγ mode (low intensitiy)
cut in γγ mode

cut in eeγ mode cut in eeγ mode

Figure 9.3: BA1 energy distribution in Accidental trigger. Open histogram represents the Dalitz
mode: we typically had 5 � 106 KL decays per spill, and shaded one for the two photon mode:
typically 1� 105 KL decays per spill. Solid arrows show the cuts in �0 Dalitz mode(the cuts were
separately applied on the vertex side and the other side). Dashed arrow shows the cuts in �0 two
photon mode.

There is a statistical advantage in the two photon mode compared to the Dalitz mode, due
to 80 times larger branching fraction of �0. Also the signal acceptance is one order of magnitude
larger than that in the Dalitz mode because the narrow opening angle of e+e� in the Dalitz decay
makes the track �nding and vertex �nding ine�cient.

On the other hand, the Dalitz mode has an advantage in the background suppression. While
3.7 background events are expected in the two photon mode with a SES of 4:04� 10�7, only 0.07
background events are expected in the Dalitz mode at the same sensitivity. This di�erence of a
factor of 50 in the background level comes from the extra constraint of vertex information, which
enabled us to reconstruct mee
 for a positive identi�cation of �0. In contrast, in the two photon
mode, vetoing extra photons or neutrons was the only tool to suppress backgrounds, and we could
not positively select the �0 decays. Let us discuss a beam neutron background, for instance, which
is the most serious background in both modes. In the two photon mode, the remaining event
came from a production of multiple �0's, mainly two �0's, in which two photons missed both the
calorimeter and the photon veto counters, and a wrong pairing of two photons was used to calculate
the z position(Figure 9.4). Due to this mis-pairing, both the z and pt were incorrectly measured.
The characteristic of this event is similar to KL ! �0�0, but the yield is expected to be one order
of magnitude larger than KL ! �0�0. In the Dalitz mode on the other hand, a wrong selection
of a photon was strongly suppressed because the vertex position was determined from charged
tracks, and it gives us a capability to identify a �0 by the invariant mass(Figure 9.4). Therefore,
the remaining events mostly had a right combination of e+e�
, which could be removed by the
requirement on the z position. Taking into account the much higher thresholds on the photon veto
detectors and drift chamber hits in the Dalitz mode5, the net bene�t from vertex information is
much larger than the factor of 50.

In summary, the statistical advantage in the two photon mode is completely canceled out by a
background rejection power of the Dalitz mode. Without any changes in the apparatus, there is still
a small room to achieve better sensitivity in the Dalitz mode by tightening the selection criteria.
On the other hand, the result from the two photon mode was already limited by the backgrounds
coming from beam interactions with the detector materials. In addition, the search with �0 ! 


method needs a special run condition which cannot be shared with other physics trigger. Therefore,
the Dalitz mode is a better method to search for KL ! �0��� under the constraint that we use the

5For instance, the tighter cuts on the photon veto counters in the two photon mode is expected to give at least
one order of magnitude better suppression for backgrounds coming from KL ! �0�0�0

D
in the Dalitz method.
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current KTeV apparatus.

9.4.4 Future Experiments

The comparison described so far in this section concentrated on the use of the current KTeV
con�guration. Now we brie
y consider future experiments without such a constraint.

First, let us estimate the statistics needed for the accuracy, which was discussed in Section 1.3.1,
in the determination of CKM parameters. If we consider only statistical uncertainty, an observation
of 25 events can determine � with an accuracy of 10%. Therefore, the single event sensitivity of at
least 1:2� 10�12 is required to be comparable with the strategy in B factories.

In order to reach above sensitivity, we need at least �ve orders of magnitude better sensitivity.
Based on the discussion in Section 9.4.1, even with 30 times more KL decays per unit time, which
is proposed in a future experiment [106], it would take O(103) years for the Dalitz method to
reach the level. On the other hand, the search with �0 ! 

 could allow us to reach the level in
roughly 1 year of running with the use of such higher 
ux beam. These are the reasons why future
experiments [106, 107, 108] propose to use the two photon mode.

However, it also implies the necessity of at least six orders of improvement in background
suppression in the two photon mode. The ideas to achieve such a huge suppression are: veto events
involving extra particles, such asKL ! �0�0, with much higher e�ciency, which obviously requires
more e�cient and completely hermetic photon veto system; reduce detector materials between the
decay region and the calorimeter, which directly relates to the background level caused by beam
interactions. For such purpose, the calorimeter(at least the active area) should be installed in the
vacuum region or placed right downstream of a vacuum window.

A construction of new photon veto counters located downstream of the calorimeter's beam
holes, is another critical issue. The BA, which was the photon veto counter located downstream of
the beam holes in our experiment, su�ered from a large number of accidental activities from beam
neutrons and non-decayed KL's in the Dalitz mode. If one will achieve single event sensitivity of
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1�10�12 in a year, 106 KL decays per second will be needed assuming an acceptance of 3%. Using
the same beam parameters as our experiment, 50 MHz KL and 125 MHz neutron 
ux at the photon
veto counter will be expected(In reality, a future experiment at Fermilab will expect a neutron 
ux
of 200 MHz or 500 MHz). In the environment of two or three orders of magnitude higher neutron

ux than that in the two photon mode, the same thresholds as used in the two photon mode will
be required(Section 9.4.3). Therefore, it will be crucial to build a hadronic transparent photon
veto counters with keeping a high detection e�ciency for photons.

We summarize the experimental status on searches for a KL ! �0��� decay. Figure 9.5 shows
the experimental upper limit on Br(KL ! �0���) in two published results [64, 65], one preliminary
result [105], and our new result, as a function of date. Also shown is the Standard Model prediction.
It took 6 years to gain 3 orders of magnitude in single event sensitivity. To simply extrapolate
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Figure 9.5: History of KL ! �0��� search. Open squares show previous limits, and a black circle
shows our new limit. The hatched region is current theoretical prediction from the Standard Model.

the slope obtained from the four experiments, the sensitivity might reach the Standard Model
prediction in 8 years. Or recent particular interests and e�orts for future experiments to search for
KL ! �0��� could make the slope steeper. The other scenario is a discovery of KL ! �0��� before
reaching the Standard Model prediction, which is the most interesting scenario.

9.4.5 Blind Analysis

A bias from theoretical prediction could conceal a discovery of new phenomena coming from really
new physics. Avoiding such a bias is also important when the sensitivity is close to the theoretical
prediction, and one has to judge whether the remaining event is signal or background. In order to
avoid such a dangerous bias, the selection cuts were determined by background studies using MC
and by evaluating only the side band region in data. To be exact, we made a data sample, which did



9.4 Discussion from Experimental Point of View 116

not contain any events in the signal window on pt vs mee
 plane, for the optimization of selection
criteria. The recent discovery of one K+ ! �+��� event reported by BNL 787 collaboration was
made by using such a technique called Blind Analysis.

Table 9.2 shows results of recent experiments which looked for rare decays in neutral kaon
system. There are three groups which gave the current upper limits on the list by the PDG.
It seems that each experimental group has di�erent policy to determine the selection criteria.

Table 9.2: The observed events and expected background level in recent experiments on rare kaon
decay search, in which they did not �nd a signal and set upper limits. The results from three
experimental group, A, B and C, are listed. Di�erent line from same group represents di�erent
decay mode or updated one.

Experiment Observed events Expected Backgrounds

A mode1 0 2.1
A mode2 0 negligible
A mode3(result1) 0 1.0
A mode3(result2) 1 3.7
Total in A 1 6.8

B mode4 0 < 0:15
B mode5 0 not estimated
Total in B 0 < 0:15

C mode6 7 6.7
C mode7 3 2.2
Total in C 10 8.9

Group B required criteria tight enough to suppress the background, and the result seems to be
statistically limited, whereas the criteria in group C are too loose, or their result might be limited
by backgrounds. Interesting results can be seen in group A. It is di�cult to judge whether the
result is statistical or background limited, and is not clear how the criteria were chosen. Each
measurement looks statistically consistent, but by combining the four results, the probability of
observing < 1 events while expecting 6.8 events is only 0.8%. Due to the fewer observed events than
the expected numbers, they could have set upper limits closer to their single event sensitivities.

If there were no human biases, optimization of selection criteria after looking at data in signal
region would not have any problems. However, it seems di�cult to remove any bias, and to decide
a fair selection strategy. Once we look at data in a signal window, removing such bias must be
more di�cult. It could be especially true when the discovery could upset a common sense in the
world, like Copernicus. Therefore, the Blind Analysis is one of the best methods to optimize the
selection criteria in rare decay searches.
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Conclusion

We searched for a rare decay, KL ! �0���, with a Single Event Sensitivity of 2:6�10�7. No signal
evens were observed. An upper limit on the branching ratio was set to be

Br(KL ! �0���) < 5:9� 10�7 ;

at the 90% con�dence level. This represents an improvement of a factor of 98 over the current
limit listed by the PDG, and a factor of 3 over the recent preliminary result.

We understood both the sources and levels of background in our sensitivity. Although we did not
observe KL ! �0��� events in this experiment, we believe that the understanding of backgrounds
and the idea born in this analysis will help future searches for KL ! �0���. Those experiments
would reach the sensitivity of the Standard Model prediction or could discover new physics beyond
the Standard Model.

In conclusion, this experiment did not �nd any evidence of direct CP violation. The result of
the upper limit on branching ratio is consistent with the Standard Model prediction. At the same
time, we still cannot rule out the Superweak Model. Taking into account the Standard Model
expectation, our result indicates that phenomena arising from beyond the Standard Model was
not observed.



Appendix A

KL ! �
0
e
+
e
�decay

In this appendix, we discuss contributions to a CP violating decay KL ! �0e+e� with the frame-
work of the Standard Model.

Given thatKL is a superposition of theK1 andK2, there are three contributions toKL ! �0e+e�

decays as shown in Figure 1.6. The process (a) in Figure 1.6 is a CP conserving contribution. The
CP odd K2 decays into CP odd �nal state via �0
�
� intermediate state. Recent experimental
results [110, 111] on 

 mass spectrum prefer chiral perturbation theory instead of Vector Meson
Dominance(VMD) model [27]. In the chiral perturbation theory, the CP conserving contribution
to a branching ratio of KL ! �0e+e� is expected to be less than 10�12.

The process (b) in Figure 1.6 is an indirect CP violating contribution. The decay K1 ! �0
�

is a CP allowed decay and its rate can be estimated by measuring the rate of K+ ! �+e+e�.
Based on the measurement [112] of

Br(K+ ! �+e+e�) = (2:99� 0:22)� 10�7 ; (A.1)

the upper limit on the indirect contribution is estimated [28, 29] as;

Br(KL ! �0e+e�)indirect < (1:27 � 1:6)� 10�12 : (A.2)

If we could measure the branching ratio Br(KS ! �0e+e�), the indirect CP violating contribution
of KL ! �0e+e� is estimated through the relation,

Br(KL ! �0e+e�)indirect = j�j2 �KL

�KS

Br(KS ! �0e+e�) ; (A.3)

because KS ! �0e+e� is dominated by the same process of K1 ! �0
�. The experimental limit
is [113]

Br(KS ! �0e+e�) < 4:5� 10�5; (A.4)

which can be interpreted that KL branching ratio due to the indirect contribution is less than
1:3� 10�7. In order to reduce the theoretical ambiguity, it is necessary to measure the branching
ratio of KS ! �0e+e�.

The process (c) in Figure 1.6 is a direct CP violating contribution. The expected rate from
this contribution is [28]

Br(KL ! �0e+e�) = 0:32� 10�10�2A4I(mt) ; (A.5)

where

I(mt) ' 0:73(
m2
t

m2
W

)1:18: (A.6)
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Numerically, theories predict the level at around 10�11 � 10�12 [29, 30] although there is a small
disagreement between those theories.

The current experimental limit on KL ! �0e+e� is obtained by E799-I at Fermilab [114, 115]
as

Br(KL ! �0e+e�) < 4:3� 10�9 ; (A.7)

at the 90% con�dence level, and there is no evidence of direct CP violation yet.



Appendix B

Calibration of Photon Veto

Detectors

This appendix describes the calibration of photon veto detectors which had an important role to
suppress backgrounds in the KL ! �0��� search. The calibration was carried out in two stages.
First path was to calibrate the gain of each channel using the response for a Minimum Ionizing
Particle(MIP). The Muon Runs gave the opportunity to collect such responses for RC, SA/CIA
and BA. For CA, we used charged pions in Ke3 events to look at the response for a MIP. Once we
understood the gain of every channel in all the detectors, the next step was to relate the output
signal from the detector with the energy of photon hitting the photon veto counters. The following
covers the two procedures in the calibration.

B.1 Cross Calibration between Modules

A MIP allows us to examine the response of each counter due to its constant deposited energy.
In the Muon Runs, we calibrated the gain of photon veto detectors except for CA. The �rst step
was to select events in which a muon hit a speci�c counter. In the event selection, we required a
coincidence of hits in the two nearest neighboring counters. In case of channel 10 of RC9(RC6),
for instance, a coincidence of hits in channel 10 of RC8(RC7) and RC10(RC8) was required. In
order to ensure the muon hit in the center of the module, the adjacent modules in both sides were
also required not to have any activities. This event selection yielded a nice MIP peak as shown in
Figure B.1 The distribution represents only for one channel in RC9 in unit of ADC counts after
pedestal subtraction.

The next step was an extraction of the peak position in each ADC distribution. Fitting the
distribution with a skewed Gaussian function expressed as

f(x) = P1� exp[�1

2
� (

x� P2

P3 + P4(x� P2)
)2] ; (B.1)

we determined the peak position to be P2, and width to be P3. Repeating the same procedure
for a total of 356 channels in photon veto detectors, we quanti�ed the response for a MIP. Since
some of the photon veto detectors were used as a part of online triggering, the gain was adjusted
to within �10% in each counter by trimming the high voltage supplied to PMTs.

For only CA, charged pions in Ke3's in nominal runs were used to calibrate the gain because
the Muon Runs did not supply enough statistics for CA due to its small size. The Ke3 events were
selected by the following criteria:

� Existence of two charged tracks.
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Figure B.1: The output signal from one channel in RC for muon in unit of ADC counts. The
distribution is �tted with skewed Gaussian function de�ned in the text.

� One of the tracks must point to CA, more than 5 mm away from the edge.

� The two tracks must match to the cluster positions.

� Reconstructed vertex position in z was 95 < z(m) < 158.

� Vertex �2 was less than 5.

� The charged particle not pointing to the CA had an E=p of 0:9 < E=p < 1:1.

With these event selections, the response for pions were collected, and the gain was evaluated
by again �tting the output signal with the skewed Gaussian function. The on-spill pedestal was
subtracted for CA calibration because its gain was small enough to be a�ected by the di�erence
between on-spill and o�-spill pedestals1.

The typical ADC counts for a MIP were 80 for RC's, 200 for SA's/CIA, and 5 for CA and
BA(0.25 pC/count). With respect to the gains, a long term stability was studied for RCs and SAs
by using the result of MIP calibration. Through the entire runs(� 1 year2), the biggest variation
in gain was found in RC6 to be �15:7% on average for all the modules in RC6. The other RCs
typically had a �10% of the shift. The gain shift in SA's/CIA was within �4% on average of each
counter.

B.2 Energy Scale for Photons

The next step in the photon veto counters calibration was to �nd a relation between the output
signal from each counter and the energy of photon hitting to the counter. Since the gain of each
channel was calibrated now, the relation between the output and photon energy can be expressed
by one conversion factor in each counter because the conversion factor was determined uniquely
by the con�guration of the counter and independent of the gain.

To relate the incident photon energy to the deposited energy, we looked at the response for the
photons decayed from �0 in KL ! �+���0 events, in which one photon was missing and �+, ��

and another photon were detected by the calorimeter. Assuming the parent particle to be KL, the
energy and position of missing photon can be extracted by requiring the sum of pt in the �nal state
particles to be zero. In this calculation, one obtains two possible solutions. To solve the ambiguity,
we also required the invariant mass reconstructed from the observed and missing photon to be

1BA also used on-spill pedestal in the gain calibration with the same reason.
2This studies were performed including E832 experiment which used the photon veto counters in common.
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consistent with �0 mass. The general discussion about the kinematics for missing particles can be
found in reference [69].

The event selection to collect such KL ! �+���0 events can be summarized as:

� Two opposite charged tracks were found.

� No activities in the muon counters.

� To reject K�3's, momenta of both tracks were required to be greater than 8 GeV/c, because
the range of steel associated with muon counters was about 7 GeV/c.

� The number of clusters was required to be three, in which the two of them matched to the
position pointed by charged tracks, and the rest did not match.

� To reject Ke3's, E=p was required to be less than 0.8 for both charged tracks.

� Vertex was found in the range 128 < z(m) < 155.

� The vertex position projected from the target to the front face of the calorimeter must be
inside of 13 cm� 13 cm squares centered at the beam holes.

� To reject KL ! �+�� events, an invariant mass reconstructed from the two charged particles
by assuming them to be pions, m�� , must be less than 400 MeV=c2.

� To reject KL ! �+��
, an invariant mass reconstructed from the three observed particles
by assuming the two charged particles to be pions was required to be less than 480 MeV=c2.

� The invariant mass reconstructed from an observed and a missing photon was required to be
greater than 125 MeV=c2 and less than 145 MeV=c2.

� The missing photon must point to any of the photon veto counters.

� No activities in photon veto counters, except for the counter which was expected to have the
hit of missing photon, was ensured by applying thresholds. The thresholds were 100 MeV
for RCs and SAs/CIA, 1 GeV for CA, and 4 GeV for BA1.

For the events passing the above requirements, the energy deposited in the module, which was
expected to have a hit of the missing photon, was related with the predicted photon energy as
shown in Figure B.2. It shows the correlation between the deposited energy in terms of number
of MIPs and the expected energy of photon in RC10, where the deposited energy is de�ned as the
sum of energy in the pointed module and its adjacent modules. The slope in this correlation can
be considered as a conversion factor which we want to extract. In fact, we �t the deposited energy
distribution, in 100 MeV bin in the expected energy starting from 150 MeV, with the skewed
Gaussian form shown in Equation B.1 to �nd the peak in each range. Fitting the peak values in
each energy bin with a straight line as a function of incident photon energy, the relation between
the output signal from the counters and the photon energy was established. The slope obtained in
the linear �t was the conversion factor. The result was summarized in Table B.1.

The resolution de�ned as the P3, in the skewed Gaussian �t, divided by photon energy, �=E


was also measured in the calibration of the energy scale. Since the reconstruction of missing photon
also had uncertainties in both energy and position, the subtraction of the resolution in expected
energy was necessary to measure the intrinsic resolution of photon veto detectors. The intrinsic
resolution in each energy range was determined to be

�intrinsic
E


=

r
(
�raw
E


)2 � (
�reconst
E


)2 ;
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Figure B.2: Correlation between the deposited energy and expected energy of photon incident in
RC10.

Table B.1: Energy conversion factor from a MIP to photon energy in the photon veto counters,
and their intrinsic resolution.

Detector Element Photon energy equivalent to a MIP Resolution= �=E


RC 133 MeV 7%=
p
E=(GeV=c) + 19%

SA/CIA 195 MeV 10%=
p
E=(GeV=c) + 1%

CA 260 MeV 25%
BA 99 MeV 15%
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where the �reconst=E
 denotes the energy resolution in reconstruction procedure, and was deter-
mined by MC studies in which we can know the true energy of the missing photon. Assuming the
resolution had an energy dependence with a form of

�=E
 =
A1p
E


+ A0 ;

we determined the coe�cients by a �t as shown in Table B.1. It is interesting to compare the energy
resolution for photons and muons. Based on the results listed in Table B.1, the resolution for
133 MeV(195 MeV) photon, which should have the same energy deposited with a MIP, is expected
to be 38%(24%) for RC(SA)'s, while the resolution for a MIP was measured to be 35%(30%) in
RC(SA)s. This agreement implies both of energy scale and resolution were well calibrated.



Appendix C

Number of Hyperon Decays

The number of � and � decays were directly related to the size of backgrounds from �! n�0D
and other Cascade decays. This appendix outlines the estimation of the number of decayed �0s
and �0s.

C.1 Number of � Decays

The principle to measure the number of decayed �0s was the same as used in KL. We used
�! p�� events as a substitute of KL ! e+e�
.

The event selection of �! p�� was summarized as below:

� There was at least one hit in trigger hodoscope.

� Two tracks with opposite charge were found.

� Decay vertex was found. In the vertex �nding, we required that at least one cluster matched
to the position pointed by a charged particle because most of protons went into the beam
holes due to their high momenta.

� A charged pion was identi�ed by the requirement of E=p to be less than 0.9. The other
charge particle was considered as a proton.

� A proton was required to go through the beam hole.

� The same requirements as in KL ! �0��� or KL ! e+e�
 with respect to vertex qual-
ity(Section 5.3) were imposed.

� Vertex position in z was 95 < z(m) < 158.

� Proton momentum must be 3 times larger than that of pion's.

� Proton momentum must be larger than 100 GeV.

� Sum of pt2 was required to be less than 0.001 (GeV=c)2.

� An invariant mass reconstructed from proton and ��, mp�� , was required to be 1:106 <
mp�� (GeV=c

2) < 1:126.
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With the above event selection, we collected 680 �! p�� events for a small data sample(the
number of KL decays was 5 � 109) with a L1 prescale factor of 20,000. The detector acceptance
for the �! p�� was calculated to be 21.1% from MC. Using the PDG value of Br(�! p��),
63.9%, the number of decayed �0s was measured to be 1:0�108. This implies that the ratio in the
number of decays between KL's and �0s was 50:1.

Based on this ratio, a total number of � decays was estimated to be 2:15�1011�0:02 = 4:3�109.

C.2 Number of � Decays

The number of Cascade decays was estimated by normalizing the area of pt distribution in MC
with that in data shown in Figure 7.6. The normalization was performed in the range 130 <
pt(GeV=c) < 150. As a result, the Cascade 
ux was estimated to be 1:6� 108.



Appendix D

More Background Studies

This appendix describes more background studies. The �rst section discusses the consistency
between the background level in data and our expectation for events in the �nal signal region. The
next section describes uncertainties on the background level estimation.

D.1 Consistency of the Number of Events in the Signal Re-

gion

Since we opened the signal box in Chapter 9, more background studies using data in the signal
region can be carried out.

In order to recon�rm our understanding of the shape of each background, and the rejection
factor of the cuts, and thus the expected background level, we compared the number of events
in the signal region between data and our expectation by relaxing some cuts. Table D.1 lists
the number of remaining events in the �nal signal region with the loose selection criteria. The

Table D.1: Comparisons of the number of events in the �nal signal region between data and our
estimation, with relaxed cuts. For the photon veto cuts, the requirements on RCs, SAs and CA
were removed, and a cut with a threshold of 8.5 GeV on BA1 was only applied without a distinction
of the vertex position in x. With respect to the charged veto, all the requirements were removed.
For the vertex quality, the cuts on vertex �2, �z, and o�mag �2 were not applied. The requirement
for the vertex position in z was relaxed to be 110 < z(m) < 158.

Relaxed Cut(s) MC
Beam neutron
interactions

Total expected Data

Photon Vetos 1.5 1.5 3.0 5
Charged Veto 0.25 1.0 1.3 3
Vertex Quality 1.8 0.5 2.3 2
Z position 0.043 0.5 0.54 0

Z & Vertex Quality 2.3 13 15 14

numbers in the table implies that the expectation is consistent with the actual number in data
within statistical error. The agreement is still excellent1, even with the relaxed requirements with

1The systematic uncertainty on the background estimation will be discussed in Section D.2, however, it would
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respect to both z and vertex quality, which increased the expected background level by a factor of
134.

D.2 Uncertainty on Background Estimation

The estimated background level was a product of three components: the number of decayed parent
particles, branching ratio, and acceptance. This section outlines the contributions from each
component to the uncertainty in the background level estimation.

D.2.1 The Number of Decayed Parent Particle

The numbers of decayed KL's, �
0s, and �0s are directly related to the background level.

Since the number of KL decays was measured by normalizing KL ! e+e�
 yields, the accep-
tance ratio between KL ! e+e�
 and each background source is relevant to the estimation of the
background level for backgrounds associated with KL decays, which is discussed in Section D.2.3.
Hence, here we only consider the statistics of the collected KL ! e+e�
 events and uncertainty on
Br(KL ! e+e�
) as sources introducing an error on the number of KL decays. As described in
Section 8.2, the MC statistics led to an error of 0.318%, and the number of observed KL ! e+e�

led to an uncertainty of 0.792%. The quadratic sum of the two sources came to be 0.85%.

As mentioned in Appendix C.1, the number of decayed �0s was calculated based on �! p��

events. The uncertainty in this measurement was estimated by comparing the number of events,
between data and MC, in speci�c kinematical region where �! n�0D was expected to dominate.
The event sample was the same as used in the evaluation of BA's detection e�ciency for hadron(see
\Hadron Detection by BA" in Section 6.2.3). The MC expected 102,489 events in the region, while
real data contained 120,451 events. We regarded the disagreement of 15% as a systematic error
on the number of � decays, neglecting the contamination of other backgrounds(the contamination
was predicted to be � 0:5% based on MC studies).

Since we extracted the number of decayed �0s by normalizing the area of the small peak at
around 135 MeV/c in pt distribution(Figure 7.6) after all the cuts, as mentioned in Appendix C.2,
the source of error in this evaluation was a statistics of the events(the contamination of other
background contributions can be negligible according to MC studies). The number of events to be
used to the normalization was 59, and thus it contained an error of 13% statistically. Therefore,
we conclude the error on the number of � decays to be 13%.

D.2.2 Branching Ratio

As well as �0 ! e+e�
 or KL ! e+e�
, the Particle Data Group's branching ratios were used to
estimate the background level. Table D.2 lists the uncertainties in the branching ratios for every
background source. In the case that a background source is a product of multiple decays, the
uncertainties were added in quadrature.

D.2.3 Acceptance Calculation

The errors in acceptance calculation were dominated by MC statistics for some modes, which is
discussed at �rst. The next major contributions arose from uncertainties on the e�ciency for the
electron identi�cation, photon vetos, and pt cut in �! �(! p��)�0D and �! �(! n�0)�0D .
Because of the large errors from these sources, most of other systematic contributions caused by a
discrepancy between data and MC in kinematical variables, such as mee
 , had negligible e�ects.

be negligible compared to the statistical error.
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Table D.2: The contribution of branching ratio uncertainties to the background level estimation.

Background Uncertainty on Branching Ratio(%)
KL ! �0�0�0D 3.2
KL ! �+���0D 3.6
KL ! �0�0D 3.3
Ke3 0.7
�! n�0D 3.2
�! �(! p��)�0D 3.0
�! �(! n�0)�0D 3.2
�! �(! n�0D)�

0 3.2

The size of background associated with beam interactions was evaluated by using real(masked)
data. The size of uncertainty on the background level estimation in the beam interactions is covered
at last.

MC Statistics

We calculated the acceptance for each background by generating 8 � 10�3 to 30 times larger
MC sample than real data(we refer to the number of generated events equal to a product of the
measured number of parent particle's decay and a branching ratio as the same size as data). In
order to enhance MC events, we used two tricks described below.

First, we evaluated the e�ciency of some cuts, using enhanced MC sample by relaxing the
uncorrelated cuts2. The signi�cant gain in statistics(a factor of � 20; 000) could be attained in
Ke3's, but it was only about a factor of 10 for the other modes. The relaxed cuts are summarized
in D.3 for each background source.

Second, the e�ciencies of pt cut on �! �(! p��)�0D and �! �(! n�0)�0D were obtained
by the �t of pt shape, not by statistics.

Because of the limited CPU time3, these two techniques were crucial to estimate each back-
ground level to the order of 0.01 events. Table D.3 summarizes the statistical uncertainties on
the MC event samples. As shown in the table, the background estimation in KL ! �0�0�0D ,
KL ! �+���0D , Ke3's, and �! �(! n�0D)�

0 had signi�cant contributions from the MC statis-
tics.

Particle Identi�cation

The charged pion rejection e�ciencies in E=p cut, shower shape �2 and TRD were evaluated from
real KL ! �+���0 events as mentioned in Section 5.4. Because the contamination of other events
in the KL ! �+���0 sample was negligible, we considered only the statistical error as a source of
uncertainties on the �/e separation factor.

With respect to the E=p cut, 1,126 charged particles in a total of 25,786(12,893 events in
total) tracks passed the E=p requirement, and thus we estimated the fraction of pions passing the

2Between the two selection criteria (a) and (b), if the e�ciencies of those cuts satisfy;

�a � �b = �ab ;

within �25% plus a statistical error of 1�, we considered the two cuts as uncorrelated.
3It would take two years in CPU time to generateKe3 MC sample with the same statistics of real data by a use

of 10 CPUs of 440 MHz alpha chip. To evaluate the magnitude of the background with the order of 0.01 event, we
need 200 years!!
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Table D.3: Statistical contributions in MC sample with respect to the background level estimation.
(*): The e�ciencies of pt cut were estimated from the shape, not by a statistics. The second column
lists the relaxed cuts to enhance MC events. PV denotes photon veto cuts, CHV for charged veto
cuts, EPH for the cut on photon energy, VQ for cuts on vertex qualities, Z for the cut on vertex
position, MPT for the cuts on mee
 and pt, PID for the particle identi�cation, and DAL for the
Dalitz kinematics cut. Also shown is the size of MC sample generated for each background source.

Stat. Error MC size
Background

in MC(%)
Uncorrelated cuts

(� data)
KL ! �0�0�0D 100 PV&CHV&EPH&VQ 12
KL ! �+���0D 100 PV&CHV&EPH&f(VQ&Z) or MPTg 4
KL ! �0�0D - PV&CHV&EPH&VQ 30
Ke3 90 (PID&DAL), (PID&MPT) 8� 10�3

�! n�0D - - 27
�! �(! p��)�0D 1:2� - 24
�! �(! n�0)�0D 2:3� - 24
�! �(! n�0D)�

0 100 PV&CHV&EPH&(VQ&Z) 24

requirement to be 0:4367� 0:01298%. It contained a 3.0% of relative uncertainty. With the same
manner as the E=p, the e�ciency in shower shape �2 cut and TRD were expected to have a relative
uncertainty of 2.5% and 1.7%, respectively. Summing the three errors in quadrature, the total error
in particle identi�cations in Ke3 was determined to be 4.3%. In a case of KL ! �+���0D , the
error of 4.3% comes to be 8.6% because of there were two charged tracks.

Photon Veto Rejection Factor

The photon veto counters' detection e�ciency directly contributed to the background level in
modes which had an extra �0 and thus a photon. The systematic contribution was studied by
arti�cially shifting the threshold in all photon veto counters, in which the size of arti�cial shift
was determined from the gain variation within one period of the calibration. The results of a 10%
shift in the threshold are summarized in Table D.4. As shown in the table, the change in BA's

Table D.4: The variation in e�ciency of photon veto cuts for backgrounds, when the threshold
was arti�cially shifted by 10% in the photon veto counter.

Shift in e�ciency(%)
Background

RC 10% shift SA/CIA 10% shift BA 10% shift All 10% shift
KL ! �0�0�0D 2.8 1.8 6.0 9.6
KL ! �0�0D 3.8 1.4 8.5 12
�! �(! n�0)�0D 2.1 1.4 3.4 4.9
�! �(! n�0D)�

0 4.9 3.9 13 15

threshold largely a�ected the rejection factor simply because of its high geometrical acceptance.
Finally, the variations of 9.6%, 12%, 4.9% and 15% were regarded as the systematic errors on the
photon veto's rejection factor for the four modes in the Table D.4, respectively.
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Rejection Factor in pt Cut

By �tting the pt shape to estimate the e�ciency of the pt cut for �! ��0D events, we attained a
statistical gain of a factor of 54. This gain in statistics cost another systematic contribution.

Fitting the range, 0:135 < pt(GeV=c) < 0:150, we modeled the high pt tail in �! ��0D events
as

f(pt) = exp[�318:4� pt=(GeV=c) + 48:41] ; (D.1)

with a �2 of 8.488 for 16 degrees of freedom. Integrating this form from 160 MeV/c to 240 MeV/c,
we estimated the e�ciency of the pt cut. The slope term is relevant in this �t, because the
constant term corresponds to the normalization factor. Therefore, we considered the shift in the
integrated area of the signal region due to the variation in slope as the error in the pt e�ciency. In
Equation D.1, the slope had an error of �14:81. Using the slope of �318:4�14:81 and normalizing
the area of 0:135 < pt(GeV=c) < 0:150, we obtained two functions as

f(pt) = exp[�303:6� pt=(GeV=c) + 46:44] ;

and
f(pt) = exp[�333:2� pt=(GeV=c) + 50:38] :

Integrating the above two function between 160 MeV/c and 240 MeV/c in pt, the deviation from
the original area was +56:0% and �35:9%, respectively. We conclude that +56:0% and �35:9%
are the error in the e�ciency estimation in the pt cut for �! ��0D.

Beam Interaction Background

Since the two �ts(for pt and z distributions) were used to predict the background level from beam
interactions at the vacuum window, the error arising from the two �ts were added in quadrature.
Each error was estimated by exactly the same procedure as used in the estimation of pt cut for
� ! ��0D. As a result, the integral of z distribution contained an error of +13:8% and �11:0%.
That in pt integral was +16:3% and �14:8%. The quadratic sum of the two errors came to be
+21:4% and �18:4%. From the size of relative error, the expected number can be written as
0:042+0:009�0:008 events.

By estimating the background level from beam interactions with a di�erent method, we consid-
ered the error on our background estimation. To investigate the contamination of non-exponential
shape in z(see Figure 6.9), we looked into the side band of mee
 distribution for high pt events
as shown in Figure D.1, which is mee
 of events with pt greater than 240 MeV/c and z greater
than 150 m after all the other cuts. The peak at �0 mass represents the correct reconstruction of
�0 ! e+e�
 whose �0 was produced by a beam interaction at the vacuum window. They corre-
sponded to the peak at z = 159 m and should have a steep fall o� in z. On the other hand, there
is another component in high mass area with a contamination of �! n�0D events. The side band
events may result from a wrong selection of a photon or an electron due to a production of multi
particles in beam interactions. The contribution to �0 mass region from the wrong combinatorial
events was estimated to be 2.2 events by �tting the events in 175 < mee
(MeV=c2) < 250 with an
exponential shape. The �2 of the �t was 15.4 for 25 degrees of freedom. As a cross check, we also
�t the shape with a linear function. Based on the linear �t, the contamination was estimated to
be negligible. Finally, we regarded the wrong combinatorial contamination to the signal region as
2.2 events by using the maximum number.

4If the gain was much large, say factor of 100, we could not estimate the rejection power by the �t because there
is a possibility to emerge non-exponential tail in pt, which is caused by photon conversions at the DC2, and can be
seen in �! n�0

D
(Appendix E). The � 
ux was 30 times smaller than that of �0s, we evaluated the pt rejection

e�ciency by the �t.
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Figure D.1: The mee
 distribution of event
with z > 150 m and pt > 240 MeV=c after ap-
plying all requirements. Open histogram shows
the data, and the hatched histogram represents
the expected contamination from �! n�0D .
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Figure D.2: The z distribution of events
with 0:17 < mee
(GeV=c

2) < 0:35 and
pt > 240 MeV=c after applying all require-
ments. Open histogram shows the data, and
the hatched histogram represents the expected
contamination from �! n�0D .

Next, the z distribution of the wrong combinatorial events with mee
 greater than 170 MeV=c2

and less than 250 MeV=c2 was investigated as shown in Figure D.2. The expected �! n�0D
contamination was determined from MC studies. The data in 140 < z(m) < 155 is in good
agreement with expected level of �! n�0D . The data contains 17 events in the z less than 150 m,
while the 19 events are expected to come from �! n�0D . However, there were two events in the
z less than 135 m although the probability to observe a �! n�0D event in the z range was 0.3%.
So we assumed the two events as the ones originated from beam interactions. On the other hand,
by subtracting the �! n�0D contribution, 84 events from beam interactions were expected at z
greater than 150 m.

Assuming the z distribution is independent of the mee
 , 2:2�(2:0=84)�0:501(pt shape) = 0:026
wrong combinatorial events in beam interactions could contaminate in the �nal signal region,
although there was not such a tail in the z distribution shown in Figure 7.2. Therefore, we put
the 0.026 events into a systematic error, and thus the �nal expected number of background events
due to beam interactions comes to be 0:042+0:035�0:008.

D.2.4 Summary

Based on the discussion in Section D.2, we �nalized the error in background level for each source
as shown in Table D.5. By adding each error in quadrature, the expected background level in total
was determined to be 0:12+0:051�0:038 events.
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Table D.5: The magnitude of errors in background level estimation.

Decay mode Expected number
KL ! �0�0�0D 0:03� 0:030
KL ! �0�0D < 0:01
KL ! �+���0D < 0:01
KL ! �e� + 
 0:02� 0:018
�! n�0D < 0:04
�! �(! p��)�0D 0:01+0:006�0:004

�! �(! n�0)�0D 0:01+0:006�0:004

�! �(! n�0D)�
0 0:01� 0:010

n+X ! �0X0 0:04+0:035�0:008

Total 0:12+0:051�0:038



Appendix E

Further Background Suppression

In Section 9.4.1, we mentioned the background level at the sensitivity with one order of magni-
tude better than our result. We here discuss the further suppression for major backgrounds in a
KL ! �0��� search with �0 Dalitz decay by tightening the selection criteria.

For backgrounds coming from beam interactions in the vacuum window, tighter z requirement
could reduce its magnitude, assuming non-exponential shape would not emerge even in the sensi-
tivity with one order of magnitude better than ours. For instance, the requirement, z < 146 m,
will give 16 times more suppression with a 14% signal loss. This shows an excellent advantage in
the Dalitz mode, in contrast to the two photon mode which su�ers from this background.

In order to reduce background from � ! ��0D, we can tighten the pt requirement. Since the
tail of pt at high end is falling down exponentially as shown in Figure 6.15, raising the lower bound
of pt from 160 MeV to 170 MeV will suppress the Cascade backgrounds by a factor of 20 with a
cost of 14% signal loss.

The only e�ective way to further suppress backgrounds from KL ! �0�0�0D is to have a more
powerful photon veto system. This is because the events passing our cuts on kinematics chose a
wrong photon to reconstruct mee
 and thus distributed uniformly in pt and mee
 plane1. Since
the geometrical acceptance of BA is quite higher than the other photon veto detectors, tightening
a cut on BA gives the best rejection. An additional BA cut, BA1 energy to be less than 2 GeV,
is expected to reduce KL ! �0�0�0D by a factor of 2.3 whereas it costs a signal loss of 37% over
the current level. Therefore, given a 10 times more KL decays with a 2 GeV threshold for BA,
the SES would be improved by a factor of 6 with 0.13(=0:03� 10=2:3) expected KL ! �0�0�0D
background events. To suppress the KL ! �0�0�0D in much better sensitivity, say O(10�9), an
improvement in photon veto detectors will be necessary.

Since the background level from Ke3's is expected to be 0.2 events with 10 times better sensi-
tivity, it would not be crucial in a search with a sensitivity of order 10�8. Besides, we can obtain
an additional rejection factor of �2 from tighter E=p cut with a percent level signal loss, factor of
�3 from tighter requirement on TRD with a cost of 20% signal loss. However, it seems di�cult
to suppress Ke3's to the same level with our search at a sensitivity better than two orders of
magnitude without any improvements in detector technology.

The background level from �! n�0D was estimated to be < 0:04 events in our sensitivity. For
a search with better sensitivity, photon conversions at the DC2 in �! n�0D events will be severe
backgrounds, because e+e� would be created sometimes with very asymmetric energy and the
lower energy particle would be swept out by the momentum kick at the analyzing magnet. The
remaining particle could be identi�ed as a photon with an incorrect kinematics due to a lack of track

1Even in case of wrong selection of photon, pt tends to be lower than 200 MeV as can be seen in Figure 6.1. It is
limited by other �0's energy. Therefore, we can reduce KL ! �0�0�0

D
by requiring pt to be less than �200 MeV,

but it is not realistic because of huge signal loss.
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in upstream segment and thus it can not be regarded as a physical track. When the conversion
will occur more upstream, it would be recognized as three track event and can be removed. Also,
the conversion at more downstream will not bring such a problem because the energy and 
ight
direction of the e+e� is almost the same with the original photon due to its extremely narrow
opening angle between electron and positron, and kinematically identical with the original photon.
The background caused by such a photon conversion at the DC2 does not have a exponential tail
in high pt region. Our estimation is limited by statistics to study the contamination due to such
backgrounds to the signal region. Therefore, what we can now predict about this background is
that it must be less than 0.4 events in 10 times better sensitivity. More studies for this background
are crucial in further searches with Dalitz mode.
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