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Abstract 

This work reports results of the first search for the pentaquark, which is predicted 
to be a doublet of states: P2s = icsuud) and Pc.~ = icsddu). The color hyperfine 
interaction between their constituent quarks results in a maximal binding potential 
of 150 MeV. Calculations done using other models predict that the pentaquark is 
either bound or is a near-threshold resonance. A bound pentaquark would have a 
mass below 2.907 GeV /c2 and its lifetime would be like that of other charm particles, 
of the order of 10-13 s. Crude estimates of the pentaquark production cross section 
predict values of the order of 1 % of that of the Ds. Observation of the pentaquark 
is interesting for its unusual structure and would contribute to the understanding of 
QCD and the concept of confinement. 

We searched for the pentaquark in the framework of Fermilab experiment E791, in 
which a 7r- beam of 500 GeV /c interacted with a segmented nuclear target. The 
decay products of the produced hadrons were detected in a spectrometer capable of 
measuring production and decay vertices in great precision and of identifying charged 
hadrons. During the experiment 2 x 1010 events were recorded. In off-line analysis 
over 200,000 charmed particles were fully reconstructed. 

We have searched for the pentaquark in its expected decay mode P2s --+ </>7rp, where 
the </> subsequently decays to /{+ K-. We normalize the sensitivity of our search 
to n; --+ </>7r± decays which are similar enough that several systematic errors are 
common to both decay modes and cancel in the measured ratio of cross sections and 
branching fractions. The large number of events collected in the experiment made it 
possible to reach the desired sensitivity for the search. 

Topological, kinematic, and other criteria were imposed to reject background and 
improve the statistical significance of a pentaquark signal in the </>7rp mass spectrum. 
The optimal selection criteria have selected 24 </>7rp candidates, out of which 11 with 
masses between 2.75 to 2.91 GeV /c2

, the region where the pentaquark is predicted to 
exist. Seven of these 11 events are grouped near 2.86 GeV /c2

• However, because of the 
low statistics in the final spectrum we conclude that there is no convincing evidence 
for the existence of the pentaquark in our data. We present a mass dependent upper 
limit at 90% confidence level for the ratio: 

ap. BP-+¢>7rp 

av • . BV,-+</>1r' 

where ap and av. are the cross sections for production of the pentaquark and the Ds, 
respectively, and B is the branching fraction for the listed decay modes. The upper 
limits are 0.022, 0.032, 0.025 and 0.046 for M(P2s) = 2.75, 2.79, 2.83 and 2.87 GeV /c2

, 

respectively, assuming a P2s lifetime of 0.4 ps. The values of the upper-limit depend 
upon the pentaquark lifetime due to dependence of the acceptance on lifetime. For 



M(P~) = 2.83 GeV /c2
, the upper-limit is a rapidly decreasing function of lifetime, 

from an upper-limit close to 1 for 0.1 ps, to the value listed above for 0.4 ps, and 
remaining about the same for larger lifetime values. 

The upper-limits are approaching the theoretically estimated ratio of production 
cross-sections if we assume the same branching fraction for the two decays and a 
pentaquark lifetime of 0.4 ps or greater. This search provides a good starting point 
for future searches in experiments that will collect larger samples of charm particles. 
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Chapter 1 

Theoretical Introduction 

The spectrum of observed hadrons fits into multiplets of two- and three-quark states. 
The mass differences within these multiplets can be explained by effective quark 
masses and the color-hyperfine interaction (CHI) in the QCD Hamiltonian [l]. Cal­
culations done using the CHI predict the existence of particles made of more than 
three quarks. Jaffe [2] predicted the existence of the H dibaryon, H = luuddss), 
and extensive efforts have been made to find it experimentally [3]. Lipkin [4) and 
Gignoux et al. [5] have proposed that a doublet of states, the P2s = icsuud) and the 
Pc.~ = icsddu), and their charge conjugate states, may exist and be stable against 
strong decays. These were named pentaquarks ("Pc.s"). The predictions made us­
ing CHI interaction predict a pentaquark binding potential which varies from 150 
MeV /c2 to few tens of MeV /c2

, depending on how SV(3)ftavor symmetry breaking 
and the mass of the charm antiquark are taken into account [5]. Contributions to 
the binding energy from other components of the Hamiltonian are even more model 
dependent. Calculations done using bag models [6, 7], an Instanton model [8], and 
Skyrme models [9, 10] conclude that, depending upon the choice of parameters, the 
pentaquark is bound or is a near-threshold resonance. 

Observation of the pentaquark is interesting for its unusual structure and would have 
far-reaching consequences for quantum chromo-dynamics ( QCD) and for the concept 
of confinement. This work describes in detail the first published search for the pen­
taquark and report its results. 

In this chapter I present the pentaquark. Section 1.1 describes the pentaquark mass 
predictions by different models. Section 1.2 discusses the structure of the pentaquark 
and the resulting possible decay modes and lifetime. Section 1.4 describes possible 
mechanisms for pentaquark production and show rough estimates of the cross section 
to produce the pentaquark. 
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1.1 Predictions of the pentaquark mass 

1.1.1 The color-hyperfine interaction (CHI) 
Color-hyperfine interaction (CHI) is a short range interaction. It describes one gluon 
exchange between quarks as given by the expression: 

VcH1 =-a L >-.) .. iaia'i/mimi, 
i<j 

(1.1) 

where a measures the strength of the interaction, ).. is a color matrix of an interacting 
quark, u is its Pauli spin matrix and mi are the constituent quark masses in a non­
relativistic quark model. The sum in the expression is over all possible pairs of 
interacting quarks. The differences in hadron masses within the multiplets are well 
reproduced by the CHI splitting [1]. When a is small enough at near-separation of 
quarks in order for QCD hyperfine splitting to be relevant, and the only symmetry 
breaking arises from the different quark masses, the hadron masses can be expressed 
as [11]: 

m( mesons : lq1 if.2) ) 

(1.2) 

where mi are the constituent quark masses, and a and a' are constants which include 
the appropriate color factors (-4/3 for mesons and -2/3 for baryons), and the strength 
of the interaction a. 

In the SU(3)fiavor symmetry limit, and under the assumption that the c quark does 
not contribute due to its large mass, the expression in Eq. 1.1 reduces to [2]: 

(1.3) 

where mis the quark mass assuming SU(3)fiavor symmetry (m(u) = m(d) = m(s) '.:::::'. 
336 MeV /c2

), Nq is the number of active quarks, Sis the total spin, and Cf8 and Cf 
are eigenvalues of Casimir operators of SU(6)color-Spin and SU(3)color, respectively. 
The coefficient a is calculated from the ~ - N mass splitting of 300 MeV which 
is attributed to the CHI. Using for the ~: Nq = 3, S = ~' Cf 8 = 42, Cf = 0, 
and for the nucleon: Nq = 3, S = ~' Cf8 = 66, Cf = 0, the resulting splitting is 
m(~) - m(N) = 8(a/m2 ). The binding potential of a system is given approximately 
by the difference between the expectation value of VcHI acting on this system and 
on the lightest color-singlet combination of quarks into which it can be decomposed. 
In the case of the H this lightest combination is a (A - A) system and for the Pcs it 
is the (D; - N) system (see sec. 1.2). Using for the H: Nq = 6, S = 0, Cf 8 = 144, 
Cf = 0, and for each A: Nq = 3, S = ~' Cf8 = 66, Cf = 0, the resulting mass 
splitting is m(A - A) - m(H) = 4( a/m2

), half of the~ - N mass splitting, i.e. about 
150 MeV. Similarly, in the case of the pentaquark, if the c contribution is neglected, 
and the state considered for the four remaining quarks is of spin zero and a color 
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Figure 1.1: Binding potential of the Hand Pc.s corrected for the SU(3)ftavor symmetry 
breaking. 

triplet, then Nq = 4, S = 0, Cf5 = 3~4, Cf= 1
3
6

, yielding VcHI = -8(a/m2
). As 

for the Ds - N system only the nucleon has a CHI (because the c does not con­
tribute to the interaction within the Ds) and it is -4(a/m2

) as discussed above. The 
mass splitting between the pentaquark and the threshold Ds - N system is therefore 
m(Ds - N) - m(Pc.s) = 4(a/m2

), the same as for the H particle,,...., 150 MeV. These 
calculations were corrected for the SU(3)ftavor symmetry breaking and for the finite 
mass of the c quark [5]. The results are shown in Figs. 1.1 and 1.2. The parameters 
fJ = 1-mv./ms and 'T/ = mu/me express the sensitivity of the calculation to the masses 
of the s and c quarks being different from the masses of the light u and d quarks. It 
can be seen that the Pc.s retains always a larger binding potential than the H and for 
reasonable values of the two parameters ( fJ ~ 0.3 and 'T/ ,...., 0.2) the binding potential 
can be several tens of Me V. 

However, the VcHI potential is only a part of the Hamiltonian which describes the 
binding energy of a particle. The standard non-relativistic quark Hamiltonian is given 
by [6]: 

( 
P~ ) 3 3 a· . a· ,x. ,x . 

H = L -' - -L,,\i,\iVc,(rij)- -"£, ' 1 
'

1 Vss(rij), 
i 2m; 16 i<i 16 i<i mimi 

(1.4) 

where the first term represents the kinetic energy, the second stands for the color­
electric central potential and the third is the spin-spin interaction which includes the 
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Figure 1.2: Binding potential of the Pcs corrected for the SV(3)ftavor symmetry break­
ing (the X-axis is 8 = 1 - m,j ms) and for the finite mass of the charm quark, using 
the parameter 7J = m,jmc = 0.1 and 0.3 

CHI potential. The massive c quark makes the kinetic energy term much smaller in the 
pentaquark than in the H if the same form factor (internal momentum) is assumed. 
The complete mass evaluation is more model dependent. Over 20 calculations of the 
H mass were performed using a variety of models [12]. Most of the results cluster 
around the A - A threshold, with exceptions of very deep binding of over 1 GeV /c2 

or a state unbound by 0.5 Ge V / c2• This indicates that most likely the H is either 
bound or unbound by a few MeV /c2

• Much fewer model calculations were done for 
the pentaquark. They are described in the following section. 

1.1.2 Other models 

Bag model 

The bag-model picture adopted by Zouzou and Richard [7] has quarks moving inside 
a cavity, and chromo-electric as well as chromo-magnetic interaction between them. 
In the original MIT bag-model ground state mesons and baryons are described with 
u, d, s quarks in a static cavity. The quark wave functions are given by the free Dirac 
equation inside a sphere of radius R. For a given radius, the hadron energy, 

4 3 ~ Zo 
E(R) = 37rBR + ~Wi - R + 8Ee + 8Em, 

i 

(1.5) 

combines the volume energy (first term), the kinetic energy (second term), the zero­
point energy which includes other corrections in an effective way (third term), and 
chromo- electric and magnetic corrections (fourth and fifth terms). The zero point 
energy (-t) is an empirical correction needed for simultaneously fitting the meson and 
baryon masses, but it prevents proliferation of multiquark states in the bag model. 
The chromo-electric term is: 

ac 2: 8E = - ,\ · · ,\ · 1· · 
e 2R . . ' 3Ji,1 

i,J 

(1.6) 
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where Ai is the color-electric strength, calculated from quark densities. The chromo­
magnetic term is: 

fJE = _ 3ac "\;' rJ· . <i'·).. . . ).. ·g· . 
m R ~ 1 J 1 J i,J 

i<J 

(1. 7) 

where the strength 9i,j is expressed in terms of magnetic moments and densities. As 
a result of non-linear boundary conditions, the bag energy is minimized with respect 
to R, and the results correspond to the following set of parameters and masses: 

B 114 = 0.145 GeV, Zo = 1.81, ac = 0.55, 
mu,d = 0, ms = 0.279 Ge V. (1.8) 

In reference [7] the MIT bag-model was adopted to include heavy quarks, and was 
proposed as "adiabatic" bag-model. For fixed interquark separations, the shape and 
size of the bag were adjusted to minimize the energy of the gluon field. This minimum 
was used as the interquark potential and was inserted into the Schrodinger equation. 
In the case of hadrons with one heavy quark it was assumed that the heavy quark 
stayed at the center of the bag. The parameter O'.c was defined as a running coupling 
constant depending on the radius R of the bag: 

O'.c = 18/n(l + 1/(AR)) · 
(1.9) 

The radius R was adjusted in the approximation where only the volume, kinetic and 
zero-point energies were included. The chromo-electric and -magnetic terms, modified 
to include the heavy quark, were then computed with this radius already fixed. A 
reasonable description of the spectrum of ordinary, charm and beauty hadrons was 
achieved with the following set of parameters (Table 1. in ref. [7]): 

B 114 = 0.1383 GeV, A= 0.400 GeV, Zo = 0.574, 
Xu,d = Xu,d = 2.042, Xs = 2.3, 

mu,d = 0, ms= 0.273 GeV, me= 2.004 GeV, mb = 5.360 GeV (1.10) 

with x/ R being the wave number of a quark. The agreement between calculated and 
measured masses of hadrons demonstrates that the model does not overestimate the 
strength of the magnetic forces, which are a potential source of collective binding. 

The calculation of IQqqqq) states was done in the same model. Details of the chromo­
electric and -magnetic terms, and the spin-color wave functions can be found in ref­
erence [7]. The study was made on pentaquarks: JQudss) and JQsuud) and their 
charge conjugate states, with total spin and parity JP = t -. The results are that the 
pentaquark is bound in the limit where m( Q) = oo and ms = mu,d, but the stability 
does not survive the heavy quark mass being finite and the SU(3)ftavor symmetry 
breaking. With these conditions the pentaquark is predicted to be a resonance, with 
a mass of about 8 Me V above the threshold. 

In other non-relativistic bag-model calculation, authors tried to extrapolate the quark­
antiquark potential of mesons towards the multiquark sector [6]. An interesting result 
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of these calculations is that the short-range 2-body correlation is generally smaller in 
a multiquark system than in ordinary hadrons. This tends to reduce the binding of 
multiquark states. 

Instantons model 

It is possible to learn about the ground state of a quantum mechanical system by 
solving the corresponding classical problem in the Euclidean space (where -XµXµ = 
x~ + x2

) [13]. Since it is not known how to solve directly for the true ground state of 
quantum chromodynamics (QCD), the classical chromodynamics equations are solved 
in Euclidean space with energy E = 0. These are called the instanton solutions. Their 
presence reveals the degeneracies and accompanying tunneling in the real-world QCD. 
The appropriate superposition of these states yields the true structure of the ground 
state - called the "0-vacuum". 

The H and pentaquark binding energies are significantly reduced by the instanton 
effect [8]. The coupling between instantons and flavor-singlet groups of light quarks 
induces an effective interaction between quarks, denoted as Vu 1, which is known to 
give a main contribution to the large T/ -TJ' mass difference. Vu1 gives an overall shift 
in the S-wave baryon mass spectrum when the model parameters are readjusted to 
give the observed hyperfine splitting. At the same time Vu1 reduces the value of 0:'8 

to about (60-70)% of its original value, which is a highly welcome feature since the 
best fit value of a 8 obtained in the CHI of valence-quarks is too large for perturbative 
treatment. Vu1 generates a longer range attraction and a short range 3-body repulsion 
in multihadron systems (if the three quarks are in color singlet). The quark-quark 
interaction is represented by three terms: 

OGE+ Vu1 +confinement potential. (1.11) 

These represent the perturbative effects of the gluon field (OGE), the short-range 
nonperturbative effects (Viu ), and the long-range nonperturbative effects. The terms 
that give the mass splitting are the color-hyperfine interaction part of OGE and Vu1. 
Viu consists of 2- and 3-body parts (Vu12 and Vu13 ) and is operative only in flavor­
singlet quark states. 

In order to take into account the threshold energy properly, an extra flavor-dependent 
effective potential between s - s and s - c quarks was introduced in ref. [8]: 

(1.12) 

where 'ii=~- The total quark Hamiltonian becomes: 
J 

H = K + (1 - p)VoaE + pVu1 + Vth, ( 1.13) 

where K is the kinetic energy and the parameter p specifies the relative importance 
of Vu1 in the splitting. For Viu - the interaction between light quarks only was con­
sidered since it originated from the zero energy mode of massless quarks. For CHI -
the interaction between u and c quarks was also considered as it had been the one 
which gave rise to the large D - n• mass difference. The effect of confinement was 
simulated by using gaussian ground state configurations with size parameter b = 0.5 
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fm. The corresponding quark core was rather strong. The overall strength of OGE 
and Vu12 was chosen as to give the ..6. - N mass difference, where Vu12 accounted for 
40% of this splitting. The various parameters in the Hamiltonian were adjusted to fit 
the mass splitting of other known particles. 

The allowed symmetries in color, spin and flavor of the u, d, s quarks ([21]ex[21]sx[13
]1) 

imply that the three body repulsion in the pentaquark is one third of that in H. The 
originally predicted pentaquark [4, 5] has its four light quarks with spin zero and 
[211]1 symmetry. The original H was predicted to have spin zero and [222]1 sym­
metry [2]. These two states satisfy the "flavour antisymmetry" hypothesis, by which 
quark systems characterized by the maximum possible antisymmetry of quark flavors 
are the most strongly bound. For these two states, the binding energy predicted by 
the instanton model is -44 or -28 MeV for the pentaquark, and -35 or -45 MeV for the 
H, where the two values refer to the parameter p = 0 or p = 0.4, respectively. Pen­
taquark and H states with other symmetries in flavor are predicted to be unbound 
by up to 276 MeV and 342 MeV, respectively. The pentaquark state with [211]1 
symmetry is not a good energy eigenstate though. The bound state in this model is 
mainly a mixture of [211 ]1 and [22]1 states. 

Effects of quark clustering inside the H and the pentaquark were studied also since 
energetics of various cluster channels could exhibit different symmetry breaking ef­
fects. A schematic quark-cluster model (QCM) was employed, where meson exchange 
potential between the clusters of quarks was taken into account. It included only a 
spin-flavor-independent attraction, Vu(R). For the pentaquark the strength Vu(R) 
has been taken to be 2/3 of that of N - N system as this is the ratio between qq 
and qQ clusters in the two systems. The resulted binding energy of the pentaquark 
was small - few Me V, almost independent of the parameter p. The calculation of 
binding energy, however, involved considerable uncertainties since neither the meson 
contribution nor Vth were well known. Since the intermediate attraction for p > 0 
was overestimated in the model, the conclusion was made that the pentaquark is not 
likely to be bound. 

As for the H - two bound states are expected. Using the same model, the original H 
state with [222]1 symmetry is predicted to be bound by 43 MeV at p = 0. The other 
state, with [42]1 symmetry is only weakly bound. Around p = 0.4 the binding energies 
of the two states are almost degenerate. When the strength of the meson exchange 
potential is readjusted as a function of p to reproduce the two-nucleon scattering 
data, the H particle is shifted from a bound state to a low-lying resonance state for 
p > 0.25. 

Skyrme model 

Many properties of the large Ne limit of QCD (where Ne is the number of colors) 
are satisfied by the meson sector of the sigma model [13]. In a simple case of only 
two flavors, where the underlying symmetry is SU(2)LxSU(2)R, the Langrangian of 
a non-linear sigma model for m7r = 0 is: 

(1.14) 

with U being the meson fields, and f7r the pion decay constant (being inversely pro­
portional to the 7r - 7r coupling). Skyrme showed that when a quartic term involving 
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the derivatives ( 8µ.U) was added to the meson Langragian, this self-interacting system 
possessed a static classical solution of finite size and energy, and with a conserved 
topological number q. Such solutions are called solitons. Skyrme proposed that the 
soliton in the q = 1 sector be identified with the nucleon. He also showed that two 
solitons in his model interacted strongly, the same as two baryons do in the large 
Ne limit of QCD. It appeared plausible that a sigma model, with quartic and higher 
order terms added to it, may be the effective Lagrangian of QCD at low energies. 
The effective Skyrme Lagrangian density in the SU(2) xSU(2) sector is given by: 

c = 1 Tr( a.u a• ut) + 
3
;
9

; Tr[ ut a.u, ut a"u]', (1.15) 

with !11: = 93 MeV, and gp the coupling constant fpn· This effective Lagrangian 
contains only the physical meson fields in which the baryons appear as solitons and 
interact strongly. The whole approach is nonperturbative, allowing to bypass the 
problem of using perturbation theory even when the quark-gluon coupling a 8 is large 
(recall the calculation of the hyperfine splitting that is valid only for small a 8 ). In 
contrast to a nucleon, a soliton with a topological charge q = A cannot be considered 
to be a nucleus since its energy is larger than an assembly of A solitons. Even though 
the Lagrangian in Eq. 1.15 contains only bosonic fields it describes fermions in the 
q = 1 sector. It has been shown in various ways that Skyrme's soliton with q = 1 may 
admit double valued wave function under rotation of 27r and behaves like a spin-t 
system. 

The bound state version of the soliton model describes strange hyperons as bound 
states of heavy flavor mesons and a topological soliton [9]. This approach succeeded to 
predict both the spectra and magnetic moments of the charm and bottom hyperons. 
It was natural to use the soliton model to obtain further insight into the possibility 
for stable exotic baryons that cannot be formed of three quarks alone. Two sets of 
parameters (Setl with !11: = 64.5 MeV and m11: = 0, and setII with !11: = 54 MeV and 
m11: = 0.139 GeV) lead to the correct mass values for the nucleon and the D. reso­
nance. With these two sets the calculation predicted that a meson with c = (-1) (an 
anti-charmed meson like: D0 = lcu)) should be bound at 1.831 GeV (setI) or 1.751 
MeV (setII). The 80 MeV difference between the two values provided a measure of 
the uncertainty of the prediction. 

The pentaquarks in this model are hyperons formed of 5-quark configurations IQqqqq), 
where Q refer to the heavy charm or beauty quarks and q to the light u, d ors quarks. 
The isospin states of the non-strange c = ( -1) hyperon are I = 0, 1, 2, corresponding 
to the possible isospin values of the four light non-strange quarks that form the 
soliton. When the hyperfine splitting is taken into account, the mass formula for 
such hyperons is: 

1 
MHYP = MsoL + w + 

20 
[aJ(J + 1) + (1 - a)I(I + 1) + a(a - l)JM(JM + 1)] (1.16) 

where J is the spin of the hyperon, I is its isospin and JM is the total angular mo­
mentum of the heavy meson (D). The soliton mass, energy and moment of inertia are 
denoted MsoL, w and n, respectively. The hyperfine structure coefficient a depends 
upon the state energy and the ratio between the decay constants of a heavy meson 
and a pion fv/ !11:· With both sets of parameters (setl and setII) a=0.16, and the 
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non-strange hyperon with I= 0 is bound by 180 MeV to 100 MeV below the D - N 
threshold. 

If one of the light quarks is a strange quark, then the pentaquark is described in this 
model as a two-meson state formed by a soliton and as= (-1) kaon and a c = ( +1) 
meson. The Pc.s baryon has isospin values of~ and ~· For I= 2 the pentaquark mass 
prediction varies between 2860 MeV - 47 MeV below the Ds - N threshold, and 2949 
Me V - 42 Me V above this threshold. 

In another soliton model calculation [10] high derivative terms are neglected in the 
Lagrangian and the pentaquark is considered to be a bound state of a heavy meson and 
an anti-soliton. An investigation was made in the SU(2)L xSU(2)R symmetry, in which 
the states have zero strangeness. When SU(3) flavor symmetry was incorporated 
into the model, in order to take the strange quark into account, a large number 
of degenerate pentaquark states were produced, which were weakly bound. They 
could be destabilized by higher order corrections. When, however, SU(3) symmetry 
breaking was _taken into ac~ount it was shown tha~ the most stable states should be 
the doublet IQsuud) and jQsudd), and the state IQssud). In the bound state picture 
the masses of these states were estimated to be: 

IQsuud) = IQsudd) "'2857 MeV, IQssud) "'3009 MeV. ( 1.17) 

1.2 Characteristics of the pentaquark 

The pentaquark is predicted to be a doublet of states, P2s and Pc.~, being constructed of 
icsuud) and icsddu), respectively. Their spin and parity JP= ~ - . The quarks can be 
combined to form subgroups within the pentaquark, which are color singlets, or they 
can form a state which has a substructure of color octets and is only an overall color 
singlet. The substructure of color singlets in the iesuud) state can be associated with 
well known mesons and baryons (being off-mass shell), such as (Ds - N): lcs)luud), 
(i5°-A): jcu)juds) and (D- - ~+): lcd)luus). The same combinations of quarks can 
be associated also with other particles (a luds) state can be either A or ~0 ) or with 
resonances. The wave function of the P~ and Pc.~ should include all these possibilities 
and hence can be written schematically as: 

<l'1 \JI D:;- -p + /31 \JI fJO-A + /1 \JI D--E+ + 81 W sq + 
<l'2 \JI D:;- -n + /32 \JI [}0-E- + /2 \JI D--A + 82 W sq + (1.18) 

The first three terms represent the substructure of color-singlet components within 
the Pc.s and the fourth term represents the color-octet contribution. The three dots 
represent all other possible terms in the wave function (other states or resonances). 
The notation '11v:;--p stands for '11v:;-(R)'11p(-R) and denotes the spatially separated 
off shell D; - p system. The coefficients a 1 , /31 etc. represent the overlap amplitudes, 
which depend on quantum numbers of the states and their radial overlap: 

(1.19) 

The lightest mass combination among the meson-baryon pairs is that of the D s - N 
(2.907 GeV /c2

). If the pentaquark has a larger mass it would decay strongly to these 
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particles. If it is a bound particle its structure can be that of a molecule formed of an 
off-shell meson and a baryon, or it can have a tight structure where the five quarks 
are in very short distances from one another. 

The lifetime and decay modes of the pentaquark depend upon its (unknown) mass and 
internal structure. The pentaquark would decay strongly to its constituent particles 
if its m~ss is above threshold. As the mass of P/s increases more decay channels are 
open: D0 - A (above threshold of 2.981 GeV /c ) and n- - E+ (above threshold of 
3.058 GeV /c2). If, on the other hand, the pentaquark mass is below threshold, it 
would decay weakly with lifetime of the order of 10-13 s (see below). Like decays 
of other charm hadrons, it is expected that the decay of the pentaquark would be a 
spectator decay [15]. In that picture, the anti-charm quark decays while the four other 
quarks, forming a spin zero state, are spectators in the decay process. The quarks in 
the final state are combined to form different decay products. Fig. 1.3 shows one of 
the possible decay diagrams. 

c 

s s 

u 

:JP u 

d 

Figure 1.3: A possible decay diagram of the pentaquark. The c quark decays to s 
while the other quarks are spectators. The c decay involves aw- intermediate state 
which decays to u and d quarks. The quarks combine to form hadrons in the final 
state ( 1r<pp). 

For small binding energies of the pentaquark it is more likely that the pentaquark 
would have a molecular structure, with the off-shell meson and baryon being loosely 
bound together. In that picture it is expected that the off-shell charm mesons decay 
via the same decay modes as of the corresponding on-mass-shell mesons. The baryons 
remain spectators in the decay process because they are more stable. Table 1.1 lists 
some decay modes of the on-shell particles together with their branching fractions 
(B) [14]. Since the pentaquark decay in that picture is dominated by the decay of the 
off-shell meson we assume that the relative branching fraction for a specific meson is 
similar to that of the free meson. For example, for a pentaquark which decays via the 
D; - p part of the wave function, we expect to have twice as many decays to </nr- - p 
than to ¢7r+7r-7r- - p. 
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D5 n- L;+ no 

Decay B(%) Decay B(%) Decay B(%) Decay B(%) Decay 

cP1r- 3.6 J(+7r-7r- 9.1 p7ro 51.6 J(+7r-7r-7r+ 7.5 p7r 
J{•O ]{- 3.4 ]{Op- 6.6 n7r+ 48.3 J(+7r- 3.8 

</>7r+ 7r-7r- 1.8 J(07r- 2.7 J(+ 7r-7ro 13.9 
K+ K-7r- 0.9 

Table 1.1: Major decay modes of the color-singlet components of the pentaquark and 
their branching fractions (B) for the on-shell particles. 

The masses of the off-shell mesons are reduced when they are bound within the pen­
taquark, relative to the masses of the free mesons. As a result the available phase 
space for the decaying particles is reduced and consequently, the partial width for 
any decay mode is smaller, making the total lifetime longer. 

The decay through the color-octet component can be a spectator decay of the anti­
charm quark, as described above, which result in the same decay products as these of 
the molecule-like pentaquark. This component would allow also direct annihilation 
of the c quark on the s and d quarks via the Cabibbo allowed and suppressed tran­
sitions and.other ways of quark final state interactions [15]. This will lead to decays 
of the pentaquark into the p - K- and p - 7r- systems. The Cabibbo allowed and 
suppressed exchange diagrams lead, via annihilation of the c on the u quark, to the 
L;- - J(+, L;- - 7r+ and :=:- - J(+ decays. The diagrams in Fig. 1.4 give an example 
of the annihilation and exchange processes. 

: ::::0'V::J K-
c w? s 

K+ 
u :} u :} d 

u s s 

d u u 

Figure 1.4: Cabibbo allowed and suppressed diagrams. Left: direct annihilation 
diagram. Right: exchange diagram. 

The effect of having more decay channels on the pentaquark lifetime is to reduce it, 
but it is hard to estimate the branching fractions of these decays. 

In summary, the decay modes of the pentaquark and its lifetime carry information 
about its internal structure. We expect that the lifetime of the pentaquark is some­
what longer or shorter than that of the Ds, in the range of 10- 13 to 10-12 seconds. 
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1.3 Signature of the pentaquark 

As discussed above, the decay of the c quark with the other quarks being spectators, 
or the decay of the off-shell meson in a molecule-like pentaquark result in the same 
decay products. The expected decay processes from the molecule-like pentaquark 
are therefore general and characterize many of the expected decays from the tight­
structure part of the wave-function as well. Some of the decay processes expected 
from the molecule-like terms are listed below. Fig. 1.5 shows decay diagrams of two 
of these possible decay processes. 

\JID_ 
s -p 

• P~s ~ </nr-p ~(I<+ I<-)7r-p 

• p~s ~ f{*o f{-p ~ (I<+7r-)I<-p 

• p~s ~ I<+7r-7r-7r+ A~ I<+7r-7r-7r+(p7r-) 

• p~ ~ I<+7r-7roA ~ I<+7r-7ro(p7r-) 

• p~s ~ /{+7r-7r-E+ ~ /{+7r-7r-(p7ro) 

• peas~ J?Op-E+ ~ (7r+7r-)(7r-7ro)(p7ro) 

Here, the brackets stand for secondary decay process. The resonance particles ¢, 
J{*0 and p decay strongly in the decay vertex of the pentaquark. The baryons decay 
further downstream because of their relatively long lifetime (approximately 10-10 s ), 
except for the proton which does not decay at all. Thus, the \JI D;- -p term contributes 
decay modes that are characterized by a single decay vertex. The decays arising 
from the terms \JI D°-A and \JI D--E+ involve two-step decays, with two separate decay 
vertices (as demonstrated in Fig. 1.5 )_. When the off-shell II!.eson decay involves a 
long-lived daughter particle, like the I<0 in the decay P~ ~ I<0 p-E+, the signature 
of the decay is even more complicated, with three decay vertices. 

In an experiment that can detect charged particles efficiently, the preferable decay 
modes to search for are those with only charged particles in the final state. Among 
the decay modes listed above the expected decay modes from the \JI D-; -p term are 
preferable for experimental search since it is more efficient to detect one decay vertex 
rather than two or three vertices. In these decay processes the momentum distri­
bution of the emitted protons can provide information about the internal structure 
of the pentaquark. It will have a Fermi momentum distribution for a molecule-like 
pentaquark but could get higher momenta for a tight 5-quark state. 
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Figure 1.5: Decay diagrams from the molecule-like parts of the pentaquark wave 
function. Two decay processes are shown. Left: from the term W D-;-p' where "Ds'' 
decays to </nr and the proton remains stable. Right: from the term W v--E+, where 
"D-" decays to J<0 p- with ~+ being a spectator. In the second step I:;+ decays to 
mr+. 

1.4 Production cross section of the pentaquark 

Various mechanisms for pentaquark production have been discussed by H. Lipkin 
[16]. For the central hadron-nucleus charm production at several hundred GeV /c, the 
elementary process is often associated with the transitions qq -+ cc or gg -+ cc (g 
refers to a gluon). The produced charm quarks propagate and hadronize. Mesons and 
baryons are formed according to the probability for the charm quarks to join together 
with appropriate quarks and antiquarks in the developing color field. Only crude es­
timates of the pentaquark production cross-section exist in the literature [17, 18, 19]. 
One mechanism considers a production of all five quarks in the interaction [17, 19] 
and is based on an empirically motivated equation which predicts reasonably well 
the production cross-section of other charm particles. Another mechanism is the co­
alescence model, where pentaquark components such as the n;- and a nucleon are 
produced in the reaction and fuse into one particle while in overlapping regions of 
phase-space (17, 18]. Typically, the estimated pentaquark production cross-section is 
of the order of 1 % that of the n;-. 

1.4.1 Full production 

The cross section for full production of the five quarks that form the Pcs can be esti­
mated using an empirical formula [20, 21] which reasonably describes the production 
cross section of a mass M hadron for low Pt in central collisions: 

da/dp;,...., exp (-BJM2 + p;) (1.20) 

where Bis,...., 5 - 6 (GeV)- 1
. The cross section of the full production of the five 

quarks that form the pentaquark can be expected to obey this formula too. After 
integrating over p; the ratio between the cross section to produce pentaquark and Ds 
can be estimated: 

a(Pcs)/a(Ds),...., exp[-5[m(Pcs) - m(Ds)]] rv 10-2
• (1.21) 
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1.4.2 Coalescence model 

The coalescence mechanism is expected to be the main mechanism for central produc­
tion through the long-range (molecular) components of the pentaquark wave function 
(Eq. 1.18). The weakly bound Pcs can be produced for example by coalescence of a 
proton or a neutron with a Ds, analogous to the production of a deuteron by coa­
lescence of a neutron and a proton. For this to happen the two coalescing hadrons 
must move within a small volume of phase space so that they can interact. The prob­
ability for that was calculated by a coalescence integral over the relevant space and 
momentum variables [20]. The integrand involves the space-momentum distribution 
functions of the two coalescing hadrons and a coalescence function that determines 
the overlap of these distributions. In a simplified description, if we assume that the 
tail of the pentaquark wave-function is dominated by the D; - N (N refers to a 
nucleon) combination, the coalescence probability to produce the pentaquark is: 

C(Po) N(P~) 
cs - N(D;)N(p) 

(1.22) 

The numbers N stand for the number of particles produced in the region of central 
rapidity, in which the Ds mesons and protons are produced primarily. This region 
corresponds to the region of low positive x f for the produced pentaquark. The co­
alescence probability for an antiproton and antineutron to produce an antideuteron 
IS: 

- N(d) 
C(d) = N(p)N(n). (1.23) 

If the pentaquark binding energy is of ~he order of few MeV, like that of the deuteron, 
it can be assumed that: C(P~) = C(d). When the yield ratios are written in terms 
of cross section ratios, the ratio between the cross section to produce the pentaquark 
and that to produce the Ds can be written as: 

a(P~) a(d) a(p) 
a(D;) = a(p) · a(n)" 

(1.24) 

The ratio :~!J was measured to be approximately 2.0 x 10-4 [22, 23]. The ratio ;f:J 
was estimated to be 1.5 [18]. The ratio ;~~~~ was then estimated to be 3.0 x 10-4

• 

Since the coalescence integral depends on k3
, where k is the relative momentum be­

tween the components of the produced particle, the ratio cr~f~) depends on [ kpo / kd]3. 

The result 3.0 x 10-4 was calculated for a very loosely bound particle with a Fermi 
motion of its components, of k '.::::'. 150 MeV /c. For a more tightly bound pentaquark, 

with kpo ,...., 250 - 350 MeV / c, ;f~~~ would be 5 to 10 times higher. It was therefore 
estimated that: 

a(P0
) 

a(D~) ,...., 3.0 x (10-
4 

- 10-3
). (1.25) 

Other components in the wave function of the pentaquark, which describe pairs of 
color-singlet systems, can also contribute to the production cross section. The total 
cross section to produce the pentaquark through a coalescence process is therefore 
larger than the value in Eq. 1.25 and can reach the order of 1 % relative to the cross 
section to produce the D 8 • 
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1.5 Summary: What kind of pentaquark do we 
search for ? 

In summary, based on the limited knowledge of the pentaquark structure and on the 
rough estimates of its production cross section, we searched for a pentaquark with 
the following characteristics: 

• Mass between 2.75 and 2.91 GeV/c2
• The former is the lowest mass predicted 

by the CHI potential, and the latter is the threshold for strong decay. 

• Lifetime ranging between 0.1 to 1.0 ps. As discussed in sec. 1.2 the lifetime 
should be somewhat longer or shorter than that of the Ds (0.47 ps). The lower 
limit on the lifetime was set by the acceptance of the experimental setup which 
was very poor for short-lived particles (as discussed in section 8.2.2). 

• Production cross section of the order of 10-2 that of the Ds. We measured 
the cross section times branching fraction of a pentaquark decay relative to the 
cross section times branching fraction of a similar decay of the Ds, as discussed 
in more details in section 5.1. 

We used the schematic pentaquark wave function of Eq. 1.18 to choose what decay 
modes of the pentaquark to search for. Since we decided to measure the pentaquark 
cross section relative to that of the Ds we naturally looked for decay modes expected 
to arise from the '11 n,-N part of the wave function. These decay modes were also 
preferable from experimental point of view (see sec. 1.3). We chose to search for the 
pentaquark in its expected decay mode P2s --+ </>7rp, where the </> subsequently decays 
to](+]{-. This, and the similar decay n; --+ </>7r± --+ ](+ K-7r±, are convenient decay 
modes to detect because all decay products are charged, and because the narrow 
</> signal allows a rejection of ](+ K- background. Moreover, if the pentaquark is 
observed, the proton momentum can be measured and provide information about the 
pentaquark structure. If it is a molecular state, the proton is a spectator in the decay 
process and therefore has a Fermi momentum, but if it is a tight 5-quark state the 
proton momentum distribution may be harder. 
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Chapter 2 

The Experiment 

A search for a charm particle requires either knowledge of its production mechanism 
or some educated guess of its possible decay processes. For example, if the produc­
tion mechanism of the pentaquark were known one could ideally plan a special search 
experiment. In such an experiment the pentaquark would be produced in an asso­
ciated production with another charm particle (whos identity depends on the center 
of mass energy available in the interaction). By detecting the other charm particle 
one could tag the pentaquark (if exists) and measure its mass and the cross section 
to produce it. However, the more common way to search for a charm particle is via 
its decay modes. We looked for an experiment that was expected to produce many 
charm particles and we searched for the pentaquark via its expected decay mode to 
qnrp. In such a search one should be able to detect the production and decay vertices 
in great precision and to identify the particles emerging from the decay vertex. We 
chose to participate in experiment E791 at Fermilab. The choice was made for the 
following reasons: 

1. The goal of E791 was to study charm physics with high statistics. 

2. E791 used an upgraded spectrometer which had been used in three previous 
experiments that studied charm physics (E516, E691 and E769). Thus, the 
ability of the experimental setup to provide good measurements of charm decays 
was already proven. In particular, in a previous stage of the experiment (E769), 
the Ds was measured via the </nr and K* K decays. The resulted spectrum is 
shown in Fig. 2.1. 

The Ds signal (S) shown in Fig. 2.1 consists of about one hundred events, over about 
one hundred background (BG) events. E791 was expected to collect fifty times more 
statistics than E769, meaning that a similar Ds signal would consist of about 5000 
events. The measured ratio between the branching fractions for the </nr and K* K is 
0.93±0.09 [24]. Thus, we could expect to see about 2300 events in a signal of the 
decay Ds --+ </nr, with the same cuts. A better ratio of S/VifG would leave less 
events in this signal. This could make it possible to observe the pentaquark in the 
framework of E791 if a few assumptions would be fulfilled: 

• The pentaquark is produced with a cross section being ,....., 1 % relative to that of 
the D s (according to the theoretical estimates described in section 1.4). 

• The pentaquark decays via channels similar to those of the Ds, with similar 
branching fractions. 
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Figure 2.1: KI< Tr invariant mass from </>Tr and K 0* K decays. The spectrum shows 
the signals of Ds (right) and D± (left). 

• The efficiency to detect a pentaquark is similar to that to detect the Ds via the 
similar decay channels. 

Based on these assumptions, we expected to measure up to about 20 events in the 
decay channel P~s ~ </J7rp. 

In this chapter I describe Fermilab experiment E791. Sections 2.1.1-2.1.8 describe 
the spectrometer and the targets. Sections 2.1.9 and 2.1.10 describe the trigger and 
the data acquisition system. 

2.1 Fermilab E791 experiment 

The goal of Fermilab E791 experiment was to collect enough data to cover many 
aspects of charm physics. The spectrometer, the target configuration, the trigger 
requirements and the data acquisition system were designed to fulfil this goal. 

E791 used a 500 GeV /c tr- beam that interacted with a segmented target. Beam 
and target configuration are discussed in section 2.1.1. The particles that emerged 
from the interaction were detected by the Tagged Photon Spectrometer (TPS). The 
name was given to it in previous experiments, where photon beams were used for 
charm production. It included Silicon Micro-strip Detectors (SMDs ), that allowed 
very precise reconstruction of production and decay vertices. Two magnets bended 
the particle tracks and allowed measurement of their charge and momentum. The 
hit information from ten Proportional Wire Chambers (PWCs) and four Stations of 
Drift Chambers was combined with the hit information from the SMD to reconstruct 
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Figure 2.2: The Tagged Photon Spectrometer (TPS) used within Fermilab experiment 
791. 

the trajectory of particles within the spectrometer. Two multicell threshold Cerenkov 
counters were used for 7r, I< and p identification. Electrons were identified by elec­
tromagnetic calorimeter. The energy deposited in the electromagnetic calorimeter 
and in an hadronic calorimeter, was used as part of the trigger requirements. Two 
walls of scintillators were located in the downstream end of the spectrometer, behind 
a shielding material, and were used for µ identification. Fig. 2.2 shows the TPS, and 
Sections 2.1.2-2.1.8 describe its components. 

E791 used a minimal-bias trigger, described in section 2.1.9, with the aim not to 
reject charm decays of any type. The fast Data Acquisition (DA) system, described 
in section 2.1.10, collected about 9000 events per spill-second. In total, during its six 
months running time E791 selected and recorded about 2 x 1010 events to tapes, for 
off-line analysis. 
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2.1.1 Beam and target 

The 500 GeV/c secondary 7r- beam used by E791 was created from the primary pro­
ton beam that interacted with a 30 cm long Beryllium target. The 2 x 1012 protons 
per beam spill, originating from the Fermilab Tevatron main ring, produced about 
107 pions per spill. A complete beam cycle was 57 seconds, and was split into two 
parts; the spill and the interspill. During the 22 second spill, pions were sent to the 
E791 targets, and during the interspill the accelerator ramped back up for the next 
spill cycle. 

The target configuration was designed with two purposes in mind: 

1. To maximize the number of interactions in the target material. 

2. To keep the target thin in order to allow charm decays outside the target, such 
that clean measurement of decay vertices would be possible. Thin target would 
also minimize multiple scattering. 

Fig. 2.3 shows E791 target. 
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Figure 2.3: E791 target configuration. One platinum foil followed by four carbon 
foils, separated by gaps of approximately 1.5 cm. 

It was built from five thin foils with spacing of roughly 1.5 cm between them. The 
foils were housed in a Lexan holding case. The first foil was a $50 Australian Platinum 
coin. The next four foils were made from industrial diamond drill bits (Carbon). The 
Platinum foil was placed upstream to the carbon foils to minimize multiple scattering 
effects (multiple scattering is inversely proportional to the number of protons in the 
nucleus). The total interaction length of the target foils was 3%. Spaces between 
them were determined to be slightly larger than a typical decay length of a charm 
particle. For example, the decay length of an± meson, with a lifetime value of 1. ps 
and momentum equal to 70 GeV /c, is about 1.1 cm. Table 2.1 lists the characteristics 
of the target foils. 
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Target characteristics 

Foil Material Z position Thickness Interaction 
number (cm) (cm) length(%) 

1 Pt -8.191 0.052 0.584 
2 c -6.69 0.157 0.59 
3 c -5.154 0.157 0.585 
4 c -3.594 0.153 0.582 
5 c -2.060 0.154 0.587 

Table 2.1: Characteristics of target foils 

The Z positions of the target foils are given within the apparatus coordinate system. 
In this system the Z axis is directed along the beam, and the origin is defined to be 
the location of the "Interaction counter" scintillator (see section 2.1.9), downstream 
of the targets. X and Y axes are centered around the Z axis and follow a right 
handed coordinate system. For three dimensional reconstruction of particle tracks, 
the detectors measured hits in four additional directions transverse to the Z axis: U, 
V, W and W'. Their direction relative to the X axis are shown in Fig. 2.4. 
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Figure 2.4: The E791 coordinate system showing the X, Y, U, V, Wand W' views, 
with the beam directed into the page. 

2.1.2 Silicon Microstrip Detector (SMD) 
The SMD detector consisted of 23 planes of silicon microstrips, 300 µm thick. Schemat­
ics of a silicon wafer is shown in Fig. 2.5. The silicon wafers were ion implanted on 
both sides. P-type strips were formed by implanting boron in strips of silicon. A layer 
of aluminum was deposited over the boron doped silicon to serve as ohmic contact. 
The opposite side of the wafer was doped with a continuous n-layer of arsenic. Alu­
minum was deposited over the arsenic for good ohmic contact. The resulting p-i-n 
junction diodes were reverse biased at 60 to 90 V. A charged particle that traversed 
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Figure 2.5: A schematic picture of a Silicon wafer. 

the silicon strips caused on average 23,000 electron-hole pairs to be excited into the 
conduction band. These signals were amplified and read out through discriminators, 
raising a bit for each strip that was hit. The average efficiency of the silicon mi­
crostrips planes was approximately 90%, and their noise level about 0.1 %. 

Table 2.2 lists the characteristics of the SMD planes. Six of the 23 planes were lo­
cated upstream of the target for beam tracking. The other 17 planes were located 
downstream of the target and were used in reconstructing the production and decay 
vertices and tracks. The resolution of each plane was determined by the spacing be­
tween its wires. It varied between 7 µm and 58 µm for wire spacing of 25 µm and 
200 µm, respectively. Two tracks were resolvable if they were separated by more than 
300 µrad. Resolution in Z for primary vertices ranged from 400 µm in the platinum 
foil to 240 µm in the most downstream foil [25]. The average resolution for a vertex 
of a charm decay was 350 µmin Z, and 6 µmin X and Y. 

More detailed information about the SMD and its readout system can be found in 
references [26},[27] and [28). 
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SMD characteristics 

Plane Z position Size Strip pitch Number of View 
number (cm) (cm2) Inner ; Outer (µm) strips 

1 -80.250 lxl 25; 50 384 y 
2 -79.919 lxl 25; 50 384 x 
3 -74.429 lxl 25; 50 448 w 
4 -33.163 lxl 25; 50 448 w 
5 -30.133 lxl 25; 50 416 x 
6 -29.483 lxl 25; 50 416 y 
7 0.670 l.6x 1.6 25; 50 688 y 

8 1.000 1.6x1.6 50; 50 688 x 
9 1.931 2.6x2.6 50; 50 512 x 

10 3.015 2.6x2.6 50; 50 512 y 

11 6.684 2.6x2.6 50; 50 512 v 
12 11.046 5x5 50; 50 768 y 

13 11.342 5x5 50; 50 768 x 
14 14.956 5x5 50; 50 768 v 
15 19.915 5x5 50; 50 1000 x 
16 20.254 5x5 50 ; 50 1000 y 

17 23.878 5x5 50; 50 1000 v 
18 27.558 lOxlO 50 ; 200 864 v 
19 31.848 lOxlO 50 ; 200 864 x 
20 34.548 lOxlO 50 ; 200 864 y 
21 37.248 lOxlO 50 ; 200 864 x 
22 39.948 lOxlO 50 ; 200 864 y 

23 45.508 lOxlO 50 ; 200 864 v 
Table 2.2: Characteristics of SMD planes. In some of the SMD planes the spacing 
between the central strips is smaller than the spacing between the outer strips. The 
column "Strip pitch Inner ; Outer" lists the different spacings. 

2.1.3 Proportional Wire Chambers (PWCs) 

Hit information from ten PWCs was used, together with the SMD, for beam and 
downstream tracking. Table 2.3 lists the characteristics of the PW Cs. An extra view, 
X', was present in the PWC (and DC) system. It was a traditional X view plane 
with its cells shifted by half a cell width relative to the X view plane. 

The PWC consisted of sense wires suspended in a gas mixture of 82.7% Argon, 17% 
C02 and 0.3% Freon. Charged particles that passed through a chamber ionized the 
gas mixture. The resulting free electrons, affected by an electric field, traveled to­
wards one of the sense wires ionizing more molecules on their way and forming an 
avalanche of electrons on the wire. The pulse of electrons was collected within 4 ns. 
It was amplified by a Proportional Charge Operational System (PCOS), that set a 
bit for each wire from which the pulse was collected. The fast pulse collection made 
the PWCs tolerate high rates and hence they could be placed in the beam. The small 
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PWC characteristics 

Upstream stations Downstream stations 
Planes 8 2 

Z position (cm) -3117 and -1212 118.5 and 161.1 
Size ( cm2

) 6.4x3.2 53.0x28.8 
Wire spacing (cm) 0.1 0.2 

Views X,X' and Y,W X,Y 

Table 2.3: Characteristics of PWC planes 

wire spacing in the PWCs together with the readout method allowed a fast measure­
ment of a particle's hit position with the same resolution as the DCs (see sec. 2.1.4). 
However, due to their small size relative to DCs, they could be used for downstream 
tracking only in the region where the tracks were not yet affected by the magnets. 

Eight PWCs, with the small wire spacing and resolution of 300 µm, were placed in 
two stations upstream of the target. The farthest station was placed at a distance of 
about 31 meters, with a resulting angular resolution of 10 µrad. Two PWCs, with the 
large wire spacing and resolution of 580 µm, were placed downstream to the target, 
beyond the SMD planes and alternating with the Drift Chambers in the first set 
before the magnets (see Fig. 2.2). 

2.1.4 Drift Chambers (DCs) 
Downstream tracking and momentum analysis were accomplished by fitting informa­
tion from 35 DCs grouped in four stations: Dl,D2,D3 and D4. Table 2.4 lists the 
characteristics of the Drift Chambers [29]. The DCs consisted of alternating sense 
and high-voltage planes in gas. The wires of the sense planes alternated between 
field shaping and sense wires. For Dl, D2 and D3 the high-voltage planes were held 
at -2.1 kV to -2.6 kV, the field shaping wires at 0.4 - 0.6 kV higher, and the sense 
wires were grounded. D4 had its high-voltage planes at ground, a small positive 
high-voltage on its field shaping wires, and a large positive high-voltage on its sense 
wires. As for PWCs, a particle that passed through the DCs ionized the gas and 
the free electrons drifted towards the sense wires. The distance ( d) of a particle hit 
from the closest sense wire could be determined by the relation: d = .6.t · Vi, where 
.6.t and Vi were the electron's drift time and velocity, respectively. The drift velocity 
is determined by the gas mixture in the chambers and by the electric field strength. 
All the chambers were filled with 90% Argon, 10% C02 and ~1 % CF 4 . They were 
operated with electric fields in the plateau regions, such that small changes in voltage 
would not affect the drift velocity. The resulted drift velocity was 50 µm/ns. Signals 
from the sense wires were read by Time to Digital Convectors (TDCs). The TDCs 
were operated in a common stop mode, meaning that the trigger was delayed and 
stopped the counting of all channels at the same time. They measured the drift time 
from the wire using the appropriate calibration [28]. By combining the distance of 
the hit position from the closest sense wire and the position of that wire in the plane, 
we could get the particle hit position in the detector coordinate system. 
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DC characteristics 

DI D2 D3 D4 
Z position (cm) 142.5 - 183. 7 381.4 - 500.8 928.1 - 1047.1 1738.0 - 17 49.2 

Number of channels 1536 2400 1952 416 
Number of planes 8 12 12 3 

Number of assemblies 2 4 4 1 
Views X,X',U,V U,X,V U,X,V U,X,V 

U,V cell size (cm) 0.476 0.892 1.487 2.97 
X ,X' cell size (cm) 0.446 0.953 1.588 3.18 

Size (cm2
) 126x71 285x143 323x143 511x259 

Resolution (µm) 400 300 300 450 

Table 2.4: Characteristics of DC planes 

2.1.5 Magnets 

Two magnets located downstream of D 1 and D2 stations, bent the particle trajectories 
in the ±X direction by a magnetic field in the ± Y direction. The magnetic fields 
in the two magnets were directed opposite to one another and hence caused to an 
opposite bend of a charged particle passing through them. This feature kept the 
particle trajectories in a forward direction. Table 2.5 lists the magnet characteristics. 

Magnet characteristics 

Ml M2 
Z position (cm) 222.5 - 324.1 566.9 - 668.5 

Front aperture ( cm2
) 154x73 154x69 

End aperture ( cm2
) 183x91 186x86 

Current (amps) 2500 1800 
Pt kick (GeV /c) 0.212 0.320 
J B · dC (T-m) 0.711 1.077 

Table 2.5: Characteristics of the magnets 

The upstream magnet Ml had two coils as opposed to M2 that had 4 coils. It allowed 
operation of M2 with lower current than Ml but with larger bend in the transverse 
momentum (Pt kick) of a charged track. The resolution in momentum (p) was given 
by the expression ( [30]): 

bp 3.33( bx )p 
-- ' p r J Bdl 

(2.1) 

where bx is the resolution in X and r is the lever arm to the Drift Chambers. The 
information from the magnets was used during reconstruction of the particle tracks. 

2.1.6 Cerenkov counters 

Two Cerenkov counters, located downstream of M2, provided information with which 
hadrons ( 7r ,K ,p) could be identified. The search for the pentaquar k required specif­
ically a good hadronic particle identification (ID). Hence, as part of this thesis I 
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worked on the software related to the Cerenkov counters. I describe here in more 
details the Cerenkov counters, what information they gave and how did we use it for 
particle identification. Table 2.6 lists the characteristics of the Cerenkov <:ounters. 
More detailed technical description of the design and construction of the Cerenkov 
detectors can be found elsewhere [31]. 

Cerenkov counter characteristics 

Cl C2 
Z position (cm) 534.1-866.0 1063.6-1653.4 

Number of mirrors 28 32 
Gas mixture 100% N2 80% He 20% N2 

(n - 1) 290x 10-6 86x 10-6 

Table 2.6: Characteristics of the two Cerenkov counters. 

The Cerenkov effect occurs when the velocity ( v) of a charged particle exceeds the 
velocity of light in a dielectric medium ( c/ n), where n is the index of refraction for the 
medium and c is the speed of light in the vacuum [30]. Excited atoms in the vicinity 
of the particle become polarized and coherently emit radiation. The radiated light 
is confined to a cone around the particle's path. Due to constructive interference of 
the emitted wave front this cone is defined by an angle 0, such that cos(O) = c/vn. 
Since I cos( 0) I ~ 1 a threshold momentum Pth must be exceeded in order for light to 
be emitted: 

1mc 
Pth = --, 

n 
(2.2) 

where I = (1 - (~)2tt, mis the mass of the particle, and Vth is the threshold 
velocity Vth = c/n. Substituting Vth gives: 

me 
(2.3) 

Pth = V ( n 2 - 1) . 

The number of emitted photons, N, per unit length, f, and wavelength, >., is 

dN _ 27ro ( _ P;h) 
dfd). - ).2 1 p2 (2.4) 

where pis the momentum and a is the fine structure constant (1/137). Based on the 
momentum measurement, a mass hypothesis, and the known index of refraction, a 
prediction can be made for the number of emitted photons. 

~ecause Cl and C2 were filled with different gas mixtures, a particle began to emit 
Cerenkov radiation at a different threshold momentum for each counter. This feature 
allowed to identify particles in different momentum regions with a high yrobabi!ity. 
Table 2.7 lists the threshold momentum values fore, µ, 7r, K and pin Cl and C2. 
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Threshold momenta, Pth 

Particle e µ 7r K p 

Cl (GeV /c) ,...., 0.03 ,...., 4 ,...., 6 ,...., 21 ,...., 40 

C2 (GeV /c) ,...., 0.04 ,...., 8 ,...., 11 ,...., 39 ,...., 74 

Table 2.7: Threshold momenta fore,µ, 7r, Kand pin the Cerenkov counters. 

The different threshold momenta of the particles resulted in different signatures at 
certain momentum regions. Table 2.8 shows the light response of Cl and C2 to the 
charged hadrons 7r, K, p in momentum bins. Muons give a similar signature to that 
of the pions since they have similar masses. The threshold momentum of electrons is 
very low and hence they always produce Cerenkov radiation in both counters. Muons 
and electrons were identified using information from the calorimeters in addition to 
their radiation emission in the Cerenkov counters. 

Cerenkov counters light response 

Momentum 7r K p 

(GeV /c) Cl C2 Cl C2 Cl C2 
<6 - - - - - -

6 - 11 + - - - - -
11 - 21 + + - - - -
21 - 40 + + + - - -
40 - 75 + + + + + -

>75 + + + + + + 
Table 2.8: The light response of Cl and C2 to charged hadrons in momentum bins of 
the particles. The + or - signs refer to whether light is emitted or not, respectively. 

The table shows that 7r ,/{ and p have separable signatures between 21 to 40 Ge V / c. 
Pions with these momenta radiate in both Cl and C2, while kaons radiate only in 
Cl, and protons do not radiate at all. Pions can be identified easily also in momenta 
between 6 to 21 GeV /c, since they radiate either only in Cl or both in Cl and C2, 
while kaons and protons do not radiate at all. In the same manner, protons can be 
identified in momenta between 40 to 75 GeV /c since they radiate only in Cl, while 
kaons and pions having these momenta radiate in both Cerenkov counters. There are 
ambiguities in defining particles if they have the same signature in certain momentum 
bins. For example, identification between kaons and protons with momenta between 
6 to 21 GeV /c is impossible since neither radiate in any of the Cerenkov counters. 
It should be mentioned that the response of the detectors is not a step function but 
rather a smooth rising function from zero to maximal response, as shown in Fig. 2.6. 
The curves in that figure are called threshold curves and they follow from Eq. 2.4. 

Cerenkov light was projected on an array of mirrors, located transverse to the beam 
direction in the rear end of the two counters. There were 28 mirrors in Cl and 32 in 
C2. The light from a single track was usually projected on one to four mirrors. The 
mirror segmentation was chosen to minimize the number of cases where two or more 
particles in one event strike the same mirror. Therefore, the mirrors at the central 
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Figure 2.6: Number of photons per unit length in Cl and C2 assuming the efficiency 
is one for wavelength between 1600 and 5000 A and zero otherwise. 

region of the apparatus (near the beam) were smaller than the outer mirrors, as can 
be seen in Fig. 2. 7. Because the spectrometer was originally designed for detecting 
J?hoton i~duced reactions, a series of baflJes were placed in the horizontal midplane of 
Cl and C2. Their role was to keep the Cerenkov radiation of electron-positron pairs 
(which were produced by photons from the beam) from reaching the reflecting mirror 
planes. The mirrors in the two arrays reflected the Cerenkov light to Winston cones 
that funneled light into phototubes. Each mirror directed the light to a separate pho­
totube. Light with an angle of incidence greater than 20° bounced back out of the 
cones. RCA8854 phototubes were used to collect light. They produced pulse heights 
proportional to the number of photoelectrons, and the pulses were digitized by LRS 
2249 ADCs. The fact that the output signal was linear with the number of photo­
electrons was important when it was necessary to count how many photoelectrons 
were measured for a certain track, based on the calibrated signal hight representing 
a single photoelectron. Due to the good resolution of the phototubes at low photo­
statistics, it was possible to calculate the probability for a certain track to be of a 
certain particle using not only the fact that there was radiation emitted above the 
threshold momentum. 
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Figure 2.7: Mirror arrays in Cl and C2. 

The Cerenkov particle ID algorithm compared between the amount of light collected 
for each reconstructed particle trajectory and that expected for each mass hypothesis 
for the measured momentum. The algorithm proceeded in three stages: 

1. Calculate the measured amount of radiation in each mirror. 

2. Predict the number of photoelectrons expected in that mirror from a particle 
of a given mass and with the measured momentum. 

3. Determine the particle identification probability. 

Each reconstructed track in an event was extrapolated in both Cerenkov counters. 
At selected intervals along the track's path, radiation was generated (if the momen­
tum was above threshold) at the angle predicted by its measured momentum. This 
radiation was projected to the mirror plane, integrated over the track's path and a 
prediction was made for the average number of photoelectrons in each mirror: 

(2.5) 

The indices i,j, k stand for mass hypothesis, track number in the event, and mirror 
number, respectively. The factors Fi~j~ and FtJd(/3) indicate the geometrical fraction 
of the generated radiation that is coilected by a given mirror, and the velocity de­
pendent prediction of the fractional amount of radiation produced relative to f3 = 1 
particle. P Ek is the calibrated average number of photoelectrons measured in a spe­
cific phototube (see in the description of the calibration). The predicted number 
of photoelectrons was summed over all mirrors that were expected to get Cerenkov 
radiation from a specific track. The sum did not include mirrors that collected light 
also from other tracks. For each Cerenkov counter a consistency probability was com­
puted. It was a compound Poisson distribution that compared between the predicted 
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and measured number of photoelectrons: 

N N-1 

PCi,j(N, µ, b) = µN (1 + bµtN-l/b x IT (1 + mb). 
m=l 

(2.6) 

The quantitiesµ and N are the predicted number of photoelectrons (see Eq. 2.5) and 
the measured number from the specific track. The parameter bis the width of the 
distribution, averaged over the mirrors in the sum. µ and b were calibrated quantities 
related to the response of the mirrors in the two detectors, as discussed below. The 
overall likelihood that the measured number of photoelectrons in Cl and C2 could be 
generated by an hypothesized particle was given by the expression: 

CPROBi,i = PCii,i x PC2i,i x A (2.7) 

with the demand that 
5 

L,CPROBi,i = 1 (2.8) 
i=l 

The parameter Ai is the a priori likelihood to produce each one of the particles in the 
collision, as found from the data of Fermilab experiment E691 [31] (Ae = 0.02, Aµ = 
0.01, A11' = 0.81, AK = 0.12, and Ap = 0.04). PCl and PC2 were set to zero for 
tracks which were expected to produce light for an hypothesized mass, but no light 
was actually detected, or vice versa. If the simulation predicted the same result for 
more than one mass hypothesis then PCl and PC2 were set to one for each of these 
hypotheses. In all other cases PCii,j and PC2i,j had the form of the compound 
Poisson distribution as written in Eq. 2.6. 

An example of CPROB distribution for a proton mass hypothesis is shown in fig 2.8. 
The tracks included in the peak at zero probability are definitely not protons. The 
peak at 0.04 is the a priori peak, where the program can not distinguish between 
7r, I<, and p. The peak at 0.25 is the ambiguity peak and it occurs due to undefined 
choice between I< and p. (PCI = PC2 = 1 for /{ and p, but zero for 7r, therefore 
the probability for proton hypothesized mass is: 0.04/(0.12+0.04)=0.25.) A cut in 
the analysis on the CPROB(M) spectrum served as a tool to choose tracks according 
to their associated mass probability. 

Calibration 

First, each phototube was calibrated. The phototubes were illuminated with a highly 
attenuated laser light. The output, digitized by the ADCs, showed the photoelectron 
peaks, where the first one was the most visible, but peaks of two and three photoelec­
trons were shown as well. The response of the phototubes was assumed to be linear 
and thus the measured number of photoelectrons could be expressed in terms of the 
measured ADC channels in which photopeaks were observed. 

(ADC- PED) 
Nmeaaured = SPEP (2.9) 

where ADC is the raw ADC channel, PED is the pedestal: the lowest ADC channel in 
which counts are observed, and SPEP is the ADC channel of the single photoelectron 
peak corrected for the pedestal. 

In order to predict how many photoelectrons would be detected from a track with a 
certain momentum and mass it was necessary to calibrate two quantities: 
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Figure 2.8: Probabilities assigned to tracks from simulated pentaquark decays, given 
the proton mass hypothesis. 

1. The gains of the mirrors, that is, the average number of photons detected by 
the mirror+phototube for a track of infinite momentum. 

2. The threshold curves of the hadrons 7r, I<, p. 

Multiplication of a mirror gain by the expression describing the threshold curve for 
a given mass hypothesis, would give the expected amount of light in that mirror due 
to that type of particle having the certain momentum (PE). 

For calibration of mirror gains we used a set of "isolated" tracks, whos simulated light 
ellipse was not interfering with light ellipses from any other track. These tracks were 
given the electron mass hypothesis since electrons produce the largest Cerenkov light 
cone. For each mirror we selected tracks that were centered on that mirror, such that 
the measured number of photoelectrons would represent its maximal response. The 
response of the phototube to the predicted number of photons was approximated by a 
compound Poisson probability distribution function (same expression as in Eq. 2.6). 
For each mirror+phototube, we compared the distributions of the measured and pre­
dicted number of photoelectrons by examining the ratio between their mean values 
(µmeas and µpred, respectively). The gain was adjusted in five iterations using the 
expression: GAIN= GAIN·~. 

µpred 
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The final step was to accumulate the light projected from a single track and find the 
threshold curves for pion tracks in the two detectors. For this purpose we used the set 
of "isolated" tracks and assumed that these tracks were largely pions. The detected 
number of photoelectrons was plotted as a function of the momentum for each track. 
A fit was performed over a momentum range below the kaon momentum threshold, 
thus excluding kaon or proton contaminations. The fit near the pion radiation thresh­
old (p :S Pth) took the form (1 - p;h/p2

), following Eq. 2.4. The threshold for kaons 
and protons follows from the ratio of their mass to the _pion m~ss. Fig. 2.9 shows an 
example of the pion threshold curve for 7r tracks from Cl and C2. 
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Figure 2.9: Threshold curves showing the light response of the two Cerenkov counters 
to pion tracks passing through them (Cl at the top and C2 at the bottom). The X 
axis shows the track momenta in units of GeV /c, and the Y axis is the measured 
number of photoelectrons per track divided by the gains of the mirrors detecting the 
light from that track. The curves follow the expression ( 1 - Pih/ p2 ). 
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2.1.7 Calorimetry 

The TPS contained electromagnetic and hadronic calorimeters. They were used to 
identify electrons and photons through observation of electromagnetic showers, and 
to identify neutral hadrons. The hadronic calorimeter also helped in muon identi­
fication since the signature of muons in it was unique relative to that of hadronic 
showers (muons deposit low energy and cause a small opening angle in what other­
wise would be a shower). The probability calculated by the Cerenkov software for a 
muon hypothesis was increased if this signature was detected. The information from 
the calorimeters played a role in the trigger, as discussed in section 2.1.9. 

Electromagnetic showers were reconstructed using information from the Segmented 
Liquid Ionization Calorimeter (SLIC). The SLIC was used to discriminate the rel­
atively narrow electron showers from the wide charged hadron showers. Also the 
photon showers from 1!"

0s and r/s were reconstructed in the SLIC. 

Table 2.9 lists the characteristics of the SLIC. It was constructed of 60 layers of oil­
based scintillator, NE235H. Aluminum sheets coated with tefl.on were pressed to form 
corrugations 3.17 cm wide and 1.27 cm deep, forming one layer. Lead sheets, 0.63 cm 
thick, coated with aluminum, were placed over the corrugations to form one complete 
enclosure layer filled with the oil-based scintillator. The teflon coating had an index 
of refraction less than the oil so the light pipe made by the corrugation would be 
totally internally reflecting for light with an incidence of less than 20°. A total of 109 
U and V and 116 Y views formed the entire SLIC. It was equivalent to 35 cm of iron. 

When a charged particle hit the scintillating material, light traveled down the corru­
gations to collector wave bars that converted the ultraviolet light from the scintillators 
to green light. Mirrors terminated one end of the wave bars, and RCA 4902 photo­
tubes terminated the other for readout of 20 channels. Individual channels in the 
congested center region were read out by RCA 4900 tubes to increase spacial reso­
lution. Linear pulses from the tubes were then sent to Fast Encoding and Readout 
ADCs (FERAs) for digitisation. More details about the SLIC operation and the 
reconstruction procedure of electromagnetic showers can be found elsewhere ([32]). 

SLIC characteristics 

Z position (cm) 1866 - 1962 
Number of channels 334 
Usable area (cm2) 490x240 
Radiation length 20 

Absorption length 1.5 

Energy resolution ( ~·) 
2 

(11.5%)2 + (17i%·)2 
Table 2.9: Characteristics of the SLIC 

Hadronic information was provided by the Hadronic calorimeter (Hadrometer), lo­
cated downstream of the SLIC. Less than 1 % of the energy of electromagnetic showers 
reached the Hadrometer. Thus, charged hadrons were identified as wide SLIC show­
ers, with significant hadronic energy measured in the Hadrometer. Neutral hadrons 
were found with the Hadrometer by subtracting energies associated with charged 
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tracks, then checking remaining energy distributions. 

The Hadrometer was a steel-acrylic scintillator calorimeter. It contained 36 layers of 
2.5 cm thick steel plates and 0.95 cm thick acrylic scintillator. The scintillator layers 
consisted of 14.5 cm wide plastic strips, alternating between X and Y views. The 
entire Hadrometer was equivalent to 102 cm of iron. Table 2.10 lists more character­
istics of the Hadrometer. 

The hadronic showers were sustained by interactions in the steel plates. The charged 
particles in the hadronic showers then produced light in the scintillators. The Hadrom­
eter was divided into two modules, separated by a small gap, each consisted of 18 
layers. The light from parallel strips in 9 layers was collected together into a single 
phototube (5 inch EMI9791KB) and the output signal was digitized by FERA. More 
details about the Hadrometer and how it was calibrated can be found elsewhere ([33]). 

Hadrometer characteristics 

Z position (cm) 
Number of channels 
Usable area ( cm2

) 

Interaction length 
2 

Energy resolution t::..f 

1973 - 2131 
142 

490x270 
6 

75% 

Table 2.10: Characteristics of the Hadrometer. 

2.1.8 Muon detection system 
The muon detection system of E791 consisted of a steel wall, used to range out 
hadrons, and two arrays of scintillator paddles: the X and Y muon walls. The steel 
wall, 102 cm thick, was placed downstream of the Hadrometer. Muons with momen­
tum greater than 4 GeV /c passed through the whole spectrometer, a total of 239 cm 
iron-equivalent including the steel wall, to reach the scintillator walls. Table 2.11 lists 
the characteristics of the steel wall. 

Steel wall characteristics 

Z position (cm) 2134 - 2236 
Area (cm2) 550x300 

Table 2.11: Characteristics of the steel wall placed downstream of the Hadrometer. 

The muon walls were located at the rear of the TPS with the Y wall being located 
approximately two meters downstream of the X wall. Between them, centered on the 
beam line was a concrete block with four paddles mounted on it for better detection of 
muons in the congested center region. Table 2.12 lists the characteristics of the X and 
Y muon walls. The X wall consisted of a total of fifteen 3 m long plastic scintillators, 
placed vertically for measuring the X position of passing charged particles. The twelve 
paddles in the outer portion of the X wall were 41 cm wide and the three central 
paddles were 61 cm wide. Light from the scintillators was collected by EM19791KB 
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phototubes placed at the top of each paddle. Only latch information was recorded 
for this wall. The Y wall was smaller than the X wall. It consisted of 16 NE110 
plastic scintillators, 3 m long and 14.5 cm wide, placed horizontally to measure Y 
position. The light was collected by phototubes placed on one end of the paddles. 
The signals from these phototubes were latched to inform which scintillator fired. 
They also generated TDC stops which were used to measure the X coordinate, but 
with a resolution of only 66 cm FWHM [34]. More detailed information on the muon 
system can be found elsewhere ([34]). 

Muon wall characteristics 

X wall Y wall 
Z position (cm) 2243 2419 

Area (cm2) 550x300 300x224 

Table 2.12: Characteristics of the X and Y muon walls. 

2.1.9 The trigger 

The philosophy of E791 was to take data with a very open trigger in order to reduce 
bias in selection of charm events. Trigger decisions were based on information from 
a set of scintillators showing that interaction occurred, and on transverse energy de­
posited in the calorimeters. 

Information from three scintillator paddles was considered in the trigger decision. 
They were located near the target and centered on the beam. Table 2.13 lists the 
paddle parameters, and Fig. 2.10 shows their location relative to the target. 

Scintillating paddle characteristics 

Beam Spot Beam Halo Interaction counter 
Hole dia. = 1.0 cm 

Z position (cm) -22.7 -16.3 0.0 
Thickness (cm) 0.3 0.6 0.3 

Height (cm) 1.3 7.6 4.0 
Length (cm) 1.3 7.6 4.0 

Table 2.13: Characteristics of the scintillating paddles of the trigger system. 

A Beam Spot counter was used to determine whether one and only one beam pion 
was incident on the target. A Beam Halo counter, with a 1 cm hole at its center, was 
used to veto events where the beam particle did not come from the beam direction. 
Downstream of the target, an Interaction counter was used to detect charged particles 
from the interaction. A pulse height equivalent to more than four minimum ionizing 
particles in that counter ensured that interaction took place. 

Demands on the energy deposit in the calorimeters were also part of the trigger 
requirements. Each calorimeter phototube had its last dynode signal sent to an am­
plifier that attenuated the pulses in a way that reflected their distance from the center, 
giving more weight to signals further from the beam axis. The sum of these signals 
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Figure 2.10: Beam counters and the Interaction counter used in the trigger. 

gave a crude transverse energy (Et) measurement during the run. The Et deposited 
in the SLIC and Hadrometer had to be above a certain threshold to enrich the col­
lected events with charm particles. The total energy (Etot) in the calorimeters had 
to be below an upper boundary to reject events that contained multiple beam pion 
interactions. 

Finally, the trigger requirement was: 

Clean beam • . NOT. Halo • Interaction • Et • Etot 
Clean beam was set to true if the signal in the Beam Spot counter was above threshold 
of a minimum ionizing particle but below a value which indicated that there was 
more than one pion in the beam. Halo was set to true if the signal in the Beam 
Halo counter was above threshold, meaning there was a particle not coming from the 
beam direction. Interaction was set to true if the signal in the Interaction counter was 
larger than four times a signal of a minimum ionizing particle. Et and Etot were set 
to true if the collected energy from the calorimeters was above and below a certain 
energy, respectively, as discussed above. 

2.1.10 Data Acquisition (DA) system 

The open trigger philosophy of E791 caused a very high rate of accepted events. 
Thus, a sophisticated high-speed DA system was developed. It is described in detail 
in reference [35]. The DA system read out approximately 2500 bytes per event with 
a dead-time of 50 µs. Events arrived at the DA system at an average rate of 26 Mb/s 
during the beam spill, and were recorded at 9.6 Mb/s, or 4000 events/s, during both 
spill and interspill using 42 Exabyte-8200 tape drives. 

The DA system, shown schematically in Fig 2.11, was composed of five main parts. 
Event FIFO (First In First Out) Buffers (EFB) were used to store all digitized data 
from detector systems. Event Buffer Interface (EBI) controlled access to data by 
VME-based ACP-I computers. The CPUs packed digitized data into complete event 
records which were sent to Exabyte tape drives. A VAX 11/780 ran the user interface 
for the entire system. 
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Event FIFO Buffers (EFBs) 

There were eight EFBs, each stored 80 Mb of data. Each EFB consisted of an I/O 
card, a FIFO controller card, five 16 Mb memory cards and a custom backplane. 
The EFBs maintained four status lines: Full, Near-full, Near-empty and Empty. The 
threshold for the Near-full or Near-empty were set by the I/O card's processor. The 
Near-full outputs were used in the E791 trigger logic to inhibit triggers whenever any 
EFB was in danger of overflowing. The Near-empty status was used by the event 
building processors, as described below. 

Event Buffer Interface (EBI) 

Data were distributed through EBis to processors housed in six VME crates. Each 
VME crate held one EBI for every EFB in the system, so that every CPU had access 
to the output data path from every buffer. The EFB status lines were sent to EBis 
so that the CPUs could determine how much data was available in the buffers. At 
any moment in time, only one CPU was granted control of a particular EFB. When 
a CPU in one crate finished to read data from EFB it passed control of the buffer to 
the next crate using the EBis. 

VME CPUs 

The CPUs read event segments from the buffers, compressed them into formatted 
events and recorded them on tape through a SCSI Magnetic Tape Controller (MTC). 
The CPUs contained a 16 Mhz Motorola 68020 processor, a 68881 coprocessor and 2 
Mb of memory. There were 8 event handler CPUs in each VME crate, plus a boss 
CPU. 

The VAX-11/780 

The VAX-11/780 was used to download and start the VME system through a low 
speed link between them. The DA system operator's console and status displays were 
also connected to the VAX. 

Magnetic Tape Controller (MTC) and Drives 

The tape drives were Exabyte-8200s writing single-density, 2.3 Gigabyte 8mm cas­
settes. The writing was handled by a VME to SCSI interface, the Ciprico RF3513. 
Two MTCs were used per VME crate, and were connected to 3 and 4 Exabyte drives. 
Thus, there were 7 Exabytes controlled from each VME crate, for a total of 42 drives 
in the DA system. 

The two MTCs in a VME crate were managed by themselves and by one CPU in that 
crate. The MTC performed the actual transfer of a block of complete events from an 
event building CPU onto a single tape. The tape handling software was written to 
ensure that all 7 Exabyte drives on a VME crate were filling their tapes at about the 
same rate. During data taking, it took 3 hours to fill all 42 tapes. 

48 



Software 

The DA software was comprised of three main programs. At the top VAX, which 
ran in the VAX-11/780. It accepted user commands, generated status displays and 
error logs, and fetched a tiny fraction of the incoming data to be monitored for data 
quality. Next was Boss, a program that ran in one CPU in each VME crate. It 
managed the other CPUs in its crate, and controlled the crate's MTC. Finally was 
Event Handler (EH) program which ran in several CPUs in each VME crate. Event 
Handlers read and checked events, formatted and compressed events, and assembled 
blocks of events for eventual output to tape. 

Finally, the E791 Data Acquisition system successfully collected 20 billion events on 
24,000 Smm tapes, twice the number estimated in the original E791 proposal. 

2.1.11 My own contribution to E791 

I participated in the setup stage of the experiment, in the test-run and in the data 
collection stage. I helped in the electronic setup of the Silicon Microstrip Detector, in 
control on the trigger logic and in tuning scintillators. My main contribution was to 
modify the software of the Cerenkov detector and to calibrate it to meet E791 needs 
as a service to the collaboration. 
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Chapter 3 

Data Processing 

During the E791 run in 1991, we filled with raw data approximately 24,000 2.3 Gb 
Smm tapes. It was one of the E791 collaboration challenges to reduce this amount 
of data to a manageable size for physics analysis, without loosing the charm physics 
information buried in these tapes. The first stages of event reconstruction and data 
filtering were performed on "computer farms", large arrays of computers working in 
parallel, located at Kansas State University (KSU), The University of Mississippi 
(UMISS), The Centro Brasileiro de Fisicas (CBPF) and at Fermilab. All together 
these "farms" had about 7500 MIPS of computing power. Stripping processes, which 
further reduced the data size and narrowed the physics focus to a specific analysis, 
were performed on single workstations as they were I/O rather than CPU bound. 
Three years were required to reduce the data to the final sample used for the pen­
taquark search. Figure 3.1 shows data flow through the filter and stripping processes 
and the reduction in number of events at each level. 

The reconstruction of tracks and vertices is described in section 3.1. The filter, strip 
and analysis routines used this information and calculated parameters on which se­
lection criteria were applied. A short description of each of these parameters appears 
in section 3.2.1. Sections 3.2.2 and 3.2.3 describe the filter and strip programs which 
selected events in early stages of the analysis according to several physics goals. The 
selected events were packed, together with the tracks, vertices and Cerenkov infor­
mation, on Data Summary Tapes (DSTs) for further analysis. 

3.1 Reconstruction of tracks and vertices 

Raw data hits in the detectors of the E791 spectrometer (TPS) were translated to 
physics information by the reconstruction program. In the first stage it reconstructed 
beam tracks, decay tracks and vertices, using the hit information from the SMD 
detector. If the interaction vertex was found, tracks were reconstructed using the 
information from the Drift Chambers and were matched with the SMD tracks. 

3.1.1 Tracking 

Charged particle tracks were reconstructed first in the SMD region. The reconstruc­
tion program performed two dimensional tracking in each SMD view (X, Y, V-Z). 
Seed tracks were straight lines passing through at least two hits in a view, and then 
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Figure 3.1: Block diagram showing the data reduction process used to select pen­
taquark and Ds candidate events. The number of events selected by each stripping 
level is listed. 

additional hits were added. A good two-dimensional track candidate had to have at 
least four hits in X and Y views, and three in V view. Once all two-dimensional 
candidate tracks were found, they were combined to form three-dimensional tracks. 
The track hit position in a DC station was obtained from the hit information in its 
three views (see sec. 2.1.4). Downstream to the SMD region tracks were bended by 
the analysing magnets in the X - Z plane. Thus, only Y intercepts of tracks on 
Drift Chambers were used to associate SMD tracks with DC hits. The DC hits which 
were not matched with the SMD tracks were used to reconstruct tracks in the Drift 
Chamber region only. 

The quality of a reconstructed track was measured by the x2 per degree of freedom 
(x 2 /do!) that was calculated from the difference between the track's projected posi­
tion at each detector and the actual hit. Tracks found in the SMDs and DCs with 
x2/dof < 10 were kept. 
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3.1.2 Vertexing 
Using the tracks found in the SMD region it was possible to reconstruct the interac­
tion point (primary vertex) from the pion beam track intersection with at least two 
downstream tracks. The intersection of the three tracks was required to be in or near 
a target foil. Once a good candidate primary vertex was found, additional tracks were 
added to it as long as the x2 /do f, calculated from tracks' impact parameters, was 
smaller than fifteen. Table 3.1 lists primary vertex resolutions as determined from 
D± data and MC simulation for the different target foils [25]. 

Primary resolutions 
Target foil O"z (µm) 

Pt 400 
c 320 
c 320 
c 260 
c 240 

Table 3.1: Resolutions of primary vertices reconstructed from n± data and Monte­
Carlo simulation, in the Platinum and four Carbon targets. 

The decay (secondary) vertices were reconstructed from the daughter tracks in the 
downstream SMDs traced back to the target region. The subset of all good tracks 
with momentum above 2.0 Ge V / c was used in the process of secondary vertices recon­
struction. Tracks belonging to the primary vertex could be included if their x2 /do f 
contribution to the primary vertex was greater than 3.5 . A single track could par­
ticipate in only one secondary vertex. The reconstruction program first searched for 
two tracks with a minimal distance between them, intersecting downstream of the 
primary vertex. Then, other tracks were added to this seed vertex in the same way 
as done for the primary vertex. 

Lists of good tracks and vertices were packed on DSTs and were used in the fil­
ter and strip processes. The list of good tracks contained a variety of parameters 
characterizing them: 

• The quality of their reconstruction given by the X2 
/ dof (Xlrack). 

• Their category (CAT) which defines the TPS regions they reached. (see sec. 3.2.1) 

• Their (X, Y) coordinates and slopes at certain Z positions along the spectrom­
eter. 

• Their momenta with errors as extracted from the curvature found using the DC 
information, and momentum projections (px, py, pz) in the same Z positions 
as above. 

• The Cerenkov probabilities assigned for five hypothesized masses for each track: 
e,µ,Jr,K,p (see sec. 2.1.6). 
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Figure 3.2: Scematics of an event with the production and decay of a pentaquark 
through the channel P2s-+ </>tr~p±-+ K+ K-tr~p±. 

The subset of tracks examined by the pentaquark analysis was selected by applying 
cuts to these parameters. For the pentaquark search we did not use the list of good 
vertices but rather designed sub-stripping programs that used a different method to 
find the good 3- or 4-prong candidate vertices, as described in section 3.2.2. 

3.2 Data reduction 

After reconstruction, data were filtered in stages to keep charm events of interest to 
the E791 collaboration. A typical charm particle produced in the interaction flew 
in the laboratory a distance of approximately one centimeter before it decayed (see 
section 2.1.1). In the search for the pentaquark decay P2s -+ </>tr~p± -+ K+ I<-tr~p±, 
we expect to detect the four charged tracks in the final state. The four tracks would 
emerge from the same decay vertex because the</> is a resonance which decays strongly. 
Such a decay is schematically shown in Fig. 3.2. The analysis parameters character­
izing decays of charm particles in general, including that of the pentaquark, were 
subject to cuts in all analysis stages. A short description of each one of them appears 
below. 
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3.2.1 Analysis parameters 

Track quality 

* x;rack : The x2 /do f value, calculated by the reconstruction program for each 
track. 

* Track category (CAT) : Each track was given a category according to the lo­
cation of Drift Chambers it hit. One bit in a four-bit integer was set for each 
station of Drift Chambers that the particle passed through, and the integer 
defined track category. For example, tracks with CAT=3,7,15 were selected for 
analyses of charm decays. Tracks with CAT=3 reached the second station of 
Drift Chambers (bits 1 and 2 are set), located right before the second magnet. 
Many of them were "ghost" tracks because noise in the DCs appeared as false 
hits that contributed to reconstruction of false tracks due to lack of more infor­
mation from downstream chambers. Tracks with CAT=7,15 were better defined 
because they passed a longer way in the spectrometer, out of the magnetic field 
region and through the downstream Cerenkov counters. 

* Track new category (NCAT) : In order to reduce the large number of ghosts for 
category 3 tracks these tracks were fed to an Artificial Neural Network package 
and were given a new category (NCAT). The value of NCAT was the same 
as that of CAT except for the "ghost" tracks. Tracks identified as ghosts had 
NCAT = 28. 

* MOMtrack : A track momentum was required to be smaller than a boundary 
which was large enough to include momenta of all possible decay products, but 
smaller than 500 GeV /c (the beam momentum), to exclude beam tracks. 

Particle ID 

* C(Kl), C(K2), C(7r), C(p) : Cerenkov probabilities (CPROB(M)) assigned to 
the four candidate tracks, assuming that the first two were kaons, the third 
was a pion and the fourth was a proton. The algorithm used to calculate these 
probabilities is described in section 2.1.6. 

Vertex quality 

* DSTMIN : Minimal distance between the two kaon candidate tracks. A cut on 
this parameter was required to ensure that the two kaon tracks originated at 
the same decay point. 

* x;ri : x2 
/ dof calculated from tracks' impact parameter to the fitted location of 

the production (primary) vertex. 
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* x;ec: x2 /dof calculated from tracks' impact parameter to the fitted location of 
the decay (secondary) vertex. 

Vertex topology 

* SDZ : The distance between the production (pri) and decay (sec) vertices, 
measured in units of the error in the measured longitudinal separation: 

SDZ = Zsec - Zpri 

J u;ri + u;ec 
(3.1) 

Zpri and Zsec are the Z positions of the primary and secondary vertices, and 
Upri and Usec are the errors in these measured positions. The measure of the 
distance between the two vertices in units of its error reduces the dependence 
of this parameter on the momentum of a candidate pentaquark or D8 • As the 
momentum of the candidate particle grows it moves a longer distance, but the 
error on the production and decay vertices grows too since it moves in a more 
forward direction. 

* SIGMA : The distance of the decay vertex from the closest target surface, 
measured in units of the longitudinal error in the decay vertex reconstructed Z 
position : 

SJGM A= IZsec - Ztargetl 
Usec 

(3.2) 

where Ztarget is the Z position of the closest edge of the nearest target. This 
parameter allowed a separation between vertices which occurred within the tar­
get material (could be secondary interaction vertices) and those that occurred 
outside it (decay vertices). 

* Decay Impact Parameter (DIP) : The momentum vector of the candidate pen­
taquark (or D 8 ) was calculated as the resultant of the four (or three) decay 
tracks and was extrapolated back to the primary vertex Z position. The DIP 
is the distance on the (X, Y) plane between the position of the candidate mo­
mentum vector to the primary vertex (this is the resultant impact parameter 
from the primary vertex). 

* Ratio (RAT) : The likelihood that tracks belonged to the secondary vertex 
rather than to the primary vertex. It is defined as: 

RAT = fr ( dsec )i 
i=1 ( dpri)i 

(3.3) 

where i runs over the n tracks in the decay vertex and ( dsec )i and ( dpri)i are the 
distances on the (X - Y) plane of the ith track from the secondary and primary 
vertices, respectively. As the value of RAT gets smaller it is more likely that 
all the candidate tracks belong to the secondary vertex. 
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* RATi/AVGR: The RAT parameter is small if all of the four tracks are closer 
to the secondary vertex than they are to the primary vertex, but it can be 
also small, for example, if even only one track is much closer to the secondary 
position than the others. Alternatively, a RAT parameter calculated for a very 
good 3-prong vertex with one far track may still be small. In order to get more 
information about the contribution of individual tracks to the vertex quality we 
used the ratio: 

{3.4) 

where Rati = { dsec)i/( dpri)i is the individual ratio for each of the daughter tracks 
in the decay vertex {n=4 or 3 in pentaquark or Ds searches), and "£"::1 (Rati)/n 
is the average of this parameter among these tracks. The ratio in equation 3.4 
estimates the contribution of each of the daughter tracks to the total RAT pa­
rameter and allows rejection of peculiar vertices. 

* MAXRATi: the maximal Rati among these parameters calculated for the tracks 
in the decay vertex. 

* ISOLATION (ISO) : This parameter measures how well a secondary vertex is 
isolated from its neighboring tracks. The distance on the (X - Y) plane of 
tracks not belonging to the chosen secondary vertex is calculated with respect 
to this vertex. The ISO is defined as the minimal distance. 

Kinematics 

* Pt2dk : The squared transverse momenta (L,i PN i)) of the tracks in the decay 
vertex, calculated relative to the direction of their summed momentum. This 
parameter is proportional to the Q value of a decay process {Energy"" p2 /2m ). 

* Invariant Mass : Invariant mass is calculated as a function of track momentum 
Pi and daughter mass mi {both in units of GeV) for then tracks in the vertex: 

{3.5) 

3.2.2 Filter requirements 

In the first filtering stage the events selected by all filter programs were written to 
"" 8000 DST tapes, retaining roughly one sixth of the data. Two major programs 
selected events having: 

1. At least one secondary vertex, well separated from the primary vertex. Sec­
ondary vertices with two tracks were required to be separated by SDZ > 6 (see 
section 3.2.1), and those with three or more tracks were required to be separated 
by SDZ > 4. 
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2. K~ and A candidates reconstructed from tracks in the Drift Chambers' region 
as well as in the SMD region. These particles are relatively long-lived (of the 
order of 100 ps) and therefore expected to decay mainly downstream to the 
SMD. 

These two programs, named "secondary vertex filter" and "Vee filter", respectively, 
selected about 95% of the events passed by the filter. The remaining 5% were selected 
by dedicated programs, designed for searching events with </>s, B decays, difractive 
jets and various charm baryons. 

The development of the "</>-filter" was part of my work and the Tel-Aviv group con­
tribution to the filter programming. This program selected all events containing a 
</>-+ K+ K- decay without constraining the distance between primary and secondary 
vertices. Such events could be candidates in the pentaquark search via the decay 
P2s -+ </>7rp, without the limitation of a minimal lifetime driven by the minimal nor­
malized distance limitation (see filter selection (1) ). Eventually, as this filter program 
was not applied to all the data, we did not use it for the selection of </>7rp candidates. 
Nevertheless, we did use the events it selected for tuning the cuts on variables related 
to </>s within the </>7rp sample (sec. 5.4.1 and 6.2.1). For the pentaquark search we used 
the events selected by the "secondary vertex filter" in the analysis of 2/3 of E791 data, 
and for the remaining third I wrote a dedicated candidate driven algorithm to select 
the candidate decays Pg -+ </>7rp -+ K+ K-7rp and Pgs -+ K*° K p -+ K+ K- 7rp. The 
"pentaquark filter" and a similar "Ds filter" were included in the filter package in­
stead of the "</>-filter" for the remaining third of the data . These two filter programs 
passed approximately 7% of the selected events. 

Pentaquark filter 

The "pentaquark filter" was based on a mass driven method. In its first stage it chose 
a subset of good tracks, characterized by: 

• X~rack < 5. 

• Category (CAT) between 3 to 15. 

• Momentum between 2. to 400. GeV /c. 

In the next stage the program chose </>-candidates. It looked for oppositely charged 
pairs of kaon candidate tracks as potentially arising from </>decays. One in each pair 
of kaon candidates was required to have a Cerenkov probability larger than the a 
priori value to be a kaon. For the other kaon candidate the criterion was somewhat 
looser and it could have also an a priory probability value. The product of the two 
kaon Cerenkov probabilities was required to be greater than 0.05. The two candidate 
kaons had to pass close to each other, with a distance of closest approach <0.005 cm, 
and their invariant mass had to be within ±10 MeV /c2 of m( </>). 

In the next step a pion and a proton candidates were selected from the list of good 
tracks. Tracks were identified as protons if their Cerenkov probability for protons had 
the a priori value or more. All other tracks were assumed to be pions since most of 
the tracks emerging from the interaction and decays were pions. 
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For K•0 selection the pion candidate was matched with the kaon candidate having an 
opposite charge. The distance of closest approach between them had to be <0.005 
cm, and their invariant mass had to be within ±50 MeV /c2 of m(J<•0

). 

Finally, for producing a pentaquark candidate decay, a secondary vertex was recon­
structed using the track information of the two kaons, pion and proton candidates. 
It was required that the invariant mass of the four particles would be between 2.0 to 
3.1 GeV / c2 , that their total charge would be zero, and that x;ec < 20. The primary 
vertex was then re-reconstructed using the tracks in the original primary vertex and 
excluding the pentaquark daughter candidate tracks. It was required that Zpri was in 
the target region (Z <-0.3 cm), and that x;ri < 15. It was further required that the 
momentum vector of the candidate pentaquark pointed back to the primary vertex 
with DIP < 0.016 cm, and that RAT< 0.01 (for definitions of Zvri, x;ri' X;ec' DIP, 
and RAT see section 3.2.1). The selection criteria applied to the data by the "pen­
taquark filter" are listed in table 3.2. 

pentaquark Ds 
Filter I Strip Sub-sub-strip Filter I Strip Sub-sub-strip 

C(Kl,K2) > 0.12 0.1 0.12 
C(Kl or K2) > 0.13 - 0.13 
C(Kl • K2) > 0.05 0.006 0.05 

DSTMIN < 0.005 cm 0.005 cm 
</>MASS ± 10 MeV/c2 ± 14 MeV /c~ ± 10 MeV /c~ 
C(p) > 0.038 -
C( 7r) > - -

2 Xpri < 15 5 15 5 
2 Xsec < 20 6 15 6 

SDZ > 0 6 7 6 
DIP < 0.016 0.004 cm - 0.004 cm 
RAT< 0.01 0.003 0.01 0.003 
ISO> - 0.0004 cm -

INV. MASS 2.0-3.1 GeV /c2 2.4-3.1 GeV /c2 - 1.79-2.05 GeV /c;:. 

Table 3.2: Selection criteria required by the pentaquark and Ds filter and strip rou­
tines. C(J{l, K2) stands for a cut on the Cerenkov probability assigned to each of the 
two kaon candidate tracks. C(J{l or K2) refers to a cut applied either to the first or 
to the second kaon. C(Kl • K2) stands for the product of the Cerenkov probabilities 
assigned to the two kaons. 

3.2.3 Stripping processes 

After filtering, data were stripped and written to two output streams. One stream se­
lected events using the vertex list that was produced by the "secondary vertex filter", 
and the same events previously selected by the Ds and pentaquark filter programs. 
The selected events in this_ stream were used for the pentaquark search, as well as for 
production studies, D0 

- D0 mixing, doubly Cabibbo suppressed decays, FCNC, and 
more analyses done by the E791 collaborators. The other stream selected events from 
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the subset passed by the "Vee filter", which were used for baryon searches. Candi­
dates for B decays and difractive jets events were selected by this stream too. 

We further sub-stripped the events in the first stream to pass only pentaquark and 
Ds candidates. First we used the same programs that were used as part of the 
filter and strip packages. In later sub-sub-stripping programs we required tighter 
selection criteria in order to reduce the number of candidate events. Finally, the 
subset of events which we examined for the D 8 and pentaquark searches included 
approximately 126,000 events. The criteria used to select them are listed in table 3.2. 
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Chapter 4 

The Monte Carlo Simulation 

In the framework of E791 analysis the hadroproduction is simulated using string 
fragmentation as implemented in the Lund model of the PYTHIA Monte Carlo (MC) 
program [36]. The pentaquark does not appear in the Lund table of particles because 
it is predicted to be constructed of five quarks, unlike any of the known hadrons. 
Moreover, there is no easy way to introduce the pentaquark into the table as a new 
particle since its production mechanism is unknown. Section 4.1 describes how we 
overcame this problem by substituting the known particle :=:~ by the pentaquark. The 
production characteristics of the pentaquark and the normalization sample of the Ds 
are discussed in section 4.2.1. 

Decay processes and their detection by the spectrometer are simulated by the Monte 
Carlo too. The simulation takes into account noise, inefficiencies and resolution of 
the various detectors, and smears the simulated variables accordingly. The resulting 
simulated distributions should be similar to these of real observables. The efficiency 
calculated from the MC is reliable only to the extent that the simulation reproduces 
well distributions of the variables. By using ratios of efficiencies, as done in Eq. 5.1, 
this sensitivity is reduced for quantities that are common to the decays of the pen­
taquark and the Ds. These include the Cerenkov probabilities assigned for the kaon 
and pion candidate tracks, and the reconstruction and identification of the <P particle. 
The main differences a.re: 

• Topology: The pentaquark decays into four charged particles, making the vertex 
a 4-prong vertex, while the Ds decay is a 3-prong vertex. 

• Particle identification: The pentaquark has an additional proton track which 
has to be identified by the Cerenkov detector. 

• Kinematics: We look for a pentaquark via a three-product decay ( </>, 7r, p ), while 
the Ds decays into two decay products ( </>, 7r ). Consequently, while the <P and 
7r emerging from the Ds decay have an equal momentum in the Ds rest frame, 
the daughter particles of the pentaquark would carry varying fractions of its 
momentum. 

In section 4.2.2 the distributions from Monte Carlo and data are compared for vari­
ables characterizing the decays of the Ds and the pentaquark. 
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#Generated After Filter After Strip 
MC(P~), M(P2s)=2.75 GeV /c2 107000 51360 30561 
MC(P~), M(P2s)=2.83 GeV /c2 100000 48643 29004 

MC(Ds) 108000 54649 30321 

Table 4.1: Number of pentaquark and D s generated events and the number of events 
selected by the Filter and Strip stages of analysis. 

4.1 Generation of pentaquarks 

The pentaquark was introduced into the Lund list of particles by replacing the :=:~. 
When a :=:~ was produced it was renamed as the P2s, its mass was redefined to be 
2.83 or 2. 75 Ge V / c2

, and it was forced to decay through the expected decay modes 
of the pentaquark. The binding energy of the pentaquark was defined to be either 
,...., 150 or ,...., 70 Me V / c2• The former is the largest possible binding energy, based on 
the CHI potential, but a more reasonable value for the binding energy is about half 
of it (see sec. 1.1). The:=:~ is a good candidate to be replaced by the P~ as it consists 
of the c, s and d quarks, which are common to the pentaquark. The heavy quarks 
are combined together to form the heavy :=:~ baryon, and therefore it is possible to 
form a somewhat heavier particle with these quarks. The difference between the :=:~ 
and pentaquark masses ( "'0.37 Ge V / c2 ) can cause violation of energy and momentum 
conservation when the :=:~ is a decay product of a particle lighter than 2. 75 or 2.83 
Ge V / c2• In order to avoid such possible violations, all the decay modes containing 
:=:~as one of their products were vetoed. The decay chain defined for the pentaquark 
was: Pc~ -+ </nrp, where the <P decayed to ]{+ K-. Since B( </> -+ /{+ K-)=0.49, the 
detection efficiency (c) was about twice its real value. However, the same decay chan­
nel of the <P was required in the simulation of D s. Hence, this factor of two cancels 
in the ratio of efficiencies. The lifetime of the pentaquark was defined to be 0.4 ps, 
similar to that of other charm particles. 

Table 4.1 lists the number of pentaquark events generated with masses of 2.75 and 
2.83 GeV /c2 and the number of generated Ds events. This table lists also the number 
of events selected by the filter and strip processes for each of the samples. It is noted 
that the fraction of events selected by the filter and strip processes is equal for all 
three samples. It means that the efficiency of the requirements in the filter and strip 
stages is equal when applied to the pentaquark and Ds MC samples. 

4.2 Reliability of the MC 

4.2.1 Study of Xp and PT distributions 
An important test of the Monte Carlo is the extent to which the predicted Xp (the 
longitudinal momentum of the produced particle) and PT (its transverse momentum) 
distributions are consistent with the data and known production cross sections. Dis­
tributions of Monte Carlo XF and PT parameters at the production stage are shown 
in Fig. 4.1. These distributions are fitted by the functions: A(l-xp r (for Xp > 0) 
and Be-bp}. The resulting n and b parameters are: n(P2s) = 5.14 ± 0.04, n(Ds) = 
5.15±0.05, b(P2,) = 1.13 ± 0.01, b(Ds) = 1.24 ± 0.01. The values fitted for n and b 
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Figure 4.1: Distributions of XF and p} at production from pentaquark and Ds MC 
simulations. The solid lines are the fit results of the functions A(l - XF r and Be-bp}. 

are consistent with measured values for mesons and baryons [37]. 

The XF distributions from MC and data for Ds events are shown in Fig. 4.2(a) 
and 4.2(b), respectively. The ratio between them, when the number of data events is 
normalized to the number of MC events, is shown in Fig. 4.2(c). It can be seen that 
the ratio is approximately one, meaning that the MC reproduces well the production 
process of D s. 

The similarity between the XF distributions produced by the MC for pentaquarks 
and Dss indicates that they are generated with the same dynamics, both in central 
production (low XF ). The search for the pentaquark is therefore constrained to its 
production with low XF values. A systematic error in the search result due to erro­
neous simulation of the pentaquark production is discussed in sec. 7.2.6. 
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Figure 4.2: Distributions of xp for events accepted in the Ds mass peak from (a) MC 
and (b) data. The events in the Ds peak are defined by vertex cuts and by the Ds 
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ratio between these Xp distributions, when the number of data events is normalized 
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4.2.2 Distributions of decay variables 
A comparison of variable distributions between MC and data was done directly for the 
ns but not for the pentaquark. For variables characterizing both ns and pentaquark 
decays we compared the distributions from ns MC and data signals to those from 
the pentaquark MC. Other signals from data were used for comparison of variables 
for which the pentaquark differs from thens (see sec. 5.1). Mainly, for distributions 
of topological variables characterizing the 4-prong decay, the data from n° --+ /{ 7r7r7r 
were compared to the simulated pentaquark decays. 

The comparison between variable distributions from MC and data was done in the 
following steps: 

• First, we produced clean signals of ns --+ r/J7r --+ /{+ K-7r from MC and data, 
n° --+ K7r7r7r from data and P2s --+ r/J7rp --+ !{+ K-7rp from MC. To obtain 
clean signals we applied cuts to the variables characterizing the decay process. 
Correlated variables were grouped into "families": 

- Lifetime: SDZ 

V t l•t . 2 2 - er ex qua I y. Xpril Xsec 

- Vertex separation: ISO, RAT, DIP 

- Cerenkov: C(Kl), C(K2), C(7r), C(p) 

- Decay kinematics: Pt2dk 

A variable was studied using a signal which was obtained with cuts applied only 
to variables not belonging to that variable's "family", to minimize correlations. 
As an example, Fig. 4.3 shows the n s mass spectrum from data, with all cuts 
applied within this study (top left), and with the same requirements except for 
cuts on variables of a different "family" for each plot. It can be seen that in all 
plots the n s signal is indeed "clean" with low level of background. 

• The variables themselves were plotted with two mass cuts. One on 40 MeV /c2 

around the mass of the particle being tested, as it contains ,....., 90% of a mass 
signal. The other cut was on the background on both sides of the signal. The 
number of events in the background region was normalized by the ratio of the 
two mass ranges. The difference between the two distributions ("signal" minus 
"background") reflects the distribution that characterizes the signal. 

Comparison of each of the variables is described in detail below. 

Comparison of variables common to ns and pentaquark analyses. 

The C(Kl) is an example of a parameter common to the ns and pentaquark analy­
ses. Fig. 4.4 shows the C(Kl) distributions obtained from ns signals from MC and 
data (top histograms). These signals were plotted with cuts on all variables except 
for those belonging to the "Cerenkov family". The C(Kl) distribution from the pen­
taquark signal from MC is shown in the same figure with the same requirements 
(bottom histogram). The fraction of events in the a-priory and ambiguity peaks (see 
section 2.1.6), out of the total number of events in each distribution, is the same within 
errors. In the a-priory peak the fraction is: 0.14±0.03, 0.12±0.01 and 0.15±0.02, in 
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Figure 4.3: Ds mass spectra from data with all cuts (top left), and with all cuts 
except for those that belong to the stated "family". 
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Figure 4.4: Distributions of C(Kl) for ns signals from MC and data (left), and for 
the pentaquark signal from MC (right). 

the distributions from MC(ns), DATA(ns) and MC(P2s), respectively. The fraction 
of events in the ambiguity peaks in the same order is: 0.53±0.07, 0.56±0.03 and 
0.52±0.04. 

Comparison of topological vertex variables 

For the comparison of the 4-prong vertex topology variables I used a sample of 
n° -+ K 7r7r7r from data. The n° has a lifetime similar to that of the n s making 
it possible to apply the same SDZ cut in both analyses while examining other vari­
ables. The 4-prong topology variables (belonging to the "vertex quality" and "vertex 
separation" families) were compared in a process, which is described here for the x;ec 
as an example. Fig. 4.5 shows x;ec distributions for ns signals from MC and data, for 
the pentaquark MC signal and for the n° signal from data. Differences are apparent 
between the distributions plotted from MC(ns) or MC(P2s) and data of ns or n° 
decays. Note, however, that the discrepancies between MC and data are in the same 
direction for both 3- and 4-prong decays; the MC shows a better quality vertex than 
the data. This is the case for most of the 4-prong topology variables. 
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Figure 4.5: Distributions of x;ec' for thens MC and data signals, for the pentaquark 
MC signal and for the n° ---+ K 7r7r7r signal from data. 

In order to make a more quantitative estimate of the effect on the efficiency, the x;ec 
distributions from MC were normalized to have the same number of events as in the 
distributions from data. The x;ec distributions from data were then divided by the 
normalized distributions from MC. This was repeated for all variables characterizing 
the 3-prong decay of thens and for the 4-prong decay of the pentaquark from MC in 
comparison to the n° decay from data. These ratios of x;ec distributions, for 3- and 
4-prong decays, are shown in Fig. 4.6( a) and 4.6(b ), respectively. The double ratio, 
calculated as the ratio between these two distributions and shown in Fig. 4.6( c ), gives 
the sensitivity of the value calculated in Eq. 5.1 to changes in the applied cut on the 
x;ec variable. 

The denominator of Eq. 5.1 is essentially the Yield in the Ds signal from data divided 
by the efficiency to get this signal, as calculated from MC. To check the sensitivity of 
this expression to changes in cut values I calculated it as a function of a "running" 
cut value on the variable being tested. Fig. 4.6(d) shows Yield(Ds Signal)/cn. cal­
culated for a "running" cut value on x;ec· Note that above a certain value the ratio 
is constant and therefore not sensitive to variation of the cut. 

As we wanted to reduce the sensitivity of the search to variations in cut values we 
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took precaution that: 

• For the chosen cut, the double ratio between variable distributions would be 
close to one and would not fluctuate too much. 

• The expression Yield(Ds Signal)/cv. would be stable when the chosen cut value 
is varied. This consideration implied that all vertex definition requirements 
(quality and separation), listed in Table 5.3 and discussed in sec. 5.2, were in 
the fl.at region of plots like Fig. 4.6( d ). 
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Figure 4.6: Ratios of x;ec distributions from the data signal and from the normalized 
MC signal, for: (a) 3-prong decays of Ds, (b) 4-prong decays. The x;ec distribution of 
the 4-prong decay D0 --+ ]{ 1r1r1r from data is divided by the normalized distribution 
for the pentaquark MC signal. (c) The double ratio of the distributions in (a) and 
(b). (d) The Yield(Ds Signal)/cv, as a function of a "running" cut value on x;ec 

Comparison of the kinematic variable: the Pt2dk 

The different kinematics of the Ds decay as opposed to the pentaquark decay causes 
the Pt2dk distributions to be quite different. (see sec. 3.2.1 ). Pt2dk distributions 
for Ds signals from MC and data are shown in Fig. 4.7(a) and 4.7(b), respectively. 
It is noted that the MC(D,,) reproduces the data quite well. A comparison of the 
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Pt2dk distribution, plotted for n° signals from MC and data in Fig. 4.7(c) and 4.7(d), 
shows that it is reproduced well also by the MC(n°). The Pt2dk distribution for the 
pentaquark decay is not expected to be identical to that of a n° decay since the Q 
value of the two decays is different (about 860 Me v I c2 for the decay n° --+ K '7r1r7r' 

compare to less than 800 MeV /c2 for the decay P2s--+ </nrp.) The Pt2dk distribution 
of the pentaquark MC signal is shown in Fig. 4.7(e). It can be seen that it is indeed 
different from the distributions of the ns and n° signals. However, since these are 
reproduced well by the MC, we believe that the MC simulates well this variable for 
the pentaquark decay too. 
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Figure 4.7: Distributions of Pt2dk for: (a) the decay ns --+ </nr from Monte Carlo, 
(b) the same decay from data, ( c) the decay n° --+ K 7r7r1r from Monte Carlo, ( d) the 
same decay from data, ( e) the decay P2s --+ </>7r p from Monte Carlo. 

Comparison of the proton identification variable: C(p) 

Another difference between the ns and pentaquark analyses is the additional proton 
in the pentaquark decay. The Cerenkov probability function assigned to the proton 
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track - C(p) - is the tool used for the proton identification. As the Cerenkov counters 
could identify protons only in a certain momentum region the probability values 
depended also on the track momentum. I used a sample of A --+ 7rp as a source for 
protons from data, and compared the efficiency of the cut on C(p) from MC(P2s) 
and data. The data set included "'57330 As. Fig. 4.8 shows proton momentum 
distributions from the Lambda sample and from the pentaquark MC. The protons 
from pentaquark decays carry a higher average momentum than the protons from 
Lambda decays. 
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Figure 4.8: Momentum distributions of protons from data (A--+ 7rp sample) and from 
MC(P2s). 

The efficiency of the cuts on C(p) was calculated in momentum bins defined by the 
sensitivity of the Cerenkov counter. The Cerenkov should identify well protons with 
momentum between 21 to 75 GeV /c (see Table 2.8 and discussion in sec. 2.1.6). 
In this region we do not expect to see an ambiguity I</p peak on the C(p) scale. 
However, such a peak does appear for proton momenta between 21 to 40 GeV /c, 
both in data and MC. Fig. 4.9(a) shows the distribution of C(p) from data, with the 
apparent I</p ambiguity peak. Histograms (b) and (c) in this figure show proton 
momentum distributions from A data and pentaquark MC for tracks in the I</p 
ambiguity peak. Most of the protons in the ambiguity peak carry momenta between 
6-21 GeV /c. Nevertheless, protons having momenta between 21-40 GeV /c do not 
necessarily belong to background events as they produce a good A signal, as shown 
in Fig. 4.10. 

The explanation is related to the response of the Cerenkov counters. In the 21-
40 GeV /c momentum region the proton was well identified if none of the Cerenkov 
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momenta between 21 to 40 Ge V / c. 

counters gave any light. If Cl was noisy (could be due to high multiplicity) then the 
(Cl,C2) signal looked like that of an expected kaon. However, the amount of light 
detected did not fit the predicted amount of light produced by a kaon track and the 
code gave a probability in the ]{ / p ambiguity peak. If both Cl and C2 were noisy 
this particle could be mistaken to be a pion and could show in the 7r / p ambiguity 
peak (0.05) or in the a-priori peak on the C(p) scale. 

The study was binned in four momentum bins and five cut values on C(p) (see Ta­
ble 4.2). The cut values used are: 
C(p) > 0.038 - below the a-priori peak 

>0.05 - above the a-priori peak 
>0.2 - below the ]{ / p ambiguity peak 
>0.26 - above the ]{ / p ambiguity peak 
>0.9 - close to definite ID. 

This study was done separately for two bins of the decay vertex Z position (Zsec)· 
The efficiencies were calculated for As decaying within the first 20cm, and for As 
decaying at a larger distance. The efficiency was calculated as the ratio between the 
number of events in the A signal after and before the cut was applied. Table 4.2 lists 
efficiencies calculated for the cuts on C(p) relative to a basic cut of C(p)>0.038 which 
was required in the pentaquark basic analysis program. The efficiency was calculated 
in four momentum bins, where the fourth was 40-55 Ge V / c instead of 40- 75 Ge V / c, 
since the high momentum events added mostly to the background and made it dif­
ficult to find the A events there. The cut efficiency in this momentum bin ( 40-55 
GeV /c) was calculated relative to the C(p)>0.05 cut (above the a-priori). This was 
done because in that momentum region there was no ]{ / p ambiguity peak, making 
the calculated efficiency very sensitive to the number of events in the a-priori peak 
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Momentum (GeV /c) 6-11 11-21 21-40 40-55 Zsec 

C(p)> 

0.038 1639 1571 573 <20cm 
15085 19112 6973 >20cm 

60 291 598 MC 
0.05 .77 (.02) .959( .06) .92 (.04) 61 <20cm 

.839(.009) .991(.027) .982( .015) 587 >20cm 
.7 (.06) .95 (.01) .88 (.01) 253 MC 

0.2 .46 ( .03) .882(.05) .81 (.04) .9 (.19) <20cm 
.536(.008) .913(.024) .901(.012) .96( .16) >20cm 

.4 ( .06) .81 (.02) .75(.02) .83(.02) MC 
0.26 .54 (.04) .82(.18) <20cm 

.626(.013) .95( .16) >20cm 
.51 (.02) .81(.03) MC 

0.9 .18 (.03) .28(.15) <20cm 
.196(.009) .63(.12) >20cm 

.2 (.02) .4 ( .03) MC 

Table 4.2: Efficiencies and their errors in brackets calculated for different cuts on 
C(p) in four momentum regions. The numbers listed in the first line are the number 
of events in the signal with the requirement of C(p)>0.038. The three numbers in 
each box are related to As decaying within 20cm from the targets, in farther location, 
and to pentaquarks in the MC signal. 

and below (a region that contains mostly background events). Three efficiency values 
are listed in each momentum bin for each cut. The first two are efficiencies calculated 
from data for Zsec <20cm and Zsec >20cm, and the third is the efficiency calculated 
from the pentaquark MC. The errors of the efficiency values are listed in brackets. 
The numbers listed for the C(p)>0.038 cut are the number of events in each momen­
tum region. Again, the first and second ones refer to Zsec <20cm and Zsec >20cm 
respectively and the third is the number of pentaquark MC events. 

Our conclusions from this study were: 

1. The efficiencies calculated for As decaying closer to the primary ( <20cm) are 
always smaller than those calculated for farther decaying As. 

2. We expected the efficiency calculated from the pentaquark MC to be more 
similar to the efficiency calculated for As which decayed closer to the primary 
( <20cm) than to those which decayed farther downstream. This is because the 
pentaquark is expected to decay close to the primary vertex. The table shows 
that the efficiencies calculated from MC(P2s) are even smaller than those calcu­
lated for As decaying relatively close to the primary vertex, but in most cases 
these efficiencies are consistent with each other within errors. The largest dif­
ference in efficiencies between MC and data is observed for the cut of C(p)>0.2 
in the 21-40 GeV /c momentum region: ,...., 14%. 
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Summary 

In conclusion, not all variable distributions were described well by the Monte Carlo. 
The deviations were usually similar for the pentaquark and Ds decays, reducing the 
systematic uncertainty in the ratio of efficiencies. Nevertheless, since discrepancies 
existed, the definition of cut values was not based solely on the MC in variables that 
were not described well by it (see also sec. 5.2). However, since the efficiencies of cuts 
were calculated using MC, the discrepancies between MC and data were taken into 
account in the systematic uncertainty calculations of the final results, as explained in 
details in section 7 .2. 
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Chapter 5 

Analysis 

5.1 Method of analysis 

Generally, a decay mode is measured by its production cross section ( u) multiplied 
by the branching fraction (B) of the specific decay. In order to determine the value 
of u · B it is necessary to know well the flux, the target factors and the detection 
efficiency. The latter is very sensitive to the reliability of the Monte Carlo simulation 
used to calculate this efficiency. Many systematic uncertainties can be eliminated or 
reduced by the evaluation of u · B relative to a u · B of another, well known, decay. 
Such an evaluation becomes also much less sensitive to the details of the Monte Carlo 
reliability, in particular if the two considered decay modes have much in common. 
In the particular case of the pentaquark such an analysis is sensible also since the 
various predictions of the pentaquark production cross section are relative to that for 
producing another charm particle, the Ds (see sec. 1.4). 

I have searched for the pentaquark via its P~ ----+ </nrp decay, where the </> subse­
quently decays to K+ K-. The sensitivity of this search was normalized to the simi­
lar n; ----+ </>Tr± decay. These are convenient decay modes to detect because all decay 
products are charged, and because the narrow </> signal allows an effective rejection of 
K+ ]{- background. The analysis programs used to select pentaquark and Ds can­
didates were essentially identical to the sub-sub-stripping routines (see sec. 3.2.3), 
but they applied two additional mild cuts on topological variables: SJGM A > 0. 
and ISO> O.OOOlcm and on the kinematic variable: Pt2dk > 0.2 (see sec. 3.2.1 for 
definitions of these variables). 

The ratio between u · B for the pentaquark and Ds decays can be expressed in the 
following way: 

u pr: · B ( P~ ----+ </>Tr p) 
l• ~ 

uv. · B(Ds----+ </>Tr) 

N(r/nrp) 
e(Pg,-+r/nrp) 
N(D,-+r/nr) ' 
e( D • -+r/nr) 

(5.1) 

where N( </>7rp) refers to the number of data events in a potential pentaquark signal or 
to the 90% confidence level upper limit based on a comparison between the expected 
background level and the observed number of events [38]. The quantities N(Ds), 
c(Pgs) and c(Ds) are the Ds yield and the detection efficiencies for P~ ----+ </>7rp and 
D s ----+ </>Tr, respectively. The detection efficiencies for both pentaquark and D s decays 
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are defined as: s 
c:= ' 

Ngenerated 
(5.2) 

where S is the number of events in the Monte Carlo signal, and Ngenerated is the 
number of events generated by the Monte Carlo. The yield in the Ds signal and the 
detection efficiencies are calculated for a chosen set of selection criteria. 

In the process of optimizing the selection criteria (cuts) for the pentaquark search 
we used the Monte Carlo events and two thirds of E791 data. In order to optimize 
the significance of a potential signal in the <fnrp invariant mass spectrum we used a 
technique which helped to define the best set of cuts without creating an artificial 
bias. Section 5.2 describes this procedure and how we interpreted its results. We 
chose the cuts in an iterative process. We first ran the optimization procedure with­
out demanding any cuts except for those already required by the analysis program 
(analyser), and defined a set of "crude cuts". Then, we made a more delicate choice 
of cuts. For this purpose we ran the optimization procedure twice more: 

1. For each variable subject to check the optimization procedure required the 
"crude cuts" on variables not belonging to the same "family" (see sec. 4.2.2). 
This way it could use cleaner signals without the effect of correlations between 
variables in the same "family". 

2. In the next step, the optimization was repeated for each variable with other 
variables in the same "family" subject to the cut values optimized in the for­
mer stage. This way we fine-tuned the cut values while taking into account 
correlations between variables in the same "family". 

In order to make the ratio in equation 5.1 less sensitive to changes in cut values, we 
took caution to apply selection criteria in stable regions of ratios between pentaquark 
and Ds efficiencies, and Yield/efficiency of the D8 , as explained in section 4.2.2. 

We used the optimization procedure to define selection criteria mainly to be applied 
on topological variables, but also to define the proton identification criterion and the 
cut on Pt2dk (kinematic variable). The optimization process of the last two cuts 
are described in sec. 5.4.2 and 5.5, respectively. The definition of kaon identification 
criteria was done differently, as described in sec. 5.4.1. The chosen set of cuts received 
the name "set l" . 

The introduction of another topological variable (MAXRATi) into the analysis in a 
later stage made it necessary to re-optimize the cuts on other topological variables 
as well. Sec. 5.3 describes this process in detail, also as a demonstration of the op­
timization technique. The modified cuts were the final selection criteria applied to 
the topological variables. These criteria, together with the other cuts of "setl" (par­
ticle ID and kinematic), and background reduction cuts, were named "UL96 set". 
Background reduction cuts included general cleaning requirements, as described in 
sec. 5.6, and a removal of misidentified decays (discussed in chapter 6). The selection 
criteria of "set 1" and the "UL96 set" are listed in Table 5.3. The efficiencies of these 
criteria and the related systematic uncertainties are discussed in chapter 7. 
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5.2 The optimization procedure 

The optimization procedure examined how selection criteria applied to variables af­
fected the number of signal (S) and background (BG) events. It worked in two 
stages: 

• First, it produced distributions of the tested variables. The distributions were 
produced for the signal and background regions of the particle being studied, 
in the same manner as described in sec. 4.2.2. 

• In the second stage it deduced the number of signal and background events 
that survived a "running" cut value applied to the variable being tested. Two 
quantities were then calculated: sensitivity and efficiency, defined as: 

sensitivity 
s 

- VJIG' 
efficiency 

Scut 
(5.3) 

Sno cut ' 

where Scu.t and Sno cut are the number of events in the signal after and before a 
cut is applied, respectively. The sensitivity and the efficiency were calculated 
as a function of a "running" cut on each variable, and served as a guidance tool 
in the definition of selection criteria. we chose cut values that resulted in high 
sensitivity values, but which did not harm the efficiency too much (see sec. 5.3). 

The signals used by the optimization procedure were taken from several sources. The 
main source was the pentaquark signal from MC. Optimization results obtained with 
the simulated pentaquark signal were compared to the results obtained using available 
data signals in order to check consistency. The signals taken from data were: 

• A </> signal from </>-filtered data was used in the optimization of kaon identifica­
tion criteria. These </>s were selected independently from the </>trp sample (see 
sec. 3.2.2). 

• A n° -+ K trtrtr signal from data helped in the optimization of parameters 
defining the 4-prong decay vertex. 

When the optimization procedure used the pentaquark signal from MC, background 
events were taken from the </>trp invariant mass spectrum from data, in a mass region 
outside the 2. 75 to 2.91 GeV /c2 range. The pentaquark could exist only within this 
range (see sec. 1.1), hence, the region outside it could serve as a pure background 
for the pentaquark search. When the optimization procedure used other sources 
of signals, background events were taken from the mass "wings" of these signals. 
The "wings" were defined as the range of invariant mass where no signals were ob­
served. The signals of Pgs -+ </>trp from MC and n° -+ K trtrtr from data are shown 
in Figs. 5.l(a) and 5.l(b), respectively. The n° signal consists of events that have 
been selected by the pentaquark strip and analyser routines, meaning that it contains 
only a small fraction of n° particles detected by E791. Fig. 5.l(d) shows the back­
ground spectrum of </>trp from data. The </>-signal, from the </>--filtered data, is shown 
in Fig. 5. 7 as part of the discussion of optimizing the kaon identification criteria (sec­
tion 5.4.1). 
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Figure 5.1: (a) The simulated P2s ---+ </nrp signal. (b) Invariant mass spectrum of 
K 7r7r7r from data, showing the D0 signal. ( c) The simulated signal of D s ---+ </J7r ---+ 

K+ I<-7r. ( d) Invariant mass spectrum of </J7rp from data, showing events that are 
considered as background by the optimization procedure. ( e) Invariant mass spectrum 
of </J7r ---+ K+ K- 7r from data. The right peak is the n; signal. The left peak arises 
from Cabibbo-suppressed n± decays. 
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An optimization procedure was activated for the normalization sample of Ds --+ </nr 
decays as well. The signal events were taken from a Monte Carlo simulation of that 
Ds decay. The background was taken from the closest bins on both sides of the 
peak from data, normalized to give the number of background events in the peak 
region. Fig 5.l(c) and 5.l(e) show the mass spectra of Ds--+ </nr from MC and data, 
respectively, plotted with the analyser cuts. Eventually, we applied equal selection 
criteria to the </nrp and </nr data, in the common part of the two analyses, to minimize 
the systematic uncertainties. 

5.3 Four-prong vertex definition cuts 

Selection criteria on vertex definition variables were chosen using the optimization 
procedure and following the considerations discussed in sec. 5.1. They included cuts 
on the variables: SIGMA, SDZ, x;eci X2ri, DIP, ISO, RAT and RATifAVGR. 
These cuts, together with cuts on particle fD variables and on the kinematic variable 
- Pt2dk, are listed in Table 5.3 and named "set 1". 

The MAXRATi variable was an exception as it was examined in a relatively late stage 
of the analysis. Nevertheless, the process of optimizing the cut on MAXRATi demon­
strates the recursive nature of the optimization procedure and as such, I describe it 
here as an example. 

The optimization was done using two signals. One was the pentaquark MC signal 
(Fig. 5.l(a)) and the other was the D 0 --+ K 7r7r7r signal from data (Fig. 5.l(b )). The 
background for the pentaquark signal was taken from data of </>7rp (Fig. 5.l(d)). The 
background for the D 0 signal was taken from its "wings" in the same mass plot. The 
optimization procedure examined events with 4-prong decays selected by the vertex­
definition cuts of "set 1", except for the cuts on x;eci DIP and RAT. The cuts on 
these three variables were loosened to the values required by the analyser because 
they could be correlated with MAXRATi and as a consequence a cut applied to them 
could be an indirect cut on MAXRATi. At its first stage, the optimization procedure 
produced distributions of MAXRATi from signal and background regions of D 0 and 
pentaquark decays. Fig. 5.2(a) shows the shapes of MAXRATi distributions from 
the D0 signal (solid) and its background (dashed). Fig. 5.2(b) shows the MAXRATi 
distributions from the pentaquark MC signal (solid) and its background from data 
(dashed). It can be seen that the shape of the distributions characterizing the signals 
is different from the shape of the distributions from background. In the second stage 
the efficiency and sensitivity were calculated (see Eq. 5.3) for a "running" cut on 
MAXRATi. 
Figs. 5.2( c) and 5.2( d) show the efficiency plots calculated using signals of D0 and 
pentaquark, respectively. Figs. 5.2(e) and 5.2(f) show the sensitivity plots calculated 
using these signals and their background from ]{ 7r7r7r and ]{ ]{ 7rp data, respectively. 
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cuts: SDZ> 1O,Pt2dk>0.5,SIGMA>2.s.x-2<6.x, • .2<3.DJP<0.004,RAT <0.003,IS0>0.001 
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Figure 5.2: (a) Maxrati distributions from the n° - ]{ 7r7r7r signal (solid line) and 
from its background (dashed line). (b) Maxrati distributions from the MC signal of 
P~s - </>7rp - ]{ ]{ 7rp (solid line) and from the ]{ ]{ 7rp background spectrum (dashed 
line). The efficiencies as a function of the "running" cut value on MAXRATi are 
shown in ( c) for the n°, and in ( d) for the pentaquark. The sensitivities as a function 
of this "running" cut value are shown in (e) for the n° and in (f) for the pentaquark. 
The dotted lines on histograms (c) to (f) represent the chosen cut value: MAXRATi 
< 0.45. 

The cut value on MAXRATi was determined to be: <0.45. Applying this selection 
criterion would improve the sensitivity by ,....., 30% in comparison to not requiring it, 
and would result in a loss of ,....., 15% in the efficiency. We chose not to require a tighter 
cut, of MAXRATi < 0.35, even though it would result in a better sensitivity. This is 
because the efficiency of this cut drops to 75%, and, more crucial - it changes rapidly 
near MAXRATi < 0.35 and could cause the result to be unstable. 

The next step was to re-define the selection criteria. We repeated the optimization 

81 



process for x;ec' DIP and RAT, when an additional cut of MAXRATi <0.45 was 
applied. Efficiencies and sensitivities were calculated again for "running" cut values 
on these variables. Fig. 5.3 shows the efficiency (left) and sensitivity (right) plots 
for the x;eci DIP and RAT variables. The required cuts were the same as in the 
optimization process of MAXRATi but with the additional cut of MAXRATi <0.45. 
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Figure 5.3: Results from a re-optimization process done for the x;ec' DIP and RAT 
parameters, while requiring the additional MAXRATi <0.45 cut. On the left: the 
efficiencies as a function of the "running" cut value on each parameter. On the 
right: the sensitivities as a function of these "running" cut values. The dashed lines 
represent the chosen cut values. 

Motivated by these efficiency and sensitivity plots, we concluded that: 

• A cut on x:ec' tighter than the requirement in the analyser program, would not 
improve the sensitivity. Thus, we decided not to apply a cut on x:eci tighter 
than x:ec < 6. 

• The cuts on DIP and RAT should remain as defined within "set 1" (DIP < 
0.0025 .and. RAT < 0.001). A tighter cut on RAT would improve a little the 
sensitivity but we felt that it would be too tight. 

We called this new set of cuts: "set 4". The only difference between this set and "set 
1" is the additional cut on the MAXRATi variable and the more open cut on x;ec· 

Figs. 5.4( a) and 5.4(b) show the D0 data signal plotted with the requirements of "set 
1" and "set 4", respectively. 
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Figure 5.4: D0 signals from data, plotted with the requirements of (a) "set 1", (b) 
"set 4" and ( c) the combination: "set 1" .or. "set 4". The yield in the D0 signal and 
its sensitivity are printed on each of the histograms. 

The sensitivity gained by "set 4" (17.3±4.0) is essentially the same within errors as 
the one gained by "set l" (15.3±3.5). The yield in the D0 signal is about the same 
( 52 with "set 4" compare to ,....., 50 with "set 1"). It is interesting to note that the 
two D0 signals, plotted with "set 1" or "set 4" requirements, do not consist of the 
same events necessarily. In fact, ,....., 20% of the events are not common. It means that 
these two sets of cuts choose somewhat different events, both with about the same 
quality since the sensitivity and the yield are very similar. In order to collect the 
good events into a combined signal while keeping the sensitivity in its best value we 
defined a combined cut: "set 1" .or. "set 4", and applied it to the K 7r7r7r data. The 
resulting spectrum is shown in Fig. 5.4(c). Clearly, there is a gain of,....., 20% in the 
yield of the D0 signal, from ,....., 50 D0 events selected by each set of cuts separately, 
to ,....., 60 events selected by the combined cut, while the sensitivity remains the same. 
Based on this study we decided to apply the "set 1" .or. "set 4" cut to the </>7rp data 
set. In fact, most of the cuts in the two sets are identical, and the .or. is defined only 
between the cut on x;ec to the cut on MAXRATi: 

x;ec < 3 .or. MAX RATi < 0.45. 
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5.4 Particle identification cuts 

5.4.1 Kaon Cerenkov cut optimization 
In the analysis of P~s -+ </nrp -+ K+ K- 7rp we wanted to identify a </> signal with the </> 
decay products identified as kaons. In order to study kaon identification (KID) cuts 
we used a large sample of </> events from a </>-filtered run. The </>-filtered data were 
stripped by a </>-strip and written to a different output stream than the data used for 
the pentaquark search. It ensured that the </> events in the two data sets were selected 
independently. In order to get a relatively clean </> signal for KID study, a Cerenkov 
cut of C(Kl) > 0.7 was applied. The resulting </>peak was studied in momentum 
bins of the second kaon. For each momentum region several cuts were tried and the 
values of efficiency and sensitivity (Eq. 5.3) evaluated. The results are summarized 
in Table 5.1. 

C(K2) Momentum(K2) (GeV /c) 
<6 6 - 11 11 - 21 21 - 40 40 - 75 

Analyser Cuts - 40.7±1.2 12±0.4 26.5±0.8 -
> 0.13 - 0.29±0.02 0.9±0.04 0.61±0.03 -

- 16.5±0.8 15.3±0.6 24.3±1. -
> 0.2 - 0.29±0.02 0.9±0.04 0.59±0.03 -

- 20.6±1.1 16.5±0.6 25.1±1. -
> 0.5 - 0.83±0.04 0.47±0.03 -

- 18.4±0.7 23.2±1.1 -
> 0.7 - 0.79±0.04 0.36±0.02 -

- 21.3±0.9 19.9±1. -
> 0.77 - - - - -

- - - - -

Table 5.1: Efficiencies (upper raws) and sensitivities (lower raws), calculated in mo­
mentum bins of K2. For the "Analyser cuts" line only the sensitivity is listed. 

According to the table, the best sensitivity is obtained for the following combination 
of cuts on C(K2): 

MOM(K2): 6-11 GeV /c .and. (no cut on C(K2)) 
.or. MOM(K2): 11-21 GeV /c .and. C(K2)>0.7 
.or. MOM(K2): 21-40 GeV /c .and. C(K2)>0.2 

However, the strong cut C(Kl)>0.7 applied to one of the kaons for all momenta, 
defines a limited momentum region for both kaons because the two kaon momenta are 
correlated. Indeed, from the Table it can be seen that there are no </>'s constructed 
from tracks with momenta below 6 GeV /c or above 40 GeV /c. The correlation is 
seen also in Fig. 5.5, which shows the momentum distribution for each of the kaon 
candidate tracks and a two dimensional plot of the two kaon momenta. 
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Figure 5.5: Top: Momentum distributions of the two kaon candidate tracks in the </> 
sample. Bottom: the correlation between the momenta of the two kaon candidates. 

Thus, the combination of cuts, recommended by Table 5.1, is not necessarily the opti­
mal one to require within the pentaquark analysis in order to get the best sensitivity 
to the </> signal. This consideration led us to require a different and more "simple" 
momentum dependent cut on the Cerenkov probability of the two kaons: 

MOM( Kl, K2): 6-40 GeV /c .and. C(I<l, K2)>0.2, 

where MOM(Kl, K2) is the momentum of each of the two kaons and C(Kl, K2) their 
Cerenkov probabilities. The product of the Cerenkov probabilities: C(Kl)•C(K2) > 0.05 
was required already in the early filter and strip stages of data reduction, and had to 
be therefore required all along the analysis. 

In order to check in a more quantitative way if this KID cut is the optimal cut 
for the pentaquark analysis, the </>'s from the </>7rp candidate events were plotted with 
different combinations of momentum dependent cuts on C(Kl, K2). Fig. 5.6 shows 
five invariant mass spectra of ]{+ K-, with the following cut combinations: 

(a) The cuts required in the analyser stage. 

(b) The suggested "simple" KID cut. 

(c) The combination of cuts recommended by Table 5.1. 

MOM(Kl, K2): 
(d) MOM( Kl, K2): 

MOM( Kl, K2): 

6-11 GeV /c .and. 
11-21 GeV /c .and. 
21-40 GeV /c .and. 
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C(Kl, K2)>0.2 
C(Kl, K2)>0. 7 
C( Kl, K2) >0.2 

.or. 

.or. 



MOM( Kl, K2): 
(e) MOM( Kl, K2): 

MOM(J<l, K2): 

6-11 GeV /c .and. 
11-21 GeV /c .and. 
21-40 GeV /c .and. 

C(Kl, K2)<0.2 
C(Kl, K2)>0.7 
C(Kl, K2)>0.2 

.or. 

.or. 

Table 5.J suggests not to demand any cut on C(K) for MOM(K) between 6 to 11 
GeV /c. Kaon candidate tracks having momenta in this region were divided into 
two complementary groups: one with C(K)<0.2, and the other with C(K)>0.2. 
Figs. 5.6( d) and 5.6( e) show these two groups of events, plotted together with the 
events selected by the cuts on C( K) in other momentum regions. The number of 
events in the </> signal (after background subtraction) within the mass region: 1.016-
1.023 GeV /c2 , and the sensitivity, are listed on each one of the histograms in Fig. 5.6. 
The number of background events was taken from the </> wings region (1.01-1.015 
GeV/c2 , 1.024-1.029 GeV/c2 ) and was normalized to give the number of BG events 
in the signal region. The error in the sensitivity, listed on the histograms, was calcu­
lated based only on statistical error. 
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Figure 5.6: Spectra of </> -+ K+ K- from the </>7rp event sample, with different mo­
mentum dependent KID cuts, as described in the text. The number of events in the 
</>signal and its sensitivity are printed on each of the histograms. The statistical error 
on the sensitivity is printed too. 
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Figure 5.7: Spectra of J<+ K- invariant mass from (a) </>-filtered data and (b) </nrp 
event sample. The histograms are plotted with the optimized KID cut. The dotted 
lines on (b) demonstrate the ¢> mass cut applied to the ¢>-rrp data. 

Several observations were made: 

• The cuts recommended by Table 5.1 result in the worst sensitivity (Fig. 5.6(c)). 

• The requirements in the "simple" KID cut result in the best sensitivity (Fig. 5.6(b)). 
Also, the number of events in the signal is larger in this histogram than in 5.6( c). 

• The cuts with which Fig. 5.6( d) is plotted give somewhat lower sensitivity (but 
the same within errors) and a lower yield in the ¢> signal in comparison to 
Fig. 5.6(b ). 

• Fig. 5.6(e) shows the events selected by the cut C(K)<0.2 in the 6-11 GeV /c 
momentum region and the cuts recommended by Table 5.1 for tracks having 
other momenta. Clearly, this spectrum contains mostly background events. It 
means that a demand of "no C(K) cut" for tracks having momenta between 6 
and 11 GeV /c selects only background events if C(K)<0.2 . 

In summary, we defined the optimal KID selection criterion to be the suggested 
"simple" KID cut. Clearly, it gives the best yield and sensitivity compared to other 
momentum dependent cuts on C(K). This KID cut excluded more than 85% of pions 
and 60% of protons, while accepting about 70% of kaons. In view of the narrow ¢> 
peak and in order to better identify the ¢> contribution to the pentaquark analysis we 
also narrowed the <P mass cut to be± 5 MeV /c2 instead of± 10 MeV /c2

• Fig. 5.7 
shows the <P signals from the ¢>-filtered data and from the </>-rrp sample with the optimal 
KID cut. It can be seen that these <P signals are of the same quality, meaning that 
the optimal KID cut selects equally well <Ps from the two samples that were selected 
independently. 
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Figure 5.8: The efficiency (top) and sensitivity (bottom) plotted as a function of 
a "running" cut on the C(p) variable, where a momentum cut of 22<MOM(p)<75 
Ge V / c is required. The dotted line represent the chosen cut value. 

5.4.2 Proton Cerenkov cut optimization 

As we know from the Cerenkov performance, it can identify protons unambiguously 
only if their momentum is between rv22 and 75 GeV /c (see section 4.2.2). Thus, we 
activated the optimization procedure to define the cut on C(p) with the demand that 
the proton candidate tracks have momenta in this range. Fig. 5.8 shows the results 
of this momentum-dependent optimization. The top and bottom plots show the effi­
ciency and sensitivity versus a "running" cut value on C(p), respectively. The signal 
events were taken from the simulated pentaquark and the background was taken from 
the data. 

The efficiency of the cut applied to the momentum of the proton is approximately 
70% and a cut on C(p) further reduces the efficiency. Therefore, applying a proton 
identification cut is worthwhile only if there is a drastic improvement in the sensitiv­
ity. Such an improvement is not seen in the sensitivity plot of Fig. 5.8. In fact, the 
sensitivity does not vary rapidly as a function of the cut on C(p). For that reason we 
choose not to demand any cut on the C(p) variable, except for the mild cut required 
in early stages of the analysis, of C(p)>0.038 (with no momentum cut). This was 
defined as the optimal proton identification cut that is listed in Table 5.3 as part 
of "set 1". This proton identification cut excluded more than 35% of pions, while 
accepting more than 90% of protons and kaons. 

However, for test purposes we defined additional cuts using the efficiency and sensi­
tivity plots of Fig. 5.8. According to the sensitivity plot the milder cut value which 
results in the largest sensitivity is: C(p)>0.25. However, since this is the K/p ambi­
guity value, it is possible to cut only on a somewhat smaller or larger C(p) value. A 
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cut on C(p) above the ambiguity peak results in efficiency which is smaller by,....., 15% 
than the efficiency for a cut applied below it. The gain in sensitivity does not even 
reach 10%. It is preferable therefore to require a cut on C(p) just below the ambiguity 
peak. Finally, we defined the following cuts: 

1. Require that the proton track has a momentum in the range of 22-75 GeV /c 
and for these tracks demand C(p) > 0.2 (the optimization results). 

2. For the same momentum region require C(p) > 0.9, as it identifies extremely 
well the protons (at a cost in efficiency). 

These selection criteria are listed in Table 5.3 as part of "set 2" and "set 3". In fact, 
the only difference between the three sets of selection criteria are the cuts applied to 
the proton candidate track. 

5.4.3 Pion Cerenkov cut 

Since most of the particles emerging from the interaction and the downstream decays 
were pions we did not optimize a cut on C( 7r ). Instead, we rejected tracks having 
Cerenkov probabilities less than the a-priori to be pions ( C( 7r) < 0. 78) . The pion 
Cerenkov identification requirement excluded about 75% of protons and kaons, while 
accepting about 70% of pions. 

5.5 The Pt2dk kinematical cut 

The Pt2dk is a kinematical variable, well described by the MC, as shown in sec­
tion 4.2.2. It is very sensitive to the mass because it depends on the Q value of a 
decay, increasing as the Q value rises. For example, when a cut on Pt2dk, derived 
from optimization for the Ds, was applied to </J7r invariant mass spectrum, it com­
pletely eliminated the D± peak that comes in the same mass plot. This can be seen 
in Fig. 5.9 where we show the]{+ K-7r mass plot for a range of Pt2dk cuts. In order 
to avoid this sensitivity we required looser cuts on the Pt2dk variable than recom­
mended by the optimization procedure sensitivity plots. 

In the pentaquark analysis, the optimization procedure used the two pentaquark MC 
samples, with M(P~) of 2.75 and 2.83 GeV /c2

• A pentaquark mass of 2.75 GeV /c2 

corresponds to a binding energy of 150 Me V / c2, the maximum possible value for a 
pentaquark binding potential (see sec. 1.1). In practice, one should expect a much 
smaller binding energy and therefore larger Q value. 

The optimization results are shown in Fig. 5.10. The sensitivity and efficiency cal­
culated as a function of a "running" cut value on Pt2dk. The results using the two 
MC samples are shown one on top of the other, where the solid and dashed lines refer 
to a pentaquark simulated mass of 2.83 and 2. 75 Ge V / c2

, respectively. The selection 
criterion suggested by the solid lines is: Pt2dk> 0.5 - 0.6, and by the dashed: Pt2dk> 
0.4 - 0.5. We therefore chose to apply the cut: Pt2dk > 0.5. 
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Figure 5.9: The J<+ J<-Jr invariant mass spectrum, showing D± and n; signals, with 
various Pt2dk cuts. We note the disappearance of the D± peak for tight cuts. 
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5.6 General cleaning cuts 

5.6.1 Secondary interactions 

Secondary interactions occur when particles emerging from the 7r-nucleus interaction 
(the primary interaction) interact with nuclei from the downstream targets. The re­
construction program that produced a list of good vertices (the "vertex list") could 
find a vertex of secondary interaction and call it a decay vertex as it was located 
downstream to the primary vertex (see sec. 3.1.2). 

In the pentaquark (and D s) analyses we did not use the list of good vertices. Instead, 
we reconstructed secondary vertices only for the chosen K K 7rp (and K K 7r) candidate 
tracks and checked that these decay vertices were located outside of any target foil 
(SIGMA > 2.5). If one of the four (or three) tracks belonged also to a decay vertex 
from the "vertex list" we demanded that this vertex was located also outside any 
of the target foils. This requirement prevented false reconstruction of vertices from 
products of secondary interaction processes. Indeed, events containing such shared 
tracks contributed only to the background spectrum of the decay Ds -+ ]{* K [39]. 

5.6.2 Ghost tracks 

Noise in the Drift Chambers (DCs) produced pulses on the wires and could appear 
as false hits. As a result, false ("ghost") tracks were reconstructed, made of true and 
false hits together, especially if the DC information was limited to DCs from stations 
1 and 2 only (CAT=3). Thus, sometimes two or more tracks from the DC region 
were matched with a single track from the Silicon Microstrip Detector (SMD) region 
and were packed as separate tracks (see sec. 3.1). One way to eliminate ghosts was 
to find those tracks which have the same slope in the SMD region. 

We tested for ghost tracks among the four candidate tracks in the decay vertex by 
calculating the sine of the angle between two tracks in each of the six possible combi­
nations: sin( Oii ). The indices i and j are 1,2,3,4 and refer to the K, K, 7r, p candidates, 
in that order. The angle between two ghost tracks in the SMD region should be zero. 
Thus, the sin( eii) parameter was calculated using the slopes of tracks in the SMD 
region only. We used two thirds of E791 data and examined the K K 7rp combinations 
selected by the pentaquark analyser cuts and by the cuts of "set 1". Fig. 5.11 shows 
distributions of sin( Oij) for all track combinations, plotted with the pentaquark anal­
yser cuts. It can be seen that the angle between the two kaon tracks (tracks 1,2) is 
the smallest compared with angles between other pairs of tracks. This is because the 
</> mass is just above the two kaon threshold. The kaons emerging from a </> decay have 
almost no transverse momentum relative to the </> momentum direction and hence, 
they move almost in the same direction. 
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Figure 5.11: Distributions of sin( ()ij) between each two tracks among the candidate 
K, K, 7r, p tracks, plotted with the pentaquark analyser cuts. 
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Figure 5.12: Distributions of sin( ()ij) between each two tracks among the candidate 
tracks K, K, 7r, p, plotted with "setl" cuts. 
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Fig. 5.12 shows the same distributions, plotted with the cuts of "set 1". Here, it can 
be seen that there is one combination for which sin( 013) = 0. Tracks 1 and 3 (which 
refer to J( and 7r) in this combination are therefore considered as ghost tracks and 
should be removed. The cut required following this study was: 

(sin(012 ).and. sin(013 ).and. sin(014 ).and. sin(023).and. sin(024).and. sin(034)) > 0.00001 
(5.4) 

5.6.3 The "mirror gap" cut 

A series of baffles were placed in the horizontal midplane of the two Cerenkov coun­
ters (see sec. 2.1.6). Therefore, the mirror planes in the two counters were divided 
to upper and lower parts, separated by a physical gap. As a result, the light being 
emitted from particles hitting this gap was not detected. The lack of light in the gap 
region could cause to misidentification of light hadrons (like 7r) as heavier hadrons 
(like J( or p). It could happen in momentum ranges where the heavy hadrons do not 
emit Cerenkov radiation. 

To check tracks that were pointing to the gap region we examined Y-slopes of tracks 
(dY/dZ). Tracks that hit the gap between mirrors had very small slope in the Y­
direction, which was not affected by the magnetic field (acting in the X-direction). 
Again, we used two thirds of E791 data and examined the distributions of dY/dZ of 
the candidate tracks K, K, 7r, p, selected by the pentaquark analyser. Fig. 5.13 shows 
distributions of dY / dZ for the proton candidate tracks, plotted with the pentaquark 
analyser cuts (top) and with the cuts of "set 2" that include a tight proton identifi­
cation cut (bottom). Indeed, an artificial enhancement of proton candidate tracks is 
seen near dY / dZ = 0.0 in both distributions. The distributions of dY / dZ for the two 
kaon candidate tracks show a similar behaviour when the pentaquark analyser cuts 
are required, but the enhancement of events near dY / dZ = 0. is not apparent with 
the tighter selection criteria. Nevertheless, we removed events with either proton or 
kaon candidates pointing to the gap region since in the pentaquark analysis we rely 
extensively on the information from the Cerenkov counters for the K and p identifi­
cation. We defined the "mirror gap" cut in the following way: 

.not. (-0.0025 < dY/dZ(Kl) < 0. .or. 
-0.0025 < dY/dZ(J(2) < 0. .or. 
-0.0025 < dY/dZ(p) < 0.) 

5.6.4 Double entries 

We checked that events were not selected more than once into the final sample of 
candidate events. However, in some events five tracks were selected and formed 
two acceptable 4-prong decay vertices. This caused more than one entry from the 
same event in the invariant mass spectrum. We examined the events selected by the 
optimal selection criteria and found that two of these events contributed such double 
entries to the final K+ J(- 7rp spectrum (plotted with "UL96" set of cuts, as listed 
in table 5.3, from the full data set). In both events the accepted combinations of 
four tracks consisted of the same two kaons and proton candidate tracks, and of a 
different pion candidate track in each entry. In order to decide which combination to 
keep in each of the two events, we scanned over all variables characterizing the pion 
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Figure 5.13: Slopes of proton candidate tracks in the Y-direction. The top histogram 
is plotted with the pentaquark analyser cuts. The bottom histogram is plotted with 
the cuts of "set 2". 

track: MOM(7r), x;racb CAT(7r), NCAT(7r), C(7r), RAT1r (for definition of variables 
see section 3.2.1). We also scanned the variables which helped to define the secondary 
vertex, constructed of this pion and the other three tracks (x;ri, x;ec, SDZ, RAT, ISO, 
SIGMA). Table 5.2 lists the values of the scanned variables for each of the entries 
in the two events found. It can be seen that for the first event the pion in the first 
entry is better defined. Its momentum is higher, it has a better category, a higher 
C(7r) and a smaller RAT1r value, meaning that it passes closer to the reconstructed 
secondary vertex. The secondary vertex that includes this track has a smaller x;ec 
and it is better isolated from surrounding tracks than the vertex reconstructed with 
the other pion. We therefore chose to include the first entry of this event in the final 
</>7rp spectrum. The decision was more complex for the second event. There, the 
values of all variables are very similar. The main difference is the value of CAT( 7r ), 
which is 15 for the first entry and 3 for the second one. Since the category of the pion 
in the second combination had been changed to NCAT=28 by the neural network 
routine we considered it as a bad track and kept the other entry. 
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1st event 1st entry 
2nd entry 

2nd event 1st entry 
2nd entry 

1st event 1st entry 
2nd entry 

2nd event 1st entry 
2nd entry 

MOM(7r) 
(GeV Jc) 
17.646 
1.093 
2.926 
2.779 

2 
Xsec 

0.568 
2.04 
1.967 
1.747 

X~rack ( 7r) 

2.25 
2.125 
0.875 
0.75 

2 
Xpri 

1.464 
1.533 
2.846 
2.664 

CAT(7r) NCAT(7r) C(7r) RAT'Tr 

15 15 0.941 0.3166 
3 3 0.808 1.1863 
15 15 0.828 0.4124 
3 28 0.828 0.4194 

SDZ RAT ISO I SIGMA I 
(cm) 

12.532 0.0002 0.0092 14.13 
12.305 0.0007 0.0022 13.642 
12.854 0.0006 0.0043 10.467 
12.655 0.0007 0.0041 10.231 

Table 5.2: Values of parameters related to two combinations of four tracks (entries) 
in two events. All four entries were selected by the optimal set of selection criteria 
("UL96"). The variables characterizing the pion candidate track are listed in the top 
part of the table, and those characterizing the four-prong decay vertex are listed in 
its bottom part. 

5. 7 Summary: The chosen set of cuts, "UL96" 

Table 5.3 lists the variables calculated in the </nrp analysis, together with the optimal 
selection criteria defined for them. The set of cuts marked as "UL96 set" includes the 
combined cut: "set 1" .or. "set 4", and the general cleaning cuts and misidentification 
cuts, discussed in section 5.6 and in chapter 6, respectively. The sets of cuts, marked 
as "set 2" and "set 3", are identical to the cuts in "set 1", except for the proton 
identification criteria. 

We used the "UL96" set of selection criteria to obtain the final results as it contains 
the optimal cuts we chose for the pentaquark search. The proton identification re­
quirements defined in "set 2" and "set 3" were used for consistency test purposes. 
The results are discussed in chapter 8. 

95 



Selection criteria 
Variables pentaquark Ds 

"set l": SIGMA> 2.5 2.5 
SDZ > 10 10 
ISO> 0.001 cm 0.001 cm 
DIP < 0.0025 cm 0.0025 cm 
RAT< 0.001 0.001 

RAT(i)/ AVGR < 3 3 
2 

Xpri < 3 3 
2 

Xsec < 3 3 
DSTMIN < 0.005 cm 0.005 cm 

C(Kl,K2) > 0.2 0.2 
MOM(Kl,K2) 6 - 40 GeV /c 6 - 40 GeV /c 

C(7r) > 0.78 0.78 
C(p) > 0.038 -

Pt2dk > 0.5 (GeV/c) 2 0.5 (GeV /c)2 

</>MASS ± 5 MeV/c2 ± 5 MeV/c2 

INV. MASS 2.4-3.1 GeV /c2 1.75-2.05 GeV/c2 

"set 2": "set 1" .and. 
C(p) > 0.2 -

MOM(p) 22 - 75 GeV /c -
"set 3": "set 1" .and. 

C(p) > 0.9 -
MOM(p) 22 - 75 GeV /c -

"set 4": "set 1" 
2 .or. Xsec < 6 6 

.and. MAXRATi < 0.45 0.45 

"UL96 set" "set 1" .or. "set 4" .and. 
General cleaning cuts 

No secondary interactions 
No ghost tracks 
No K, p tracks in "mirror gap" 
No double entries 

Misidentification cuts 
No D0 -+ K 7r7r7r candidates + -

No A -+ 7rp candidates + -
DIP(</>) > 0.0045 cm 0.0045 cm 

Table 5.3: Selection criteria applied in the pentaquark and Ds analyses. C(Kl, K2) 
stands for the cuts applied to the Cerenkov probabilities of each of the kaons. "set 1" 
includes the originally optimized selection criteria. "Set 2" and "set 3" are identical 
to "set 1" except for the additional requirement of proton ID cut. "Set 4" is a result 
of the re-optimization process, and the "UL96 set" is the final set used. It results from 
combining "set 1" and "set 4" and includes all general cleaning and misidentification 
cuts. 
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Chapter 6 

Misidentification Studies 

In the pentaquark analysis, the four tracks emerging from the decay vertex were iden­
tified as K K 7r p, using mainly information from the Cerenkov counters. These 
counters could, in principle, identify electrons, muons, pions, kaons and protons 
( e / µ/ 7r / K / p) in the proper momentum regions, as discussed in detail in section 2.1.6. 
However, the mass assignment to tracks could be wrong. As a result it could be that 
known neutral particles with four-prong decays would show up as narrow "reflections" 
or as rather flat distributions in the </J7rp invariant mass spectrum. This misidenti­
fication of a particle could contribute background events to the </J7rp spectrum, that 
should be removed. 

For misidentification studies we used the events selected by the requirements of "set l" 
(listed in Table 5.3) from two thirds of E791 data. Fig. 6.1 shows the invariant mass 
spectrum of </J7rp ~ K K 7rp from this data set, with the cuts of "set l". An accumula­
tion of events is seen in this spectrum near 2.86 Ge V / c2

• One of the purposes in the 
misidentification study was to find out whether the accumulation of events was a re­
flected signal of a known particle. In sections 6.1.1 and 6.1.2 I discuss the possibilities 
for particle misidentification, when different hadron masses (m(7r), m(K), m(p)) are 
assigned to the four tracks forming the secondary vertex. The electron mass was not 
taken into account since the very mild Cerenkov ID requirements applied to the four 
candidate tracks rejected electrons. The pion candidate could be also a misidentified 
muon. However, using the information of the "muon wall" detector (see sec. 2.1.8), 
we found that none of the pion candidates that were selected by the cuts of "set l" 
(or the cuts of the "UL96" set), was potentially a muon. 

It could be also that the 4-prong decay vertex consisted of a combination of a 2- or 
3-prong vertex with other two or one nearby tracks, respectively. These possibilities 
are discussed in section 6.2. 
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Figure 6.1: The </nrp invariant mass plotted from two thirds of E791 data, with the 
cu ts of "set l" . 

6 .1 Misidentification of particles 

In studying the misidentification of particles it was useful to determine the conditions 
under which we could expect a narrow "reflection". These could be derived from the 
energy-mass relation in Eq. 3.5. Its derivative relative to the mass of the jth track is: 

8(M2
) = 2M 8M 

8(mi) 8(mi) 

8M 
8(mi) 

""'"' _ 1-:.. 2 2 mi 2 · E · mi 2Lyp· +m· · = ----
i ' ' )Pi 2 + m] Ei ' 

E mi 
Ei. M' (6.1) 

where M and E are the mass and energy of the particle which decays, and mi, fi 
and Ei are the mass, momentum and energy of its ith decay product. The first order 
change in the mass of a particle (M) due to the change in the mass of the /h track is: 

(6.2) 

Here, mi and mj are the correct and the misidentified masses of the /h track. Since 
the track momenta are usually significantly larger than the particle masses we could 

approximate that: :, ~ ~· Eq. 6.2 is valid only if the change in masses is not too 
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large. In general, we can expect Eq. 6.2 to work when there are several tracks and 
the fractional changes in mass are not too large. 

As an example, we analysed the paper of the ARGUS collaboration with data on e+ e­
production of f!c [40]. The authors saw that if in the decay 2c -t 37!'+ 7!'+ 7!'- the 7!'- was 
assigned a mass of K- it resulted in a narrow peak, about 120 MeV /c2 higher than the 

mass of 2c. If we use eq. 6.2 with the assumptions that~ ~ 5, mi = 0.14, mj = 0.49 

and M = 2.47 GeV /c2, we get !::.M ~ 0.1. The variations in ~ were of the order 

of 20% to 30% so that the misidentified events clustered in a relatively narrow peak 
shifted by about 100 Me V / c2

• 

Fig. 6.2 shows distributions of the ratio Wtf for each of the four tracks in the pen­

taquark candidate decay. We used these distributions to predict what reflections we 
could expect if one of the tracks was misidentified. The distributions of ~ for the 

two kaon candidates (tracks 1 and 2) are relatively narrow with a mean of 0.23. If 
we misidentified either of these tracks as a kaon while it was really a pion, we could 
expect to have the misidentified decays: !{ 7r7rp or 7r K 7rp, from a particle having the 
mass: 

0.14 ) 
t::.M = M - 2.86 = 4 · M · (0.49 - 0.14 ::::;. M ~ 2.6 GeV/c2

• (6.3) 

The variation in the ratio ~ is about 40% for these two tracks, and the KID cuts 

and the narrow 4> mass cut can further reduce this variation. The accumulation of 
events near 2.86 Ge V / c2 could be in principle a narrow reflection of a particle with 
a mass of,...., 2.6 GeV /c2, which decays to K7r7rp or 7rK7rp. This mass, however, does 
not correspond to any of the known bound hadrons. 

The distributions of lffef for the pion and proton candidate tracks are broader than 

those of the kaons. If we use Eq. 6.2 and check what happens if we assign a pion or 

a kaon mass to the proton candidate track, we get ~ ,...., 2 - 7 leading to !::.M = 0.1 

- 0.3 Ge V / c2 or 0.2 - 0. 7 Ge V / c2
, respectively. These are broad reflections. For the 

pion candidates ~ ,...., 3 - 20. A replacement of the pion mass by the mass of a kaon 

or a proton leads to !::.M = 0.2 - 0.9 Ge V / c2 or 0.6 - 2. 7 Ge V / c2, respectively. These 
reflections are so broad that they appear as a fl.at background on the ¢7rp mass scale. 

Our conclusion was that a narrow reflection could result only from 7r +-+ K misidenti­
fication in one of the kaon candidates. In all other cases the result of misidentification 
would be a broad reflection or a fl.at distribution. 

99 



VI 7000 Entria 36621 !!7000 Entrioo 35621 - ..... 0.2308 - 0.22112 c: c: 
~6000 ~6000 

w w 
5000 5000 

4000 4000 

3000 3000 

2000 2000 

1000 1000 

0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 

lp11/IPI lp21/IPI 
VI 35621 -E 5000 

35621 

c45oo 0.20711 0.3337 
Q) Q) 

~4000 > 

3500 
w4000 

3000 
3000 

2500 

2000 2000 
1500 

1000 1000 
500 

0.2 0.4 0.6 0.8 
0 

0 0.2 0.4 0.6 0.8 

lp31/IPI lp41/IPI 

Figure 6.2: Ratios of track momenta to total pentaquark momentum, plotted with 
the pentaquark analyser cuts. 

6.1.1 A reflection as a peak 

If either of the two kaons (which makes the </>) was a misidentified pion, the K K 7rp 
decay was a misidentified K 7r7rp or 7r K 7rp decay. Fig. 6.3( a) is a two-dimensional 
plot of the mass of K 7r7rp or 7r K 7rp versus the mass of </>7rp ~ K K 7rp. Indeed, this 
plot shows that a correlation exists between the masses when one of the kaon tracks 
changes its identity. Hence, the observed accumulation of events in the </>7rp spec­
trum could be associated with a structure or peak in the other decays. Fig. 6.3(b) 
is a y-projection of Fig. 6.3(a), namely, the invariant mass of K7r7rp or 7rK7rp. For 
these mass combinations we checked whether the tracks could emerge from the de­
cay: I;c ~ Ac7r ~ (pk7r)7r. However, the broad "reflection" at,....., 2.65 GeV/c2 , seen 
in Fig. 6.3(b), does not correspond to the I;c mass. Moreover, we did not observe any 
3-prong subgroup of tracks in these events, with assigned masses of (p, K, 7r), that 
would reconstruct to the Ac mass. As a matter of fact, this is a broad reflection of the 
peak at 2.86 Ge V / c2

, seen in the K K 7rp spectrum, when one of the kaons changes its 
identity (based on Eq. 6.2: D..M = 4 · ~::~ · (0.49 - 0.14) = 0.24 GeV /c2

). 

If the 7r was a misidentified kaon we could have background events from a misidenti­
fied KKK p decay. Fig. 6.3( c) is a two-dimensional plot of the KKK p mass versus 
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the mass of <fnrp --+ K K 7rp. Fig. 6.3( d) is its projection on the y axis. A peak is 
seen in the KKK p mass spectrum at 3.1 Ge V / c2

, but from Fig. 6.3( c) it can be seen 
that this peak does not relate to the peak in the K K 7rp mass spectrum. Still, it was 
interesting to understand the KKK p spectrum. The KKK p decay could be thought 
of as a Ds --+ <PK (branching fraction < 2.5 · 10-3 at 90% C.L.) with an acciden­
tal proton passing near the vertex. We searched for Ds --+ <PK decays in the data 
sample but did not observe any such decay. Another alternative could be a Ac--+ </Jp 
with an accidental kaon passing near the vertex. Again, we did not observe any three­
prong subgroup of tracks in these events that would reconstruct to the Ac --+ </Jp mass. 

We concluded that the accumulation of events, seen in the </J7rp invariant mass spec­
trum near 2.86 Ge V / c2

, was not a narrow reflection of a known decay. 
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Figure 6.3: (a) M(l{ 7r7rp) or M( 7r K 7rp) plotted versus M( </J7rp--+ K K 7rp), as a search 
for the reflected decay Ee--+ Ac1r--+ (pK7r)7r. The Kand pin the Ac candidate decay 
have opposite charges. (b) An invariant mass distribution of the track combinations 
(K7r7rp) or (7rK7rp), projected from (a). (c) M(l<KKp) plotted versus M(KK7rp). 
(d) One dimensional plot of M(J{J{J{p). All four histograms are plotted with the 
cuts of "set 1". 

6.1.2 A flat reflection of a known particle 

A known neutral charm particle, which decays to four charged daughter particles, 
could pass the pentaquark analysis selection criteria and form background events on 
the </J7rp invariant mass scale. We wanted to remove such background events. For 
that purpose we looked for known neutral particles with 4-prong decays that could 
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pass the analysis cuts. We required that the lifetime of the neutral particle would be 
consistent with the SDZ cut, practically meaning that it would be a charm meson or 
baryon. 

n° --+ J{ 7r1("Tr 

This required a misidentification of J{ --+ 7r and a p --+ 7r, or 2K --+ 27r and p --+ J{, 
and was therefore expected to display a flat distribution in the </>7rp spectrum. In 
order to enhance the yield of the decay n° --+ J{ 7r7r7r we first relaxed the </> ID cuts 
(C(Kl, K2) and </> mass cut). The results are seen in Fig. 6.4, where the masses of 
all combinations of I< and 37r tracks are plotted. An enhancement is seen for some 
of these combinations at the n° mass. The events left after requiring "set 1" cuts in 
the n° mass window (1.84 - 1.89 Ge v I c2

) are potentially misidentified n°s. In order 
to remove them from the </>7rp invariant mass spectrum we rejected events with: 

1.84 GeV/c2 < M(I<7r7r7r).or.M(7rI<7r7r).or.M(7r7rI<7r).or.M(7r7r7rI<) < 1.89 GeV/c2 

(6.4) 
Fig. 6.5 shows the events rejected by this cut from the </>7rp --+ I< I< 7rp invariant mass 
spectrum. It can be seen that these events form a flat background. 
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Figure 6.4: Histograms of M( I< 7r7r7r) of the four possible combinations, where m( I<) 
is assigned to different tracks in a cyclic permutation. The cuts are those in "set 
1" with the KID and </>ID cuts relaxed. The dashed lines mark the n° mass, 1.865 
GeV /c2

• 
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mass range taken for n° is: 1.84 - 1.89 Ge V / c2

• 

no - ]{ ]{ 7r7r 

This required only a misidentification of p - 7r. Even though the branching fraction 
for the decay n° - ]{ ]{ 7r7r is more than an order of magnitude weaker than for 
the decay n° - ]{ 7r7r7r' the pentaquark analysis procedure selects better 4-prong 
decays with two kaons than decays with only one kaon. Nevertheless, since the mass 
sum of 2m(K) and 2m(7r) is bigger than that of m(K) and 3m(7r), the Q value of 
the n° decay to ]{ ]{ 7r7r is smaller than for the ]{ 7r7r7r decay. Hence, the optimal 
selection criterion, applied to the Pt2dk variable in the pentaquark analysis, passed 
n° - ]{ 7r7r7r candidates, but removed n° - ]{ ]{ 7r7r candidates. In Fig. 6.6( a) we 
show M( ]{ ]{ 7r7r) with the optimal cuts of "set l", but with the cut on Pt2dk relaxed 
to: Pt2dk > 0.2. The n° peak is clearly observed. The shaded area shows the events 
left after applying the optimal cut: Pt2dk > 0.5. As can be seen, no events are left 
in the n° mass region. 
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Figure 6.6: The K K 7r7r invariant mass, plotted with "set 1" cuts, but with Pt2dk > 
0.2. The shaded area shows the events for which Pt2dk > 0.5. The dashed line marks 
the D 0 mass. 

This would result from the decay 3~ ~ K- K*(892)0p ~ K- K-7r+p. A misidentifica­
tion of this decay required an exchange of 7r +-+ K (to get K- K-7r+p from K- K+7r-p 
combination). The results are shown in Fig. 6.7. No 3~ peak is observed and, as 
for the previous case, the Pt2dk cut eliminates the 3~ mass range (M(3~)=2.47 
GeV / c2 [41]). 

2.2 2.3 2.4 2.5 2.6 2. 7 2.8 2.9 J J.1 

M(KnKp) (GeV/c') 

Figure 6.7: M(K=F7r± K'fp±) plotted as a search for the reflected decay 
3~ ~ K'f7r± K'fp±. The histogram is plotted with the cuts of "set 1", but with 
Pt2dk > 0.2. The shaded area shows the events selected by the Pt2dk > 0.5 cut. The 
dashed line marks the 3c mass. 
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6.2 Misidentification of vertices 

6.2.1 The subgroup of ¢s - Do they point back to the pri-
mary vertex? 

We wanted to check whether the </>s in the </>7rp vertices really belonged to these 
vertices, or whether some </>s were actually coming from the primary vertex, forming 
background events. For this purpose we defined a variable, called DIP(</>): the impact 
parameter of the the resultant of the two kaon tracks and the refitted primary vertex 
location. We used a sample of </>-filtered data (see sec. 3.2.2) to get the shape of the 
DIP(</>) distribution for </>s emerging from primary interactions. Fig. 6.8 shows the 
DIP(</>) distribution for </>s from this sample emerging from primary vertices in the 
target (SIGMA< 2.5). 
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Figure 6.8: The DIP(</>) distribution, calculated for </>s from </>-filtered data that 
emerged from primary vertices in the target. 

To get the shape of the DIP(</>) distribution for </>s emerging from a decay vertex, 
we plotted it from data and MC signals of the decay Ds --+ </>7r. Fig. 6.9 shows 
distributions of DIP(</>) from Ds signals from data (top) and Monte Carlo (bottom). 
The left histograms were plotted with the analyser cuts and without a requirement 
on M( </>7r) to be within the Ds mass window. These conditions pass many background 
events to the DIP(</>) distribution from data. The right histograms were plotted with 
the requirements of "setl" and the Ds mass window (1.94 GeV/c2 < M(</>7r) < 1.99 
GeV/c2

), and should be therefore clean from background events. We note that the 
shape of the DIP(</>) distribution from MC remained the same after applying the cuts 
in "setl", while the shape of the DIP(</>) distribution from data changed and became 
similar to that from MC. Thus, we concluded that most of the events from data, 
having low values of DIP(</>), were indeed background events. Taking into account 
the shape of the DIP(</>) distribution of </>s that emerged from the primary vertex, and 
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the fact the the events with low DIP(</>) in the Ds sample were actually background 
events, we defined a selection criterion of DIP(</> )>0.0045. 
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Figure 6.9: Distributions of DIP(</>), calculated for Ds signals from data (top) and 
MC (bottom). The histograms on the left are plotted with the Ds analyser cuts. The 
histograms on the right are plotted with the cuts of "set 1" and with an additional 
Ds mass window cut: 1.95 GeV /c2 < M(</>7r) < 1.99 GeV /c2

• 

6.2.2 The np subgroup - Is it a A ---+ np decay? 

The 7rp subgroup in the </>7rp decay could be a A particle passing near a</>. In order to 
check if there were such events within our data sample, we calculated the 7rp invari­
ant mass. Fig. 6.lO(a) shows the 7rp invariant mass distribution, plotted with "setl" 
cuts. Three events are peaked above background and have a mass within the A mass 
boundaries of 1.1115-1.1195 GeV /c2• Fig. 6.lO(b) shows the invariant mass of </nrp, 
calculated for these three events. 

As a result of this study we decided to remove candidate </>7rp combinations with: 

1.1115 GeV/c2 < M(7rp) < 1.1195 GeV/c2
• 
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Figure 6.10: (a) The invariant mass of the 7rp subgroup of the </>7rp candidates, plotted 
with the cuts of "set 1". (b) The </>7rp invariant mass of the events, in which M( 7rp) 
is consistent with the A mass. 

6.2.3 Phase space and thresholds 
Ds - p and D - p 

The observed accumulation of events in the </>7rp invariant mass spectrum is very close 
to the threshold for the decays Ds ~ </>7r and D ~ </>7r with a proton: 2.9 and 2.8 
Ge V / c2

, respectively. We studied these thresholds and the possibility that some of 
the observed events were D - p or Ds - p combinations. In order to see the thresh­
old behaviour of these events we analysed the data requiring D ~ </>7r or D s ~ </>7r 
decays, with a proton coming from the primary vertex. The </>7r + p invariant mass 
distributions are shown in Fig. 6.11, where the solid and dashed lines represent com­
binations with Ds and D masses, respectively. As can be seen, the accumulation of 
events near 2.86 Ge V / c2

, lies between the threshold masses for the D - p and D 8 - p 
particle combinations. We then checked if the requirements in the pentaquark analy­
sis could select such events. First, in order to enhance the observed yield we relaxed 
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the 4-prong vertex definition cuts. The top plot in Fig. 6.12 shows a two-dimensional 
plot of M( </nr) versus M( </nrp) with the relaxed cuts. The enhancements at the D and 
Ds masses can be seen well. The D and Ds signals are seen well also in the bottom 
histogram, which shows the projected </nr invariant mass. Finally, we applied the cuts 
of "set 1" to the <fnrp candidates, with an additional demand that the mass of <fnr 
would be that of the Dor Ds particles. Two events were selected from two thirds of 
E791 data, both lying above the threshold mass for Ds - p. We did not remove them 
from the spectrum of </nrp and did not include them either in the background events 
because we understood their source. Their effect on the final result is described in 
chapter 8. 
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Figure 6.11: Phase-space distributions of M(D; - p) (solid line) and M(D± - p) 
(dashed line)' where the n; and n± decay to </nr and the proton originates in the 
primary vertex. 

The decay of Ac -+ </Jp could be another possible contribution to phase-space events. 
The top plot in Fig. 6.13 shows a two dimensional plot of M( ¢>p) versus M( </J?rp), 
with relaxed 4-prong vertex definition cuts but with the optimal KID and :eID cuts. 
The optimal KID cuts include the cuts on the kaon momenta and on their Cerenkov 
probabilities, and the <P mass cut. The pID cuts include the cuts on the proton 
momentum and on its Cerenkov probability, as listed in "set 2" (see Table 5.3). 
Relaxing the 4-prong vertex cuts and requiring well defined </Js and protons should 
enhance the yield in a potential Ac -+ </Jp signal. However, such an enhancement is 
not seen in this plot. The bottom plot in Fig. 6.13 shows a two dimensional histogram 
of M( </Jp) versus M( </J?rp ), with the selection criteria of "set 2". It can be seen that 
none of the events left are near the Ac mass (M(Ac)=2.285 GeV /c2

). We concluded 
that there is no contribution from Ac - 1l" events to our data sample. 
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Figure 6.12: The top plot is a two dimensional histogram of M( ¢nr --+ K K 7r) versus 
M( ¢>7rp --+ K K 7rp), with loose 4~prong vertex definition cuts and the KID and ¢>ID 
cuts of "set 1". The dashed lines show the masses of D± and n:. The bottom plot 
is the projection of the top histogram on the M(KK7r) scale. 

6.3 Generic Monte Carlo 

The E791 Generic Monte Carlo is a sample of MC events, in which the production and 
decays of all known charm particles are simulated. The rate of particle productions 
and their decay processes were determined by cross sections and branching fractions as 
assigned to them by the LUND tables of particles [36]. The purpose in examining the 
Generic MC data was to check whether there were decays that had not been thought 
of, which could pass the pentaquark analysis cuts and get into the ¢>7rp invariant mass 
spectrum. Since the number of charm decays simulated by the Generic MC, was not 
equal to the number of charm decays collected during the E791 run, we had to find 
the ratio between these two numbers. This ratio would be a normalization factor, by 
which the number of generic MC events selected by the pentaquark analysis should 
be multiplied, to give the expected number of background events from data. For 
deducing this normalization factor I compared the yield in signals of known decays: 
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Figure 6.13: Two dimensional plots of M(<f>p) versus M(</>7rp). The top histogram 
shows the distribution with loose 4-prong vertex definition cuts and with the optimal 
KID cuts of "set 1" and the plD cuts of "set 2". The bottom histogram shows the 
same distribution, plotted with the cuts of "set 2". The dashed lines mark the Ac 
mass. 

n±, n; -+ </>11"± -+ K K 11"± and n° -+ K 11"11"11", from Generic MC and two thirds 
of E791 data. The spectra of M(KK7r) and M(K7r7r7r) from Generic MC and data 
are shown in Fig. 6.14, both selected with the cuts of "set 1". Table 6.1 lists the 
ratios between the number of signal events in Generic MC and in the two thirds of 
E791 data. It can be seen from the table that these ratios are not consistent. Their 
weighted average is: 

fl = o.25 ± 0.06 

The ratio calculated from the n± signal is very close to this average value, while the 
ratios calculated for n; and n° signals are quite different, but overlap with it within 
errors. The differences may depend upon the values of production cross sections used 
to simulate these particles. Based on this averaged ratio we expected to see in the 
data about four times the number of events that were generated by the Generic MC 
and were selected by the cuts of the pentaquark analysis. In order to compare spec­
tra of </>7rp that were "clean" of background events we applied the cuts of "set 1" 
together with further background reduction cuts. These cuts included rejection of 
the misidentified decays n° -+ K 11"11"11", candidates of A -+ 7rp, </>s which pointed back 
to the primary vertex, and events with secondary interactions. Fig. 6.15 shows the 
</>7rp invariant mass spectra from Generic MC (top) and from data (bottom), plotted 
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Figure 6.14: Invariant mass distributions of </nr --+ K K 7r and K 7r7r7r, plotted from 
Generic MC (top) and from two thirds of E791 data (bottom). The histograms were 
plotted with those cuts of "set 1" common to the Ds and pentaquark analyses (left) 
or those common to the D 0 and pentaquark analyses (right). 

with these requirements. It can be seen that only two Generic MC events survived 
the cuts of "set 1" aft.er background subtraction. A demand of "set 2" or "set 3" 
cuts (the same as "set l" but with additional proton ID cuts) leaves no Generic MC 
events in the cp7rp spectrum. A prediction of the background level, based on the ob­
served 2 events, would be 2 · 4 = 8 background events. There are 15 events in the 
cp7rp spectrum from data, with the cuts of "set 1". If we treat the accumulation of 
events seen near 2.86 Ge V / c2 as a potential signal, then the rest "" 10 events could be 
considered background events, similar to the 8 events predicted by the Generic MC 
background study. Even if all 15 events are considered to be background, still this 
number is consistent with the prediction because of the statistical errors. 
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I Generic MC signal I DATA signal I Ratio 

D± ---+ </>7r± ---+ K K 7r± 28.5 103 0.28 (0.06) 
n; ---+ </J7r± ---+ K K 7r± 32.4 192 0.17 (0.03) 

D0 ---+ K 7r7r7r 21 50.5 ,...., 0.42 (0.12) 

Table 6.1: Ratios between the yield inn±, n; and D0 signals from Generic MC and 
two thirds of E791 data. 
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Figure 6.15: Invariant mass distributions of </J7rp, plotted from generic MC (top) and 
two thirds of E791 data (bottom). The histograms are plotted with the requirements 
of "set 1" and further background reduction criteria, as described in the text. 

The next step was to understand the origin of the two Generic MC events left in the 
</J7rp invariant mass spectrum. For that purpose I used the truth table of the Monte 
Carlo which lists all the particles produced by the simulation for each event, their 
masses, momenta, energies, lifetimes, and mother and daughter particles. 

The truth-table information, which was related to the two Generic MC events left in 
the </>7rp invariant mass spectrum, suggested that: 

1. The first combination was: K K 7r7r, where the two kaons originated from a <P 

decay and the two pions came each from a decay of a different particle (K0*, 
n;). 

2. The second combination was: 47r, all of them originated in the decay D0 ---+ 7r7r7r7r 
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(with no additional particle). 

The second combination showed another source for potential background events. I 
therefore calculated the invariant mass of the track combinations from data, selected 
by the pentaquark analysis, when the pion mass was assigned to all of them. Fig. 6.16 
shows the 7r7r7r7r invariant mass spectra from data, plotted with 4-prong vertex def­
inition cuts only. The shaded area shows the events selected by the cuts of "set 1". 
As can be seen, there is no D0 peak seen, and no event is left in the D0 mass window 
(1.84-1.89 GeV/c2

) after applying the cuts of "set l". We therefore concluded that 
our data sample did not include any D0 -+ 7r7r7r7r candidates that could pass the 
pentaquark selection criteria. 
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Figure 6.16: An invariant mass distribution of 7r7r7r7r from two thirds of E791 data, 
plotted with 4-prong vertex definition cuts. The shaded area refers to the events 
selected by the rest of the cuts in "set 1". The dashed line marks the D0 mass. 

113 



6.4 Summary: Understood background 

Among the events selected by the optimal selection criteria of the pentaquark anal­
ysis, we could find background events originating from misidentification of particles 
or vertices. We eliminated </nrp vertices that contain either A --+ 7rp candidates or a 
</> that points back within 45 µm of the production vertex. We identified no known 
particles that, if we misidentified their decay products, would form a peak in the 
</>7rp mass window. The only source for flat background due to misidentification of 
particles was from the decay n° --+ K 7r7r7r. Candidate K K 7rp events with a K 7r7r7r 

invariant mass consistent with the n° mass were removed. Above the appropriate 
thresholds, candidate </>7rp events could be due to the combinations (Ac --+ </>p) + 7r 

or ( n;, n± --+ </>7r±) + p. No Ac --+ </>p candidates were found within the </>7rp sample, 
but three events from the full E791 data, for which the </>7r invariant mass is consistent 
with then; or n± masses, passed all the analysis cuts. 

Fig 6.17(a) shows a spectrum of M(</>7rp), plotted for two thirds of E791 data, with 
the optimal cuts of "UL96", before the various misidentification sources of back­
ground are removed. The shaded events constitute the misidentified background. 
Fig 6.17(b),(c),(d) show the events identified as n±,n; - p phase-space events, the 
n° --+ K 7r7r7r or A --+ 7rp candidates, and the </>s which point back to the primary ver­
tex, in that order. We note that the shape of background events, that are shaded in 
Fig 6.17(a), is rather flat. The accumulation of events near 2.86 GeV /c2 seen among 
the accepted events is not common to the spectrum of rejected events. The spectra of 
events rejected by each of the cuts exclusively (Fig 6.17(b),(c),(d)) show that none 
of them has any particular shape either. 
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Figure 6.17: (a) M(¢7rp), plotted from two thirds of E791 data, with the "UL96" 
cuts but before rejection of misidentified events. These background events (due to 
misidentification) are shaded. (b) M(¢7rp) of events for which the invariant mass of 
¢7r is consistent with the mass of D; or D±. ( c) M( ¢7rp) of misidentified D 0 --+ ]{ 11"11"11" 

decays, or decays for which the 7rp invariant mass is consistent with the A mass. ( d) 
M( ¢7rp) of events in which the ¢ points back to the primary vertex. 
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Chapter 7 

Efficiencies of Selection Criteria 
and their Systematic 
Uncertainties 

A particle that was produced in the interaction and decayed, does not always appear 
in the final signal. The reasons are either inefficiency of the detector or rejection of 
that specific decay by the cuts because its features are similar to the characteristics of 
background events. Therefore, the number of decays of a certain type that occurred 
during the experiment depends upon the detection efficiency and the selection crite­
ria. The number of decays is then the yield in the signal of that decay mode divided 
by the efficiency of the selection criteria used to produce it. In section 7.1 I describe 
how we have used the Monte Carlo (MC) to measure by how much each cut reduces 
the detection efficiency and to define the total efficiency of all cuts. 

In the pentaquark analysis we calculate the ratio of cross section times branching 
fraction of the decay p~ -t </nrp to the similar decay n; -t <jJJr±' using the expres­
sion in Eq. 5.1. This expression contains the ratio of efficiencies calculated from cuts 
on pentaquark and D8 MC samples. A major consideration in selecting the final 
cuts was to minimize the systematic uncertainties in the ratio of pentaquark and Ds 
efficiencies (see sec. 4.2.2 and 5.3). In spite of these efforts some residual systematic 
uncertainties are left. In sec. 7.2 I describe how we estimated the systematic uncer­
tainty in the ratio of efficiencies. 

7 .1 Efficiencies 

The efficiency of a given cut was named "a reduction factor". It is the ratio of the 
yield in the pentaquark MC signal after applying a given cut and the yield observed 
with only the basic analyser cuts (see sec. 5.1). Table 7 .1 lists the reduction factors of 
the cuts in the "UL96" set. For comparison, the table lists also the reduction factors 
derived for the Ds -t </J7r decay from both MC and data. 
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Reduction factors of the cuts in the "UL96" set 

Cut I Ds from DATA I Ds from Monte Carlo I P0 from Monte Carlo I 
SIGMA> 2.5 0.95 (0.01) 0.96 (0.01) 0.97 (0.01) 

SDZ > 10 0.89 (0.01) 0.85 (0.01) 0.90 (0.01) 
ISO > 0.001 cm 0.95 (0.01) 0.90 (0.01) 0.86 (0.01) 

DIP < 0.0025 cm 0.77 (0.01) 0.85 (0.01) 0.89 (0.01) 
RAT< 0.001 0.74 (0.01) 0.76 (0.01) 0.79 (0.01) 

RATi/AVGR < 3 1. (0.01) 1. (0.01) 0.94 (0.01) 

X~ri < 3 0.80 (0.01) 0.89 (0.01) 0.88 (0.01) 

x;ec < 3 0.81 (0.01) 0.85 (0.01) 0. 78 (0.01) 
X;ec < 3 .or. MAXRATi < 0.45 0.99 (0.002) 0.99 (0.002) 0.93 (0.01) 

All VTX Cuts ("UL96") 0.42 (0.02) 0.47 (0.02) 0.43 (0.02) 
C(Kl, K2) > 0.2 0.64 (0.02) 0.65 (0.01) 0.65 (0.02) 

MOM(Kl, K2) 6 - 40 GeV /c 
C(7r) > 0.78 0.85 (0.01) 0.67 (0.01) 0.74 (0.02) 

Pt2dk > 0.5 (GeV /c)2 0.87 (0.01) 0.83 (0.01) 0.83 (0.01) 
M(¢) ± 5 MeV /c2 0.8 (0.01) 0.84 (0.01) 0.85 (0.01) 

setl: C(p) > 0.0038 1. 
set2: C(p) > 0.2, MOM(p) 22- 75 GeV/c 0.53(0.02) 
set3: C(p) > 0.9, MOM(p) 22- 75 GeV/c 0.21(0.03) 

General cleaning cuts 
No secondary interactions 0.94 (0.01) 0.95 (0.01) 0.95 (0.01) 

No ghost tracks 1. (0.001) 1. (0.001) 1. (0.001) 
No K,p tracks in "mirror gap" 0.94 (0.01) 0.92 (0.01) 0.86 (0.01) 

Misidentification cuts 
No D0 or A candidates - - 0.87 (0.01) 
DIP(¢)> 0.0045 cm 0.97 (0.01) 0.97 (0.004) 0.90 (0.01) 

Table 7.1: The reduction factors caused by each of the "UL96" cuts, calculated as 
the ratio between the yield in a peak after a cut is applied and the yield in the peak 
produced by the analyser. These reduction factors were calculated using signals of 
the decays n; --+ </J7r± --+ K+ K- 11"± from Monte Carlo and data, and the Monte 
Carlo signal of the decay P2s --+ </J7rp--+ ]{+ l{-7rp. The numbers in parentheses are 
the statistical errors. 

From the table one can see which cuts have more drastic effect and for which we 
see significant difference between the MC and data. Clearly, the Cerenkov cuts are 
causing the largest reduction. However, if we combine all the vertex cuts (SD Z, 
ISO, DIP, RAT, RATif AVGR, X~ri and x;ecor.MAXRATi) their effect is about 
the same as that of all particle ID cuts (KID and 7rlD), approximately 0.4. 

The inconsistency seen between the reduction factors, measured using Ds signals from 
MC and data, show that the Monte Carlo does not simulate well some of the variables 
characterizing the decay n; --+ </J7r± --+ K+ K- 11"±. These differences in efficiency are 
taken into account in the evaluation of the systematic error. 
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A com~arison ?et ween t~e reduction factors of the same cuts, wh~n af plied to the 
events m the simulated signals of the decays n; ~ </nr± ~ K+ R-1r and P2s ~ 
</>7rp ~ K+ K-7rp, show that usually they are similar. The variables for which the 
cuts give different reduction factors are those related to the vertex being constructed of 
three tracks rather than four tracks. These variables are: x;ec .or. MAX RATi, DIP, 
ISO and RATif AVGR. The reduction factors calculated for the DIP(</>) and Pt2dk 
variables are different because of the different characteristics of the decay. While the 
Q value of the decay D°1 ~ </>7r± is similar to the pentaquark decay with M(P2s)=2.83 
Ge v I c2 ' the n; decays into two products and the pentaquark into three products. 
The momentum division among the product particles is therefore different and the 
shapes of the distributions of the momentum dependent variables are different as well 
(see Fig. 4.7). The cut on C(7r) results in different reduction factors for each of the 
tested signals. Again, these differences are taken into account in the evaluation of the 
systematic uncertainty contributed by this cut. 

The overall efficiencies of the pentaquark or fl 3 detection are the yields in the final 
signals from MC, divided by the number of pentaquark or Ds events produced by the 
simulation. These efficiencies include the reduction factors of the selection criteria 
and the acceptance of the detector. Table 7.2 lists the efficiencies measured for the 
optimal cuts of "UL96" set, using the three MC samples: the fl 3 , and the pentaquark 
produced with masses of 2.75 and 2.83 GeV /c2 • The difference seen in the table 
between the efficiencies calculated from the two pentaquark Monte Carlo samples 
needs to be understood. 

Cuts 
' 

M(P~s)=2.75 GeV /c2 M(P2s)=2.83 GeV /c~ 
"UL96" set 0.0008±0.0001 0.0013±0.0001 0.0021±0.0001 

Table 7.2: Efficiencies of the optimal cuts ( "UL96" set), calculated from the Monte 
Carlo samples of pentaquarks with M(Pc~)=2. 75 and 2.83 GeV / c2

, and from the 
Monte Carlo sample of D 3 • 

I therefore calculated the ratio of reduction factors between the two pentaquark MC 
samples for the cuts in the "UL96" set. Table 7.3 lists these ratios. 
It can be seen that for most of the cuts the calculated ratio of reduction factors is 
,...., 1 (within errors). The main contributions to the difference are coming from the 
cut on Pt2dk ("-' 16%), the "no DO candidates" cut("-' 13%) and from the cut on 
DIP(</>)("-' 5%). An additional,...., 7% originates from the Pt2dk>0.2 and SIGMA>0.0 
cuts that were required in the analyser stage. The Pt2dk distributions from the two 
pentaquark Monte Carlo samples are plotted in Fig. 7.1. The solid and dashed lines 
represent the pentaquarks simulated with a mass of 2.83 GeV /c2 and 2.75 GeV /c2 , 

respectively. The difference in shape, seen in this figure, is the cause to the difference 
in efficiency. These differences are due to the dependence of Pt2dk upon the Q value 
of the decay (see sec. 3.2.1). Fig. 7.2 shows invariant mass distributions of the four 
tracks emerging from the pentaquark decay when all possible combinations of Kand 
37r masses are assigned to the tracks. Again, The solid and dashed lines represent 
pentaquarks simulated with a mass of 2.83 Ge V / c2 and 2. 75 Ge V / c2 , respectively. 
In three of the four plots it can be seen that there are more events in the D 0 mass 
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CUTS 

Analyser cuts 
SIGMA> 2.5 

SDZ > 10. 
ISO > 0.001 cm 

DIP < 0.0025 cm 
RAT< 0.001 

RATi/AVGR < 3 

X~ri < 3 
X~ec < 3 .or. MAXRATi <0.45 

M(¢) ± 5 MeV/c2 

C(Kl, K2) > 0.2 
MOM( Kl, K2) 6-40 GeV /c 

C(7r) > 0.78 
Pt2dk > 0.5 (GeV /c)2 

DIP(¢>) > 0.0045 
No secondary interactions 

No ghost tracks 
No D 0 --;. K 7r7r7r candidates 

No A--;. 7rp candidates 

All cuts 

I (cpg,, M(P~8 )=2.83) /(cpg,, M(P~)=2.75) I 

1.066(0.046) 
0.998(0.008) 
1.015( 0.024) 
0.991(0.018) 
1.029(0.017) 
0.999( 0.024) 
0.996( 0.01) 
0.98( 0.015) 
1.02(0.013) 
1.011(0.02) 

0.978( 0.034) 
0.986( 0.011) 
1.016(0.03) 
1.156( 0.03) 
1.054(0.018) 
0.989( 0.009) 
0.999( 0.001) 
1.125(0.025) 
1.004(0.003) 

1.5(0.2) 

Table 7.3: Ratios between efficiencies calculated from the two pentaquark Monte 
Carlo samples, with M(P~)=2.83 and 2.75 GeV /c2

, for the optimal cut values of the 
"UL96" set. The numbers is parentheses are the statistical errors. 

window of 1.84-1.89 Ge V / c2 from the sample of pentaquarks simulated with a mass 
equal to 2. 75 Ge V / c2 than there are from those with a mass of 2.83 Ge V / c2 • Since 
the misidentification cut on the n° requires no n° --+ K 7r7r7r candidates within the 
1.84-1.89 Ge V / c2 mass region, in any of the four combinations, it rejects more events 
from the Monte Carlo sample with M(P~)=2.75 GeV /c2 than it does from the sample 
with M(P~)=2.83 GeV /c2

• 
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Figure 7.1: Distributions of Pt2dk, plotted from pentaquark Monte Carlo samples 
with M(P2s) equals to 2.83 GeV/c2 (solid line) and 2.75 GeV/c2 (dashed line). 
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Figure 7.2: All (K, 37r) invariant mass combinations calculated for the four tracks in 
the pentaquark decay vertex from Monte Carlo. The solid and dashed lines are for 
M(P2s) equals to 2.83 and 2.75 GeV/c2 , respectively. The dotted-dashed lines mark 
the n° mass window of the "No n° candidates" cut: 1.84-1.89 GeV /c2• 
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In summary, some of the variables do depend on the pentaquark mass. The efficiencies 
of selection criteria applied to these variables are rising monotonically with the mass. 
Therefore, these selection criteria are not expected to form any artificial enhancement 
in the </nrp invariant mass scale. In order to check what is the effect of the mass 
dependent cuts on the invariant mass of K K 7rp, we studied a background spectrum 
of <Pwings1rP, where <Pwings refers to K+ K- candidates with invariant mass in a range 
outside the required <P mass window (between 5 and 10 Me V / c2 below and above the 
<P mass). Fig. 7.3 shows this spectrum with the "UL96" cuts. It can be seen that the 
distribution is rather flat, with somewhat more events with larger masses. 
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Figure 7.3: An invariant mass distribution of (<Pwings1rP), plotted with the optimal 
cuts of the pentaquark analysis ( "UL96"). 

The top plots in Fig. 7.4 show <Pwings1rP invariant mass distributions when each of the 
mass dependent cuts is released. The events rejected from the <Pwings 7rp distribution 
by the mass dependent cuts are shown in the bottom plots of that figure. It can be 
seen that these spectra are quite flat and do not show any particular shape. Thus, 
we concluded that the mass dependent cuts did not cause any artificial enhancement 
in the </;7rp invariant mass spectrum. 

7 .2 Systematic uncertainties 

Systematic errors could come from imperfect calibrations or from erroneous Monte 
Carlo simulation of the real data, which result in errors in the calculated variables 
that are subject to cuts. As a result, the efficiencies calculated for cuts on the sim­
ulated variable distributions would not measure the actual amount of signal rejected 
by the cuts in data. 

For estimating the systematic uncertainties in the ratio of pentaquark and Ds effi­
ciencies we first determined the differences between variable distributions from Monte 
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Figure 7.4: (a) The (<Pwings1rP) invariant mass distribution, plotted with the optimal 
cuts ( "UL96") when the criterion on the Pt2dk is released. (b) The events rejected by 
the Pt2dk>0.5 cut. ( c) The ( <Pwings1rP) invariant mass distribution, plotted with the 
cuts of "UL96", but when the criterion "no n° ~ K 7r7r7r candidates" is not required. 
( d) The events rejected by the "no n° ~ K 7r7r7r candidates" cut. 

Carlo and data by using the differences between their mean values. Then we calcu­
lated by how much these differences affected the ratio of efficiencies. In sections 7.2.1-
7 .2.4 I describe how it was done specifically for each of the variables. Some of the 
requirements, like the misidentification cuts, were applied only in the pentaquark 
analysis but not in the ns analysis. Section 7.2.5 discusses the possible contribu­
tion of these requirements to the systematic uncertainty. Imperfect simulation of the 
production mechanism of the pentaquark could contribute also a systematic error. 
Section 7.2.6 discusses this contribution. Finally, Table 7.5 lists the evaluated sys­
tematic uncertainties and the total systematic error for each of the MC samples (with 
M(P2s)=2.75 and 2.83 GeV/c2

). 
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7.2.1 Vertex definition variables 
We compared distributions of variables defining 3- and 4-prong vertices. To com­
pare between variables characterizing 3-prong vertices we used signals of the decay 
n;= ---+ </J7r± ---+ K+ K- 7r± from Monte Carlo and data. To compare between variables 
characterizing 4-prong vertices we used the pentaquark signal from Monte Carlo and 
the signal of the decay n° ---+ K 7r7r7r from data. An example can be seen in Fig. 7 .5, 
which shows the x;ec distributions plotted for these signals, with all vertex definition 
cuts applied except for the cut on X;ec· 
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Figure 7.5: Distributions of x;ec for 4- and 3-prong decays ((a) and (b), respectively). 
The solid and dashed lines in (a) represent the distributions from pentaquark MC 
and n° signal from data, respectively. The solid and dashed lines in (b) represent the 
distributions for ns signals from MC and data, respectively. 

The mean value of the x;ec distribution plotted for pentaquark MC signal (2.01) dif­
fers from the one for the n° signal from data (1.98) by +0.03. The mean value of the 
x;ec distribution for the ns MC signal (1.50) differs from the one for ns signal from 
data (1. 71) by -0.21. These differences show that the x;ec distribution for simulated 
pentaquarks is slightly wider than the one from n° from data, and that the x;ec 
distribution for simulated ns s is narrower than the one from data. The meaning is 
that a certain cut value applied to x;ec' when calculated for 4-prong vertices, rejects 
somewhat more events in Monte Carlo than in data. Thus, the efficiency of this cut 
is smaller than it should be. The opposite is true for the ns, where the efficiency 
is larger than it should be since the x;ec distribution from Monte Carlo is narrower 
than the one from data. 

Using the pentaquark and ns signals from MC we calculated the ratio of efficiencies 
for the selection criteria in the "UL96" set (Ro). We then calculated the ratio of 
efficiencies again with cuts which differ from the cuts in "UL96" by the difference 
seen between the mean values of the variable distributions (R1 ). In the example of 
x;ec we calculated Ro for the cut x;ec < 3, and for R1 we varied the cut by +0.03 and 
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by -0.21 when we calculated its efficiency using pentaquark and Ds MC, respectively: 

Epo 
'Ro = - lx~ec<3 j 

ED, 
R _ E po lx~ec<3.03 

1 -
ED, lx~ec<2.79 

The systematic uncertainty for the cut X~ec < 3 was then defined as: 

( 
2 ) IR1 - 'Roi 

Usys Xsec = 'Ro 

(7.1) 

(7.2) 

The systematic uncertainty was calculated in the same way for all vertex definition 
variables, including: x;ri' DIP, RAT, ISO, RATi/AVGR and MAXRATj. The 
systematic uncertainty for the SD Z and SIGMA variables was calculated using the 
same procedure but by modifying the cut value on SDZ and SIGMA by ±1 since 
these parameters were already given in units of errors on the reconstructed vertex 
locations. 

7.2.2 Kinematical variable - the Pt2dk 
The systematic uncertainty of the cut on the Pt2dk parameter was evaluated using the 
same method. However, since the Pt2dk is a kinematical variable and its distribution 
from the pentaquark decay is not similar to that from the D0 decay, we compared 
between Pt2dk distributions characterizing D0 signals from data and MC. It allowed 
a check of how well the Monte Carlo simulated the Pt2dk parameter for a decay which 
included more than two emerging particles (not like that of the Ds)· The difference 
in the mean values of the Pt2dk distributions from D0 Monte Carlo and data was 
observed to be +0.1. There was no difference seen between the Pt2dk distributions 
from D s signals from Monte Carlo and data. 

7.2.3 Particle identification cuts 
The systematic uncertainties of the particle identification cuts were calculated using 
the following method: 

The KID selection criteria include a requirement that the momenta of the two kaon 
candidate tracks would be between 6 and 40 Ge V / c, that their Cerenkov probabili­
ties would be above 0.2 and that the product of these probabilities would be above 
0.05. We applied the momentum cuts and the cuts on the product of Cerenkov prob­
abilities, together with the </> window mass cut of ±5 MeV /c2 , and calculated the 
ratio of efficiencies for different cut values on C(Kl, K2), from C(J<l, K2)>0.15 to 
C(Kl, K2)>0.4. Table 7.4 lists the changes in the ratio of efficiencies for the different 
cut values, relative to the original ratio. since the ratio of efficiencies is quite stable in 
the vicinity of the cut in use (>0.2), the most conservative estimate of the systematic 
uncertainty would be in this case: ,..., 3.5%. 
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Cut: C(Kl, K2) > (R1 - !lo)/ !lo 
0.15 + 2.9% 
0.16 + 2.3% 
0.17 + 2.3% 
0.18 - 0.2% 
0.19 + 2.5% 
0.2 0% (original cut) 
0.4 + 3.5% 

Table 7.4: Cut values applied to C(JO, K2) together with the difference between the 
ratio R 1 = ~ and the value of this ratio for the optimal cut value: C(Kl, K2) > 

~D. 

0.2 (R.o). 

7r ID 

The 7r identification cut of "UL96" is: C( 7r) > 0. 78. It rejects all tracks below the 
a priori peak on the C( 7r) scale. Since the value of 0. 78 is very close to the a priori 
peak, the systematic uncertainty of this cut has been estimated in two ways: 

1. The cut value was changed to a looser cut on C( 7r) and the change in the ratio 
of efficiencies was calculated. The resulting systematic uncertainty is listed in 
Table 7.5. 

2. In order to check how sensitive would the result be to a more drastic change 
in the cut on C( 7r ), the expression in Eq. 5.1 was calculated using two cut 
values: C(7r)>0.78 and C(7r)>0.815 (above the a priori peak). The number 
used for N(P2s ---+ cp7rp) was the number of (cp7rp) events in the background 
region, outside 2.75 to 2.91 GeV /c2 on the invariant mass scale. The change in 
the two expressions was of ,..., 1 %. We concluded that even a drastic change in 
the cut on C( 7r) would not change the final result by more than ,..., 1 %. 

The optimal cuts of the "UL96" set do not include a requirement on the Cerenkov 
probability of the proton track, or its momentum, other than the requirement in the 
analyser. We therefore did not include any systematic uncertainty due to this cut. 

7.2.4 DIP(</>) 
Evaluating the systematic uncertainty for the DIP(¢>) cut was more problematic. 
We could compare the DIP(¢>) distributions from signals of Ds from Monte Carlo 
and data, but we could not compare the DIP(¢>) distribution from the Monte Carlo 
signal of pentaquarks to any other distribution from data. We assumed that the 
difference between DIP( <P) distributions from signals of Ds from Monte Carlo and data 
characterized also the difference between Monte Carlo and data of the pentaquark 
decay. 
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7.2.5 The effect of General cleaning and Misidentification 
cuts 

The "no D0 --+ K 7r7r7r candidates" and "no A --+ 7rp candidates" requirements reject 
events only from Monte Carlo samples of the pentaquark, and not from that of D 8 • In 
order to check what could be the maximal error in the efficiency calculated for these 
cuts, we calculated their reduction factors relative to the efficiency of all other cuts 
when applied together. Using the same method we calculated the reduction factors 
of the "no ghost tracks" and "no secondary interaction" requirements, both from the 
pentaquark and D 8 Monte Carlo samples. These reduction factors are listed as part 
of Table 7.5. 

To evaluate the systematic uncertainty due to the "no mirror gap" we compared 
the reduction factors calculated from MC and data, both in the D 8 and pentaquark 
analyses. The reduction factors calculated using Ds signal events from MC and data 
were equal: 0.95 ± 0.01. For estimating the reduction factor from </>7rp data we used 
the Y-slope histograms of the 2K and p candidates (see sec. 5.6.3 and Fig. 5.13). We 
interpolated the number of kaons and protons that were rejected by the cut from the 
distributions outside the cut (gap) region, and divided these numbers by the total 
number of events in the Y-slope histograms. Since the three reduction factors (for 
the two kaons and the proton) were not correlated they were multiplied to give the 
total reduction factor of the "no mirror gap" cut. The reduction factor from the 
pentaquark MC was calculated in the same manner as described above for other cuts. 
Again, the comparison between the reduction factors calculated using </>7rp data or 
the pentaquark MC gave the same result: 0.87 ± 0.02 and 0.87 ± 0.03 from data and 
Monte Carlo, respectively. We concluded that since the same reduction factors were 
calculated from Monte Carlo and data, both in the Ds and pentaquark analyses, this 
cut would not contribute to the systematic uncertainty of the result. 

7.2.6 The effect of erroneous production characteristics 

In section 4.2.1 we showed that the XF distribution characterizing the production of 
Ds was simulated well by the MC. As the production mechanism of the pentaquark 
was unknown we assumed that its characteristics were similar to those of other charm 
particles. Originally, the simulation produced a 3c, which was later given the features 
of the pentaquark (see sec. 4.1). The XF distribution characterizing the production 
of 3c was not necessarily exactly the same distribution we should expect for the pen­
taquark. In sec. 4.2.1 we fit the XF distribution to :F(xF) = A0 (1 - XF)n°. Since this 
distribution could be erroneous for the pentaquark we checked by how much a change 
of ±1 in n0 (an error of"' 20% in n0 ) could affect the pentaquark search results. For 
that purpose we adopted the procedure used to define the efficiency dependence upon 
the unknown pentaquark lifetime, that is described in detail in sec. 8.2.2. 

First, the acceptance of the pentaquark analysis was calculated as a function of XF. 

It was the ratio between the XF distributions with the cuts of "UL96" applied and at 
production (without any cuts): 

A ( ) 
_ XF dist. after cuts 

CC XF - d" d . . 
XF ist. at pro uction 

(7.3) 
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For the bin i in the xp distribution after cuts it should be true that: 

(7.4) 

where Ni is the number of events in that bin. After summing over all bins we could 
define an acceptance function that depends on n, the parameter of production: 

(7.5) 

where ACC(n0 ) "' 1. The coefficient A' was adjusted such that the number of 
generated events was not changed. The efficiency dependence upon n was calculated 
using the expression: 

ACC(n) 
en = ACC(no) . Cno (7.6) 

A conservative change of ±1 in n0 resulted in a change of approximately ±10% 
in the efficiency. Hence, we estimated the systematic uncertainty due to erroneous 
production by 10%. 

7.2.7 Summary 

Table 7.5 summarizes the systematic uncertainties, which appear with + or - signs, 
indicating whether the error in the simulation of data is suspected to enlarge the final 
result or to reduce it, respectively. We assumed that the variables were not correlated 
and added the systematic uncertainties quadratically. The resulted total systematic 
errors for the two pentaquark masses, including the uncertainty due to the error in 
the parameter of production, n, are listed also in Table 7 .5. 

The bottom lines of Table 7.5 list the maximum effect on the ratio of efficiencies, 
which could be contributed from the "no n° or A candidates", "no ghost tracks" and 
"no secondary interaction" requirements. The largest contribution is expected from 
the "no n° candidates" requirement. However, since it is a kinematical effect and 
we have proved that the Monte Carlo has simulated well the kinematics (sec. 4.2.2), 
we decide not to include it in the evaluation of systematic uncertainty. The maximal 
contributions from the other requirements are small. 
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(R1 - Ro)/ Ro 
Variable M(P~) = 2.75 GeV /c-,: M(P~s) = 2.83 GeV /c-,: 

SIGMA +1.2% +2.% 
SDZ -1.4% +4.4% 
ISO +4.3% +5.5% 
DIP +3.9% +4.2% 
RAT +4.5% +5.5% 

RATi/AVGR -0.7% +2.7% 
2 

Xpri +6.3% +2.9% 
2 

Xsec -2.4% -2.7% 
MAXRATi +2.4% +2.2% 

KID +5% +4.5% 
C(7r) +1.2% -0.9% 

Pt2dk +1.2% +1.3% 
DIP(</>) -3.% -0.5% 

11.8% 12.2% 

n ± 1 10% 10% 
Total systematic uncertainty 15.5% 15.8% 

No secondary interactions 1.3% 1.2% 
No ghost tracks 0% 0% 

No n° ~ K11"11"1l" or A--+ 7rp candidates 13% 7.2% 
No A--+ 7rp candidates 0.7% 0.6% 

Table 7.5:· Systematic uncertainties in the ratio of pentaquark and Ds efficiencies. 
The total systematic uncertainty is taken as the square root of the quadratic sum 
of these contributions. The maximal possible systematic effects expected due to the 
general cleaning and misidentification cuts are listed in the lower part of the table. 
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Chapter 8 

Results and Conclusions 

8.1 Final spectra of qnrp and </nr 

The optimal analysis cuts are listed in table 5.3, with the title "UL96" cuts. Their 
selection procedure is described in detail in chapters 5 and 6. In Fig. 8.l(a), we show 
the final </nrp invariant mass spectrum for the optimal analysis cuts. The three events 
which could be described as (D;,n± ---+ </nr±) + pare shaded. In Fig. 8.l(b), we 
show the <Pwings1rP invariant mass spectrum where <Pwings refers to J<+ I<- candidates 
with invariant mass in a range outside the required <P mass window (between 5 and 
10 MeV /c2 below and above the <P mass, see Fig. 5.7). This spectrum contains almost 
only non-<P background events. 

The </J7rp invariant mass spectrum (Fig. 8.1 (a)) shows a concentration of seven events 
near 2.86 GeV /c2 which is absent in the background spectrum of Fig. 8.l(b). The fiat 
shape of this spectrum indicates that the selection criteria did not create an artificial 
peak (see also sec. 7.1 ). We estimate the probability that the group of events near 
2.86 GeV /c2 consists of background events. The binomial probability to have 7 or 
more events out of 24 grouped in any 40 MeV /c2 (4 bins) out of 700 MeV /c2 (70 
bins) is: 

24 ( 24 ) ( 4 ) i I: . . - . 66 = 0.05 
. 7 i 70 •> 

(8.1) 

where ( 
2
i
4 

) is the number of possibilities to choose i events out of 24, ( 7~) i is the 

probability to put the i events in one specific group of four bins, and 66 is the num­
ber of possibilities to have 4 adjacent bins in a histogram defined with 70 bins. The 
5% probability is reduced to ,....., 1 % if the four bins must be within the mass region 
of 2. 75 to 2.91 GeV / c2 

- the region in which the pentaquark is predicted to exist. 
Figures 8.l(a),(b) show events with masses only above 2.5 GeV /c2

• For completeness 
I calculate also the probability to have the same group of events in a narrower mass 
region, between 2.5 to 3.1 GeV /c2

• This probability is,....., 13% and reduces to,....., 3.5% 
in the mass region of 2.75 to 2.91 GeV /c2 • 

The optimal selection criteria include a quite loose proton identification criterion. It 
excludes more than 35% of pions, while accepting more than 90% of protons and 
kaons. As a result, the KK7rp invariant mass spectrum in Fig. 8.l(a) can be contam-
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Figure 8.1: (a) The </nrp invariant mass spectrum from the E791 data for the optimized 
selection criteria. Events in which the </nr invariant mass is consistent with the D± or 
n; masses are shaded. (b) Spectrum of </>wings 7rp for the optimized selection criteria; 
see text for a full description. (c) The same spectrum as in (a), with a tighter proton 
identification criterion. ( d) </>7r invariant mass spectrum for the n; normalization 
sample. The left peak arises from Cabibbo-suppressed n± decays. 
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inated with combinations of four tracks that include a kaon or a pion instead of the 
assumed proton track. In Fig. 8.l(c), we show the </>7rp invariant mass spectrum with 
a tighter cut on the proton Cerenkov probability, together with a requirement that the 
track momentum be between 22 and 75 GeV /c (the plD cut of "set 2", see sec. 5.4.2). 
This selection criterion excludes 95% of pions and more than 80% of kaons. It gives 
essentially the same sensitivity for a pentaquark signal but with half the efficiency 
(see Table 7.1). Because of the very low efficiency of this tighter criterion we did not 
choose it as the optimal proton ID cut. If applied, three of the sev~n events that are 
grouped near 2.86 GeV /c2 (Fig. 8.l(a)) survive the tighter proton Cerenkov selection 
criterion (Fig. 8.l(c)), consistent with the expected efficiency of this criterion. Only 
two out of the 17 events outside the concentration survive this requirement. Thus, we 
conclude that there are more protons in the group of events near 2.86 Ge V / c2 than 
elsewhere on the invariant mass scale. 

However, because the number of events in our final sample is so small, we can not 
conclude that there is a convincing evidence for P~ --+ </>7rp decays in our data. 

In Fig. 8.1 ( d), we show the </>7r invariant mass spectrum for the n; --+ </>7r± nor­
malization sample. This sample was selected using the same selection criteria (where 
relevant) as were used to select pentaquark candidates. In this manner the systematic 
error on the ratio of efficiencies for the two decay modes was minimized. 

8.2 Results 

8.2.1 A mass dependent upper-limit for the decay P2s --+ </nrp 

We use the spectrum of Fig. 8.l(a) to obtain 90% C.L. upper-limits on the product 
of the pentaquark production cross section and the pentaquark branching fraction to 
</>7rp, relative to that for n; --+ </>7r±. For a particular </>7rp invariant mass, our limit 
is: 

(8.2) 

where U L(NP-</nrp) is the 90% C.L. upper-limit on the number of signal events in a 
mass window centered on the invariant mass of interest, given the number of events 
observed in the window and the expected number of background events [38]. The 
quantity N D,-+</nr is the number of n; --+ </>7r± decays obtained from the normaliza­
tion sample (Fig. 8.l(d)), and the quantities £P-+</nrp and cD,-+</>7r are the detection 
efficiencies for P~s --+ </>7rp and n; --+ </>7r±, respectively. These efficiencies were calcu­
lated using Monte Carlo simulations (sec. 7 .1). The background spectrum -for lack 
of more information - is assumed to be flat as indicated by Fig. 8.1 (b). The level of 
background expected is obtained from Fig. 8.l(a) by matching the flat spectrum to 
the number of events between 2.4 and 3.1 Ge V / c2 , excluding the shaded events. 

We present limits for four pentaquark masses in the range between 2.75 GeV /c2 and 
2.91 GeV /c2

, where the pentaquark is predicted to exist. We consider mass windows 
of width 40 MeV /c2 which, based on the experimental resolution, should contain 
more than 90% of true signal events. Since we produced only pentaquarks with 
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M(P~)=2.75 or 2.83 GeV/c2
, we used the efficiencies calculated for them to extract 

the efficiencies for pentaquarks with other masses. Table 8.1 lists the numbers used in 
Eq. 8.2 and the resulting upper-limits. These limits include a correction factor fsys 
to account for systematic uncertainties [42]: 

UL' = UL· fsys· (8.3) 

Here, UL is the values resulting from Eq. 8.2, and UL' is the corrected upper-limits. 
The correction f SYS includes the measured upper-limit and its statistical and system­
atic errors: 

cr2 
f SYS = 1 +(UL - n) · 2 , (8.4) 

where n is the number of events above the background level, and er2 is the relative 
error of the measurement, which incorporates the relative statistical and systematic 
errors: er2 = er;tat + er;ys· 

M(P2s) GeV /c2 2.75 2.79 2.83 2.87 

u L(NP-+¢nrp) 2.3 4.3 4.3 9.3 

c P-+dnrv/ c D.-+</nr 0.38 0.5 0.62 0.74 

Nn -+<1>11: 293±18 
er 22% 20% 19% 18% 

fsys 1.05 1.07 1.07 1.08 
90% C.L. 

upper-limit 0.022 0.032 0.025 0.046 

Table 8.1: Values of UL( N P-+<J>11:p), ratio of efficiencies for P ---+ ¢nrp and D s ---+ ¢nr, and 
N D,-+</>1' used to calculate the upper-limit on the ratio of cross section times branching 
fraction for the decays po ---+ </nrp and n;= ---+ </J7r±, as defined in Eq. 8.2. The relative 
error er and the correction factor f SYS are listed too. Four values of pentaquark mass 
are used. The pentaquark lifetime used to calculate efficiencies is 0.4 ps. 

Assuming that the branching fractions of the n;= ---+ </J7r± and P2s ---+ </J7rp decays are 
similar, the resulting uf per-limits approach the range of the estimated ratio between 
the pentaquark and Ds production cross sections. 

8.2.2 Upper-limit dependence on the pentaquark lifetime 
The value of the upper-limit depends upon the pentaquark lifetime due to dependence 
of the efficiency on lifetime. To get the efficiency dependence upon pentaquark lifetime 
I developed the following procedure: 

• The decay time of pentaquarks was defined as: 

D t. _ (Zsec - Zpr;) · M(P2s) 
ecay ime - MOM(P~s) . 3 x 10-2' (8.5) 

Where Zpri and Zsec are the Z positions of the pentaquark production and decay 
vertices, respectively, M(P2s) and MOM(P2s) are its mass and momentum, and 
3 x 10-2 is the velocity of light in cm/ps. The decay time was calculated from 
the Monte Carlo simulations and was plotted in two distributions: 
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1. For all pentaquarks produced in the production stage, before any cuts were 
applied. 

2. For pentaquark accepted events, with the optimal cuts applied. 

These two distributions are shown in Fig. 8.2 for pentaquarks simulated with 
M(P~)=2.83 GeV /c2

• The ratio between them is the acceptance of the pen­
taquark analysis as a function of decay time: 
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Figure 8.2: (a) Decay time distribution of all simulated pentaquarks with 
M(P~)=2.83 GeV /c2

• The solid line is the function fitted to the distribution: 
F(t) = C0 • e-t/To. The fitted parameters, C0 (Pl) and To (P2), and the x2 of 
the fit are listed in the top right corner of the histogram. (b) Decay time distribution 
of pentaquarks with M(P28 )=2.83 GeV /c2, plotted with the final cuts ("UL96"). 

• The decay time distribution at production was fitted to the function: 

F(t) = Co· e-t/To, (8. 7) 
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where C0 is the function value at t = 0.0 ps, and To is the fitted lifetime. The 
resulted function, F(t), is shown in Fig. 8.2(a). The fit parameters are listed in 
its top right corner. It can be seen that To = 0.4 ps, the value that was defined 
in the simulation. 

• For a bin i in the decay time distribution of Fig. 8.2(b) it should be true that: 

[Acc(t) · F(t)] Ii= Ni, (8.8) 

where Ni is the number of events in that bin. The equation is valid also if we 
sum over all bins. We defined an acceptance function which depends on the 
lifetime ( T): 

ACC(T) =: Lbins[ Acc(t) · C'e-t/r J, 
Lbins Ni 

(8.9) 

where ACC( To) ,..., 1. The coefficient C' is adjusted such that the integral of the 
function, representing the number of produced events, is fixed (100,000 events): 
C' = Co· 7:-· The efficiency dependence upon pentaquark lifetime was calculated 
using the expression: 

ACC(T) Lbins[ Acc(t) · C'e-t/r] 
C:r = · C:Ti = · C:Ti 

ACC( To) 0 Lbins[ Acc(t) · Coe-t/ro ] 0 (8.10) 

Fig. 8.3(a) shows C: 7 as a function of the varying lifetime T of pentaquarks 
simulated with two masses: 2.75 and 2.83 GeV/c2

• It can be seen that the effi­
ciency is very small for small values of T, meaning that the detector acceptance 
or pentaquark analysis (or both) are not sensitive for pentaquarks with short 
lifetimes. 

The upper-limit values are inversely proportional to the efficiency. Fig. 8.3(b) shows 
the dependence of the upper-limit value on the pentaquark lifetime, calculated for 
pentaquarks simulated with M(P2s) = 2.75 and 2.83 GeV/c2 • It can be seen that 
for the two masses the upper-limit is a rapidly decreasing function of lifetime, from 
an upper-limit close to 1 for 0.1 ps, to the values listed in Table 8.1 for 0.4 ps, and 
remaining about the same for larger lifetime values. The similarity between these 
functions indicates that their shape is mass independent. 
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Figure 8.3: (a) The acceptance as a function of the pentaquark simulated lifetime. 
(b) The resulted upper-limit dependence upon pentaquark lifetime. The solid and 
dashed lines refer to a pentaquark mass of 2.83 and 2. 75 Ge V / c2

, respectively. 
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8.3 Summary 

This thesis presents results of the first search for the pentaquark particle. We searched 
for the pentaquark via its expected decay to </nrp and normalized the analysis to the 
similar decay D s ---+ </nr. 

We reached the goal of being sensitive to a few percent of the Ds production cross 
section. This was the desired sensitivity as the various predictions of the pentaquark 
production were made relative to the Ds and the estimated ratio between them was 
of the order of 1% (sec. 1.4). 

However, only 24 events were selected by the optimal analysis cuts (Fig. 8.l(a)), and 
only 5 survived the proton ID requirement. Due to the low statistics in the final 
spectra we do not have a convincing evidence for pentaquarks decaying to </nrp in 
Fermilab E791 data. 

Upper-limits are presented for the ratio of a·B for P~---+ </nrp and n; ---+ </nr± for four 
different values of pentaquark mass, in the range 2. 75-2.91 Ge V / c2

• The upper-limits 
are approaching the theoretically estimated ratio of production cross-sections if we 
assume the same branching fraction for the two decays and a pentaquark lifetime of 
0.4 ps or greater. For lifetimes short compared to 0.4 ps the poorer efficiency of the 
detector results in larger upper limits. Consequently, our results also do not rule out 
the existence of the pentaquark. 

This work provides a good starting point for future experimental searches in the frame 
work of high statistics charm experiments. 
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llJ'l n•pi11p ilm'nnn JJimil , Pc. ,pil1Pl'.ll9il inN m19•nil iNmn n ipnn nnJIJJ 

Color-Hyperfine -il n·~pNil'.ll'N . Peso = lcsddu) -1 Peso = lcsuud) :Il'J~n •1mJ lJ'9lil/ 

n•inN n•11m .pi11pl'.ll9il iuIJ 150 MeV Im •/n•upn imp /N'~ll'.119 nNJm n•pi11pil l'J 
DN .9Dil n•JiJN/ ilJllP muNm mmi Nlilm lN ilJll]) imp n•JlJN pillP1'.ll9/ 'J Il'NJm 

llil l/m D,,Tiil inn 2.907 GeV I c 2 
- n ilJll]] lnDNil 'TN Tlmp P'P'i'll llil pi11pl'.ll9il 

•1mIJ1 ]'lmn l'iTIN ml9'Tiil pi11pl'.ll9il Im l911il N~l' ill]Ilil /mJ .10-!3 s Im l11J i1Dil 

.n•pinpil Im confinement -il l''i'ilm QCD nlJilJ inIJI 

ill '10']] .Fermilab l''Nilil nnIJnJ E791 'lil'l niJDil] iiIJl pi11pl'.ll9il inN ml9'Tiil 

. 500 GeV I c Im il'JiJNJ 1t- Im llvJ mnm ill'l'.l/9 Im mp1 nnl'.ln 1~~9lil 

il1'1Il im9Nm il'.lmil'.lp9D nlTlJ] n1m umpi9nil ·i~1m U'lll1il ll~ll il'~vNil'.ll'NJ 
.D'lllJl'.l n•p•p/n Im Jll'.l 'lil'T im9N lJl ilUJ 1rnn p1•1J mpi9nill ill'~' •nn~ Im 

200,000 lilll ll'Il'lil //J Im ilT''i'lN l'i'ililJl mIJilNil 2X1010 ll'.l/j7lil 'lil'lil l'i'ililJ 

. (c) DlUj7il pillj7il nN D'/'Jilil U'lll1il 

nN ll'i'Illll K+ K- I pi9nn<j> -il imNJ .Peso -7<j>1t p mpi9nilil l''i'iln inN um9•n llN 

•1m l'J 11•n1il . Ds -7 <j>1t ilnl1il mvi9nilil l''i'iln n1•1nl ml9'Tiil l''i'iln mm•Ji 

Im Jiil ni9Dil .Dill m9mmnil nl'nill'.lU'O nlN'Jm Im /ll'.l'] im9N mpi9nilil 'J'/iln 
.ll ipnn n11JlJ/ ilmi11m mm•Jiil nm/ IJ'Jil/ ll/ im9N '10']] l90Nlm mIJilNilil 

i9ml1 IJviil nm nN 1•i1ill nm IIJ l'i'IJ9lil n•inN1 n,,l'.lm'v ,u,,J1/19rn n•11•il'.l•ip 

n'i'IJ9il inN/ .<j>1t p -il Illll'.1;790] pillj7l'.ll9il Im •im9N /)J'O Im n'l'.IO'l'.ll'.lO mm•Ji 

Oilil 11 -] <j>1t p Im n'l'.llN'illl'Nil ilUilil .mIJirnn 24 llTIJl D,,/Il'l'.l91Nil D'll'il'.l'ivil 

ilIJJm .pi11pl'.ll9il Im m•p •im9N u nmnil , 2.75 - 2.91 GeV I c2 Im mnnJ iln'il 

nrn•n •19n ,nNT DIJ . 2.86 GeV I c2 J'JD D'TJnn Dlil il'i'N nrnirnn imIJ 1nN imn 

m•p/ nJmn ilTIJlil ll'1'J l'N 'J u•p•an llN ,'91Uil mil'.lv9DJ mIJirnnil i9nn 
90% Im nlj7il]ln mi1J 11'/lJ /l]J D'J'~Il llN lJ /lJ .19UNlm D'llnlil JipJ pil1j71'.ll9il 

O' p • BP-+'7r1> 

O' D •. BD.~ 

:on•/ 

191NJ i~llil p•p/nil mpi9nil/ 'lJ'Oil llil B -1 ill'~'/ il'i'llJ9il inn NlilO' imNJ 
.mmiil mvi9nilil 

:/CD ilUil ':Jill ilJIJ 0.046 -1 0.025 ,0.032 ,0.022 :Dlil l':J11J .ilUilJ 'l/n ill ll'tlJ llJJ 

. 0.4 ps Im D,,TI lilT pinpl'.ll9/m ilTililJ ,ilnNnilJ. , GeV I c 2 2.87 -1 2.83 ,2.79 ,2.75 

m19'Tiil m/•IJ• Im ilmln JPIJ p111pn19n Im n,,nil mu DJ n,,11n 11'/IJil lnJn •Jill 

illil n,,nn llJTJ. 11'/lJil /lJJil min .M(Pcs0 )=2.83 GeV/c2 inIJ .D,,nil lilTJ 

n/IJnl Jlvlil iiIJ/ 0.1 ps /CD o,,n im 11.JIJ 1 -/ Jllv i1IJn m/•/nJ n111•n n·~vll9 
.1nl' D'JllN n,,n •m11uIJ 'll'm N// l'.llJilJ niNmll , 0.4 ps 1nIJ 

n1'~'/ illlIJ9il •Jnn l'J '19~il DTI'il Im 111J i1o mrnn mil 11'/IJn lnJn •Jill ,mJ•o/ 

,'l:J'D m1N a•p•p/nil •1m Im n•nnn 111p19nnn •19rn/m ilTililJ , Ds -ill p111vl'.ll9il 

il.Jll'.l N~m n11p1 n11nn n n1nIJ . o.4 ps mn9/ llil p111pl'.l19n Im n,,nn lnTCD nmnJ1 
n•p•pln Im 1m• Ji i9Dn 190N'm nlll'O']] ,j71llj7l'.ll9il inN D,,1,nlJ n•m19•n inIJ 

.n•mnp 
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