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Abstract 

Measurement of the Top Quark Mass 

by 


Tzu-Chung Frank Hsieh 


Chair: Jianming Qian 

From pp collisions at .;s 1.8 TeV in the Fermilab Tevatron collider, top quarks are 

produced predominantly in it pairs. After applying a sophisticated event selection 

to the ~ 100pb-1 data recorded by the D0 detector, we have 35 tt ---+ e(J-l) + jets 

candidates with the background estimated to be 16.3 2.2. We perform a kinemat

ically constrained fit for individual events, and the results are input to a likelihood 

analysis. We compare the expectations with our observation and determine the top 

quark mass to be 'tnt = 177.0 7.3 (stat) ~t:g (syst) GeV /2. 



For since the creation of the world God's invisible qualities-

his eternal power and divine nature-have been clearly seen, 

being understood from what has been made ... 

-Book of Romans 1:20 



To r.ny r.nother Lin-yin 
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Preface 

The D0 experiment was proposed in 1983 and began taking data in 1992. The 

collaboration now consists of more than 500 physicists and technical personnel. The 

interests being pursued with the D0 detector include top physics, B physics, QCD, 

new phenomena (SUSY), and electroweak physics. 

I began my residency at D0 in 1994. My first assignment was to study the 

uniformity of the Intercryostat Detector (ICD), a component of the D0 detector. 

Later, I worked with Dr. Don Lincoln on the Preshower Detector project for the D0 

upgrade. I helped him build a prototype module and conduct cosmic ray tests. To 

become involved with a physics analysis, I began going to the top group meetings in 

1995 and started writing programs for my top quark mass analysis. Over the years, 

I have worked on algorithms to minimize the effects of the Main-Ring contamination 

and hot cells, developed jet corrections, and studied jet energy scale for the top quark 

mass measurements. 

There are many people at D0 who participated in the studies and measurements 

involving the top quark. The analysis presented in this dissertation represents one of 

the analyses of the top quark mass measurement. As is the nature of a collaborative 

effort, my analysis is built on the results of previous work. The discussion contained 

in chapters 3 & 4 detail some of the earlier efforts on the event reconstruction and 

selection. My contribution includes the jet corrections, the kinematic fitting, and the 

likelihood analysis presented in chapters 5 to 7. The jet corrections described in this 

dissertation were used in other top quark mass analyses at D0. While the rest of this 

analysis was not published, it served as a cross-check for the published results. 

I appreciate the opportunity to work on this subject and the experience of collab

orating with so many devoted coworkers in this experiment. It is a great delight to 
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see how the secrets of nature can be unveiled through the collective and coordinated 

work of many individuals. 
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Chapter 1 

Introduction 

Since Ernest Rutherford probed the structure of the atom by scattering a-particles 

from a fixed target, a plethora of particles has been discovered from high energy 

collisions by the sophisticated particle detectors made possible by modern technology. 

Our understanding of the interactions between these subatomic particles has evolved 

as experimental data has grown. This knowledge has been combined into what we 

now call the "Standard Model." 

Since the bottom quark was discovered in 1977 [1], physicists have searched for 

the top quark from high energy particle collisions without success. The difficulty 

in discovering the top quark stems from the fact that it is much heavier than other 

particles and requires a much higher collision energy to produce. At the Fermilab 

Tevatron, protons and antiprotons are accelerated to 900 GeV, achieving a 1.8 TeV 

center-of-mass energy. In 1995, after three years of data taking, both the CDF and 

D0 experiments had accumulated enough data to announce the discovery of the top 

quark [2, 3]. 

In this dissertation, we will present how the mass of the top quark is measured 

from a 100pb-1 data set recorded by the D0 detector. We begin with a brief overview 

of the Standard Model and an introduction to top quark physics. 

1 



1.1 The Standard Model 

As Victor Weisskopf put it, the Standard Model is "logically compelling and em

pirically successful" [4J. Gradually shaped by decades of physicists' efforts, the Stan

dard Model has survived many tests, with no experimental result contradicting it. 

The grand picture of the Standard Model centers upon the fundamental particles and 

the four distinct forces between them. 

1.1.1 Forces and Fundamental Particles 

The four forces which we know in nature are: the gravitational force, the electro

magnetic force, the weak force, and the strong force. The gravitational force between 

two objects with mass is too weak to be considered at the sub-atomic level and can 

be safely neglected in studying particle interactions at short distances. The electro

magnetic force acts between charged particles. The weak force is most familiar in the 

nuclear beta decay, where a neutron is turned into a proton in the nucleus and an 

electron is emitted. The strong force is responsible for binding nucleons (protons and 

neutrons) together in the nucleus, overcoming the electromagnetic repUlsion of the 

protons. 

According to the Standard Model, there are two classes of structure-less particles. 

One class is called leptons and the other, quarks. Both of them are spin 1/2 fermions. 

The distinction between the two classes is that leptons do not participate in strong 

interactions. 

There are three kinds of charged leptons: the electron (e), the muon (p,) and the 

tau (r) with the same electric charge but distinct masses (see Table 1.1). There are 

also three types of neutral leptons which we call neutrinos. Neutrinos only participate 

in weak interactions and may be massless---a question that is currently undergoing 

vigorous investigation. 

The concept of quarks was first proposed by Murray Gell-Mann [5] and George 

Zweig [6] in the 1960s, and was strongly supported by the ensuing lepton-nucleon 

collision (deep inelastic scattering) and e+e- annihilation experiments. In the original 

quark theory, there were only three types, or ''flavors'', of quarks: up, down, and 
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Quarks (spin 1/2) 

u 

d 

c 

s 

t 

b 

Charge (e) 

+2/3 

-1/3 

+2/3 

-1/3 

+2/3 

-1/3 

Mass (MeV/c) 

2 8 

5 -15 

1,000 1,600 

100 - 300 

",,175,000 

4,100 - 4,500 

Leptons (spin 1/2) Charge (e) Mass (MeV/c) 

e 

lie 

JL 

lip, 

T 

-1 

0 

-1 

0 

-1 

0.51 

< 7.3 X 10-6 

105.6 

< 0.17 

1,777 

liT 0 <24 

Field Quanta (spin 1) Charge (e) Mass (MeV/e) 

g (gluons) 0 0 

'Y (photons) 
w± 

0 0 

80,300 

Z 0 i 91,190 

Table 1.1: Fundamental particles of the Standard ModeL 
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strange. Later, another flavor of quark, charm, was theoretically proposed [7] and 

found experimentally shortly thereafter [8, 9] in 1974. The number of quark flavors 

increased again with the discovery of the bottom quark in 1977. Today, with the 

newly discovered top quark, we know there exists six flavors of quarks. A series 

of e+e- annihilation experiments showed that quarks possess fractional charges (the 

charge of electron = -1): some flavors of quarks (u, c, t) have charge +2/3 and others 

(d, s, b) have charge -1/3. 

All interactions can be seen as forces caused by an exchange of the force carriers 

or field quanta between interacting particles. For electromagnetic interactions, the 

force carrier is the photon b). For the weak interaction, the force carrier can be one 

of three intermediate vector bosons: W+, W- or ZO. The strong force is transmitted 

by the gluons (g). All of the force carriers are spin 1 bosons. 

Interactions are described by gauge theories in which the Lagrangian remains 

invariant under space-time transformations. The electromagnetic and weak forces 

can be brought to unification as an electroweak force that exhibits an SU(2) x U(l) 

symmetry [10, 11,12]' while for the strong force, Quantum Chromodynamics (QCD) is 

a gauge theory based on the symmetry group SU(3). These gauge theories have proven 

to be renormalizable [13] (i. e. cross section calculations result in non-infinite values 

when higher order processes are considered) even when the symmetry is spontaneously 

broken. 

Leptons, quarks and field quanta are all massless in the gauge theories. It is 

through a spontaneous symmetry breaking mechanism [11, 12] by which they are 

endowed with their masses. In this mechanism, the existence of an electrically neutral, 

spin-O Higgs boson is predicted, but yet to be confirmed experimentally. 

1.1.2 The Electromagnetic Force 

The electromagnetic force acts only on particles with electric charge. Because its 

field quanta (photons) carry no electric charge, particles do not change their electric 

charge as a result of this interaction. Examples of electromagnetic interactions in

clude Compton scattering, pair-annihilation and scattering of charged leptons. The 
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theory of Quantum Electrodynamics (QED) [14, 15, 16] has been developed based 

on P.A.M. Dirac's relativistic quantum theory [17] and the techniques of perturba

tion theory. Because of the small numerical value of the fine structure constant 

(a ~ 1/137), perturbation method works very well in QED. The results of QED 

calculations are in excellent agreement with experimental measurements. 

1.1.3 The Weak Force 

In contrast to the massless photon which mediates the electromagnetic force, as a 

result of broken SU(2) x U(I) symmetry, the Wand Z bosons that transmit the weak 

force are remarkably heavy (Mw ~ 80 GeV/e and M z ~ 91 GeVIe). 
In a typical beta decay (n -+ p eVe), the electron is emitted with an electron

type antineutrino. This also happens in muon decay (/1 -+ vJl eVe) and other weak 

decays. In all charge-changing weak interactions, we find there is a partnership be

tween a charged lepton and a neutrino. Similar partnerships between different flavors 

of quarks also exist in hadronic weak interactions. By this relation, we can group 

leptons and quarks as: 

Leptons Quarks 

(:,)(;)(:) (:)(:)C) 

We call each pair of the weak partners a family (or generation). To date, we know of 

three families of leptons and quarks. 

When the weak force is transmitted by a W boson, the interacting lepton or quark 

will turn into its partner. This transformation is called "charged current" because 

there is a charge difference between the incoming and outgoing weak partners. It is 

also observed that the weak interaction can be mediated by the neutral Z boson [18]. 

When this occurs, the interacting leptons or quarks are not transformed to another 

type, thus creating the so-called "neutral currents." 

When quarks are involved in weak interactions, there is an interesting phenomenon 

called "quark mixing" [19, 20} due to the fact that the weak eigenstate and the mass 

eigenstate are not the same for quarks. A quark in its mass eigenstate is actually a 
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superposition of different weak eigenstates. Therefore, a quark does not always turn 

into its weak parter when a W boson is absorbed or emitted. For instance, in c-quark 

decay, in addition to c -t 8 e(fJ) ve (z7J.t), the other channel c -t d e(fJ) v (z7J.t) is alsoe 

possible, although less likely. 

Another property of the weak force is the "universality": charged currents couple 

to the W with approximately the same strength. In fact, the strengths of couplings are 

slightly different for leptons and quarks, but the difference can be understood when 

quark-mixing is considered. This property allows us to easily estimate the branching 

ratios of the top quark decay. 

1.1.4 The Strong Force 

The gluons are the force carrier of the strong force. In analogy to electric charges in 

the electromagnetic force, we call the source of the strong force between quarks "color" 

charge. What differs from the electric charge is that there are three types of color 

charge, symbolically labeled as red, green and blue. The field theory that describes 

the strong force induced by the color charges is called Quantum Chromodynamics 

(QCD). 

Another distinction between the electromagnetic and strong forces is that while 

photons carry no electric charge, gluons carry color charges. Therefore, not only can 

gluons couple to quarks, but they can also couple to each other. This results in a 

unique character of the strong force, called "color confinement": quarks do not exist 

by themselves, instead they will combine with other quarks or antiquarks to form 

color neutral hadrons. Those hadrons consisting of three composite quarks, each 

with different color to keep a color neutral state, are categorized as baryons. Other 

hadrons, made out of a quark and an antiquark of the same color, are called mesons. 

At the Tevatron collider, we can study interactions involving quarks in high energy 

proton-antiproton collisions. Within the highly energetic proton, both quarks and 

gluons share its momentum and can be treated as free particles when a collision occurs. 

This picture is called the "parton model" [21, 22], in which the quarks and gluons 

within an energetic hadron are referred to as "partons." The success of this model 
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is due to the "asymptotic freedom" [23, 24] of the strong force-the strong coupling 

strength becomes smaller as the momentum transfer increases, allowing partons to 

be treated as free particles in high energy collisions. It is also the reason that high 

energy strong interactions are calculable in QCD by the perturbative method. 

Because of color confinement, the scattered parton will use part of its energy 

to create quark-antiquark pairs to form a cluster of hadrons. This is the process 

of "fragmentation" or "hadronization." Those hadrons created in the process of 

fragmentation from high energy partons are highly collimated and are observed in 

the tracking detectors and the calorimeters. The reconstructed cluster of hadrons is 

called "jet." 

1.2 The Top Quark 

As the weak partner of the bottom quark, the existence of the top quark was 

predicted by the Standard Model. For many years, efforts in the top quark search 

only resulted in its ever increasing mass limit [25, 26, 27, 28]: from mt > 44 Ge V / c? set 

by the VAl collaboration to fit > 131 GeV / c2 by the D0 collaboration. Eventually, 

the Standard Model was once again vindicated when the top quark was discovered 

by both the CDF and D0 experiments in 1995. 

1.2.1 Production of the Top Quark 

At a proton-antiproton collision energy of 1.8TeV , the top quark (t) and the 

anti-top quark (l) are produced in pairs from the strong interaction between a quark 

and an antiquark, or between two gluons as shown in Figure 1.1. The cross section 

of the it production at Tevatron has been calculated as a function of the top quark 

mass using QCD [29] and it is on the order of a few pico-barns (10-36 cm2
) as shown 

in Figure 1.2. 
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Figure 1.1: The lowest order Feynman diagrams of tt production. 
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Figure 1.2: The theoretical tt production cross section as a function of the top quark 
mass. Dashed lines represent uncertainties associated with the calculation. 
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1.2.2 Decay of the Top Quark 

Because the top quark mass is larger than the sum of the bottom quark and W 

boson masses, after the t is produced, it immediately decays before hadronization into 

a bottom quark and W boson (t -+ bW+ and its charge conjugate decay t-+ bW-). 

The W boson then decays either leptonically into a charged lepton and a neutrino 

(W- -+ l VI ) W+ -+ l+ VI), or decays hadronically into a quark and its weak partner 

antiquark (W+ -+ c"8 or u d, W- -+ cs or ud). The process of the top quark decay is 

depicted in Figure 1.3. 

Depending on how the W bosons decay, a tt event has different signatures in the 

detector. If both W bosons decay leptonically, we have a two-charged-Iepton final 

state. If one W decays leptonically and the other W decays hadronically, we will have 

only one charged lepton in the event. Similarly, if both W's decay hadronically, no 

charged lepton will be seen in the final state. As we mentioned earlier, a final state 

quark will hadronize to a jet because of the color confinement. Therefore, the decay 

modes of a tt event can be categorized as: 

• the dilepton channels: tI -+ II 171 It V2 bb 

• the lepton+jets channels: tI -+ l vqif bb 

• the all-jets channel: tI -+ q1 q/ q2 if2' bb 

The universality of the weak decay predicts that 1/3 of the time the W decays 

into a charged lepton and its neutrino partner (1/9 for each family), and 2/3 of the 

time it decays into quark-antiquark pair, considering the three color charges a quark 

can possess. Consequently we can easily calculate the branching ratio of tt decay 

channels as shown in Table 1.2. 

However, in the search for tl events, we do not include channels involving T because 

the T cannot be easily distinguished from jets in the detector (hadrons are very likely 

to be produced in the T decay). From Table 1.2, the branching ratio for the T-excluded 

dilepton channels (ee, ell, Illl channels) is 4/81 or 4.9%. e+jets and Il+jets together 

make up 24/81 or 29.6% branching ratio, and the all-jet channel has the largest share 

of 36/81 or 44.4%. 

9 




t 

Figure 1.3: The Feynman diagram of the top quark decay. 

w-+ 
4

eVe 

(1/9) 
flvf.l 

(1/9) 

rVr 

(1/9) 

qq' 

(6/9) 

eVe (1/9) 1/81 1/81 1/81 

1/81 

6/81 

6/81 

6/81 

flvf.l (1/9) 1/81 1/81 

rVr (1/9) 1/81 1/81 1/81 

qq' (6/9) 6/81 6/81 6/81 [ 36/81 

Table 1.2: Branching fractions of tl decay channels. 

Event channel Signature Branching ratio 

Dilepton 

two high PT e or fl 

large I/JT 

two or more jets 

~5% 

Lepton+jets 

one high PT e or fl 

large I/JT 

multiple jets 

~30% 

All-jet six or more jets ~44% 

Table 1.3: The branching ratio and signature of tt decay channels. Channels involving 
the r lepton are excluded. 
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The signature of a tI event is characterized by high PT (transverse momentum) 

leptons and jets. This is due to the high mass of the top and the W-their decay 

products tend to come out at a wide angle with respect to their parent's momentum. 

For the lepton+jets and dilepton channels, there will be one or two neutrinos from the 

W decay in the event. Since neutrinos only interact via weak interactions for which 

the cross section is small, a high PT neutrino usually leaves a transverse momentum 

imbalance (missing ET or Itr) in the detector. The branching ratio and signature for 

various tt channels are summarized in Table 1.3. 

Although the dilepton channels make up only a small portion of the tI branch

ing ratio, they have the smallest background, which mainly comes from Z+jets and 

Drell-Yan production. On the other hand, the all-jet channel occupies the largest 

branching ratio, but it also encounters a huge QCD-multijet background. The lep

ton+jets channels are better than dilepton channels in terms of branching ratio, and 

their background is much less than that of the all-jet channeL Therefore, the lep

ton+jets channels are the most advantageous in terms of the number of observed 

events and the background leveL In addition, the top quark mass is easier to recon

struct from the lepton+jets channels than from others-the dilepton event consists 

of two unmeasured neutrinos and in the all-jet event there are too many possible jet 

combinations. Not surprisingly, the lepton+jets events have been used to make the 

most precise measurement of the top quark mass. In the rest of the dissertation, we 

will discuss how to extract the top quark mass from the lepton+jets events. 

1.2.3 The Top Quark Mass 

It is necessary to determine the mass of anewly discovered particle. Besides 

this, there are other reasons that adds to the significance of the top quark mass 

measurement. First of all, the top quark is the heaviest fundamental particle, and its 

mass is one of the arbitrary Standard Model parameters l [30J. 

IThe rest of parameters are masses of the other five quarks and three charged leptons, three 
gauge coupling constants (for the EM, weak, strong forces), three quark mixing angles & a complex 
phase (in the CKM matrix), the Higgs mass & the vacuum expectation value (for the spontaneous 
symmetry breaking) and the QCD vacuum angle. However, some physicists do not include the last 
one [31]. 
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Figure 1.4: The Standard Model relation between mb Mw and M H . The horizontal 
band represents the current world average of Mw measurements. 

Secondly, if the masses of the W and the top quark are very precisely measured, we 

can predict the Higgs mass MH theoretically [32]. (As an illustration, three possible 

Higgs mass curves are drawn on the Mw-IDt plane in Figure 1.4.) By restricting 

the allowed range of M H , we will have a better chance to directly observe the Higgs 

boson, which is an pivotal ingredient of the Standard Model. While the Tevatron 

run I (1992-1996) data is not statistically sufficient to enable both the W and top 

mass measurements to achieve such a degree of precision, the method we currently 

use for the top quark mass measurement will still be useful for the next Tevatron run. 
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Chapter 2 

Experimental Apparatus 

Two major pieces of apparatus are used to conduct the experiment for the top 

quark study. One is the Tevatron collider which accelerates protons and antiprotons 

to a very high energy, and brings them into collision at two experimental sites. The 

other is the detector that detects particles emerging from the pp collision and thus 

helps us understand the underlying physics. 

2.1 The Tevatron Collider 

The Fermilab Tevatron [33, 34J is a synchrotron that accelerates protons and 

antiprotons simultaneously in opposite directions to 900 Ge V, producing a center-of

mass collision energy of 1.8 Te V, the highest among hadron colliders. 

A synchrotron typically consists of three major parts: RF (radio-frequency) cavi

ties, bending magnets, and focusing/defocusing magnets. The alternating high volt

ages of the RF cavities accelerate charged beam particles every time they pass the 

cavities and synchronize them with the RF frequency. Dipole magnets are used to 

bend the orbit of the beam by the Lorentz force exerted on charged particles moving 

in a magnetic field. Quadrupole magnets are commonly used to keep the beam fo

cused to ensure its stability and to maintain high particle density. Since a quadrupole 

magnet only focuses the beam in one transverse direction (typically either vertical 

or horizontal) and defocuses in the other orthogonal transverse direction, alternate 
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quadrupoles having poles reversed are needed in order to achieve a net effect of fo

cusing the entire cross-section of the beam. A synchrotron typically contains many 

repetitions of identical arrangements of dipoles and quadrupoles. 

The confined beam in a synchrotron undergoes a periodic closed orbit motion 

while radiating energy in the form of electromagnetic wave (synchrotron radiation). 

The radiated energy per revolution per particle is [35] 

6E = 47f' e2/33",,4 

3 p" 

where p is the synchrotron radius. When the charged particle of mass m is accelerated 

to a high energy E (so that /3 ~ 1), the radiated energy can be rewritten as 

47f' e2 E4 
6E~3pm4e . 

It indicates that for electron and proton synchrotrons operated at the same energy, 

1013the electron machine would suffer mp4 fmc 4 ~ times more radiation. This is 

why a large electron synchrotron like the Large Electron-Positron Collider (LEP) at 

CERN cannot achieve the same energy level as that of the Tevatron. 

However, unlike composite protons, electrons are structure-less particles and all 

the energy carried by them can be used in the collisions. On the other hand, in 

hadron colliders, the partons that really participate in interactions only share part of 

the accelerated energy of hadrons. 

The Tevatron itself is actually the final stage of a series of accelerators designed 

to boost proton and antiproton beams to 900 GeV and to achieve a peak luminosity1 

1031 2of ~ cm- s-1. The whole accelerator system, shown in Figure 2.1, consists of 

the following components: 

The Cockroft-Walton Pre-Accelerator: Negative hydrogen ions H- are produced 

through a DC discharge of hydrogen atoms and accelerated to 750 KeV through a 

static potential. 

The Linear Accelerator (LINAC): The H- ions travels through a series of RF

driven alternating electric field, each separated by a drift region. This combination 

1Luminosity is the area density of the colliding beams and is proportional to the number of 
head-on collisions in a unit time. 
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Figure 2.1: Layout of the Fermilab accelerator facility. Not drawn to scale. 
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accelerates the ions to 400 MeV over their 150-meter journey through the LINAC. 

Quadrupole magnets are embedded in the drift tubes to focus the H- ion beam. A 

carbon foil right after the LINAC removes all the electrons from the H- ions, leaving 

only protons. 

The Booster: The Booster is a synchrotron with 96 combined function dipole/quadrupole 

magnets and 17 dual gap ferrite-tuned cavity resonators arranged around the 500

meter circumference. Since those beam particles not synchronous with the RF cavities 

will be lost along the beam pipe, protons naturally appear in bunches. There are 84 

proton bunches in the Booster. The protons are accelerated to 8 GeV before being 

injected into the Main Ring. 

The Main Ring: Being a large synchrotron with a one-kilometer radius, the Main 

Ring consists of 774 dipole magnets, 240 quadrupole magnets, and 18 dual gap RF 

cavities. Beam losses usually occur during the injection from the Booster and at 

a transition point (17.6GeV) in the Main Ring acceleration process. In order to 

increase the number of particles per bunch, seven RF cavities with two different 

frequencies are used to coalesce several bunches into one. When the proton energy 

reaches 120 Ge V, some proton bunches are directed to a nickel target to produce 

antiprotons. The antiprotons are cooled and accumulated in the Antiproton Storage 

Rings before being injected back into the Main Ring. Proton and antiproton bunches 

are further accelerated to 150 GeV before entering the Tevatron. 

The Antiproton Storage Rings: A cylindrical lithium lens is placed immediately 

after the nickel target to focus the secondary particles produced in the target. A 

pulsed dipole magnet is used to select negatively charged particles of roughly 8 GeV. 

However, the produced antiprotons are still divergent in momentum and need to be 

"cooled"-reducing their momentum spread-before they can be further accelerat

ed in the Tevatron. Two antiproton storage rings, the Debuncher and the Accu

mulator, are designed for cooling and accumulating antiprotons. In the Debunch

er, a computer-coded RF voltage speeds up slower antiprotons and slows down the 

faster ones. Also the transverse motion of antiprotons is decreased by the "stochastic 

cooling" -deviated particles are first detected by sensors, and then signals are passed 

to kicker electrodes to correct the path of those particles. After being squeezed in 
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momentum and size, antiprotons go to the Accumulator for further cooling and ac

cumulation. The process takes several hours and hundreds of billions of antiprotons 

will be stored. 

The Tevatron: This world-class synchrotron shares a tunnel with the Main Ring. 

Six bunches of protons (about 2 x 1011 protons per bunch) and six bunches of antipro

tons (about 5 x 1010 antiprotons per bunch) are accelerated in opposite directions. 

The Tevatron has over a thousand superconducting magnets (774 dipoles and 216 

quadrupoles) which are operated at 4.80 Kelvin. With the strong magnetic fields 

in these magnets, the Tevatron is able to keep very high energy beams within the 

ring. The proton and antiproton bunches are accelerated from 150GeV at injec

tion to 900 GeV. At two beam-crossing stations, B0 (where the CDF experiment 

resides) and D0, the beam size is squeezed to about 1 mm2 by special superconduct

ing quadrupole magnets in order to maximize the luminosity. With beam crossings 

taking place every 3.5 p,s, the Tevatron luminosity ranges from 1030 to 1031 cm-2 S-l. 

2.2 The D0 Detector 

The D0 [36] detector is a general purpose detector for a collider experiment. It 

features good electron and muon identification capabilities, and excellent calorimetry 

which results in good measurements of electrons, photons, jets and missing transverse 

energy (ifJT ). In contrast to other collider detectors, the D0 detector does not contain 

a tracking solenoid which is usually used for momentum measurements and particle 

identification. Instead, it relies on its good calorimetry to measure the energies of 

high PT objects and to identify electrons and photons. 

The whole detector can be divided into three parts: the central tracker, the 

calorimeter, and the muon spectrometer. We will begin with the definition of the 

coordinate system and then proceed to each of the three parts of the detector. 
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Figure 2.2: Isometric view of the D0 detector. 
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2.3 Coordinate Convention 

Although the Cartesian coordinate system is rarely used in describing detector 

components or scattered objects, it is the basis for other widely-used coordinates 

such as f/ and ¢. The z-axis of the Cartesian coordinates is defined as the direction 

of the proton beam, and the y-axis is upward. Accordingly, the x-axis is fixed by the 

right-hand rule. 

The azimuthal 4> and polar () angles are coordinates in the spherical coordinate 

system: ¢ is the angle from the x-axis to the referred vector projected onto the plane 

transverse to the beam (the transverse plan), and () is the angle between the referred 

vector and the z-axis. 

The polar angle () can be mapped to a more convenient coordinate, the pseudora

pidity f/ defined as 
() 

f/=-ln(tan-).
2 

The reason f/ is more commonly used than () is that in the high energy limit, m/E -+ 0, 

f/ approximates the true rapidity 

~ In (E + pz) .y 
2 E-pz 

Using the pseudorapidity f/, the invariant cross section of interactions can be readily 

measured by: 
d3a 1 d2a 1 d2a 

E-=- "'-'----
dp3 27f PTdpTdy - 27f ETdETdf/ 1 

where PT is the transverse momentum of the particle, PT = Psin (), and is measured 

by the energy deposited in the calorimeter as ET = E sin (). 

2.4 Central Tracker 

The central tracker is located in the innermost section of the detector. It has 

the following functions: (1) Reconstruct charged particle tracks, (2) Determine the 

interaction vertex (collision point), (3) Measure the ionization of charged particle 

tracks to distinguish single charged particles from the photon conversion I -+ e+ e-. 

There are three types of drift chambers [37, 38, 39] in the central tracker: a Vertex 
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Figure 2.3: Sideview (perpendicular to the z-axis) of the D0 central tracker. The <I> 
and e modules of the FDC are designed to measure tjJ and 0 respectively. 

Drift Chamber (VTX) , a Central Drift Chamber (CDC), and two Forward Drift 

Chambers (FDC). 

Basically a drift chamber contains many anode and cathode wires that create 

regions of approximately uniform electric field, and a gas-used as an ionization 

medium-which fills the volume. When a charged particle passes through the volume, 

the ionization electrons in the gas will be drawn to the anode wires. By measuring 

their drift time, the spatial position of the charged particle can be determined. 

Another tracking subdetector is a transition radiation detector (TRD) which uti

lizes the radiation emitted by relativistic particles when they pass through a junction 

between two dielectric media to distinguish charged pions and electrons. The ar

rangement of the central tracker is shown is Figure 2.3. 

The whole system provides charged particle tracking in the region 11]1 < 3.2 with 

the resolutions 6tjJ ~ 2.5 mrad and 60 ~ 28 mrad. From the measurements of tracks, 

the interaction vertex can be determined with a resolution of 6z ~ 8 mm. 
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Figure 2.4: r-4> view of a quadrant of the VTX chamber. 

2.4.1 Vertex Chamber (VTX) 


The vertex chamber [40] has an inner radius of 3.7 cm (just outside the beam 

pipe) and an outer radius of 16.2 cm. It consists of three layers of concentric cells, as 

shown in Figure 2.4. The innermost layer has 16 cells in azimuth and the outer two 

layers have 32 cells each. Adjacent sense wires are staggered by ±100 pm to resolve 

left-right ambiguities. The sense wires have a resistivity of 1.8 H2jm and provide a 

measurement of the z-coordinate from readouts at both ends. The r-4> position of a 

hit is determined from the drift time. The r-4> resolution in the VTX is :::::: 60 pm and 

the z resolution is :::::: 1.5 cm. 

2.4.2 Central Drift Chamber (CDC) 

The central drift chamber [41] resides between the TRD and the central calorime

ter and provides coverage for tracks at large angles. The CDC is a cylindrical shell of 

length 184 cm and radii between 49.5 and 74.5 cm. It consists offour concentric rings 

of 32 azimuthal cells per ring, as shown in Figure 2.5. In each cell, there are 7 equally 

spaced sense wires at the same 4> coordinate. These wires are parallel to the z-axis 

and read out at one end to measure the 4> coordinate of a track. There are two delay 

lines embedded in the inner and outer shelves of each cell. The delay lines propagate 
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Figure 2.5: End view of three segments of the central drift chamber. 

signals induced from the nearest neighboring anode wire. The z coordinate of a track 

can be measured by the difference of signal arrival times at the two ends. The r-¢ 

resolution is ~ 180 /Lm and the z resolution is ~ 3 mm. 

2.4.3 Forward Drift Chambers (FDC) 

The forward drift chambers [42] are located at either end of the concentric barrels 

of the VTX, TRD, and CDC and just before the entrance wall of the end calorimeters. 

They extend the coverage for charged particle tracking down to 0 ~ 5° with respect 

to both emerging beams. Each FDC package consists of three separate chambers, 

as shown in Figure 2.6. The <]) module has radial sense wires and measures the ¢ 

coordinate. It is sandwiched between a pair of e modules whose sense wires measure 

the 0 coordinate. The geometric composition of the FDC cells is more complicated 

than that of the CDC, but the operating principle is similar and the chamber gas is 

the same. The position resolution is about 200/Lm for r-¢ and 300/Lm for r-O. 

2.4.4 Transition Radiation Detector (TRD) 

The transition radiation detector [43] is located between the VTX and CDC. It 

provides independent electron identification in addition to that given by the calorime

ter and the tracking chambers. When highly relativistic charged particles (I > 103 ) 

traverse boundaries between media with different dielectric constants, transition ra

diation X-rays are produced on a cone with an opening angle of III' The energy 
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Figure 2.6: The 8 and <I> modules of the forward drift chamber. 

flux of the radiation is proportional to the /. These characteristics can be used to 

distinguish particles which have similar energies but different masses. 

The TRD uses many dielectric (polypropylene) foils with gaps (nitrogen gas) be

tween them to produce the X-ray radiation. A radial-drift proportional wire chamber 

acts as the X-ray conversion medium and also collects the resulting charges which 

drift radially outwards to the sense wires. The magnitude and the arrival time of 

charge clusters are used to distinguish electrons from hadrons. Due to its low effi

ciency, this detector is not used in many analyses, including those involving the top 

quark. 

2.5 Calorimeter 

Because of the absence of a tracking magnet, we rely heavily on the calorimeter to 

identify electrons, photons and jets, and to reconstruct their momenta. In addition, 

all detected energies in the calorimeter are used to measure the transverse energy 

imbalance caused by the neutrinos. 

The DO calorimeter is a sampling calorimeter. A typical configuration of the 

sampling calorimeter is a stack of dense metallic plates as energy absorbers, inter
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Figure 2.7: A cutaway view of the D0 calorimeter. 
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Figure 2.8: Sideview of a quarter of the CC and EC calorimeters showing the trans
verse and longitudinal segmentation. The shading pattern indicates distinct cells. 
The rays indicate the pseudorapidity intervals seen from the center of the detector. 
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leaved with planes of sensitive material where the ionization energy is measured. The 

measured energy in the sensitive layers only accounts for a small fraction of the total 

ionization energy, usually "'-'1-10%, but this fraction is fixed for various total ener

gies. Therefore, through proper calibration, the whole electron or jet energy can be 

determined from a sampling calorimeter. The D0 calorimeter uses liquid argon as 

the sensitive material, and uranium and copper as the absorbers. 

There are two types of particle showers in the calorimeter: the electromagnetic 

showers which are produced by an energetic electron or photon, and the hadronic 

showers, which usually occur in the outer part of the calorimeter, are induced by 

incident hadrons. 

The electromagnetic shower is a cascade of electrons, positrons, and photons as 

a result of bremsstrahlung and e+e- pair production-high energy e- or e+ radiates 

photons as they travel through calorimeter material, and photons in turn create e+ e

pairs of lower energy. The number of particles increases exponentially until electrons 

reach the critical energy, at which point electrons lose the same amount of energy 

by radiation and ionization. After that, the number of particles decreases and their 

energies gradually dissipate through the process of ionization. 

Unlike electromagnetic showers, the physical processes "that cause the propagation 

of hadronic showers are mainly strong interactions between hadrons and nuclei. A 

considerable fraction of the hadron energy is transferred to the nuclei and causes the 

production of secondary hadrons, which in turn produce more hadrons. This cascade 

process begins to stop when the energies of the secondary hadrons are small enough 

to be exhausted by ionization or to be absorbed in a nuclear process. Neutral pions 

(1("0) may be produced as secondary hadrons and subsequently decay into two photons 

which give rise to an electromagnetic shower within a hadronic one. 

Radronic showers tend to be more spread out laterally and more penetrating 

longitudinally than electromagnetic showers, and their larger variety of interaction 

processes also implies a larger fluctuation in the energy measurement. 

The longitudinal development of the electromagnetic showers is characterized by 

the radiation length (Xo)-the mean distance over which an electron loses all but lie 

of its energy by bremsstrahlung. The length scale appropriate for hadronic showers is 
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the nuclear interaction length (A1)-the distance over which the probability that an 

incident hadron does not interact with calorimeter material is 1/e. Both the radiation 

length and the nuclear interaction length depend on the material of the calorimeter 

and can be approximated by the empirical formulae2 [44]: 

716.4 A 
Xo ~ g/cm2 and 

Z(Z 1) In(287/viz) 
A1 ~ 35 A1

/
3 g/cm2 

, 

where Z and A are respectively the atomic number and the atomic weight of the 

medium. Typically A1 ~ Xo. Heavy metals such as iron (Xo 1.76cm, A1 = 

16.76cm) or uranium (Xo = 0.32cm, A1 = 10.5cm) are usually used to minimize the 

size of the calorimeter. 

The D0 liquid argon calorimeter consists of a central calorimeter (CC) and two 

end calorimeters (EC), each contained within a steel cryostat, and each including 

an inner electromagnetic (EM) section, a fine hadronic (FH) section, and a coarse 

hadronic (CH) section. The intercryostat detector (ICD), made of scintillator tiles, is 

installed between the CC and EC cryostats to improve the energy resolution for jets 

in the intercryostat region. 

In each cryostat of the D0 calorimeter, the EM section is roughly 21 radiation 

lengths deep, and is divided into four longitudinal layers in order to provide shower 

profile information. The hadronic sections cover 7 to 9 nuclear interaction lengths 

and are divided into four (CC) or five (EC) layers. The calorimeter is segmented into 

!:::.'l} x !:::.¢ = 0.1 x 0.1 towers (see Figure 2.8) except that the third layer of the EM 

section, where the maximum of electromagnetic showers is expected, is segmented 

into cells with !:::.'l} x!:::.¢ 0.05 x 0.05. 

The performance of the calorimeter has been studied by using electron and pion 

beams with energies between 10 and 150 GeV targeted on an EM and a hadronic 

calorimeter module [36, 45] at a test beam facility. The study concludes electrons 

convert to a length unit, one must divide the the Xo or AI number by the density of the 
medium. 
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Figure 2.9: Schematic view of a unit cell of the D0 liquid argon calorimeter. 

and pions have the following energy resolutions: 

16% 
. / EEl 0.3% for electrons, 

E yE(GeV) 

41% 


---r::::=;:::::::=:;::::::: EEl 3.2% for pions. 
vE(GeV) 

2.5.1 Central Calorimeter (CC) 

The central calorimeter (CC) covers the pseudorapidity range 1171 ;S 1. It comprises 

three concentric cylindrical shells: 32 EM modules in the inner ring, 16 modules 

in the surrounding ring, and 16 CH modules in the outer ring. In order to reduce 

the energy loss in cracks, the EM, FH, and CH module boundaries are properly 

arranged so that no projective ray encounters more than one intermodule gap. The 

CCEM modules have four longitudinal sections of 2.0, 2.0, 6.8, and 9.8 Xo. The 

CCFH modules contain three longitudinal sections of 1.3, 1.0, and 0.9 AI' The CCCH 

modules contain only one depth segment of 3.2 AI' 

A unit cell of the calorimeter modules typically consists of liquid argon gaps, 

absorber plates, and signal boards, as shown in Figure 2.9. Each signal board has a 

surface coated with a resistive epoxy. The electric field in the cell is established by 

connecting the resistive surfaces of the boards to a high positive voltage (2.0-2.5 kV) 
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and grounding the metal absorber plates. The electron drift time across the 2.3 mm 

gap is ~ 450 ns. 

2.5.2 End Calorimeters (EC) 

The two mirror-image end calorimeters (ECs) extend the coverage to 1'1]1 ~ 4. 

Each EC contains one EM module, one inner hadronic module (IH), and 16 middle 

and outer hadronic (MH and OH) modules. The azimuthal boundaries of the MH and 

OH modules are offset to avoid through-going cracks. The ECEM modules contain 

four readout sections of 0.3, 2.6, 7.9, and 9.3 Xo. The material of the cryostat wall 

brings the total absorber for the first section up to about 2 Xo. The fine hadronic 

part of the ECIH has four readout sections of 1.1 AI for each, and the coarse hadronic 

part has a single readout section of 4.1 AI' Each of the ECMH modules contains 

four uranium fine-hadronic sections of about 0.9 Al and a single stainless steel coarse

hadronic section of 4.4 AI' The ECOH are all stainless steel coarse-hadronic modules 

with the absorber plates inclined at an angle of about 60° with respect to the z-axis. 

2.5.3 Intercryostat Detectors and Massless Gaps 

Two scintillation counter arrays, called intercryostat detectors (ICD), were built in 

the region 0.8 ::; 1'1]1 ::; 1.4 to correct for the energy deposited in the uninstrumented 

cryostat walls. Each ICD consists of 384 scintillator tiles of size D.'1] = D.<jJ 0.1 

exactly matching the liquid argon calorimeter cells. In addition, separate readout 

cells called massless gaps are installed in both the CC and EC calorimeters. Each 

massless gap consists of three liquid argon gaps with two readout boards without any 

absorber plates. These massless gaps together with the ICD provide an approximation 

to the sampling of EM and hadronic showers. 

2.6 Muon Spectrometer 

The outermost part of the D0 detector is the muon spectrometer [46] which con

sists of five solid iron toroidal magnets and layers of proportional drift tube chambers 
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Figure 2.10: The detector thickness in interaction lengths as a function of the polar 
angle (0). 

(PDT). The toroids provide strong magnetic fields to bend the muon trajectory and 

the drift chambers measure the muon track. Both are indispensable for identifying 

muons and measuring their momenta (p). 

The calorimeter is designed to contain electromagnetic and hadronic showers (see 

Figure 2.10). The possibility that a 7r or a K from a hadronic shower traverses the 

muon chambers (punch-through) is negligible. Background in the muon chambers 

mainly comes from cosmic muons and beam remnants. 

The whole muon spectrometer can be divided into two systems: the WAMUS and 

the SAMUS. In the WAMUS, a central toroid (CF) covers the pseudorapidity region 

11J1 ~ 1 and two end toroids (EFs) cover 1 < 11J1 ~ 2.5. Two SAMUS toroids, fitting 

in the central holes of the EF toroids, extend the coverage to 2.5 ~ I1JI ~ 3.6. 

The resolution of the muon momentum measurement is limited largely due to the 

multiple Coulomb scattering in the toroids and the hit position resolution in the drift 
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Figure 2.11: Sideview of the D0 detector including the muon spectrometer. 

chambers. The resolution3 for lip is approximately Gaussian and parametrized as 

[47]: 

v
,.,. (p1) __ 0.18 l' ~ 2) w 0.008 where p is in GeV Ie.I'T\ 

2.6.1 Wide Angle Muon System (WAMUS) 

The wide angle muon system (WAMUS) consists of one CF and two EF toroids 

and three layers of PDT chambers as shown in Figure 2.11. The A layer of PDT 

chambers are between the CF and EF toroids, and the Band C layers are outside 

the EF toroids. In order to have a good measurement of the muon track, the Band 

C layers are separated by more than one meter. 

The WAMUS PDTs are formed from aluminum extrusion unit cells as shown in 

Figure 2.12. A transverse offset between planes of chambers resolves the left-right 

drift time ambiguity. Two cathode-pad strips are inserted into the top and bottom 

3This was determined by comparing Z -t p+p- data with Monte Carlo events where the hit 
position resolution was degraded until the width of the p+p- invariant mass matched the data. 
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Figure 2.12: The end-view of PDT chambers. 

of each unit cell and the anode wire is held near the center of the cell, as shown in 

Figure 2.13. The maximum drift distance is 5 em. 

The chamber wires are oriented parallel to the primary magnetic field to give 

accurate measurement of the bend coordinate of muon tracks. The coordinate (~) 

along the wire direction is measured by a combination of cathode-pad signals and 

timing information from the anode wires. The resolutions of coordinate measurements 

and other parameters of the WAMUS are summarized in Table 2.1. 

2.6.2 Small Angle Muon System (SAMUS) 

The small angle muon system (SAMUS) consists of two SAMUS toroids, each 

inserted into the center hole of EF toroid, and a collection of PDT chambers. The 

chambers cover the pseudorapidity region 2.5 ~ 1771 ~ 3.5 and are arranged into three 

stations. The A station precedes the SAMUS toroid and the Band C stations are 

after the toroid. Each station consists of three doublets of proportional drift tubes 

oriented in x, y, and u (u being at 45° with respect to x and y) directions. Further 

details about the SAMUS are listed in Table 2.1. 
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Figure 2.13: A unit cell of PDT chambers with the equipotential lines shown. The 
cathode-pad strips are on the top and bottom and the anode wire at the center. 

WAMUS SAMUS 


Pseudorapidity coverage 1171 ::; 1.7 1.7 ::; 1171 ::; 3.6 

Magnetic field 2T 2T 

Number of chambers 164 6 

Interaction lengths 13.4 18.7 

Bend view resolution ±0.9mm ±0.35mm 

Non-bend (~) resolution ±lOmm ±0.35mm 

Gas composition Ar 90%, CF4 6%, CF4 90%, 

C02 4% CH4 10% 

Avg. drift velocity 6.5cm/J-ls 9.7 cm/J-ls 

Anode wire voltage +4.56kV +4.0kV 

Cathode pad voltage +2.3kV 

Number of cells 11,386 5308 

Table 2.1: Muon System Parameters. 
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2.7 Trigger and Data Acquisition 

When the collider is running, there are hundreds of thousands of collisions occur

ring per second within the D0 detector. However, most of the collisions are not of 

interest. In order to select interesting events (at a rate of a few events per second) 

from such a large amount of collisions, we need a trigger and data acquisition system. 

The D0 trigger has three levels of increasingly sophisticated event characterization. 

2.7.1 Level 0 

The Level 0 trigger [36, 48] registers the occurrence of inelastic collisions and serves 

as the luminosity monitor for the experiment. It uses two hodoscopes of scintillation 

counters mounted on the front surfaces of the end calorimeters. These hodoscopes 

have an array of counters inscribed in a 45 cm radius circle to give partial coverage for 

the pseudorapidity range 1.9 ::s; 11J1 ::s; 4.3 and nearly full coverage for 2.3 ::s; 11J1 ::s; 3.9. 

The z-coordinate of the interaction vertex (collision point) can be roughly mea

sured from the the difference in the arrival time of particles to the hodoscopes at both 

ends. This information is used for the transverse energy (ET ) measurements at the 

subsequent trigger levels. 

1030At a luminosity of £. = 5 x cm-2s-\ the Level 0 rate is about 150 kHz. 

In the case of multiple interactions in one crossing (per 3.5 pB), the time difference 

information is ambiguous and a flag is set to identify these events. 

2.7.2 Levell 

Levell [36, 49] is a collection of hardware trigger elements arranged in a flexible 

software driven architecture that allows for easy modification. It gathers digital in

formation from each of the specific Levell trigger devices (which are connected to 

the calorimeter, muon chambers, and TRD) and selects a particular event for further 

examination. 

Specific trigger selection is performed by a two-dimensional AND-OR network. 

The 256 latched bits (called AND-OR input terms) which carry specific pieces of 
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detector information form one set of inputs to the AND-OR network. The 32 orthog

onal AND-OR lines corresponding to 32 specific Level 1 triggers are the outputs of 

the AND-OR network. Each of these triggers is defined by a pattern indicating, for 

every AND-OR input term, whether that term is required to be asserted, negated or 

ignored. Satisfaction of one or more specific trigger requirements results in a request 

for the readout of the full event data by the data acquisition hardware if free from 

front-end busy restrictions or other vetoes. 

Many Level 1 triggers operate within the 3.511,8 interval between beam crossings 

and thus contribute no deadtime. Others require several bunch crossing times to 

complete and are referred to as Level 1.5 triggers [50, 51]. The rate of successful 

Level 1 triggers is about 200 Hz; after the action by Level 1.5 triggers, the rate is 

reduced to below 100 Hz. 

2.7.3 Level 2 

The Level 2 system is a farm of 50 parallel nodes connected to the detector elec

tronics and triggered by a set of eight 32-bit wide high-speed (40 MB/s) data cables. 

Each node consists of a VAXstation processor coupled via a VME bus adaptor to 

multiport memory boards (for receiving data) and an output memory board. 

The event-filtering process in each node is built around a series of software tools. 

Each tool has a specific function related to particle identification or event characteris

tics. For instance, there are tools for identifying or computing jets, muons, calorimeter 

EM clusters, tracks associated with calorimeter clusters, and missing ET . Some other 

tools are designed to recognize noise or background conditions. 

The rate of successful Level 2 events is about 2 Hz. These events are passed 

on to the host computer for run-time monitoring and recording on 8mm tapes for 

permanent storage. 
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Chapter 3 

Event Reconstruction and Simulation 

Although the pp collision energy at Tevatron makes the top quark production 

possible, the probability of a top quark being produced in a particular collision is 

remarkably small. As mentioned in Chapter 1, the top quark is most likely produced 

together with its antiparticle at the Tevatron, and the cross section for the production 

is on the order of pico-barn (pb). In other words, among the inclusive pp inelastic 

collisions (the cross section ~ 70 mb), the it events account for less than one part in 

ten billion. 

How to choose the signal events from trillions of collisions is undoubtedly a very 

demanding challenge in analyses involving the top quark. Enormous efforts have been 

made to efficiently select the signal and, at the same time, effectively suppress the 

background. Strictly speaking, the event selection begins with the triggering-when 

the decision to keep or discard the event is made. The omine analysis starts with the 

event reconstruction in which the final state particles which emerge from the collision 

are identified. 

As a prelude to a complex event selection algorithm, this chapter will introduce 

how various objects--electrons, photons, muons, jets and JfJT are reconstructed and 

identified. In addition, we will describe how signal and background events are simu

lated, since, as it will be seen later, proper event simulation is very important for the 

top mass measurement. 
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3.1 Particle Identification 

The identification and reconstruction algorithms of electrons, photons, muons, 

jets, and the missing transverse energy ItT are described below. 

3.1.1 Electrons 

The first step in electron identification is the formation of electromagnetic clusters 

using a "nearest neighbor" algorithm-adjacent calorimeter towers with significant 

energy deposition are grouped as a cluster, and the cluster centroid is computed from 

the energy weighted cell coordinates. If most of the cluster energy is contained in the 

EM calorimeter and in the central tower, and there is a track in the drift chambers 

pointing to the cluster, then the cluster becomes an electron candidate. 

However, a large fraction of the electron candidates is background, which mainly 

comes from two sources-low energy charged hadrons spatially overlapping with en

ergetic photons from 11"0 or rJ decays, and isolated photons that converted to e+e- in 

the tracking chambers. Therefore, more efforts are needed to identify electrons. 

To develop algorithms to reject electron backgrounds, we first establish both 

electron and background samples from data. The electron sample is selected from 

Z --+ e+e- events where two electron candidates have an invariant mass around the 

Z mass peak. The background sample is more readily available since more than 95% 

of the electron candidates are "fake" electrons (those that are not from either W or 

Z). We select events where there is only one electron candidate and a low ItT (so the 

electron is not likely to come from W --+ ev) to be our background sample. 

Studies show that with information from the central tracker and the calorimeter, 

there are four attributes of electrons that distinguish themselves from their back

ground, as shown in Figure 3.1. These attributes are as follows: 

• 	EM energy fraction: The EM calorimeter contains almost all of the electron 

energy, while charged hadrons deposit only about 10% of their energy in the 

electromagnetic section of the calorimeter. Therefore the EM energy fraction 

of the cluster, iEM, serves as a powerful discriminant against charged hadrons. 
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• Shower shape: 	Electromagnetic showers can be characterized by the fraction 

of the cluster energy deposited in each layer of the calorimeter. Based on Monte 

Carlo electrons with energies ranging between 10 and 150 GeV, a covariant 

matrix (H-matrix) is constructed to represent the correlation between the energy 

depositions in individual layers [53]. For an electron candidate, a X2 is computed 

from the observed shower shape and the covariant matrix (expected shower 

shape), so that the lower the X2 the more the candidate cluster resembles an 

electron shower. 

• 	 Cluster-track match: The 1fo and f/ meson background can be reduced by 

demanding a good spatial match between the cluster and a charged particle 

track in the tracking detectors. The track match significance is defined as: 

( 6¢ ) 2 + (6Z) 2 for CC candidates, 
61::.4> 61::.z 

( 6¢) 2 + (6r) 2 for EC candidates, 
61::.4> 61::.r 

where 6¢ and 6z are the azimuthal mismatch and the z-coordinate (beam 

direction) mismatch respectively, 6r is the radial mismatch transverse to the 

beam, and 61::.4>, 61::.z, 61::.r are their resolutions respectively. The smaller the (Jtrk, 

the better the track-cluster match. 

• Track ionization: 	Due to the absence of a central magnetic field, e+ e- pairs 

from photon conversions before or in the tracking chambers are not bent a

part and often are reconstructed as a single charged particle. However, in the 

tracking chambers the ionization energy per unit length (dEjdx) of a e+e

pair is about twice that of a single charged particle. In Figure 3.1, the dEjdx 

distribution for real electrons has only one peak, but the distribution for the 

background has a two-peak structure where the second peak results from the 

photon conversion. 

Using these four variables, we define an electron likelihood [54] and make a cut 

on the likelihood to quantitatively identify electrons. The likelihood function is built 
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Figure 3.1: The distributions of the four variables used in computing electron likeli
hood. The shaded histograms are of the Z -t e+ e- electron sample and the unshaded 
histograms are of the electron background. 
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Figure 3.2: The distribution of the isolation parameter liso for the Z -+ e+e- electron 
sample (shaded) and the background sample (unshaded). 

on the probability density distributions of the four variables: P1(fEMlh) , P2(x2 Ih), 

P3(atrklh) and P4(dE/dxlh), where h = e for real electrons and h = b for background. 

Since those four variables are only weakly correlated, the probability density function 

at the 4-dimensional phase space point X = (fEM,XZ,atrk,dE/dx) is approximately 

The electron likelihood at the observed point x for a particular electron candidate is 

defined as 
P(Xlb) 

Ce(x) = P(Xle) . 

In selecting electrons for our analysis, we require Ce < 0.25 if the cluster is in the ee, 
and Ce < 0.30 if the cluster is in the Ee. 

The electron from b or c quark decays is boosted in the direction of motion of the 

parent quark and is very often adjacent to the jet resulting from the parent quark. 

In the case of tt events, the electron from the W decay is generally isolated from 

jets except occasional coincidental spatial overlap. Therefore we define an isolation 

parameter liso: 

I - Etotal(R = 0.4) EEM(R = 0.2) 
~so - EEM(R = 0.2) 

where Etotal(R) (EEM(R)) is the total (EM) calorimeter energy in the cone of radius 
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R = J6r/ + 6q}. Figure 3.2 shows the fiso distribution for the electron and the 

background samples. The requirement for electrons is fi80 < 0.1. 

3.1.2 Photons 

The signature of a photon in the EM calorimeter is identical to that of an electron, 

however, there is no charged particle track pointing to the EM cluster of a photon. 

Since isolated photons are unlikely to occur in the tt event, we reject the events in 

which any photon is identified. The identification of a photon requires the following 

conditions: 

• EM energy fraction: the fraction must be greater than 90%. 

• Shower shape: the H-matrix X2 < 100. 

• Isolation: fiso < 0.1. 

3.1.3 Muons 

Muons are reconstructed as tracks in the muon PDT chambers. The transverse 

momentum of the muon is computed from the deflection in the magnetized toroid. 

Sources of muon background are cosmic muons, the combinatoric errors in track 

reconstruction, and the random hits from the beam spray. To identify muons, several 

measures are taken to minimize the background. 

First, to reject cosmic muons the muon track is required to be able to trace back 

to the interaction vertex with a small impact parameter. Furthermore the PDT hits 

must coincide with the beam crossing time. Secondly, to reject the background from 

random hits, we require that at least five PDT planes have hits along the track. A 

typical muon track has hits on 7 to 10 planes. Thirdly, in an attempt to reduce the 

hadronic punchthrough, we require that the track have enough hits in the two PDT 

layers behind the toroids. 

There is a general requirement on the track reconstruction quality which blends 

in the number of muon modules with recorded hits, the impact parameters, and the 

hit residuals. 
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A muon typically deposits '"'-'1-2 GeV ionization energy as it passes through the 

calorimeter. Therefore we examine the calorimeter cells along the track path to seek a 

confirmation from the cell energies. If there is no sign of a charged particle penetrating 

the calorimeter on the reconstructed track, most likely the track is a background and 

is rejected. Finally, we reject muon candidates that exit at a certain angle (11]1 R::i 0.9), 

because their path in the toroid is too short to have enough deflection for a good 

momentum measurement. 

Like electrons, the muon from the W decay is usually isolated from jets (in contrast 

to the muon from b-quark or c-quark decay). To identify the muons from the W, we 

require the separation between the muon and the nearest jet in the 1]-¢ plane must 

be greater than 0.5, or t:.R(/-L,jet) > 0.5. Any muon which meets this requirement 

is referred to as an "isolated" muon. For the fl ---+ /-L + jets events, where there 

is one muon from the VV decay, we require that one isolated muon is present (see 

Section 4.1). 

3.1.4 Jets 

Our jet finding algorithm is based on the calorimeter transverse energy in a cone 

of radius R = J t:.r/ + t:.¢2, similar to that used by the UAl and CDF collaborations 

[55, 56]. Our jet cone radius is chosen to be R 0.5. The reconstruction steps are 

specified below. 

1. 	 For each t:.1] x t:.¢ = 0.1 x 0.1 calorimeter tower, the transverse energy ET is 

calculated as: 

where 

cells cells 

Ex - L: E! = L: Ei sin (}i cos ¢i 

cells

L: Ei sin (}i sin ¢i 

2. Beginning with the highest ET tower, "preclusters" are formed from contiguous 
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ET> 1 GeV towers within 6'T} x 6¢ = 0.3 x 0.3. The precluster center is used 

as the initial centroid. 

3. 	 A new ET weighted 'T}-¢ centroid is computed using of all towers within a 

radius R < 0.5. The process is repeated until the centroid is stable {i. e. the 

change of the centroid location is less than 10-3 in 'T}-¢ space). The final centroid 

is the jet axis and the ET contained in the final R = 0.5 cluster is the jet ET. 

4. 	 If two jets are close to each other and share energy, then the shared amount of 

ET is examined. If the shared ET is more than 50% of that of the lower ET 

cluster, the two clusters are merged, and the jet axis is recomputed. Otherwise, 

the clusters are split into two jets, and shared cells are reassigned to the closest 

jet. 

5. 	 A minimum threshold of 8 Ge V is applied to jet candidates. 

Since calorimeter cells in both the EM and hadronic sections are all used in the jet 

reconstruction, electrons and photons will be recognized as jet candidates. Therefore 

in our analysis identified electrons or photons have to be removed from jets. 

3.1.5 Missing Transverse Energy (IT) 

In a parton-parton collision, the momenta of the interacting partons are parallel 

to that of their composite hadrons. The transverse momenta are negligible compared 

to the magnitude of their longitudinal momenta. Therefore, the total transverse 

momentum of the objects produced in the collision must be close to zero, or balanced, 

because the momentum must be conserved in the interaction. 

When a large transverse momentum imbalance is observed, it suggests the pres

ence of a high PT neutrino (or neutrinos) because neutrinos do not interact with the 

detector. The transverse momentum imbalance, denoted as l/JT' is measured using the 

calorimeter and the muon spectrometer. The component of $r from the calorime

ter alone is denoted as Jt;1. It is measured by summing over the energies in every 
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calorimeter cell: 
all cells 

- L Ei sin ()i cos cPi 
i 

all cells 

~ g sin O· sin rh.L...t ~ ~ 'f'~ 

where Ei is the energy in the particular cell, and ()i and cPi are the polar and azimuthal 

angles corresponding to each cell respectively. In addition to calorimeter energies, the 

momenta of muons must be considered. The $T is thus defined as 

This JfJr is a measurement of the neutrino transverse momentum. 

3.2 Standard Energy Corrections 

At D0, there is a set of standard energy corrections, called CAFIX, regarding 

measurements within the calorimeter-measurements on electrons, photons, jets and 

$T' Applied after the event reconstruction process, CAFIX is designed to correct 

existing calorimeter systematic biases including nonuniformity, nonlinearity in its 

response to hadrons, uranium radioactive noise, and extra energy due to spectator 

partons (underlying event). 

In CAFIX, the energy scale of the EM section is calibrated [57] by setting the 

measured invariant mass peak of Z -> e+e- to the measured LEP value. Lower mass 

resonances (7r0 -> 'Y'Y, J /w -> ee) have also been used to check the calibrated scale at 

lower energies. 

The jet energies are corrected [58] for various detector effects using 

E _ Emeas o 
ClYrr - R(l S) , 
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where 0 is the offset energy due to both uranium noise and the underlying event; R 

is the calorimeter response to jets; and S is the fraction of the jet energy leaking out 

of the jet cone due to particle showering. 

The 0 parameter is determined from the ET density in minimum bias events, 

where only uranium noise and the spectator partons contribute to energies in the 

calorimeter. The hadronic scale is studied using 'Y +jets samples-since the EM 

scale is already calibrated, one can use the measured photon ET to determine the jet 

response. A method using the $r projection has been proposed by CDF collaboration 

[56] and is adopted here to measure the jet response. Since the l/T in the 'Y + jets 

event is largely due to the mismeasurement of jet energy, the method proposes the 

hadronic response be determined from the tr bias as 

.,; ~ 'Y 

R=l+Jf'T'nT 
E'Y , 

T 

where n} is the unit vector along the photon ETl which is denoted as EJ. The 

fraction of showering leakage S is determined by using Monte Carlo generated jets 

and the calorimeter showering simulation based on the test beam data. The transverse 

momentum of the final state particles within the fixed size cone is compared with the 

reconstructed jet ET , and the out-of-cone leakage fraction is computed. 

After the corrections have been carried out for electrons, photons and jets, the l/Tl 
measured by all the energies deposited in the calorimeter, is recalculated according 

to the corrections on electromagnetic and hadronic clusters. 

Although CAFIX is widely used for physics analyses at D0, it is not sufficient 

for a precision top quark mass measurement. Since the energy leakage due to the 

gluon radiation and fragmented particles falling out of the cone is not considered 

in CAFIX, additional remedies will have to be introduced. These corrections are 

discussed in detail in Chapter 5. 

3.3 Event Simulation 

Accurate signal and background event simulations are critical for the measurement 

of the {[ production cross section in order to optimize the selection cut, to estimate 
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the detection acceptance and efficiency, and to calculate the number of background 

events in the final sample. The event simulation becomes even more demanding for 

the top mass measurement, because the observed data must be compared directly 

with the simulated signal and background in order to extract the top mass. The 

complexity of the top mass analysis, which involves not only the kinematic behavior 

of events but also the performance of every detector component, further underlines 

the importance of accurate simulation. 

3.3.1 Signal Simulation 

The D0 Monte Carlo simulation for pp -+ it+X -+ l + jets +X is primarily based 

on the HERWIG [59] generator, although an alternative generator, ISAJET [60), is also 

used to provide a comparison. In general, the generators start from the leading order 

parton-parton scattering and higher order QCD'radiative corrections for initial and 

final state partons are later incorporated. Although the basic underlying assumptions 

are similar, the two event generators differ in the details of their implementation, 

including the employment of different phenomenological models for jet fragmentation. 

Monte Carlo samples of tt events have been generated with various input top mass 

values ranging from 110 GeV/c to 230 GeV/c. 

The detector responses to the generated final state particles are simulated with 

D0GEANT program [61]. This program incorporates the detector geometry and the 

materials of individual components and simulates the detector responses to charged 

particle tracks and electromagnetic & hadronic showering. After D0GEANT, the 

events are passed through a trigger simulator before they are reconstructed by the 

same reconstruction program that processes data. 

3.3.2 W + jets Background Simulation 

The VECBOS Monte Carlo program [62] is used to simulate the background from 

W +jets production. VECBOS is a parton-level program using exact tree-level matrix 

elements for W(or Z) n jets processes, for which calculations are carried out with 

perturbative QeD at the order a~. After final state partons are generated, HERWIG 
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is used for fragmentation. The subsequent detector, trigger simulation and event 

reconstruction are the same as those of signal Monte Carlo. 

3.3.3 QCD-multijet Background Simulation 

We refer to any observed electron or muon not from the W-decay as a fake lepton. 

Most fake electrons arise from misidentified jets. Another source of fake leptons is 

heavy quark decays-either an electron or a muon can be produced in a b-quark or c

quark decay and, in some rare cases, passes the identification cut. Most QCD-multijet 

events have low JfJT because there is no high PT neutrino present, but one could observe 

a high JfJT in those events due to a fluctuation in the energy measurement. In that 

case, if a fake lepton also occurs, the event is likely to pass the selection criteria and 

becomes a background event in the c;andidate sample. 

To simulate the QCD background, we use multijet data events in which the high 

PT electron or muon candidate is almost certain to be a fake one: Ce > 1.5 for CC fake 

electrons, Ce > 2.0 for EC fake electrons, and 6.R(/-l,jet) < 0.5 for fake muons. The 

rest of the selection criteria is the same as that for the data (described in Chapter 4) 

in order to precisely model the kinematic behaviors of the QCD background. 

46 




Figure 3.3: Examples of the W +jets background processes. 
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Figure 3.4: Examples of the QCD-multijet processes. 

47 




Chapter 4 

Event Selection 

Our analysis consists mainly of three parts: event selection, which optimizes the 

signal-to-background ratio for further analysis; jet corrections, which minimize jet 

energy biases in the reconstruction process for the top mass; and lastly the top mass 

analysis which comprises algorithms to measure the top mass from our data. We will 

discuss event selection in this chapter, jet corrections in Chapter 5 and the top mass 

extraction algorithms in Chapters 6 and 7. 

As we pointed out in Chapter 1, we will use tt --t l+jets channels to extract the top 

quark mass. The background of l+jets events mainly comes from W + jets production 

and QCD-multijet events in which a lepton is misidentified. What must be done in 

our event selection is to suppress these two sources of background, according to some 

distinct features that background and signal events possess. In the end, we want to 

have a final sample where not only the signal events comprise a larger fraction, but 

also the total number of events is statistically large enough for the extraction of the 

top quark mass. 

Our selection procedures for tt --t l + jets events consist of two stages. The first 

stage is to apply a basic and loose cut in order to collect a base sample in which 

events have the characteristics of the l+jets events, namely, a high PT charged lepton, 

a large JfJT' and several jets. The second stage employs a more sophisticated cut 

that aims at enhancing the signal-to-background ratio while at the same time not 

introducing systematic biases on the reconstructed top mass. Details are described 
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cb 

Figure 4.1: The processes of b and c quark decays that can be tagged by a soft muon. 

in the following two sections. 

4.1 Basic Selection Criteria 

At DO, we use low PT (soft) muons to tag b-quark or c-quark jets that include 

muons as depicted in Figure 4.1. The branching ratio of b -+ J.lX is about 20%, 

including cascade decays b -+ c -+ J.lX; while the branching ratio of c -+ J.lX is about 

10%. Since each tl -+ l + jets event contains two b-quark jets and a c-quark jet half 

of the time, approximately 40% of tt -+ l + jets events have a muon associated with 

jets. 

The tagging algorithm is to find a muon adjacent to a jet. In addition to the 

muon identification criteria, we require that the tag muon must satisfy the following 

conditions: 

1. 	 the muon PT must be greater than 4 Ge V / c 

2. 	 the separation between the muon and its nearest jet in r]-¢ space must be less 

than 0.5 (6R(J.l, jet) < 0.5). 

Signal events are much more likely to have a tag muon than their backgrounds: 

approximately 20% of tt events have an observed tag muon, compared to only about 

2% in the W + jets and QeD backgrounds. 

The tag muons should be clearly distinguished from the muons from the W decay. 

In the latter case, the muon has a high transverse momentum and is usually isolated 
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e+jets cut. M+jets cut 

1 electron (ET > 20 GeV, 11'J1 < 2.0) 

;::: 4 jets (ET > 15 GeV, 11'J1 < 2.0) 

Jff;' > 25 Ge V, Jh. > 20 Ge V 

1 isolated muon (PT > 20GeVIe, 11'J1 < 1.7) 

;::: 4 jets (ET > 15 GeV, 11'J1 < 2.0) 

Itral > 20 GeV, ifJT > 20GeV 

Table 4.1: Basic selection requirements for e+jets and M+jets events. 

from jets. Therefore, for M+jets events, there must be exactly one isolated muon 

(defined in Subsection 3.1.3) regardless of any tag muon presence. 

Since the main ring passes through the D0 calorimeter, its noise in the form of 

localized calorimeter energies arises during its beam injection periods. This contam

ination happens in about one fifth of our data and is constantly monitored in the 

data taking and event reconstruction processes. Algorithms have been developed to 

reject heavily contaminated events and to remove the noise for slightly contaminated 

events. 

The basic requirements for e+jets and M+jets are specified in Table 4.1. Basically, 

they are intended to select events which contain the primary characteristics of the 

l+jets event-exactly one isolated electron or muon, a signature of a high Pr neutrino 

(large Jh.), and four or more je~s. In addition, we reject events with any identified 

photons because they are inconsistent with the tt assumption. 

Depending on whether tag muons are present, events undergo two different paths 

for further examination. If an event has a tag muon, denoted as e+jetslM or M+jetslM 

for e+jets, M+jets channels respectively, both Jff;' and Jh. are likely to be affected 

by the accuracy of the muon momentum measurement. To ensure that the large Jff;' 
and ifJT are not caused by mismeasured muon momentum, we apply additional cuts 

on the Jff;l and JfJT vectors as listed in Table 4.2. 

If there is no tag muon, we impose another cut to suppress the QeD background. 

Two variables are used for this purpose: 

1. 	The "computed" pseudorapidity of the W which decayed leptonically, denoted 

as 1'Jw . Assuming the measured Jh. is equal to the neutrino Pr, together with 
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e+jets/fJ, fJ,+jets/fJ, 

Jf;;' > 35 Ge V if ~<p(Jf;;', fJ,) < 25° For highest PT muon: 

1~<p(ItT' fJ,) 90°1 ItT 
90° < 45GeV 

and ~<P(ItT' fJ,) < 170° 

Table 4.2: Additional requirement for the mu-tagged events. ~<p(Jf;;l, fJ,) is the az
imuthal angle between Jf;;l and fJ" similarly for ~<p(Jh" fJ,). 

the measured momentum of e or fJ" one can solve for pz of the W (p~) by the 

invariant W mass constraint. Usually two real roots for p~ are found from 

the quadratic equation, and the one with the smaller absolute value is used 

(this choice is based on our Monte Carlo study). If there is no real solution, 

the ItT is scaled so that the transverse mass l of the charged lepton and the 

neutrino is equal to the W mass, and one real solution for p~ is found. Once 

the momentum of the W is determined, ryW can be computed. 

2. The scalar sum of ItT and the charged lepton PT, denoted as E¥ (= p~ + ItT)' 

Figure 4.2 shows distributions of ryW and E¥ for signal (HERWIG generated) and QCD 

background. We require an untagged event to satisfy: 

IryWI < 2 

EJr' > 60GeV. 

The estimation of background is based primarily on the fact [62] that the ratio 

of number of events when the jet multiplicity increases by one should be roughly 

constant, or 
Nn - l NnN:- ~ y;.r- ~ constant 

n n+l 

where Nn stands for the number of events with 2 n jets. This relation has been proven 

valid in our data for both W + jets and QCD backgrounds. As an example, Figure 4.3 

IThe transverse mass of two objects I and v, denoted a.'3 MT(l, v), is defined as 
M:j,(l,v) == (lp!rl + IPTI)2 (p!r +PT)2, where P!r and PT are momentum vectors of I and v 
respectively. 

51 




shows the jet multiplicity distribution of W + jets in the e+jets channel. Detailed 

studies on the background estimation are documented elsewhere [63]. The background 

estimates in various channels after the basic selection are listed in Table 4.3. 

e+jets J.L+jets e+jets/J.L J.L+jets/J.L Alll+jets 

Luminosity (pb- l 
) 105.9 95.7 90.5 95.7 

W +jets bkg 33.9 ± 3.9 28.2 ± 8.5 0.99 ± 1.09 0.84 ± 0.19 63.9 ± 9.4 

QCD bkg 8.5 ± 2.7 9.4 ± 3.4 0.25 ± 0.79 1.08 ± 0.30 19.2 ± 4.4 

Total bkg 42.4 ± 4.7 37.5 ± 9.1 1.24 ± 1.35 1.91 ± 0.35 83.1 ± 10.4 

Observed events 43 40 4 2 89 

Table 4.3: Estimated background numbers after the basic selection. 

4.2 Signal-Background Discriminant 

To this point, the expected background in our sample of 89 events is very large. 

Clearly more effort is needed to reduce the background, especially in the untagged 

channels. Fortunately, there are kinematic properties that distinguish tt and back

ground events which make further background reduction possible. Using four kine

matic variables, a more sophisticated background reduction algorithm was developed 

by M. Strovink and S. Protopopescu [64]. The four kinematic variables are: 

• 	 Xl = f/JT (without scaling) . 

• 	 X2 = Aplanarity [65] of the jets and the W. (3/2 x the least eigenvalue of 

normalized laboratory momentum tensor of the jets and the W.) 

HT-E¥ 
• 	 Xa = , where 

HII 

HT is the sum of IET I of the jets, 

E¥ is the leading jet ET, and 

HII is the sum of IPz I of the jets, the charged lepton, and the neutrino. 
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Figure 4.2: Distributions of Ir/vi (Left) and E¥ (right). Signal distributions are 
modeled by HERWIG with Tnt = 175 Ge V / c? The QeD sample comes from data. 
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Figure 4.3: Number of events as a function of jet multiplicity for inclusive e+jets data 
and HERWIG generated tt Monte Carlo. 
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, where 

.6.RWin is the minimum distance in the TJ-¢ space between two jets, and 

Ef< is the smaller jet ET for the two jets in .6.RWin. 

Distributions of these variables for signal, W + jets and QCD backgrounds are com

pared, and a signal-background discriminant is concocted out of the observed vari

ables. Procedures to compute the discriminant are specified below. 

Si(Xi) 
i = 1, ... 4 ,where

bi(Xi)' 

Si(Xi) is the signal probability density function of variable Xi, and 


bi(Xi) is the background probability density function of Xi' 


4 

2. Form a likelihood £ that In £ - L Wi In £i' where 
i=l 

the weights Wi are adjusted away from unity2 to nullify correlations with the 

fitted top mass. 

3. The discriminant is defined as V = ~ .
-1+£ 

The computed discriminant V, ranging between 0 and 1, is powerful for background 

rejection. As shown in Figure 4.4, both W + jets and QCD backgrounds tend to have 

V closer to zero, whereas signal events are more likely to have V closer to unity. 

In addition to the discriminant V, another kinematic variable HT2 is also useful 

for suppressing the background in the untagged channels. HT2 is defined as the scalar 

sum of all but the leading jet ET : 

Njet., 

HT2 - LEr 
i=2 


weights used are WI = 1.016, W2 = 0.715, W3 = 0.759, W4 = 0.812. 
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Figure 4.4: Distribution of the tI discriminant for signal (HERWIG Monte Carlo), 
W + jets background (VECBOS Monte Carlo) and QCD background (data). 

55 




§ 
<= 

:§
I..; 

1i 
Ci 

0.9 

0.8 

QCD 

§ 
.~ 
.;::: 

~ 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

0.7 

0.6 

0.5 

0.4 

~ 

:~ 
I..; 

.~ 
Ci 

W+jets (VECBOS) 

... 

Hr2 (GeV) 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

.':.". 

140 160 180 200 220 240 

Hr2 (GeV) 

Figure 4.5: The 'D VB. HT2 scatter plots for QeD and W + jets backgrounds and tt 
signal (HERWIG, mt = 175 GeV /2). The selection cut 'D > 0.43 & HT2 > 90 GeV is 
superimposed in each plot. 
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e+jets Jl+jets 
efficiency pass/total efficiency pass/total 

W +jets bkg (15.11 ± 0.71)% 383/2534 (15.44 0.67)% 448/2901 

QCD bkg (14.67 ± 1.01)% 181/1234 (25.50 ± 1.45)% 229/898 

tt signal (72.11 0.66)% 3363/4664 (73.09 ± 0.61)% 3920/5363 

Table 4.4: The efficiency of the cut, 1) > 0.43 and HT2 > 90 GeV, for signal (HERWIG, 
'tnt = 175 Ge V / c) and backgrounds. This cut is applied only to untagged events. 
The efficiencies and errors are calculated using Binomial statistics from the number 
of events passing the cut and the number of total events, which are shown in the 
pass/total column. 

We require 1) > 0.43 and HT2 > 90GeV if the event has no tag muon. Ta

ble 4.4 summarizes the efficiencies of the cut for the signal and background, which 

are calculated based on HERWIG-generated tt samples, VEcBos-generated W + jets 

samples, and QCD background from data. The various backgrounds after the cut are 

calculated from Table 4.3 and listed in Table 4.5. 

Only 35 events pass the cut. They will be further analyzed to extract the top 

mass. The total background in the final sample, as shown in Table 4.5, is estimated 

to be 16.3 ± 2.2. The probability3 of an upward fluctuation of the background to 35 

or more events is 1.7 x 10-4, equivalent to a 3.8a effect. 

Two candidate events are displayed in Figure 4.6 in the form of lego plot, where 

the direction of each object is plotted in the TJ-¢ plane and the magnitude of transverse 

momentum is drawn as the height. 

3The probability is calculated using Poisson statistics, taking into account the Gaussian error of 
the estimated background. 
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Figure 4.6: Display of tt candidate events: electron, muon, jets and l/Jr are depicted 
in the rJ-q, plane with their height representing the transverse momentum. The event 
on the top is an e+jets/It candidate. On the bottom, it shows a It+jets candidate 
event. 
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e+jets Jl+jets e+jetsjJl Jl+jetsjJl Alll+jets 

W +jets bkg 5.13 ± 0.59 4.35 ± 1.30 0.99 ± 1.09 0.84 0.19 11.30 1.81 

QeD bkg 1.24 ± 0.39 2.43 0.89 0.25 ± 0.79 1.08 ± 0.30 5.00 ± 1.29 

Total bkg 6.37± 0.71 6.78 ± 1.58 1.24 ± 1.35 1.91 ± 0.35 16.31 2.22 

observed events 13 16 I 4 2 35 

Table 4.5: The estimated backgrounds and observed events after the discriminant 
cut. 
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Chapter 5 

Jet Corrections and Jet Energy Scale 


At this point, we have a candidate sample and the estimated number of back

ground events in the sample. But before we can continue to analyze the sample, we 

have to deal with the jet measurements which are crucial for an accurate measure

ment of the top quark mass, because in a l+jets event, four out of six objects from 

t and t decays are jets. As mentioned in Chapter 3, the jet energy loss due to gluon 

radiation and fragmented particles falling out of the jet cone are not accounted for in 

CAFIX. Therefore, we need post-CAFIX jet corrections to compensate this energy 

loss. 

To demonstrate the need for the jet correction, let us take a Monte Carlo events 

and reconstruct the mass of W bosons which decay hadronically into two jets: 

(5.1) 

where Ei and A are the energy and momentum of the i-th jet respectively. The 

reconstructed Mw distribution is on the left hand side of Figure 5.1, in which the 

peak occurs at a position lower than the true Mw (:=:::; 80 Ge V / c). The out-of-cone 

radiation is even more obvious if the parton energy (from Monte Carlo) is compared 

with the CAFIX corrected jet energy as shown on the right hand side of Figure 5.1. 

Since the top quark decays immediately without hadronizing, its mass can be re

constructed from the parton-level energy (the energy before fragmentation for quarks) 

of the decay products. Any energy loss due to either the gluon radiation or fragmen

tation out of the jet cone will systematically shift the reconstructed top mass peak. 
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Figure 5.1: Left: W mass reconstructed from the two jets the W decays into, where 
the jets are previously corrected by CAFIX. The peak occurs at a position lower 
than the true Mw::::::; BOGeVIe. Right: Parton energy (x) vs, CAFIX corrected jet 
energy (y), The out-of-cone energy loss is clearly seen in comparison with the ideal 
x = y dashed line. Although the jets in this plot are limited to be central (1111 < 0.2), 
the effect exists to various degrees in all 11 regions. 

Therefore, we have to compensate the out-of-cone energy loss in order to correct the 

measured jet energy back to the parton level. This is the basic motivation for the 

corrections to be discussed in the following section. 

In addition to the out-of-cone effect, there is another source of energy loss for b 

and c quark jets: the energy of the neutrino in b or c quark's semi-leptonic decay is 

not measured. We separate b-quark jets from light quark (including c quarks) jets 

in correcting their energy to the parton level, because hypothesis about the identity 

of b-quark jets will be made in the later kinematic fit, thus allowing us to treat the 

assigned b-quark jets differently from the other jets. 

The latter half of this chapter is devoted to the jet energy scale study, which 

was initially aimed at determining the energy scale uncertainty, but ended up by 

introducing a correction to fix the problem with the energy scale. In the end, we will 

use a Z + jets sample to cross check the result of a series of corrections for jets. 
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5.1 Jet Corrections 

The parton information needed for the corrections is provided by HERWIG (v5.7) 

generated tt Monte Carlo samples with the input top mass ranging from 160 to 210 

Ge V / c? Different correction algorithms [66] are used for tagged and untagged jets, 

because the tag muon provides additional information for the tagged jet. 

An untagged jet could be fragmented from a gluon, a light quark, or a b-quark. 

But attention must be paid to the fact that an untagged jet can originate from a 

b-quark which decays into JL X, with the JL failing to be detected. In the kinematic 

fit which we will describe in the next chapter, each jet will be assumed to be either a 

light quark jet or a b-quark jet, so here we want to correct light quark and b-quark 

untagged jets separately for the purpose of later analysis. 

For a tagged jet, it is most likely to be a b-quark jet, though it can also be a c

quark jet. However, we will derive the correction for the tagged jets from a collection 

of tagged jets which are truly fragmented form the b-quark. The reason for this is 

that we will assume every tagged jet is a b-quark jet in the later kinematic fit. 

5.1.1 Correction for Untagged Jets 

When the quark energy at the parton level is compared with the measured jet 

energy (CAFIX corrected), we see a linear relation between them very consistently

at different 'fJ regions for the light quark jets and for the untagged b-quark jets as 

well-as shown in Figure 5.1 (right). Each data point represents both the mean of 

the parton energy on the x-axis and the mean of the jet energy on the y-axis in a 

parton energy bin whose size is adjusted to ensure enough statistics within the bin. 

Biases would occur if the binning were made with the jet energy, because the jet 

energy is a smeared observable--the result would be affected by the initial parton 

energy distribution and the jet energy resolution. 

To correct the measured energy to the parton level, we fit the data points with a 

straight line. Once we have the fitted parameters, the correction is straightforward: 

Ejet - I 
(5.2)Ecor = M ' 
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Light quark jets Untagged b-jets 

1] region I M I M 
I 
I 

11]1 < 0.2 0.3222 0.9331 -0.6722 0.9065 

0.2 < 11]1 < 0.6 0.6350 0.9299 -1.3365 0.9137 

I 0.6 < 11]1 < 0.9 1.8620 0.8831 0.0016 0.8675 

0.9 < 11]\ < 1.3 1.6962 0.9331 -0.5476 0.9035 

1.3 < 11]1 4.4978 0.8818 2.4648 0.8588 

Table 5.1: The offset and slope parameters in parton energy VB. y'et energy used in 
the jet correction for light quark and untagged b-quark jets in various 1] regions. 

where Ecor is the corrected jet energy, Ejet is the measured jet energy, I is the intercept 

on y, and M is the slope. Since the out-of-cone radiation varies to some extent in 

different 1] regions, the corrections are derived for five 1] bins, as shown in Table 5.1, 

with enough statistics in each bin to determine the parameters. 

The derived corrections are then applied back to the jets and checked by comparing 

the corrected jet energy with the parton energy. The resolution of corrected jet energy 

can be parameterized as 
S2 

C2 + (5.3)
E 

as shown in Figure 5.2 ,where the fitted parameters C and S are listed below. 

1 
I C S 

Light quark jets 0.064 1.04 

Untagged b-jets 0.120 1.08 

5.1.2 Correction for Tagged Jets 

For tagged b-quark jets, two corrections need to be made to each jet. One cor

rection is for the leptonic part of the energy (El ), which includes the energies of the 

muon and neutrino in the b-quark's semi-Ieptonic decay. The other correction is for 

the hadronic part of energy (Eh ), which is the energy associated with the parton 

fragmentation. 
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Figure 5.2: After corrections are applied, a 2/ E2 is plotted against E for light quarks 
(Left) and untagged b-quarks (Right). 

The correction for the leptonic energy El is intended to compensate the unmea

sured neutrino energy in the semi-Ieptonic decay_ Its procedure consists of the fol

lowing two steps: 

• 	 Our understanding of muon momentum resolution [47] indicates that the mea

sured momenta tend to be biased towards a high value. The relation between 

the true tag muon energy in a tt event and the measured energy is shown in Fig

ure 5.3 (Left), where the tag muon spectrum is modeled by HERWIG-generated tt 
Monte Carlo. Using the fit function of Figure 5.3 (Left), we map the measured 

tag muon energy (EJ:) to its corrected value (E~) . 

• 	 Let us denote the true energy of the tag muon as Ell and that of the neutrino 

as Ev; thus E z = Ell + Ev' Although Ep, and Ev are not strongly correlated 

in general, <(Ep, + Ev) / Ell) can be fit as a function of Ep, as shown in Fig

ure 5.3 (Right). Let us denote the function as f(Ep,). The corrected E z is then 

Ef = f(E~) E~ . 

The resolution for Ez, denoted as a(El ), is checked in Figure 5.4, where the resolution 

squared a2(El) = <(Ef EZ)2) is plotted as a function of (E;:)-l. 
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For the hadronic part of correction, we correct the tagged jet for its out-of-cone 

energy loss with the light-quark parameters in Table 5.1. The reason for not using the 

untagged b-jet parameters is that with an observed tag muon, the tagged jet is less 

likely to have another undetected soft-muon as in the case for the untagged b-jets. 

A muon track typically deposits ",,1-2 GeV of energy in ionization. This energy 

will be measured as part of the jet energy. But since it is already included in the 

corrected leptonic energy, we have to subtract it from the jet to avoid double mea

suring. The corrected hadronic energy is checked with the true hadronic energy, and 

its overall resolution is shown in Figure 5.4 (Right). 

Finally, we take the sum of the resulting leptonic and hadronic energies (E[ + Eg) 

to be the corrected energy for the tagged b-quark. 

5.1.3 Checking the Corrections 

Since the identities of the partons initiating each jet are known in the tt Monte 

Carlo, we can check the corrections by reconstructing the W mass from the two jets 

in the W decay W -+ qq' as (5.1), and the top quark mass from three jets in the top 

decay t -+ b W -+ bq q' as 

(5.4) 

where Ei and ~ are the energy and momentum of the i-th jet respectively. We denote 

the former 2-jet mass as M'tt and the latter 3-jet mass as m;j. Figures 5.5 to 5.7 

show the distributions of M'tt and rr4j from HERWIG-generated tt events with the top 

mass 140, 180, and 220 GeVjc? 

Comparing the results before and after the jet corrections, we have the following 

observations: 

1. 	The light-quark jet correction moves the M'tt peak from a lower value to the 

true Mw. This shows the light-quark jet correction is correctly derived. 

2. 	 Improved results are obtained in m~j when the b-quark jet is untagged indicates 

no serious flaw with the correction for untagged b-quark jets. 
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~(~) 
before correction after correction 

(mtj) (untag) (mtj) (tag) (mtj) (untag) (mtj) (tag)(M,#) 
140 72.4 124.7 114.3 76.9 135.3 140.8 

180 73.2 160.1 146.6 77.9 180.1174.4 

220 74.1 196.2 174.9 214.3 214.279.0 

Table 5.2: The mean of M,# and mtj (in GeV Ie?) with both the b-quark jet tagged 
and untagged before and after the jet correction from tt Monte Carlo events with the 
top mass 140, 180, and 220 GeV Ie? 

3. 	 A similar observation for mtj when the b-quark jet is tagged suggests no serious 

flaw with the correction for tagged b-quark jets. 

4. 	 The corrections work well for the tt events with the top mass between 140 and 

220 GeV/e? 

The means of these distributions are listed in Table 5.2. 

5.2 Jet Energy Scale 

We have seen the jet corrections work successfully for Monte Carlo tt events; 

however, before they can be applied to the top mass analysis, we ought to cross-check 

them with data. Moreover, we need to understand the jet energy scale uncertainty 

after jets are corrected, which will be used in estimating the systematic error on the 

measured top mass. 

The ideal sample for our energy scale study is T +jets (direct photon) events [67] 

for two reasons. First, the well-calibrated EM sector enables the photon to provide an 

absolute energy scale for jets. Second, the abundant T + jets events from data cover 

a wide range of jet ET . 

To study the jet energy scale in various TJ regions for different ranges, we choose 

events with exactly one jet (T + 1jet events, depicted in Figure 5.8) and require that 

the photon and the jet are approximately back-to-back in ¢. Using the well-measured 

photon ET , we can gauge the jet energy scale at a particular TJ by balancing photon 
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Figure 5.5: From HERWIG-generated tt Monte Carlo events with mt = 140 GeV /~: 
(a) M'tJ distribution (b) m;i distribution when the b-quark jet is not tagged (c) m:i 
distribution when the b-quark jet is tagged. The solid-line (dashed-line) histograms 
are the distributions after (before) the jet correction. 
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Figure 5.6: Similar to Figure 5.5, except mt = 180 GeV/ C for the Monte Carlo. 
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Figure 5.7: Similar to Figure 5.5, except Tnt; = 220 GeV / l? for the Monte Carlo. 
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Figure 5.8: Processes of 'Y + 1jet production, the events we choose for the jet energy 
scale study. 

and jet transverse momentum. The event selection criteria are summarized as follows: 

• 	 Veto events with Main-Ring activity, noisy cells or multiple interactions; 

• 	 There must be no identified electron or muon; 

• 	 There is exactly one photon1 in the regions fully covered by the EM calorimeter: 

1171 < 1 and 1.6 < 1171 < 2.5; 

• 	 A JfJT cut to remove the W events and those with undetected muons: 


JfJT/ET(r) < 1.2 if ET(r) ::; 25 GeV 


$T/ET(r) < 0.65 if ET(r) > 25 GeV , 


where ET(r) is the photon ET. 


• 	 There is only one reconstructed jet and the jet satisfies ET > 15 Ge V and 

1171 < 2, as required by the top quark analyses. 

• 	 The photon and the jet are back-to-back in ¢: 2.942 < I¢jet - ¢"YI < 3.342, 

where ¢jet and ¢, are the ¢ coordinate of the jet and the photon respectively. 

lThe photon ID is described in subsection 3.1.2, but here we have a tighter EM fraction cut, 
requiring it greater than 95%. 
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5.2.1 Energy Scale Correction 

The jets in the "y + 1jet sample have all been corrected for the out-of-cone radia

tion as described in the previous section (using the light quark correction parameters). 

Since the event consists of only a photon and a back-to-back jet and the EM scale is 

well calibrated, the deviation from unity (.6.8) of the jet energy scale can be measured 

by averaging the fractional difference in ET between the jet and the photon over a 

large number of events: 

(5.5) 

For this study, we limit the photon ET in the range of 20 to 100 Ge V. The lower 

limit is to avoid biases from the 15 GeV jet ET threshold, and the higher limit is 

intended to maintain enough statistics as the photon ET rises. This ET range covers 

most of the jet ET distribution for the tt events. 

The scale deviation .6.8 is calculated as a function of detector-1] (1]det) for both 

data and MC "y + 1jet samples. Detector-1] is the recalculated 1] of the jet with 

the interaction z-vertex set to the center of the calorimeter or z 0 as charted in 

Figure 2.8. Specified with 1]det, jets from vertices far apart will have the same 1]det if 

their energies are dominantly deposited in the same calorimeter region. By converting 

1] to 1]det, we are able to study the jet energy scale for various calorimeter regions. 

The results are shown in Figure 5.9. As can be seen, the energy scales of data and 

Monte Carlo agree better in the Central Calorimeter (\1]det\ < 0.9), but they become 

very different beyond that. In particular, the jet energy in the End Calorimeter 

(\1]det\ > 1.3) region is significantly underestimated. 

The MC plot in Figure 5.9 also provides a check on the out-of-cone radiation 

correction. In the correction, jets are binned in the 1] intervals between 0, 0.2, 0.6, 

0.9, 1.3 and 00. Therefore we expect the average .6.8 in each bin be close to zero but 

its structure within the bin should remain, as shown in Figure 5.9 (bottom plot). 

In order to minimize the systematic error in our analysis, we perform a further 

correction for the jet energy scale. The correction is based on the .6.8 variation in 

1]det (Figure 5.9), and data and MC are corrected differently. Using the fit function 
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Figure 5.9: The energy scale deviation I::::.S as a function of the 'fJdet for data (top) 
and Me (bottom). Jets in the sample are of > 15 GeV and 1'fJ1 < 2. Photon ET 
ranges from 20 to 100 GeV. 
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(triple-Gaussian + pedestal) for the 'TJderdependent 6.8, we correct the jet by scaling 

its 4-momentum by 1/{1 + 6.8) to flatten the energy scale variation in 'TJdet. 

5.2.2 Energy Scale Error 

After the jets are corrected for the energy scale bias, we want to examine the 

variations of 6.8 for various ET ranges to check the correction result and to determine 

the uncertainty associated with the corrected energy scale. For both data and MC, 

6.8 as a function of photon ET, denoted as ET(r), is shown in Figure 5.10. 

One should note that ET ( 'Y) is approximately the true jet ET , and it is impossible 

to introduce another correction to flatten out the variations in Figure 5.10 as we did 

in the previous subsection, because the true jet ET is completely unknown in events 

other than 'Y + 1jet. We cannot replace ET(r) in Figure 5.10 with ET(jet) and correct 

for its structure, because ET(jet) is a biased variable. 

Figure 5.10 shows that the scale deviation, for both data and MC, is within 3-4% 

in the ET range between 20 to 100 GeV. However, for the top mass analysis, in which 

the Monte Carlo is relied on to model the data, the difference between data and MC 

scales is what contributes to the systematic errors of the analysis. 

Based on the 6.8 variation in Figure 5.10, the difference between data and MC 

scales, 1. e. 6.8da.ta. 6.8MC, is shown as a function of ET(r) in Figure 5.11. The 

error on the corrected jet energy scale is empirically estimated from Figure 5.11 to 

be ±(2.5% + 0.5 GeV / ET ). As can be seen, the error band sufficiently covers the 

data-MC scale differences for various ET ranges. 

5.3 Cross-checking the Corrections 

All the jet corrections to be used for the top mass analysis in addition to CAFIX 

have been described in the previous two sections. Now we will use an independent 

Z + jets data sample, where the Z decays into two well-measured electrons, to cross

check the corrections. We apply the out-of-cone radiation and energy scale corrections 

to the jets and examine how the jets balance the Z in transverse momentum. 
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Figure 5.10: The scale deviation 6.8 as a function of photon Er (~ true jet ET ) after 
the energy scale correction, for data (top) and Me (bottom). 
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Figure 5.11: The energy scale difference between data and Me (b.Sdata - b.SMC) as 
a function of photon ET. The curves covering the error ±(2.5% 0.5 GeV lET) are 
also plotted. 

In order to make sure the electron momenta are precisely measured, we particularly 

choose events whose reconstructed Z mass from the two electrons is between 86 and 

96 GeV Ie? We also require that at least one of the jets pass the jet requirement for 

the top mass analysis-ET > 15 GeV and 1171 < 2-80 that the jets in the sample are 

comparable with those in the tl candidate events. 

To check the corrected jet energies, we project the measured total transverse 

momentum I:jets .Er(jet) + I:i=1,2 PT ( ei) to the bisector of the transverse momenta of 

two electrons2 PT(ei=1,2)' The distribution of the projection is shown in Figure 5.13. 

From the fitted Gaussian width and the number of events, we estimate the sta

tistical error associated with the mean as a(~ 6.2 GeV)1 IN(= 437) which is about 

0.3 GeV. Therefore the fitted mean of -0.14GeV is consistent with zero. We con

clude that the corrected jet and the Z are balanced in transverse momentum and the 

function of our jet corrections is confirmed. 

2The bisector is chosen as the projection axis in order to minimize possible biases when one of 
the electron's momentum is not precisely measured. 
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Figure 5.12: Processes of Z+ljets prodution. Events like these make up a large por
tion of the inclusive Z (-+ ee) + jets sample used for cross-checking the jet corrections. 
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Figure 5.13: The transverse momentum balance in Z + jets events after applying all 
the corrections to the jets: the vector I:jets ET(jets) .PT(Z) is projected to the 

bisector of the two electron .PT(ei), i = 1,2. 
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Chapter 6 

Kinematic Fitting 

In this chapter and the next, we will describe how the top mass is measured. This 

chapter will focus on the kinematic fitting for the reconstruction of the top mass on 

an event-by-event basis, and in the next chapter we will present a likelihood analysis 

from which the top mass can be extracted. 

6.1 Fitting Method 

The kinematic fitting attempts to reconstruct the unknown top quark mass from 

the observed objects in the event according to the kinematic constraints consistent 

with the tt hypothesis. The technique of kinematic fitting was first used some thirty 

years ago to fit multiple-vertex events in a bubble chamber experiment to an event 

hypothesis [68]. The principles in our fitting are similar, but the complexity of t and 

t decays certainly imposes a greater challenge. 

6.1.1 General Algorithm 

The tt event with a l+jets final state is depicted in Figure 6.1. In addition to the 

objects from the t and t decays, there are underlying spectator partons and possibly 

initial and final state gluon radiation as illustrated in Figure 6.2. Therefore, what we 

observe in the event is actually tt + X, with X representing anything not originated 

from the t or 1:. 

78 



Figure 6.1: The process of pp -+ it -+ l + 4jets. 
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Figure 6.2: An example of gluon radiation in the it production. 
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A tt event is subject to the following constraints: 

(6.1)L:p; = 0, L:P;=O 
M{l, VI) Mw , M(q,q) = Mw (6.2) 

M(l, Vt, bl ) 'Tnt , M(q, q, lJ<;,) = mt (6.3) 

Equation (6.1) represents the transverse momentum conservation-the transverse mo

mentum in the pp collision is negligible; consequently the two components of total 

transverse momentum must equal to zero. The two-body weak decays of the W bo

son add (6.2) as two more constraints-the invariant mass1 of the decay products 

must be consistent with the W mass (80.2 GeV Ie). Finally, the top and the anti-top 

quarks-one decays hadronically and the other leptonically through the W-must 

have the same mass, as stated in (6.3). 

The momentum of neutrino is inferred from the measured l/JT' which is largely 

affected by jet energy and muon momentum resolutions. We will use l/JT as the initial 

neutrino transverse momentum, but the three components of neutrino momentum 

are treated as unknowns. Along with the top quark mass to be determined, we 

have four unknowns. Using the six kinematic constraints, we are able to perform an 

over-constrained fit (2C fit) to solve for the unknowns. 

One big challenge in our analysis is that we have no knowledge of the identity of 

each jet-whether it is fragmented from a gluon or any flavor of quark. To perform 

the kinematic fit, there must be a hypothesis of the identities of jets. Our approach is 

to try every possible combination-assigning b, b, q, q combinatorically to each of the 

jets-and take the solution of the best fitted combination (the one with the lowest 

X2
) as our fitted result. 

There can be more than four jets in a tt event due to gluon radiation, as shown 

in Figure 6.2. For an event with N jets (N ~ 4), the number of jet combinations 

is 2 C!l~4)! if no jet is tagged. Note that the two sets of assignments with q and q 
switched have identical results, thus they count as one combination. If there is any 

IThe invariant mass of n objects, 01, 02,"', On, denoted as M(Ol, 02,"', On) is defined as 

M2(Ol, O2, -- -, On) = (L~=l Ei)2 -IL~=l p.:12 ,where Ei and are respectively the energy and 

momentum of object Oi
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Ntag = 0 

N! 

Ntag = 1 

(N -1)1 

N tag = 2 

(N 2)!
Nc 

(N 4)!Nc = 2 (N  4)! Nc = (N  4)! 

N=4 12 6 2 

N=5 60 24 6 

N=6 180 60 12 

N=7 420 120 20 

Table 6.1: Numbers of jet combinations (Nc) when the event has N jets, out of which 
N tag jets are tagged. 

tagged jet, we require that the tagged jet be assigned as a b-quark jet, which reduces 

the number of combinations to tZ=!~i if there is one tagged jet, and if two jets 

are tagged. As Table 6.1 shows, the number of jet combinations increases as the jet 

multiplicity gets higher. We find it most advantageous to use only the four leading 

jets (the four jets with highest ET ) for the kinematic fit. As will be seen later, in 3/4 

of tI --1- l + jets events, the four leading jets are from the final-state quarks-b, b, q 

and q. By choosing the four jets, we have the least combinations to fit and the best 

chance of obtaining a solution from the correct combination. 

In order to avoid complications in the course of the kinematic fit, we use uncorre

lated measurements to infer the momenta of the objects. For instance, for electrons 

and jets we use the measured energy, the polar (0) and azimuthal (4)) angles, and the 

knowledge of their masses [44] to compute their 4-momenta. When the jet is assumed 

to be a light quark (u, d, c, s) jet, we use m = 0.5 Ge V / c2 for its mass with the 

uncertainty a(m) = 0.5 GeV /2. When the jet is assigned as a b-quark jet, we use 

m = 4.3GeV/2 and a(m) = 0.3GeV/c2
• 

For muons, since what has been measured is the curvature of its track in the muon 

chamber, it is the inverse of its momentum (l/p) that has a Gaussian error. Therefore, 

in addition to 0 and 4>, we use l/p rather than E to infer the muon 4-momentum. 

The W mass (Mw ~ 80.2 GeV /2) is used as two measured quantities: one for the 

leptonically decaying W, and the other for the hadronically decaying one. Since the 
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Mw measurement uncertainty (~O.3GeVIe?) is far less than its Breit-Wigner width 

(~2.1 GeV/e?), we take the latter as the Mw resolution. 

If the event has more than four jets, the jets not assigned as a of b, b, q or q (the 

jets not among the leading four jets) are assumed to be gluon jets. Their combined 

transverse energy, denoted as Eff, is computed in (6.4), where E~ stands for the 

transverse energy of the j-th jet. 

The transverse momentum from the underlying event (the spectator partons), 

denoted as Ef., is inferred by subtracting the ET of the electron and jets from the 

total transverse energy deposited in the calorimeter, _t;l, as in (6.5). 

(6.4) 

cells N 

LEr E~- LE~ 
i=l j=l 

N 

_$;1 _E~ Li~ (6.5) 
j=l 

With Eff and if. determined, the constraints of (6.1) are equivalent to 

(6.6) 

where the identity of each vector is denoted by its super index. 

Overall there are 26 measured quantities used in the kinematic fit: 4 x 4 = 16 

for the four jets, 4 for the charged lepton, 2 for iff, 2 for if., and 2 for Mw. The 

resolutions of various measured quantities are summarized in Tables 6.2 and 6.3. 

6.1.2 Finding the Solution 

For each jet combination, the kinematic fit procedures are specified as follows. 

Let the column array Xm contain the measurements of the well-measured quantities 

(E, m, (J, ¢ of the electron, jets, etc.), and let another column array Ym contain 

the initial values of the unknowns or poorly-measured quantities (P/:, P;, P%, Tnt). 

Furthermore, let the fit results of Xm and Ym be x and y respectively. 
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Electrons 0.005, a(¢;) = 0.005 

Muons a2(p~) (0.18)2 2P +0.01, a((}) =0.005, a(¢;) 0.005 

Jets a((}) 0.05, a(¢;) =0.05 

Gluon Radiation a(E~) 6GeV, a(Ei!) = 6GeV 

Underlying Event a(E[[) = 10GeV, a(E~) 10GeV 

Table 6.2: The resolutions of measurements used in the kinematic fit. 

Light Quark Jets 

U ntagged b-jets 

Tagged b-jets 
a 2 (Eh) 2 1.042 

E2 =0.064 +~ 
h h 

a 2 (EI) = 98.95 + e(6.833-3~:O) 

Table 6.3: The jet energy resolutions used in the kinematic fit. Parameters are 
determined from the fits in Chapter 5. The jet energy E, the leptonic and hadronic 
energies in the b-quark's semi-Ieptonic decay, denoted as El and Eh respectively, and 
the tag muon momentum Pp, are in Ge V or Ge V / c. 
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The x, yare reached by minimizing the X2 function: 

(x - xmfGx(x xm) + (y - Ym)TGy(Y Ym) 

- cTGxc+dTGyd (6.7) 

under the constraints (6.1-6.3), where c _ x - X m, d - Y - Ym, and G x and G y are 

the error matrices for variables in x and Y respectively. Since the measured quantities 

are specifically chosen to be uncorrelated, G x is a diagonal matrix: (GrI;)ij = 0'~2 Oij' 

The variables in Y are unknowns, so each of them has an infinite resolution: O'Yi = 00. 

Thus the matrix G y is null, or (GY)ij = 0, and equation (6.7) becomes 

(6.8) 

The two components of measured itT are used as the initial P;' and P;. But since 

P: is completely unmeasured, we can only solve its quadratic equation: 

(6.9) 

using the initial P;' and P;, and adopt its roots as possible initial P:. When (6.9) 

has two roots, as happens most of the time, we have to fit each combination twice, 

each time using one of the two roots as the initial P:, and keep the solution with a 

better fit. If (6.9) has no real root, we take the real part as the initial P:. As for the 

initial value of the last unknown-the top quark mass (mt)-we always assign it to 

be 180 GeV /e. 
The six constraints (6.1-6.3) can be rewritten as fi(x,y) = 0, i = 1,2"",6 or 

simply f(x, y) = O. We introduce six Lagrange multipliers {Al' A2,' .. , A6} - .x in the 

definition of a new function M: 

(6.10) 

so that the problem of solving for x, Y under the constraints is equivalent to solving 

the following equations: 

o (6.11) 
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10M 
(6.12)

2fJx 

10M 
2 &y = ByA=O, (6.13) 

where 
of

(By)ij _ ~ J • (6.14) 
UYi 

Note that (6.11) restores the six kinematic constraints. The number of equations 

that (6.12) represents is equal to the number of well-measured quantities, which in 

our case is 26; while the number of equations in (6.13) is equal to the number of 

unknowns, which is 4. Altogether we have 36 equations in (6.11-6.13) that we have 

to solve for the 36 variables (6 Lagrange multipliers in A, 26 of the well-measured in 

x, and 4 unknowns in y). 

The equations are difficult to solve analytically because they are not entirely linear. 

Our approach is to make approximations for f, Bx and By, and then iterate to find 

a convergent solution. More specifically, the constraints f are expanded around the 

trial solution (xo, Yo) as: 

o f(x,y) 

(6.15) 

where we have used Co - Xo - Xm and do - Yo - Ym, and the derivatives of Bx 

and By are approximated by numerical differentiation2
• Initially, (xo, Yo) is set to be 

(xm' y m), but as the fitting process evolves, it becomes the temporary (x, y) in the 

previous iteration. 

Equation (6.15) can be rewritten as 

Bic + B~d ::::: Bico + B~do - f(xo,yo) 

- r(xo, Yo) . (6.16) 

2Here we use the 5-point formula of numerical differentiation, in which the first derivative of a 
function f(x) at Xo is approximated as 

!'(xo) ~ l~h [J(xo - 2h) - 8f(xo - h) +8f(xo + h) - f(xo + 2h)] , 

where h is the infinitesimal displacement of x. 
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with the definition of array r, which is a function of the trial solution (xo,Yo). Now 

let us further define a 6 x 6 matrix 

(6.17) 

then using (6.12) and (6.16) we have 

(6.18) 

Since r is a function of the trial solution, it can be computed, and thus allows us to 

solve the linear equations (6.13) and (6.18) combined: 

(6.19) 

where 0 represents a 4 x 4 null matrix, and 0 a 4-dimensional array. Once the solution 

for A and d (= y - Ym) is reached, solution for c (- x - xm) can be immediately 

computed by (6.12) or 

(6.20) 

Then the temporary (x,y) will be used as (Xo,Yo) for the next iteration. The 

entire procedure is repeated until the solution approaches its convergence condition 

set to be 6X2 < 10-4 (the change of X2 between iterations less than 10-4). 

Although every possible jet combination of the event is fitted, not every combina

tion will have a convergent solution. When the fit does converge, we keep the solution 

and its X2. In the end, we take the top mass solution of the best fitted combination 

(the one with the lowest X2) to be the fitted top mass for the event. 

6.2 Fitting Monte Carlo tt Events 

Using the method described in the previous section, samples of HERWIG-generated 

tt -+ l +jets events with different input top masses have been fitted. Not all the events 

will be fitted successfully-it is possible that no combination results in a convergent 

solution. The fit efficiencies (the probability that an event being fitted successfully) 

for both tagged and untagged events of different top masses are listed in Table 6.4. 
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1nt 140 GeVIe? 160 GeVIc2 180 GeVIe? 200 GeVIe? 
Untagged (97.5 ± 0.5)% (97.1 ± 0.3)% (95.2 ± 0.3)% (93.4 0.5)% 

Tagged (89.1 1.6)% (89.0 ± 0.9)% (84.8 ± 0.9)% (82.8 ± 1.2)% 

Table 6.4: The kinematic fit efficiencies (the probabilities of an event being fitted 
successfully) for samples with various top masses. The errors are only statistical. 

160 GeVIe? 180 GeVIc2 

(73.4 ± 0.6)% (74.8 ± 0.5)% 

Table 6.5: The fractions of tl -+ l + jets events that the four highest jets are the 
correct selection-no gluon jet among them-for samples with various top masses. 

The tagged events generally have a lower efficiency because they do not have as many 

combinations as those of the untagged (see Table 6.1). 

The overall fitted top mass distributions (tagged and untagged combined) are 

shown in Figure 6.3 for samples with different top masses. As can be seen, the peaks 

of the fitted top mass occur at the true value. However, the distributions are broad 

and their shapes are not Gaussian. 

When only the correct jet combination is used in the kinematic fit, the results, 

shown in Figure 6.4, not only have a much better resolution, but the distributions 

become more Gaussian-like. This indicates that the asymmetric tails and the broad

ened distributions in Figure 6.3 are a result of incorrect jet combinations. In other 

words, those events whose best fitted combination is not the correct one are largely 

responsible for the width of the fitted top mass distribution. 

Ie? 160 GeV/e? 180 GeV/e? 200 GeV/e? 
(32.4 ± 0.8)% (35.3 ± 0.8)% (38.5 ± 1.0)% 

Tagged (35.9 ± 2.7)% (41.5 ± 1.5)% (41.6 ± 1.3)% (42.5 ± 1.7)% 

Table 6.6: The fractions of successfully fitted events that the lowest X2 solution results 
from the correct combination, given that the four jets participating in the fit are the 
right ones, for different top masses and for tagged and untagged events. 
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Figure 6.3: The distributions of the fitted top mass (the lowest X2 solution among all 
the possible jet combinations) for the tt -+ l + jets Monte Carlo (HERWIG-modeled) 
generated with various top masses. The true top mass value is marked with a dashed 
vertical line. 
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Figure 6.4: The distributions of the fitted top mass using the correct jet combination. 
The samples are the same as those in Figure 6.3. 
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Two factors contribute to the jets in an event being assigned incorrectly. The first 

one is the gluon radiation which results in extra jets. When a gluon jet has an ET 

exceeding that of a quark jet from t or t decay, the choice of the four highest ET jets 

for the kinematic fit is wrong in the first place. The fraction of signal events that the 

four leading jets are a correct selection is listed in Table 6.5 for samples generated 

with different top masses. 

The second factor is the jet combinatorics itself. Even if the correct four jets 

are picked from the beginning, there are many combinations to fit (12 combinations 

if no tagged jet, 6 combinations if one jet is tagged), and very often the solution 

with the lowest X2 does not result from the correct combination. If the four chosen 

jets correspond to four quark-jets from tl decay and the event is fitted successfully, 

the probability that the fit results in the right combination ranges from 30 to 40% 

as shown in Table 6.6. As expected, the tagged events in general have a higher 

probability because of their advantage in combinatorics. 

Nonetheless, having a tagged jet does not improve much in the fitted top mass 

resolution. This can be clearly seen by comparing the fitted top mass distributions 

for the untagged (Figure 6.5) and the tagged events (Figure 6.6). That is because, 

although the tagged events have less combinations to fit and thus a better chance to 

get the right combination, the neutrino energy in the b-quark decay is not measured 

and thus the energy resolution of the tagged jet becomes worse than the untaggedjets. 

The result of the kinematic fit is therefore affected by the degraded measurements on 

the tagged jet, offsetting its combinatoric advantages. 

6.3 Expectation for Background 

In addition to fitting tl Monte Carlo events, we need to know the fitted result 

of backgrounds to provide an accurate modeling for the extraction of the top mass. 

Using the same method, we fit both the W + jets and QCD background events (how 

these samples are generated is explained in Section 3.3) that passed the selection 

criteria. As shown in Figure 6.7, both backgrounds have a similar shape which is 

characterized by a low-mass peak and a high-mass tail. The fit efficiencies for various 

90 




Mean 154.8 167.7800300 
32.54RMS 30.36 

700 
250 mt = 140 GeV/c2 mt = 160

600 GeV/c2 

200 500 


150 
 400 

300
100 

200 
50 100 


0 
 0 
100 150 200 250 300 100 150 200 250 300 

178.8 191.2900 400 
34.7832.52800 350 

ml = 200mt = 180700 300 GeV/c2
GeV/c2 

600 
250 

500 
200

400 
150300 
100200 


100 
 50 


0 
 0 
100 150 200 250 300 100 200 300 

Fitted~ (GeV/c2
) 

Figure 6.5: The distributions of the fitted top mass for the events without tagged 
jets. The samples are the same as those in Figure 6.3. 
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Figure 6.6: The distributions of the fitted top mass for the events having at least one 
tagged jet. The samples are the same as those in Figure 6.3. 
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channels are listed in Table 6.7, and will be used to estimate the background number 

in the final sample. 

6.4 Fit Results of Candidate Events 

The results of the kinematic fit for the candidate sample are presented in Ta

ble 6.8. Thirty-four out of 35 candidates are fitted successfully. Their fitted top mass 

distribution is shown in Figure 6.8. 

Using the background kinematic fit efficiencies in Table 6.7, we calculate the back

grounds in the 34-event final sample from the pre-fit estimates (Table 4.5), and the 

results are summarized in Table 6.9. 

With the background numbers calculated and samples of both backgrounds and 

signals fitted, we are ready to move on to our final task: the extraction of the top 

mass. 
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Figure 6.7: The fitted top mass distributions for QeD (determined from data) and 
W + jets (simulated by VECBOS) background events. 

I Mean 158.9 
RMS 34.20 

W+jets 

125 150 175 200 225 250 275 

e+jets f..l+jets 

efficiency success / total efficiency success/total 

W +jets bkg (94.52 ± 1.16)% 362/383 (94.64 ± 1.06)% 424/448 

QeD bkg (96.69 ± 1.33)% 175/181 (93.01 ± 1.68)% 213/229 

e+jets/ f..l f..l+jets/ f..l 
efficiency success/total efficiency I ccess/total 

W +jets bkg (80.00 ± 6.76)% 28/35 (87.10 ± 6.02)% 27/31 

QeD bkg (81.25 ± 4.36)% 65/80 (75.93 ± 4.11)% 82/108 

Table 6.7: The efficiencies of the kinematic fit for background events passing the 
selection criteria. 
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1 Run-Event 1st-m[zt 1st-X2 2nd-mfd 2nd-x2 3rd-mrt 3rd-x2 I 

e+jets channel 
63066-13373 204.0 1.067 165.6 3.222 166.9 3.404 
81949-12380 134.0 1.447 162.5 1.492 124.2 1.817 
85917-22 143.8 98.47 - -

86601-33128 182.4 0.949 248.5 5.817 244.0 6.365 
87063-39091 191.7 3.776 126.3 25.07 145.1 28.06 
88045-35311 177.8 2.167 186.4 2.636 180.1 3.946 
89484-11741 145.5 0.891 134.6 1.069 173.6 1.163 

• 89708-24871 - - - -

89936-6306 220.5 0.714 219.1 4.030 248.3 4.252 
89972-13657 173.0 6.599 144.1 11.50 192.6 20.34 
92673-4679 178.8 31.38 174.1 31.65 191.6 68.20 
96329-13811 253.4 36.68 242.1 45.90 167.4 77.36 
96738-27592 237.3 7.014 190.3 7.613 196.0 14.69 

e+jetsjJl channel 
62199-13305 177.3 24.91 207.3 26.63 179.0 39.15 
85129-19079 126.3 1.687 125.1 3.204 138.5 3.904 
86570-8642 144.3 0.425 141.7 1.997 141.8 5.786 
89372-12467 123.9 24.60 - -

Jl+jets channel 
63183-13926 134.6 1.248 122.5 4.020 137.5 9.463 
63740-14197 185.9 2.285 160.0 7.468 168.7 7.875 

. 81909-11966 174.0 2.842 - - -

82694-25595 112.8 1.309 149.8 8.637 147.2 9.544 
84696-29253 222.2 1.120 220.4 3.107 173.6 17.45 
87063-14368 182.7 0.012 159.7 2.887 143.6 6.276 
87820-6196 174.7 17.24 165.5 17.47 149.1 23.85 
88464-2832 152.4 0.313 131.1 0.412 128.0 0.701 

i 88530-7800 151.3 0.077 191.4 0.484 152.2 3.966 
• 89943-19016 163.7 0.021 154.4 0.027 160.8 0.533 

90660-20166 110.2 49.11 124.9 63.02 - -

90690-12392 152.2 0.929 124.5 12.39 124.9 14.56 
92114-1243 188.6 12.58 188.4 17.40 185.3 21.14 
92714-12581 144.2 3.903 187.8 3.957 146.1 4.707 
96399-32921 174.1 0.052 174.8 0.280 166.5 1.231 
96591-39318 174.5 0.483 148.1 4.371 185.8 6.719 

Jl+jetsj Jl channel 
58203-4980 138.0 0.257 195.2 0.333 195.0 0.617 
92704-14022 175.5 0.122 148.6 0.856 172.7 7.951 

Table 6.8: The three best fitted top masses and the corresponding K of candidate 
events (specified in run number and event number). 
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Figure 6.8: The fitted top mass distribution of the 34 candidate events. 

e+jets Jt+jets e+jets/p, p,+jets/p, Alll+jets 

W +jets bkg 4.85± 0.56 4.12 1.24 0.79 ± 0.87 0.73± 0.17 10.48 ± 1.62 

QeD bkg 1.20 ± 0.38 2.22 ± 0.81 0.21 0.64 0.82 ± 0.23 4.44 ± 1.13 

Total bkg 6.05 ± 0.68 6.33 ± 1.48lLOO ± 1.08 1.54 0.28 14.93 ± 1.98 

Observed events 12 16 4 2 34 

Table 6.9: The estimated backgrounds and observed events after the kinematic fit 
(one event failed the fit). The background estimation is based on the kinematic fit 
efficiencies in Table 6.7 and the backgrounds estimated before the kinematic fit in 
Table 4.5. 
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Chapter 7 

Top Mass Extraction 

In this chapter, we will introduce a likelihood analysis that makes the extraction 

of the top mass possible and Monte Carlo tests that justify the likelihood method. 

Finally, studies of systematic errors associated with the measurement will also be 

presented. 

7.1 Likelihood Analysis 

In the previous chapter, we have presented the results of a kinematic fit for Monte 

Carlo tt events, backgrounds, and candidates. With the knowledge of these fitted top 

mass (m[it) distributions, we are able to determine the most likely top mass consistent 

with our data. In the following, we will first calculate the likelihood at different top 

mass values, then we will introduce the algorithm to extract the top mass based on 

the likelihood calculation. 

For signal and background modeling, we have to normalize the m[it distributions 

and convert them to probability density functions. It is done by multiplying the 

contents of each bin by the normalization factor K: 

1 
K=-, (7.1)

wn 

where w is the bin width and n is the number of total entries, so that the normalized 

contents approximate the probability densities. 
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Figure 7.1: Probability density functions of the fitted top mass (m{it) for Monte 
Carlo it events with top mass 120, 130, 135, 140, 145, 150, 155, 160, and 165 GeV Ie 
respectively. The true top mass is marked by a vertical line. 
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Figure 7.2: Probability density functions of m{it for Monte Carlo tt events with top 
mass 170, 175, 180, 185, 190, 195,200,205, and 210 GeV /e? respectively. 
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Figure 7.3: Probability density functions of m{it for Monte Carlo tt events with top 
mass 220 and 230 Ge V / c? respectively and for QCD, W + jets and the combined 
background. 
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Several Monte Carlo it samples of various top masses l , ranging from 110 to 230 

Ge V /2', have been generated to provide signal modeling at a variety of mt. Their 

m{it probability density functions will be used in the likelihood calculation, and some 

of them are shown in Figures 7.1, 7.2, and 7.3. Similarly, the m{it probability density 

functions for QCD and W + jets backgrounds are derived from their m[it distribution

s. The final background modeling is a mixture of QCD and W + jets contributions 

weighted by their fraction in the total background of the candidate sample (based on 

Table 6.9). 

In calculating the likelihood of consistency between the observed and the expected 

m{it distributions of events, let us denote the m[it probability density function for 

signal of top mass mt as Ps(ffit, m[it) , and that for background as P/;(m{it). Fur

thermore, let ns and nb be the nominal (i. e. the mean of the Poisson distribution) 

number of signal and background respectively, while nB and aB the estimated number 

of background and its error respectively. For the observed N candidate events, the 

likelihood is: 

(7.2) 

The exponential term allows the background number to fluctuate in a Gaussian dis

tribution of width aBo The second term reflects the nature of Poisson fluctuations 

on the number of observed events N. The last term takes into account the fitted 

top masses of candidate events. At each ffit where Monte Carlo samples are avail

able, the likelihood is maximized with respect to ns and n/;o (It is implemented by 

minimizing -InC using MINurT [69].) The result is shown in Figure 7.4(Left) where 

the minimized In C at each ffit is plotted. Due to limited statistics in both signal 

and background modeling, certain errors may occur on the binned probability den

sities; therefore, to some extent the calculated likelihood is influenced by statistical 

fluctuation. 

IMonte Carlo samples are available for top masses 110, 120, 130, 135, 140, 145, 150, 155, 160, 
162,165,168,170,172,175,178,180,185,190,195,200, 205,210, 220,and 230 GeVjc2. 
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To determine the most likely top mass and its statistical uncertainty, we inter

polate the data points with a continuous curve. Assuming that the likelihood has 

a Gaussian error, we fit Figure 7.4(Left) with a quadratic function of 'Tnt (since the 

exponent of a Gaussian distribution is quadratic). Apparently not the entire range 

of 'Tnt can be fitted well. However, for our purpose, we only need to fit a range large 

enough that the statistical error of the measured top mass can be determined. Our 

algorithm is to use the 9 data points with the lowest - In £. to perform the quadratic 

fit. 

The central value of the mt measurement is where the minimum of - In £. occurs. 

The statistical error, equivalent to the Gaussian width of £., is determined by the 

distance from the central value to either of the two points where - In £. is 0.5 larger 

than the minimum. As shown in Figure 7.4, the result of the quadratic fit indicates 

that the top mass lies within 177.0 7.3 GeV Ie? The fitted number of signal and 

background at the central value of 'Tnt are ns = 19.3 and nb = 14.9 (from a linear 

interpolation between two adjacent data points next to the central value). 

The expected m£it distribution can be constructed from the signal and background 

models using the fitted ns and nb, and is compared with the observed distribution in 

Figure 7.4(Right), where the signal contribution is modeled by the 'Tnt = 178GeVIe? 
Monte Carlo (the closest available to the central value). It appears that the observed 

distribution is fairly consistent with the expectation. 

As a cross-check, we redo the likelihood analysis without constraining the back

ground number to our estimate-by simply removing the exponential term involving 

nB and aB in (7.2) in the likelihood calculation. The quadratic fit, as shown in Fig

ure 7.5, yields 'Tnt = 177.3 ± 7.7GeVIe? and ns = 20.4, nb 13.6, a result similar to 

that with the background number constrained. 

7.2 Monte Carlo Test 

The likelihood method for the top mass extraction can be tested by a large number 

of Monte Carlo experiments. In each experiment, we generate Ns to be the number 

of signal events and Nb the number of background events from Poisson distributions 

102 




,....., 9 
"8 
0 ..= 8 

84~ 
..><: 

7d
~ 83 6 

5 

82 


4 


381 

2 


80 


0
140 150 160 170 180 190 200 210 220 


(GeV/c2
)
11\ 

Figure 7.4: Left: In£. as a function of mt. The fitted quadratic function 
yields mt = 177.0±7.3GeVjc. Right:The fitted top mass distribution of candi
dates together with the expected signal (mt = 178 GeVjc), background, and sig
nal+background distributions. The X2 between the observation and expectation is 
8.86 with 13 degrees of freedom. 

m., 177.0 +- 7.3 GeV/c' 

.. 
. 

Entries 34 

- candidates 
......... expected signal+bkgd 
........ expected signal 
............. expected bkgd 

;.~:n.''-

] 82.5 
,.g 
] 82 

d
.E 

I 81.5 

81 

80.5 

80 

79.5 

n. unconstrained 
m," =177.3 +- 7.7 GeV/c' . . . 

~1~50~~16~O~~~~~1+OO~~2~00~~21~O~ 

11\ (GeV/c
2

) 

Figure 7.5: Without constraining the background number in maximizing the likeli
hood, the resulting -In£. VS. mt yields ffit = 177.3 7.7 GeVjc2 

• 

103 



of the mean (Ns) 19.0 and (Nb) = 15.0 respectively, as expected in our data. 

Subsequently, the fitted top mass is generated for each of the signal events from the 

tt m{it distribution and for each of the background events from the background mfit 

distribution. For each Monte Carlo experiment, we apply the identical likelihood 

method to analyze the set of generated m{it and the extracted top mass and its 

statistical error, denoted as mf and 0"(miX) respectively, are recorded. 

Figure 7.6 shows t~e distribution of the resulting mix in 3000 Monte Carlo exper

iments for the true top mass 160, 170, 175, 180, 185, and 190 GeV Ie. The fact that 

the peak of all the distributions is around the true top mass and the distributions are 

more or less symmetric with a reasonable width indicates that the likelihood method 

works well with no serious bias. 

In addition, the statistical uncertainty of m:jx from the quadratic fit in the like

lihood analysis can be checked by comparing it with mf - m t • The distribution of 

(mix - mt)IO"(ffitex ), which is the ratio of real error to quadratic fit error, for different 

top masses is shown in Figure 7.7. With the width of all the distributions being 

approximately unity and the mean being nearly zero, Figure 7.7 suggests that O"(mf) 

is a good estimate of the statistical error on mf. 
This test vindicates the statistical error of 7.3 Ge V Ie in our measurement, despite 

the width of the mf distributions in Figure 7.6 being somewhat larger. The distri

bution of O"(mf) from Monte Carlo experiments for top mass 175 and 180 GeV Ie is 
shown in Figure 7.8. It indicates that the most likely O"(mf) is around 9GeVIe, a 

little larger than the 7.3 Ge V Ie error in our measurement. 

7.3 Systematic Errors 

From the jet energy scale study in Chapter 5, we know that the degree of inconsis

tency between data and Monte Carlo (event simulation) energy scales can constitute 

a sizable error in the top mass measurement. In addition, systematic errors may 

come from the likelihood method, the simulations for signal and background, and the 

limited statistics in the modeling signal and background mfit spectra. These sources 

have been studied and the results are described in the following. 

104 



m.= 160 GeV/c' 

16Q.4 
14.24 

175.5 
13.32 

~ 
250
" .~ 

!:!.. 
~ 200 


150 


100 


50 


0
100 


300 

~ 

~ 


1250 


200 


150 


100 


50 


0 


~ 300

"8 


'C 

~ 250 


200 


150 


100 


50 


0 


m. -175 GeV/c' 

120 


iMean 185.2 
iRMS 13.62 

m. = 185 GeV/c' 

140 

~ 300

" .~ 


~ 250 


200 


150 


100 


50 


0 
120 

300 

~ 
~ 

m. ·c!:!..250 

~ 

200 


150 


100 


50 


0
120 


250 

~ 

225
" .~ 
!:!..2OO 
~ 

175 


150 


125 


100 


75 


50 


25 


0 

180 GeV/c' 

140 

Figure 7.6: The extracted top masses in 3000 Monte Carlo experiments for top mass 

160, 170, 175, 180, 185 and 190 GeV jc2

, where the observed number of signal Ns and 

the observed number of background Nb are fluctuated by Poisson distributions of the 

mean (Ns ) = 19.0 and (Nb) = 15.0 respectively. 


105 




a 300 

" .~ 
8. 250 

&1 
200 

ISO 

100 

SO 

'Mean 0.97'128-01 
1.015 

60.78 I 40 

m,=160GeV/c' : Constant 191.7 
0.774$-01 

0._ 

~7indf 

o-S I 	 2 3 4 

a 3SO 

.~ 300 
8. 
&1 	 250 

200 

ISO 

100 

SO 

5 

-0.50178-01 
0.9826 

6O.S9 I 39 
19~.~ 

-0.46718-01 
0.95l8 

-

0.5 1 2 3 4 5 

(m;'x-m,) I o<m;''> 	 (m;'x-m,> I O<m;") 

350 350 
~ 	 Mean -0.18338-01 ..,~ 

RMS 1.007 I 
~ M /ndf 88.50 I 39'1: 	 300 '1: 300 

k 	
188.0m, =180 GeV/c· ie..-..8. 

0.96l7E-03 
0.9824&1 250 250 

200 200 

ISO 150 

100 100 

50 SO 

0.5 

Mean 0.26718-01 
0.9797 

SO.83 I 41 
195.5 

O.30S6E-OI 
0.9~81 

I 2 3 4 5 
0_5 1 	 2 3 4 5 

(m;'x-m,> I o<m;'x) 	 (m;"-m,> I o<m;") 

a 300 


" 300 


~ 
" .~ .~ 

8. 8.250 
&1 250 &1 

200 
200 

150 
150 

100100 

.soSO 

I 	 2 3 4 5°.	

-0.473:11>-<)1 
1.003 

82.37 I 40 
19M 

-O.I<i!lIB-OI 
O.9Sl>S 

5 

Mo.. -O.46~B-OI 

RMS 1.061 

m, =190 GeV/c· -,t/ndf SUI / 40 
Comt.nt 187.3 
Mean -O.9S09B-O% 
S·.,. 0.9914 

0.5 1 2 3 4 5 
(m;'X-m,> I o<m;") 	 (m~-m,> I o<m;'X) 

Figure 7.7: The distribution of (mtl: - mt)/a('fnt(!$) in 3000 Monte Carlo experiments 
for top mass 160, 170, 175, 180, 185 and 190 Ge V / r? The fact that it has a width 
of approximately unity indicates that a(mf) is an unbiased estimate. 

106 




°O~~~1~0~1~5~2~0~~~~~~~~35~~4O 

Error on extracted 11\ (GeV/c2
) 

m, =180 GeV/c2 

100 

80 

60 

40 

20 

Figure 7.8: The distribution of the quadratic fit error on the extracted 'Tnt in the 
Monte Carlo tests with signals of top mass 175 and 180 GeV/2. The arrow marks 
the 7.3GeV12 statistical error from our data. 

7.3.1 Likelihood Method 

We estimate the error due to the likelihood method from the results of Monte 

Carlo test in Section 7.2. The means of the extracted top masses in 3000 Monte Carlo 

experiments (see Figure 7.6) and their deviations from the true top mass are listed 

in Table 7.1. We take the average of the absolute deviations, which is 0.4 Ge V 12, to 

be the systematic error due to this source. 

True 'Tnt (GeVIe?) 160 170 175 180 185 190 

< mfx > (GeVIe?) 160.4 169.4 175.5 180.3 185.2 190.4 

Deviation (GeVIe?) +0.4 -0.6 +0.5 +0.3 +0.2 +0.4 

Table 7.1: The means of m;x in 3000 Monte Carlo experiments in Section 7.2 and 
their deviations from the true top mass. 

~ 
~ 160 

'1:: 
8. 140 

~ 
120 

100 

80 

60 

40 

20 

m, =175 GeV/c2 

107 




::0 83.5 

8 
::§ 83 
J.1 
~ 82.5 
'7' 

82 

81.5 

81 

80.5 

80 

-

MC scaled up 

mt =171.8 +- 6.9 GeV!d' 

: 

! 
~~-----~----~1~""""''''' r 

: ! 
160 165 170 175 180 185 190 195 

m 
t 

2(GeV/c) 

MC scaled down 

m,- =180.7 +- 7.2 GeV!c' 

82 

81.5 

81 

80.5 

80 F ••.•. '"..•.. , •.••• " ••... , ......'1...•..•~~ 

79.5 ~~~~~~~~~~-:!-'-'-~....J 
160 165 170 185 190 195 

m 
t 

(GeV/c2
) 

Figure 7.9: Candidates' likelihood analysis results with the jet energies of Monte 
Carlo events (HERWIG tt and VECBOS W + jets) scaled up and down 2.5% + 0.5 GeV. 

7.3.2 Jet Energy Scale Uncertainty 

The jet energy scale after a series of corrections has an uncertainty of ±(2.5% + 

0.5 GeVI ET ) as concluded in Chapter 5. This uncertainty represents the energy 

scale differences that may exist between data and Monte Carlo (event simulation). 

To determine the amount of error it translates to the measured top mass, we first 

raise or lower the jet energy scale of the Monte Carlo (event simulation )-including 

HERWIG-generated {f events and vEcBos-generated W + jets events--by the amount 

±(2.5%+0.5 GeVIET ). Then we perform the kinematic fit for the Monte Carlo events 

(MC) and repeat the likelihood analysis using the new set of models. 

The likelihood analysis results are shown in Figure 7.9: the extracted top mass is 

180.7 ± 7.2 GeV Ie? when jet energies of the MC are lowered, and 171.8 ± 6.9 GeV Ie? 
when jet energies of the MC are raised. Comparing with the measurement with the 

normal jet energies, we conclude that the shifts on rn:gx due to the uncertainty of jet 

energy scale are ~~:~ GeVIe? 
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7.3.3 Signal Simulation 

The systematic error due to signal simulation is estimated from the difference 

between HERWIG and ISAJET modelings. We repeat the Monte Carlo experiments 

discussed in Section 7.2 with the signal fitted top masses generated by ISAJET mrt 

distributions (shown in Figure 7.10) while signal modeling (provided by HERWIG mrt 

distributions) for likelihood calculation remains unchanged. 

The mf distribution for 3000 Monte Carlo experiments at top mass 160, 170, 180 

and 190 GeV Ie? are shown in Figure 7.11 and the mean of these distributions are 

listed in Table 7.2. The deviation of (mf) from the true value is typically around 

1 GeV Ie? The average absolute deviation (1.1 GeV Ic2
) is taken as the systematic 

error from the signal modeling. 

signal generated by ISAJET 

true top mass (miX) (mf) mt 
161.8 .8160 


170 

ffit 

171.2 +1.2 

180 
ffit 

179.6 -0.4ffit 
-1.1188.9190ffit 

Table 7.2: The results of (mf) from the Monte Carlo experiments where the signal 
m{it is generated from from ISAJET (Figure 7.11). Numbers are in unit of GeVIe? 

7.3.4 Background Simulation 

Our background simulation is discussed in Section 3.3. The major background of 

W + jets production is simulated by the VECBOS program with the jet fragmentation 

modeled by HERWIG generator. In order to estimate the systematic error due to 

background simulation, another set of vEcBos-generated W + jets Monte Carlo events 

is produced. We change the renormalization scale of the process from average jet PT 

to the mass of W, and replace HERWIG with ISAJET to model the jet fragmentation. 

This alternative \V + jets Monte Carlo is then used, along with the unchanged QCD 

background sample from data, to make another background modeling. 
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When the candidates are reanalyzed by the likelihood method using this different 

background modeling, the change in the results is minimal: 'mt = 177.2±7.5GeV/e-, 

as shown in Figure 7.12. However, how well VECBOS reproduces the W +jets back

ground in our candidate sample cannot be directly studied; therefore, we conserva

tively assign 1.0 Ge V / e- as the error due to background simulation to account for 

possible sources that are still not well understood. 

7.3.5 Modeling Statistics 

The limited statistics in signal and background simulations can cause the modeled 

m{it probability density spectra to fluctuate, thus affecting the result of mt measure

ment. The error from this source can be estimated in the following way. 

We perform the likelihood analysis for the data many times, each time both sig

nal and background modeling spectra are properly smeared to reflect the nature of 

statistical fluctuation. The signal spectrum is smeared by the Poisson uncertainties 

of individual bins. The background shape smearing is done by first generating a 
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new m[it distribution of the same statistics from the original background spectrum, 

then normalizing and smoothing the distribution to produce a smeared background 

spectrum. 

Figure 7.13 (Left) shows the extracted top mass (mfX) distribution for 100 like

lihood analyses for the data, with both signal and background modeling spectra 

independently smeared each time as described above. The distribution of absolute 

deviations of mf from the nominal measurement is shown in Figure 7.13 (Right). We 

take its mean of::::::; 0.6 GeV jc2 as the systematic error due to signal and background 

modeling statistics. 

7.3.6 Overall Systematic Error 

Systematic errors from different sources are summarized in Table 7.3. The total 
2systematic error is calculated to be ~~t ~ GeV jc . 
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Source Error (GeVIe) 

Likelihood Method ±O.4 

Jet Energy Scale +3.7 
-5.2 

Signal Simulation ±1.1 

Background Simulation ±1.0 

Modeling Statistics ±O.6 

+4.1Total -5.5 

Table 7.3: Summary of estimated systematic errors. 
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Chapter 8 

Conclusion 

We have presented a top mass analysis using the data collected by the D0 detector 

during the 1992-1996 Tevatron run at vIS = 1.8 TeV. The data represent an integrated 

luminosity of ~ 100pb-1
• The analysis starts with the selection oftt -tl+jets events. 

In the course of the analysis, we have corrected jet energies, studied the uncertainty 

of jet energy scale, and employed a kinematic fitting technique to reconstruct the top 

mass directly from individual candidate events. For each step, we tried to cross-check 

our results whenever possible to minimize any systematic biases of this complicated 

analysis. Finally, our likelihood analysis and our evaluation of systematic errors lead 

us to the conclusion: 

mt 177.0±7.3(stat) ~~:g (syst) GeVjc2 
• 

The top quark is about 40 times as massive as the bottom quark and is the thus 

heaviest fundamental particle in the Standard ModeL The discovery and subsequent 

measurements of the top quark represent major progress in our understanding of the 

fundamental principles of nature. This achievement is a testament to the dedication 

and collaboration of those involved. At this point, we cannot help but speculate how 

much more we can learn over the next few years. 

Here at Fermilab, we expect improvements on almost every front of the top mass 

measurement in the next Tevatron run (Run II). After the completion of the Main 

1032 2s-1Injector project, the Tevatron will be able to deliver a luminosity of C ~ cm
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[70], more than a ten-fold increase of that of Run I, enabling the upgraded CDF and 

D0 detectors to collect 1'V1-2 fb-1 of data. For the D0 experiment, the upgraded 

tracking system will provide powerful b-quark tagging capability with the Silicon 

Vertex (SVX) detector, and will improve the muon momentum resolution significantly 

with the installation of a tracking magnet. The resolution of the kinematic fitted top 

mass will be sharpened as a result of the SVX b-tagging and better muon momentum 

measurements. The SVX tagging technique will also help event selection, resulting 

in a better signal-to-background ratio and a smaller background estimate error in the 

candidate sample. 

To get an idea of how much the statistical error can be reduced in the top mass 

measurement in Run II, we perform a Monte Carlo study as presented in Section 7.2 

with an assumption that the experiments are conducted with the same detector and 

analyzed in the same way, except the data amount is ten times larger (~ 1 fb-l). As 

shown in Figure 8.1, the result for the true top mass 178 Ge V / c? suggests the most 

likely measurement error is about 3.4 Ge V / c? But considering all the improvements, 

we expect that the statistical error in Run II should be smaller. 

Undoubtedly, our present systematic error will surpass the statistical error from a 

1-2 fb-1 data set. Jet energy scales, the predominant source of our systematic error, 

need to be more precisely calibrated in order to improve the top mass measurement. 

In short, with all the prospects of Run II in mind, we believe a total (statistical and 

systematic combined) error of 3 Ge V / c? is not impossible. Along with more precise 

Mw measurements, we may begin to effectively constrain the Higgs mass and set a 

new direction on the pursuit of the now most wanted, yet ever elusive particle. 
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the true top mass is 178 Ge V / c2
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