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The cross sections for direct photon plus one and two jet( s) production in proton 

- anti proton collisions at a center of mass energy of 1.8 Te V have been measured 

for photons with pseudorapidity less than 0.9, and transverse energies between 20 

and 100 GeV. The photon plus one jet cross section is in good agreement with the 

theoretical predictions of the next to leading order Standard Model calculations for 

jets with transverse energies greater than 25 Ge V. The photon plus two jets cross 

section is in good agreement with the leading order theoretical prediction for events 

that have jets between 25 and 65 GeV 9f transverse energy. 
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ABSTRACT 

The cross sections for direct photon plus one and two jet( s) production in proton 

- antiproton collisions at a center of mass energy of 1.8 Te V have been measured 

for photons with pseudorapidity less than 0.9, and transverse energies between 20 

and 100 Ge V. The photon plus one jet cross section is in good agreement with the 

theoretical predictions of the next to leading order Standard Model calculations for 

jets with transverse energies greater than 25 GeV. The photon plus two jets cross 

section is in good agreement with the leading order theoretical prediction for events 

that have jets between 25 and 65 Ge V of transverse energy. 
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CHAPTER 1 

INTRODUCTION 

1.1 Quantum Chromodynamics 

Quantum Chromodynamics ( QCD) is a theory derived to describe the behavior 

of the hadronic constituents (the quarks and gluons, collectively called partons) 

when they interact. For processes involving large momentum transfers, it does this 

by relating an observable high energy cross section to a perturbatively calculable 

parton level cross section through parton distribution functions [1]. Figure 1.1 is 

a representation of a proton anti-proton collision which resulted in the production 

of a direct photon and a spray of hadrons collectively called a jet. The two circles 

on the left represent the incoming proton and anti-proton. The lines labeled 'a' 

and 'b' represent partons which each received fractions (a/ A) and (b/B) of their 

respective parent proton and anti-proton's momentum when they underwent the 

perturbatively calculable hard scattering represented by the circle in the center. The 

outgoing direct photon '1' and parton 'c' are then the immediate final state of the 

perturbative interaction. Parton 'c' then undergoes a process called hadronization 

and turns into a final state jet, the energy and position of which are experimentally 

measured. Note that the direct photon is produced in the perturbative interaction, 

not by the decay of a particle in a jet. The direct photon plus one jet cross section (a) 

is given by a convolution of the parton level cross section and two parton distribution 

functions 

where Xa and Xb are the fraction of the proton and antiproton's momenta carried by 

partons a and b respectively, ()* is the parton level polar angle at which the photon 
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is emitted, 0-( ab -+ /C) is the partonic cross section (calculated using perturbation 

theory for the energies discussed in this dissertation), and Gv;v(xv) are the parton 

distribution functions. 

The perturbative part of the cross section is calculated by usmg appropriate 

combinations of the Feynman amplitudes from processes which yield the final state 

in question. Feynman amplitudes are momentum space analogs of the wavefunction 

overlap integrals from classical quantum mechanics, which when squared yield (for 

instance) atomic transition probabilities. The Feynman diagrams, examples of which 

are shown in figure 1.2, are graphical interpretations of the Feynman amplitudes. 

The diagrams in 'A' and 'B' show the leading order (LO) annihilation and Compton 

scattering processes respectively. Leading order means that the diagrams represent 

the first term in the perturbative expansion of the entire direct photon cross section. 

The diagrams in 'C' and 'D' show some of the tree level 2 -+ 3 processes. The term 

'tree level' is used because the various lines in the diagrams branch out but never 

intersect. In 'E' are shown some of the one loop corrections to the 2 -+ 2 processes. 

These are the Compton and annihilation processes with the next to leading order 

(NLO) correction. All the processes shown (with many more like them) contribute to 

the full NLO calculation of the photon plus one jet cross section as will be discussed 

in chapter 5. The processes in 'C' and 'D' (and more like them) contribute to the 

photon plus two jet .cross section at first order. 

The parton distribution functions (pdf) are obtained from fits to cross section 

data ( D"meaa) taken at multiple experiments, each in convolution with the appropriate 

choice of parton level cross section 0-. The pdf are theoretical constructs that depend 

explicitly upon the parton level cross sections from each process that is considered in 

the fit. Using cross section data from lepton on hadron ( e± N 1 ,µ± N,ve,µN), hadron 

on hadron (pp,pp,pN), and meson on nucleon (tr- N) collisions, the pdf for quarks 

1 N can be a proton or nucleon. 
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Figure 1.1: A Sketch of a pp Interaction. Proton 'A' and anti-proton 'B' each 

contribute a part on ( 'a' and 'b' respectively) to the perturbatively calculable part on 

scattering. The outgoing parton 'c' then turns into a jet. 
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Figure 1.2: A Selection of Feynman Diagrams. The straight lines represent quarks 

and antiquarks, the helix spirals represent gluo:us and the wavy lines represent pho-

tons. 
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and gluons are obtained by a fit to all the data, with allowances for systematic 

experimental errors. 

One important reason for measuring direct photon production cross sections in 

pp collisions is that they are sensitive to the gluon pdf. By contrast, the lepton 

on nucleon processes only directly probe the quark pdf, since quarks and leptons 

interact via the electroweak force whereas the gluons only interact via the strong 

force and hence are 'invisible' to the leptons. The measurement of the direct photon 

plus one and two jet( s) cross sections are made to test the descriptiveness of the 

perturbatively calculable QCD predictions to which the data are compared, because 

the perturbative part of the cross section explicitly predict the kinematics of the one 

or two outgoing partons (which turn into jets) in addition to that of the photon. 

Although photons are produced copiously in pp collisions, most of them result 

from the decay of neutral mesons, particularly the 7r0 and 1/· The largest source of 

background in the measurement of direct photons originates from jets which consist 

of a highly energetic neutral meson, accompanied by various other low energy parti­

cles. These neutral mesons decay quickly ,...., 10-13s into two photons which are very 

nearly colinear when the mesons have more than a few Ge V / c of momentum. Two 

main methods to account for this background have been employed in previous mea­

surements, direct background subtraction, and statistical background subtraction. 

In the direct method, the two photons from neutral meson decay are reconstructed 

independently on an event by event basis. This method requires a detector that is 

finely segmented spatially to resolve the two photons independently. The second 

method accounts for the background statistically, meaning that for a given set of 

data, the relative contributions of signal and background are determined, and the 

purity of the data sample is then included explicitly in the cross section calculation. 

A variation of the statistical background subtraction method is used in this analysis. 
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1.2 Some Previous Direct Photon Measurements 

The first measurements of the direct photon cross section were made in the late 

1970s by experiments at the CERN Intersecting Storage Rings at center of mass 

energies (19 < .j8 < 63 GeV). The Intersecting Storage Rings collided two beams 

of protons at an intersection angle of :::: 14° so the collisions occurred in a rel­

ativistically boosted frame of reference with respect to the laboratory. The first 

experiment (R806) [2] to design a detector to make precision measurements of di­

rect photon production used two Lead / liquid Argon calorimeters placed one above 

the other about 2 meters from the interaction region, on the side away from the 

center of mass boost, in conjunction with a barrel scintillating detector circling the 

interaction region. This resolved the azimuthal angle of any charged particles that 

traversed it. The calorimeters were segmented finely enough to resolve single direct 

photons and each of the two photons which resulted from 71"0 - 'YI decays, so the 

background was accounted for directly. One of the results of this early measurement 

was the observation of higher charged track multiplicity associated with 7r0 produc­

tion when compared to direct photon production. This enhancement was further 

studied by the R108 [3] experiment. This experiment had calorimeters on both the 

inside and outside of the Intersecting Storage Rings, as well as a more sophisticated 

charged particle tracking system. They used this sys.tern to determine the fraction of 

their data sample which was due to neutral meson background, based on the differ­

ent probabilities for direct photons and multi-photon background to convert in the 

tracking chamber. Their results showed that direct photons were rarely accompanied 

by other particles, while 7r0 's and other neutral mesons were very often accompanied 

by other hadrons, meaning they were part of a jet. This was the first measurement 

of the photon plus one jet cross section, and the data was consistent with NLO pre­

dictions for 5 < Ej. < 10.5 GeV [4]. Improvements in accelerator technology during 

the early 1980s led to the SppS collider, which explored the regions .j8 = 540, 630 
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GeV with the UAl and UA2 detectors in collider operations, and .JS= 24.3 GeV 

in a fixed target configuration at the UA6 collaboration [5, 6, 7]. Unlike earlier 

experiments, Both UAl and UA2 collaborations used large general purpose detec­

tors that covered the interaction region azimuthally, and out to within ±5° of the 

beampipe in the polar angle. These detectors also were designed to measure both 

electromagnetic and hadronic energy, making jet measurements possible. The U Al 

collaboration measured the inclusive isolated direct photon cross section and the 

isolated diphoton cross section. For both measurements, they relied on a statistical 

background subtraction procedure that used distributions of discriminant variables, 

formed for simulated signal and background events, as basis functions which were fit 

to the discriminant variable distributions of the data sample. The result of these fits 

was the purity, or fraction of the data sample due to direct photons. Both measured 

cross sections were well described by QCD calculations [5]. They also measured the 

polar angular distribution of photon plus jet events, and found it to be consistent 

with QCD predictions. The U A2 collaboration also measured the inclusive isolated 

direct photon cross section, and polar angular distributions of photon plus jet events 

and likewise found them to be consistent with QCD predictions [6]. In addition they 

used their data to extract the gluon structure function [8]. This function, which had 

to be obtained by fitting data, gives the probability that a gluon will have a par­

ticular fraction of the proton's (anti-proton's) momentum when it participates in a 

high momentum transfer (hard scattering) process. The U A2 method of background 

subtraction was also statistical in nature. It consisted of two steps. First, a set of 

cuts were imposed on each photon candidate in order to eliminate multiparticle 

QCD background. Then the purity was determined for the remaining sample by 

comparing the fraction of data events which converted to the fractions of simulated 

background and signal events which converted. The purity of the data sample was 

then calculated based on how close the data were to the simulated signal fraction, 
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relative to the difference between the simulated signal and background fractions. 

The UA6 collaboration operated a hydrogen gas target experiment at the SppS col­

lider [7]. The detector was composed of tracking detectors placed before and after 

magnets, and electromagnetic calorimeters. It had two mirror image halves, placed 

immediately above and below the collider beampipe downstream with respect to the 

proton (or anti proton) beam. Background rejection was done in two steps. First, 

electromagnetic clusters that either had tracks pointing to them, or could be com­

bined with another cluster to form an object with the mass of a neutral meson were 

rejected. The remainder of the background from events where the two showers could 

not be independently resolved or one of the photons from a neutral meson decay 

was not energetic enough to be reconstructed, was estimated using Monte Carlo 

techniques. The inclusive direct photon cross section for both pp and pp collisions 

was compared to theory, and as predicted the pp collisions had a higher cross section 

due to the contribution of the annihilation process (qq-+ /g) [7, 9]. 

At Fermilab, the E706 collaboration studied direct photon production from pro­

cesses with 7r- and proton beams of momentum 500 Ge V / c incident on Beryllium 

and Copper targets [10]. The detector's main elements were a large analysis mag­

net, a set of tracking chambers and a Lead / liquid Argon calorimeter that could 

measure both electromagnetic and hadronic energy deposition with high spacial res­

olution. The background was accounted for by a method similar to that of the U A6 

experiment. The Collider Detector at Fermilab (CDF) made the first measurement 

of the isolated direct photon cross section at .JS = 1.8 Te V in 1992 [11]. Their 

method of background subtraction was similar to that of the UA2 experiment. Im­

provements to the precision of this measurement were made in later years [12, 13]. 

In all cases, qualitative agreement was found, except for photons of low ET 2 where 

2 Transverse energy is defined for any final state photon or jet as ET = E sin(} where 8 is the 

usual polar angle. 
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the cross section was in excess of theoretical predictions. CDF has also measured 

the polar angle distribution of central isolated photon plus jet( s) events and found 

them to be in qualitative agreement with QCD predictions[14]. Unlike the UAl 

and U A2 measurements, this was an inclusive measurement because it vectorially 

summed all the jets in the hemisphere opposite the photon into one 'summed' jet 

before the kinematics of the interaction were calculated. The first measurement of 

direct photon plus two jets cross cross section properties was made at CDF [15]. 

The cross section that they measured was larger than LO QCD predictions by a 

factor of two (which corresponded to 1.24u for that measurement). However, the 

CDF's measurement of the direct photon plus two jets cross section was made with 

very little data, ~ 3.6 pb-1 and the result quoted was the total photon plus two jet 

cross section, integrated over the kinematic region3 that was used [15]. The mea­

surement presented in this dissertation was made with ,....., 87 pb-1 of luminosity, and 

is measured as a function of Ej.. 

The D0 experiment has published a measurement of the inclusive isolated direct 

photon cross section in the central and forward polar regions [16]. The data are 

in good agreement with QCD predictions, except at low ET, where the data are in 

excess of the theory. Other D0 studies of direct photon production include the polar 

angular distribution [17] of central isolated direct photons, which was in agreement 

with QCD predictions, and a search for quark compositeness [18] which established 

a lower mass limit for excited quarks at 531 Ge V/ c2 at the 95% confidence level, 

using the theoretical model provided by U. Baur et al. [19]. Both of the latter 

analyses used jets, but were inclusive in that any number of jets in any detectable 

kinematic or fiducial region were allowed. The measurement presented here places 

3 The kinematic region included events that satisfied: 25 < EJ. < 54 GeV, IT/'!< 0.9, E~et• > 20 

GeV, 17f7et•! < 2.0, and all objects separated by t::..R = J(15<f>) 2 + (157]) 2 > 0.8. The variable T) is 

pseudorapidity, defined as T) = - ln tan~-
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explicit constraints on the number of jets and their kinematics, allowing for a more 

accurate comparison to QCD predictions. All D0 photon analyses use a statistical 

background subtraction method which is similar to the U Al method, and is outlined 

in Chapter 3. 

1.3 The Dissertation 

This dissertation will describe all essential elements of the analysis. The detector 

components used in the analysis will be reviewed, including offiine processing. The 

photon plus one and two jet cross sections will be introduced, along with the details 

of the offiine analysis including: fiducial cuts, event selection cuts, kinematic cuts, 

photon candidate selection cuts, the efficiencies of all the cuts, and the data sample 

background calculation. The Monte Carlo techniques that generated the events 

used in determining the background of the data sample will then be explained. 

Next, the theoretical calculations that the data are compared to will be discussed. 

Finally the errors on the measurement will be discussed, and the conclusions of the 

analysis given. The photon plus one jet cross section is in good agreement with 

the NLO theory in all kinematic regions. The photon plus two jets cross section 

is in agreement with the theory when events with low ET jets (ET < 55 Ge V) are 

predominant. Low statistics limit the reliability of the cross section measurement 

of events with jets of larger ET. 



CHAPTER 2 

THE D0 DETECTOR 

The D0 detector was designed to measure the momentum of high energy elec­

trons, muons, photons and jets produced in pp collisions at the Tevatron. D0 is 

comprised of sub-detectors, functionally categorized into tracking, calorimetry, and 

muon detection. Figure 2.1 shows the calorimeter and tracking components. 

A right handed coordinate system is defined in the detector where the z axis is 

the direction of the protons as they pass through the detector and the y axis points 

up. D0 analyses use pseudorapidity 11 = -ln(tan(~)), where 8 is the polar angle. 

This analysis uses only events that have a central photon, where 111'1 < 0.9. 

Tracking components are the vertex (VTX), central and forward drift chambers 

(CDC and FDC), and transition radiation detector (TRD). Surrounding these is the 

calorimeter which measures the energies of electrons, photons, and jets. It will be 

sufficient to briefly describe the CDC and calorimeter, focusing on their capacities in 

the measurement of final states involving a photon and one or more jets. A complete 

description of the detector is given in reference [20]. 

2.1 Tracking in D0 

The CDC is a set of four concentric tracking chambers, each with 32 azimuthal 

cells. It covers the central region out to 1111 = 1.1 Each cell measured the quantity 

and location of ionization produced by the charged particles that traversed it using 

seven sense wires and two delay lines for r - </> and z charge localization respectively. 

A fit to the signals of the CDC allowed the determination of a charged particle's 

11 
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trajectory to within 300µm in r - <P and "' 2 mm m z. The efficiency of track 

reconstruction was dependant on the number of neighboring tracks, and thus on the 

number of jets in an event. It was measured using Z ---t e+e- + jet(s) events as 86.93 

± 9.93 and 75.83 ± 28.23 for electrons plus one and two jet( s) events respectively. 

The definition of tracking efficiency is the probability of reconstructing the track of 

a real electron. The study that produced the above efficiencies used a tag and test 

method [21]. Used with a sample of events that had two electromagnetic calorimeter 

clusters and one or two jets, this method required one of the two electromagnetic 

calorimeter clusters to pass a set of 'tag' cuts designed to select only electrons 

produced by Z decays. The 'test' cluster was then checked for a reconstructed track 

that pointed to it. The efficiency of track reconstruction was then the ratio of events 

which had a 'test' cluster with a track pointed within R = .j(D...rt) 2 + (D...</;) 2 = 0.2 

of it's centroid to the number of events with a 'tag' electron for the one and two jet 

cases respectively. 

Reconstructed tracks were used in this analysis to reject electromagnetic 

calorimeter clusters that were produced by electrons, converted direct photons, and 

charged hadrons. Approximately 93 of all photons converted in the VTX and TRD 

before reaching the CDC. These events were rejected since background from [7r0 or 

rt] - II decays were twice as likely to convert and produce charged tracks. The 

probability for a dir~ct photon to convert is given by 

7x 

P(x) = 1- e- 9 xo 

where 9 is the conversion length and x is the distance the photon has traveled 

through the relevant media. The radiation length (Xo) characterizes the radiative 

energy loss of an electron in a particular medium. It is defined as the depth that 

the average electron has penetrated to when it's initial energy has been reduced by 

a factor of e. 
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Corrections were applied to the cross sections to account for events lost due to 

conversions and track overlap (which occurred when a charged track from an under­

lying event intersected with a direct photon's calorimeter cluster). The probability 

for track overlap in the CDC was measured as .10 ± .02 [22]. See section 3.7.1 for 

details. 

2.2 Calorimetry in D0 

The detector used a liquid Argon / Uranium sampling calorimeter to measure 

particle energies. The calorimeter was contained in three cryostats that surrounded 

the tracking detectors. The central calorimeter covered the rapidity range 1111 < 1.2, 

and the two forward calorimeters each covered the range 0.7 < 1111 < 4.5. The 

overlap was due to the detector's cylindrical geometry. 

The calorimeter is functionally partitioned into electromagnetic (EM) and 

hadronic (HAD) calorimeters. The central electromagnetic and hadronic calorime­

ters were made of 32 and 16 identical azimuthal modules respectively. The electro­

magnetic calorimeter had four layers, each of which could be read out independently. 

In units of radiation length X 0 the layers were approximately 2, 2, 7, and 10 X 0 thick 

respectively. The hadronic calorimeter's thickness, measured in nuclear interaction 

lengths A, varied as a function of pseudorapidity but was ,...., 7 A over the entire 

pseudorapidity range. The interaction length is the mean free path of a hadron in 

matter, so the probability of a hadron penetrating to a depth x without interacting 

IS 
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Both the electromagnetic and hadronic calorimeters are partitioned into assem­

blies of readout cells arranged so that the cell centers lie along lines of fixed 1/ and </; 

at intervals of .1 in each. These cell collections are referred to as calorimeter towers, 

each of which pointed to the geometric center of the detector. They were pseudo­

projective because the edges of every tower's cell did protrude into neighboring 

towers. For better spatial resolution of electromagnetic showers, the segmentation 

was increased to .05 x .05 in the third electromagnetic calorimeter layer (EM3). The 

transverse energy of a final state photon or jet is defined as Er = E sin B, where 

E is the energy and () is the polar angle of the centroid of energy deposition. The 

missing Er in an event was the additive inverse of the vector sum, in the x - y plane, 

of the Er of all calorimeter cells, and was corrected for muon Er, which was only 

partially measured by the calorimeter. The calorimeter's energy resolution has been 

measured for electrons and pious as 6E '.:::::' .15jE(GeV) and 6E '.:::::' .50jE(GeV) re­

spectively. The electromagnetic calorimeter had linear response to energy deposition 

to within 0.2% [23]. The calorimeter's electromagnetic to hadronic response ratio 

was measured "' 1.1, and jet energy corrections were applied during reconstruction 

to account for this non-equality [24]. 

To test the calorimeter's response to energy deposition in detail, several central 

calorimeter modules were constructed and operated. in a test beam configuration. 

The modules were placed in front of beams of electrons and hadrons with energies 

between 7.5 and 100 GeV, and their response was measured. The results of the 

test beam runs were used in part to study the detector's energy response and to 

configure efficient online triggers. 

2.3 Triggering in D0 
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The trigger system had three levels (0-2), each of which passed events of interest. 

Level 0 (LO) and level 1 (Ll) were implemented in hardware because they needed 

to handle data at rates of "" 300k and "" lkHz respectively. Level 2 (L2) was 

implemented on a farm of VAX 4000/60 computers. Level 2 handled an input rate 

of "" 100 events per second and wrote 2-4 events per second to tape for offi.ine 

reconstruction. 

2.3.1 Level 0 

Level 0 consisted of scintillating tiles connected to photomultiplier tubes which 

were all mounted on the inside faces of the forward cryostats. The pseudorapidity 

coverage of the tiles was complete between 2.2 < 1771 < 3.9 and partial between 

1.9 < 1771 < 4.3. The signals from LO were used to determine the z vertex of an 

event, and to measure luminosity. 

The z axis location of an event could be located to within 4 cm, if only one 

interaction occurred, by measuring the time differential between the signals of the 

forward and backward counters. The resolution of this measurement was degraded 

if more than one hard scattering occurred because of the ambiguity introduced by 

multiple signals on each side. 

LO counted scintillator hits during each bunch crossing, and added them to the 

run total. The technique for making the luminosity measurement depended on 

the world average measurement of the total inelastic pp cross section and Monte 

Carlo simulation of the LO scintillator response to inelastic scattering. Previous 

experiments [25, 26, 27, 28] have measured the total inelastic cross section for pp 

collisions as O"in = 58.9mb at .JS = 1.8 Te V. The LO efficiency for detecting inelastic 

processes ( E£o) was estimated using a simulation. This yielded a minimum bias 

(MB) cross section for D0 (uMB = E£o O"in = 48.2mb). Measuring energy deposition 

in the scintillators then yielded a measurement of the observed luminosity, from 

which the actual, unbiased luminosity was obtained. The 6% error associated with 
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the luminosity was mainly due to uncertainty in the world average total inelastic 

pp cross section measurement. 

2.3.2 Level 1 

Level 1 summed the electromagnetic (EM) and hadronic (HAD) energy in sets 

of calorimeter towers of dimension .2 x .2 in TJ x <P space. Each of these summed sets 

of calorimeter towers, called trigger towers, was then compared to a reference list of 

4 Er thresholds for EM only, HAD only, and EM+ HAD. A typical direct photon 

Ll requirement was at least one trigger tower with more than 25 Ge V of EM energy 

deposited in it. Ll could also be set to prescale any of the 32 Ll triggers. Prescaling 

sent to L2 a fraction of events that passed the Ll trigger requirements, reducing 

the usage of the slower L2 trigger. The Ll prescaling factor for direct photons was 

varied between 1 and 5 for instantaneous luminosities between 4-20x1030 / (s cm2 ). 

2.3.3 Level 2 

Level 1 passed the list of trigger towers that satisfied the trigger list terms to 

the Level 2 processors that ran a fast clustering and isolation routine which formed 

energy clusters and applied a set of cuts on the cluster designed to reject background 

events. For each electromagnetic trigger tower that Ll passed to L2, the following 

clustering algorithm was used. The cluster center was defined as the center of 

the calorimeter tower (in the Ll trigger tower) that had the most energetic cell in 

EM3. The cluster energy was then the sum of the energy in the electromagnetic 

calorimeter and the first layer of the hadronic calorimeter in a region !l.TJ x fl.¢ = 
.3 x .3 centered about the central cluster tower. Then the cluster was discarded 

if: its Er was not above the L2 threshold, more than 10% of the cluster energy 

was hadronic, the cluster's fractional energy deposition in EM3 was not in the range 

(10%<EM3<90%), an T/ dependant shower shape cut was failed, or the energy in the 
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ER=0.4 -ECltuter 

isolation region was greater than 153 1 of the cluster energy, ( T Ecz.. ... l'er < .15). 
T 

The shower shape cut was the difference in the second moment of energy deposition 

in the cluster and a .5 x .5 area centered on the cluster. These cuts were tuned to 

be fully efficient for test beam electrons [29]. 

After an event passed level 2, the detector's raw data was written out to mag­

netic tape for oflline processing, unless the level 2 prescale for that trigger rejected 

it. Prescale factors were varied between 1 and 200 depending on the average instan­

taneous luminosity and the trigger's Er threshold. 

It was necessary to obtain small samples of detector data which were not biased 

by triggering conditions. For this purpose, minimum bias and zero bias events were 

taken. A zero bias event only required that a proton-antiproton bunch crossing 

occur. A minimum bias event only required that both sides of the LO scintillators 

measured energy deposition. 

2.4 Event Reconstruction 

The oflline reconstruction program· used the digitized signals from all detector 

components, and performed a complete reconstruction of each event. It correlated 

energy deposition in the calorimeter with fits to the tracking chambers's signals, 

allowing particle identification. The global detector fits, to tracking and calorimetry 

data combined, also reduced ambiguities in track reconstruction due to charged track 

multiplicity in the tracking chambers. 

The offiine reconstruction also made use of refinements to detector calibration, 

which evolved over the course of the run. Furthermore, most of the data was re­

constructed several times as reconstruction algorithms were fine-tuned with data. 

130% for the lowest ET trigger. 
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For example, since the absolute energy scale of the calorimeter was determined from 

reconstructed Z -+ e+ e- events, the precision of the measured mass increased with 

higher statistics. Once the electromagnetic energy scale was determined from the 

reconstruction of Z's, it was necessary to establish the hadronic calorimeter's energy 

scale. From measurements at the D0 test beam, it was known that the calorimeter's 

response was ::::::: 103 lower for charged pions than for electrons with a momentum 

greater than 10 Ge V / c. Since most D0 analyses use jets, it was necessary to obtain 

the calorimeter's jet energy scale. 

The jets observed in collider operation vary widely in particle multiplicity and 

individual particle energy, due to fragmentation and hadronization effects. They 

also contained a large number of very low energy particles to which the calorimeter 

had a non-linear response. The D0 approach to this calibration problem was to use 

real jets with corrections derived from Monte Carlo simulations of single particle 

showers. The corrections to hadronic jet energy were given by 

Emeaa - 0 
Eiet = (1 - S)Rhad 

where 0 was the offset due to Uranium noise, event pileup (energy remaining in 

the calorimeter from a previous bunch crossing), and the underlying event. These 

contributions to 0 were measured together using minimum bias events. The quantity 

S corrected for jet particles that were at the edge of the jet cone, and so deposited 

some of their energy outside the cone. This factor was determined by Monte Carlo 

simulation and test beam data. Finally, Rhad was the correction made to compensate 

for the calorimeter's reduced response to hadronic energy deposition compared to 

electromagnetic energy. -J/;T . n"I 
Rhad = 1 + Ej, 

It was measured using both dijet events, where one of the jets fragmented in an 

isolated EM cluster, and photon plus jet events. The necessary correction was 
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computed by balancing the Jf;T along the direction of the electromagnetic cluster. 

Projecting the Jf;T onto this axis minimized the effects of any inherent transverse 

momentum the entire two body final state might have. The jet energy correction 

was on the order of 10-153 throughout the Efet and 77iet ranges used in this analysis. 

The photon clustering algorithm used the sum of the energy in each .1 x .1 

electromagnetic calorimeter tower, plus the energy deposited in the first layer of the 

hadronic calorimeter. A list of all such towers with more than 1.5 GeV was formed, 

then all neighboring towers with more than 50 Me V were added together, forming a 

cluster. Clusters that were not at least 903 electromagnetic or had more than 403 

of their energy outside the most energetic tower were discarded. From test beam 

measurements, these cuts were determined to be > 993 efficient for real electrons. 

The cluster centroid was determined by a logE weighted vector sum of the member 

towers (EM calorimeter+ first HAD layer). Finally, several variables were computed 

which further characterized the clusters. The shower shape was compared to the test 

beam measurement of the electron shower shape using a x2-like variable. The test 

[30, 31) was formed by defining a covariant matrix of electron shower observables Xi 

using N electrons 

where xf is the value of observable i for electron n and Xi is the mean value of 

observable i for the -sample. Then the quantity 

2 """""'( k - )M-1( k - ) X = L.., xi - Xi i,j xi - Xj 
i,j 

could be formed for cluster k. Forty-one observables were used, and Mii was con­

structed for every electromagnetic calorimeter tower in 77. The observables included 

were: fractional energy deposition in EM layers 1,2, and 4, fractional energy in 

each cell in a 6 x 6 cell window in the third layer of the electromagnetic calorimeter 

(EM3) , the logarithm of the cluster energy log10E, and a characterization of the 
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z vertex position (:% ). Also the electromagnetic and hadronic Er were formed in 

cones of radius R = j(ti'Tf )2 + (~4') 2 = 0.2 and 0.4, allowing for the calculation of 

the photon isolation Ef_f°. 

The jet finding algorithm similarly formed an energy ordered list of calorimeter 

towers (EM + HAD) with more than 1 GeV. For each tower on the list, the energy 

of all towers within a radius R = j(~Tf )2 + (~<,b) 2 < 0.3 were added together. The 

Er weighted centroid of this object was used as the center of a R = 0. 7 jet cone. The 

Er weighted center of this new object was then calculated, and the process repeated 

until the jet centroid stabilized. In the event that two jets overlapped, they were 

split if the shared energy was less than 503 of either jet's energy, otherwise they 

were combined. 
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Figure 2.1: The D0·Calorimeter and Tracking Chambers. This view emphasizes the 

calorimeter's segmentation into three cryostats, and electromagnetic and hadronic 

modules. The tracking chambers are inside the central calorimeter cryostat. 



CHAPTER 3 

THE ISOLATED PHOTON + JET(S) CROSS SECTIONS 

3.1 The Cross Sections u-y+Jet and u-r+2Jet11 

The cross sections of the photon + jet and photon + 2 jet final states, u-y+Jet 

and U-y+2Jeta respectively, were given by 

NP 

where N was the number of candidate events, P was the purity of photon candidates, 

A17 was the rapidity coverage, AET the bin size, A was the geometric acceptance 

of fiducial cuts, f. 11 was the efficiency of photon candidate selection cuts, Em was the 

efficiency of the $T cut, Et the efficiency of the charged track rejection cut, Ej was 

the efficiency of jet reconstruction and jet quality cuts, and f.0 was the efficiency of 

the single photon trigger used online. was simpler due to all the cancellations. 

3.2 Data Sample· 

The data sample for this analysis was taken during the 1994-1996 lb Tevatron 

collider run. Several different triggers were used to take the data. The three low ET 

threshold triggers were prescaled to allow data taking at different luminosities. The 

data were partitioned into regions such that one and only one fully efficient trigger 

(Eo = 1.0) populated it. The four triggers used are summarized in table 3.1 

Because some photons showered on the boundary between two or more trigger 

towers, splitting its energy between them, the trigger system did not operate at full 

22 
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efficiency for photons of an Er just above the trigger threshold. The trigger efficiency 

was estimated as a function of Et using Monte Carlo photons. Direct photon 

events 1 were generated, the calorimeter's response simulated, and the trigger system 

behavior emulated. The efficiency was then computed relative to all the offiine cuts 

as a function of E't. Figure B.1 in Appendix B shows the trigger efficiencies as a 

function of Et. The results of this study indicated that each trigger was highly 

efficient (,......, 993) in the D,.Et analysis bin( s) that it was used to populate. 

Table 3.1: Initial Data Sample. Columns show the triggers used, level 2 trigger 

threshold, the luminosity recorded for each trigger, the Et range for which it was 

used, the number of events taken by that trigger in the specified range. Each of 

the first three triggers was prescaled differently, yielding different effective trigger 

luminosities. All luminosities have a 63 systematic error associated with them. 

Trigger EtL 2 (GeV) J .Cdt(pb-1 ) Et (GeV) Neventa 

GAM_6-1SO_GAM 6 0.0127 10 to 20 15,878 

GAM_l4-1SO_GAM 14 0.21 20 to 30 5,614 

EMLGIS 25 13.5 30 to 50 95,283 

EMLGIS-1IlGH 45 87. 50 to 100 90,445 

1 For more information on simulated direct photons see Chapter 4 
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3.3 Fiducial Cuts 

Fiducial cuts were placed on all events so that the photon and jet( s) were in well 

understood regions of the detector. Each event was required to have a central vertex, 

(jZvertexj < 50cm ). The efficiency of this cut was estimated for each trigger by 

applying all other :fiducial and event selection cuts (see section 3. 7). The efficiency 

was then the ratio Ezverte"' = NNe .... 2 . The cut ( i'r7Jet j < 0.9) ensured that photons 
Total 

showered entirely within the central region of the calorimeter. 

A cut was made to ensure that the photons were away ( >2 cm) from the 

electromagnetic calorimeter module boundaries. Table 3.3 shows the efficiencies for 

each filter, and the resulting geometric acceptance factor (A) after folding in the 

efficiency of the ¢-y cut (0.80). 

I Trigger I Ej. (Ge V) I Ezverte"' 3 A 3 

GAM_6-1SO_GAM 10 to 20 94.09 75.27 

GAM_l4J:SO_GAM 20 to 30 94.09 75.27 

EMLGIS 30 to 50 93.06 74.45 

EMLGIS_HIGH 50 to 100 93.19 74.55 

Table 3.2: Z Vertex Cut Efficiency from Data. The efficiencies quoted for the z 

vertex cut were accurate to within 10-4 since they were measured using each trigger 

sample in its entirety, however, binomial errors were assigned to them on a point by 

point basis in the analysis to account for statistical fluctuations. 

2 Binomial errors were assigned to this and all other data-estimated efficiencies on a point by 

point basis using the number of data points in the data bin as the sample size. 
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3.4 The Kinematic Region 

Further cuts were applied to the jet( s) in each event to ensure that they were in a 

well understood region of the detector and had sufficient energy to be reconstructed 
. t 

100% of the time [32]. These were l77Jetl < 2.5 and E~e > 25 GeV. Two angular 

separation cuts were applied, 6.R.,,jet(a) > 0.7 and 6.Rjet1 ,jet2 > 0.7. These cuts 

defined the kinematic regions used in this analysis, and as such had no cut efficiency 

associated with them. 

3.5 Missing ET Cut 

A cut on the maximum allowable missing transverse energy in an event, Jj.;T < 20 

GeV, was made to ensure that the photon and jet(s) were well measured. It sup­

pressed the small background from W - e + v +jet( s) events as well as events where 

a jet was not well measured due to a large jet showering fluctuation or calorime­

ter noise. The efficiency of this cut was estimated from the data using events that 

passed all other cuts in the analysis in the denominator of the expression Em = NNp,. .. . 
total 

A sample plot of the efficiency of this cut is shown in figure 3.1. 

3.6 Jet Cuts 

The cuts imposed eliminated fake 'main ring' jets that were due to main ring 

energy deposition in the calorimeter and electronic noise. If a jet failed any of 

these cuts it was not considered so if the event passed all other cuts, it could still be 

counted in the appropriate cross section. A cut was placed on a jet's electromagnetic 
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Figure 3.1: Data Based Estimate of the missing Er cut efficiency Em, plotted with 

statistical errors. 
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energy fraction, 0.05 < 
EsM+HAD 

< 0.95, to suppress fake jets from 'main ring' 

events, which occur when protons from the main ring accidentally collide with the 

uppermost part of the hadronic calorimeter, depositing energy that would otherwise 

be counted as part of a jet. It also eliminated the possibility of counting a photon 

as a jet. 

The hot cell fraction was defined as the ratio of the energies in the most energetic 

cell to the next most energetic cell in a particular jet. The cut on this quantity, 

Hot Cell Fraction < 10.0, eliminated fake jets caused by noise in the calorimeter 

electronics. 

The coarse hadronic fraction was the ratio of a jet's energy measured in the 

outermost layer of the calorimeter to the total jet energy. By imposing the cut 

Coarse H adronic Fraction < 0.4, main ring jets that might have passed the elec­

tromagnetic fraction cut - due to energy deposited by a real jet - are excluded ""100 

% of the time. 

The total efficiency, after the application of the cuts above and the Efet > 25 cut, 

was Ej = (96.9 ± .3)%. This factor was used for single jet events and its square was 

used for two jet events f.Jeta = (93.9 ± .4)3 [33]. Figure 3.2 shows the distributions 

of the variables, and the cuts. 

3. 7 Photon Candidate Selection Cuts 

Next a set of photon candidate selection cuts was made to restrict contamination 

of the data sample by multiparticle QCD background. The isolation cut, Bf!=0 ·4 -

E~=0•2 < 2 Ge V, required that less than 2 Ge V of ET was in the annular region 

surrounding the electromagnetic energy cluster between .2 and .4 in T/ x </> space. 

The electromagnetic fraction cut, Ee.,,./ Etotal > 0.96, required that the candidate 
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Figure 3.2: Standard Jet Cuts. The events from which these data were taken had: 

a photon candidate E~ > 30 GeV that passed all selection cuts, one and only one 

jet E~et > 30 GeV in the :fiducial region \17iet\ < 2.5, where the photon and jet were 

well separated Rr.iet > 0.7. The triangles show the placement of the three cuts. The 

electromagnetic fraction cut accepted jets between the two triangles. 
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deposited more than 96% of its energy in the electromagnetic calorimeter. To further 

reject hadrons, a cut was placed on the electromagnetic shower shape variable x2 • 

To pass, a trigger photon must have had x2 < 150. 

The combined efficiency of these cuts was determined from simulated photons 

which had minimum bias event calorimeter energy added to them. Figure 3.3 shows 

the combined efficiencies of these selection cuts as a function of E~, while :figure 3.4 

shows the distributions of the variables and the cuts. 

3.7.1 Charged Track Cut 

An additional cut was placed on the photon candidate, the requirement that no 

charged track be found in the CDC within R = j(!:J..11)2 + (!:J..<fJ) 2 = 0.2 of the cluster 

centroid. The efficiency of this cut was given by ft = 1 - Pt - W(l - P 2 ) where 

P was the probability for a single central photon to convert to two electrons before 

reaching the CDC, twas the probability of reconstructing a track in the CDC from a 

charged particle, and W was the probability for a charged track from an underlying 

event to intersect with a direct photon (34]. This cut eliminated most real electrons, 

converted direct photons, and direct photons that had a track from an underlying 

event pointing at its calorimeter energy cluster. From references [22] and [21] the 

efficiencies of this cut were obtained. Table 3.3 gives the results. 

Table 3.3: Charged Track Cut Efficiencies. 

I Quantity I 
t 0.83 ± 0.01 

w 0.10 ± 0.02 

ft 0.82 ± 0.18 

p 0.088 ± 0.009 
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Figure 3.3: Photon Candidate Selection Cut Efficiency as Determined from MC 

Photons as a Function of Ej. 
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3.8 Photon Background Subtraction 

The ratio of energy deposited in the first layer of the electromagnetic calorimeter 

to the total energy of the cluster was used to discriminate between photons and jets. 

In order to determine the differences in how photons and jets deposited energy 

in the electromagnetic calorimeter, two sets of Monte Carlo (MC) events were pro­

duced with the Pythia [35] event generator: one of photons, and one of jets that 

gave most of their energy to a 7ro or an "I. All these events were run through the 

detector simulator program, had zero bias calorimeter energy added and then were 

reconstructed. The resulting sets of data then had realistic MC signal (i's) and back­

ground (jet ~ [ 7r0 or "I] ~ II) events respectively. As expected, the reconstruction 

program found photon-like objects in both MC samples. Photon candidate selection 

cuts were applied to both datasets. The discriminant variable, log(EMl/ EMtotal ), 

used the ratio of the energies a cluster deposited in the first layer of the electro­

magnetic calorimeter to the total cluster energy. The logarithm emphasized clusters 

that deposited very little of their energy in the first layer. Figure 3.5 shows nor­

malized distributions of the discriminant for data, MC photon candidates and MC 

jets. Note that in the region where the discriminant variable was less than -2, both 

the data and MC photons had tails which were large compare to the MC jets. The 

jets were overwhelmingly multi-photon clusters, whi~h meant that they were much 

more likely to undergo conversion in the first layer of the electromagnetic calorime­

ter, depositing energy there, which in turn increased the discriminant variable. The 

photon purity was extracted by using the two MC distributions as basis functions 

for a one parameter fit to the photon candidates [5]. The weighted sum of the two 

MC distributions was fit to the data using a maximum log likelihood procedure. 

The weighed sum took the form F(P,x) = PDPhotona(x) + (1 - P)DJeta(x), where 

the fit parameter was constrained (0.0 < P < 1.0), D(x) were the MC distributions 

of the discriminant variable, and F was fit to the photon candidates. The fit of the 
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Figure 3.5: Discriminant Variable of Data, MC Photons and MC Jets. The area 

under each curve was normalized to unity to emphasize the shape difference. For 

all three plots 30 < ET( Ge V) < 40. 
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data shown in figure 3.5 is shown in figure 3.6. Figure 3.7 shows measured pho­

ton purities for the 1 and 2 jet cases as a function of Ej.. A log scale was chosen 

for the plot to emphasize the fact that the calorimeter's response is well modeled 

to better than 13 over two decades of dynamic range. The small right hand tail 

of the distribution is due to a small fraction of photon candidates that showered 

across calorimeter towers, and had the interaction vertex position mis-measured. 

During event reconstruction, the convolution of these two effects resulted in poorly 

measured clusters, producing the tail in the data distribution. The Monte Carlo 

distributions did not mimic this behavior because the vertex position of MC events 

was always known exactly. Fitting the distributions in the 'non-tail' region yielded 

purities differing by only "'.13, demonstrating that the tails were not interfering in 

the purity determination. 

To be accurate, this technique required that each point in the data distributions 

be statistically significant, so that the fit would be performed to a statistically signif­

icant distribution. This was not the case in some of the photon plus two jet events. 

However, since it was not possible to analytically extract an expression for the error 

on the purity measurement that took into account the statistical significance of the 

data used in the fit, the errors that were obtained from the fit were used consistently. 

Appendix B contains the results of all the fits for the photon plus one jet case 

where E}etmin = 25GeV. 
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Figure 3.6: Fit of MC to Data. The data points are shown with statistical errors. 

The dashed line is the fit contribution from MC photons, the dotted line is the same 

for jets, and the solid line is the best fit of the sum of the two MC distributions. 

The data shown consists of photon candidates with 30 < Ej. < 40 Ge V. The purity 

for this data was determined as P = .55 ± .02. The data was used to normalize this 

plot. The right side tail of the data distribution was not modeled well by the MC. 
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Figure 3. 7: Measured Photon Candidate Purity as a Function of E~. Purities are 

plotted with systematic errors for the 1 and 2 jet cases. The errors on the 10-20 and 

20-30 Ge V points for the 2 jet case were not calculable due to low statistics in the 

data sample. 



CHAPTER 4 

MONTE CARLO 

Simulated photons and neutral mesons were needed for efficiency studies in kine­

matic regions where data were not available. These were used to test the trigger 

efficiencies and to make the distributions of local variables used in photon back­

ground discrimination. These events were generated by Pythia [35], and the parti­

cles near (R < 1.0) the photon or neutral meson were passed to the time consuming 

Geant [36] detector simulation program. In both cases, to add realistic detector ef­

fects, real zero-bias data events were added to the simulation output. The resulting 

Monte-Carlo events were processed by the standard D0 reconstruction program. 

4.1 Event Generation 

The Pythia event generator was used to get the kinematics of both the direct 

photon signal and QCD background. Pythia is a leading order event generator that 

includes higher order effects through a parton shower algorithm. As such it has only 

tree-level 2 ----; 2 processes explicitly included. For direct photons, the Compton and 

Annihilation processes are used, and for QCD background [qq, qg, gg] ----; [qq, qg, gg] 

are used. Initial state radiation is added after the hard scattering is evaluated 

using the backward evolution algorithm [37]. Higher order branching of the primary 

partons is handled with a parton shower algorithm [38] and the string fragmentation 

algorithm [39]. All partons are hadronized resulting in a list of final state particle 

4-vectors. For these analysis, 7ro and 1/ mesons were inhibited in their decays, which 

simplified the implementation of the filter algorithm. 
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To reduce the number of background events passed to the detector simulator, 

an algorithm was implemented to pass only jet events with isolated electromagnetic 

clusters. This was done to ensure that the majority of subsequently reconstructed 

events would pass the photon candidate selection cuts. First, an ET-ordered list 

of all 7ro and T/ mesons with ET > 5GeV was made. These 'seeds' were used as 

the center of R = 0.2 and 0.4 cones in TJ - ¢ space. All other particle energies 

within these cones were added for each event. A cluster energy was taken to be the 

energy in the R = 0.2 cone, and the isolation energy was taken as the energy in the 

R = 0.2 - 0.4 annulus. The seed was rejected if the associated cluster had less than 

10 GeV or the isolation cone energy was greater than 2 GeV of ET. The cluster 

was also required to have at least 603 of its parent parton's energy and to have 

no charged particles in the R = 0.2 cone. These seed rejection cuts were imposed 

to mimic the online trigger which had similar requirements. The fraction of events 

passing these selection criteria varied with ET from 10-3 - 10-4 . 

4.2 Detector Simulation 

The Geant3 package [36] was used as the basis for the D0 detector simulation. 

The photon simulations used a detailed description of the calorimeter, which in­

cluded individual Uranium plates, GlO readout and signal boards, and liquid Argon 

gaps. In addition, the steel supports and cryostats were included in the geometric 

model. The Geant package then performed the ray tracing between various detector 

volumes and simulated the different energy loss mechanisms using MC techniques. 

To obtain a good simulation of electromagnetic showers, it was necessary to trace 

the electrons and photons until their energies dropped below 10 Ke V. Tracing was 

stopped at this point, and the particle's energy was deposited at a single point. 
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4.3 Noise and Pileup Effects 

The Geant program only simulated the physical processes of energy deposition. 

Rather than attempt to describe the complexities of ions drifting in Argon, and the 

geometry dependant effects of amplifiers, cables and digitization hardware, these 

effects were measured together using a special trigger that required only a bunch 

crossing to fire. These zero-bias events were recorded at five different luminosities 

and literally added to the simulated data channel-by-channel. These triggers also 

captured the electronic effects of previous bunch crossings and the effects of multiple 

interactions in one bunch crossing. 

For the events generated for the purity determination, each Pythia/Geant 

event was used about 10 times by adding a different zero-bias event to a single 

Pythia/Geant event. This smoothed the MC distributions without significantly af­

fecting the statistical independance of the local calorimeter variables ( E Mi, E MTotal 

etc ... ) used in the analysis. 

4.4 Comparison of Monte Carlo and Data 

The purity determination of photon candidates i~ this analysis relied heavily on 

the accuracy of MC simulations. To test how accurately the MC events reproduced 

actual results, a sample of MC W-+ e + iie events was generated and compared 

to data. Since it was not possible to tell on an event by event basis whether a 

photon candidate was actually a photon or a highly electromagnetic jet, no sample 

of real photons was available to compare with the Monte Carlo; however, electrons 

from W decays were simple to identify. A sample of these events was selected from 

the data, and another sample generated in MC. Both data and MC electrons were 

required to pass all standard photon candidate selection cuts except that a CDC 
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Table 4.1: W -7 ev Distribution Centroids for Data and Monte Carlo 

Electrorui 30 < ET < 40 Ge V Data Monte Carlo Kolmogorov Likelihood 

Discriminant Variable log(EMl/ EMTotal) -1.23 ± 0.01 -1.22 ± 0.01 0.947 

Isolation ET .88 ± 0.02 .70 ± 0.02 0.0 

Cluster Electromagnetic Fraction 0.9924 ± 0.0003 0.9931 ± 0.0003 0.41244 

Shower Shape x2 24.4 ± .8 - 23.5 ± .7 0.20325 

track was required and the event's J/JT was required to be greater than 20 GeV. Then 

the data and MC distributions of several variables were compared. Figure 4.1 show 

distributions for electrons with 30 < Ef < 40 Ge V. Table 4.1 lists the centers of the 

distributions, the uncertainty on them, and the results of a Kolmogorov likelihood 

test. The agreement between the MC and data distributions of the discriminant 

variable, the shower shape variable x2 , and the cluster electromagnetic fraction 

was good; however, the agreement between the data and MC isolation ET was 

not as good, since some of the data were taken at high luminosities but the MC 

only had calorimeter noise added from one minimum bias run at a luminosity of 

5 x 1030 /(8 cm2 ). Since the noise had contributions from both constant (Uranium 

noise and electronics) and luminosity dependant (underlying events and multiple 

interactions) sources which could not be deconvoluted, it was not appropriate to 

simply add two zero bias events to the MC event in an attempt to model the data. 

In general, the higlier the luminosity, the larger the isolation ET contribution was 

from underlying events and multiple interactions. However, the excellent agreement 

between the data and MC discriminant variable distributions as determined by a 

Kolmogorov Likelihood test demonstrates the soundness of the MC, and the choice 

of this variable as a discriminant. 
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Figure 4.1: Distributions of the discriminant variable, the isolation ET, the cluster 

electromagnetic fraction and the shower shape variable x2 for Data and MC Elec­

trons from W--+ e +Ve events. The MC are shown by the solid histogram, the data 

by crosses that give the statistical error on each point. The differences between the 

data and theory plots of the isolation ET distributions are due to the fact that the 

MC had zero bias event noise added to it that was taken at medium luminosities, 

while the data were taken at all luminosities. 



CHAPTER 5 

COMPARISON OF THEORY AND DATA 

5.1 Theoretical Calculations 

The leading order calculation of direct photon production can predict the kine­

matics of photon plus one jet events using the 2 ---+ 2 tree-level Compton and Anni­

hilation Feynman graphs shown in Chapter 1. The partonic cross sections are given 

by: 

and 

du = 7raa,.e28 (~ + !_) 
dt 9s2 t u 

where the strong running coupling a,.( Q2 ) is 

and the relativistically invariant Mandelstam variables s,t, and u are defined as 

t = (P2 - P4)2 = (P1 - P3)2 

u = (P1 - P4)2 = (P2 - P3 ) 2 

where Pi are the four momenta of the incoming (i = 1,2) and outgoing (i = 3,4) 

partons or photon. The quantity Q2 is the 'renormalization scale' of the interaction, 

and is usually chosen to be Q2 = C Ej. where .5 < C < 2, where the Er is that of 

the highest Er body in the event. The renormalization scale is ultimately due to 

the fact that the perturbative expansion of the cross section is truncated at a fixed 
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order. If the expansion were not truncated there would be no ambiguity and no scale 

choice would be necessary. In addition to the Compton and Annihilation processes, 

a complete LO calculation must also include the effect of photon bremsstrahlung 

off quarks in dijet events. This process appears to be of order a;a; however, since 

bremsstrahlung is a nearly collinear process, simple vertex counting is not sufficient. 

One procedure to account for this process is to factorize the hard scattering from the 

photon emission, which is then treated separately by a phenomenological fragmen­

tation function that gives the probability of a photon receiving a certain fraction ( z) 

of the parton's momentum. Integration of the quantum mechanical bremsstrahlung 

formula [40] gives rise to a factor of order log( Q /A). This logarithm combined with 

electromagnetic coupling produces a term of order a/ aa, which yields a cross section 

of leading order ( aaa)· At Tevatron energies, where the multi-jet cross section is 

,....., 103 larger than that for direct photons, it is necessary to impose an isolation cut 

around the direct photons to reduce the hadronic background to manageable levels. 

Theoretically this is equivalent to integrating the fragmentation function over the 

range where the photon carries a large fraction of the parent parton momentum. 

The convolution of the ,....., E;;,4 dependance of hard scattering cross sections with the 

vanishing probability of a parton giving almost all of its energy to a photon, results 

in a cross section contribution which is significant only at low Ej.. 

The theory does not make any predictions about final states involving more 

than two jets. Such events do occur however, and if one of them contains a jet that 

fragments into a photon, the result would be an enhancement in the cross section, 

provided that the other jets satisfied the cut on E~et min. The difficulty in accounting 

for such events arises from the fact that some unknown fraction will pass the photon 

candidate selection cuts, particularly the cut on isolation ET. This contribution is 

not calculable since, as mentioned above, an integration is performed. This oblit­

erates any information about accompanying particles. As a result, particularly at 
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low Er, there can be contributions to the measured cross section which are not 

accounted for in the theory. 

A next to leading logarithm calculation exists [41] which allows a second jet in the 

final state; however, at NLO there are also singularities which occur when any of the 

initial or final state partons become collinear. Also, soft singularities arise in the 2 -t 

3 LO process when one of the outgoing partons becomes soft (has very little energy); 

however, the contribution of one-loop graphs (2 -t 2 processes with an internal gluon 

loop) will cancel them in the full calculation. Several techniques are used to handle 

these singularities. Collinear singularities associated with the initial state partons 

are dealt with by absorbing such low momentum transfer processes into the parton 

distribution functions (pdf). These parameterizations give the probability that a 

particular parton will have a fraction (z) of the protons's (antiproton's) momentum. 

The calculation by Baer, Ohnemus and Owens uses the so-called MS scheme to 

factorize the cross section calculation into perturbative and nonperturbative parton 

level processes. 

The analytic techniques which allow for the cancellation of soft and collinear 

singularities in the 2 -t 3 processes are performed and the resulting nonsingular 

cross section contribution is added to the 2 -t 2 cross section. A way from singular 

kinematic regions, the 2 -t 2 and 2 -t 3 cross sections are evaluated by Monte 

Carlo integration. The analytic and Monte Carlo techniques are tied together by 

two cutoff parameters which define the regions of phase space where each technique 

is employed. The cutoff parameters, which define soft and collinear regions, appear 

in the terms for the soft corrections and modify the bremsstrahlung contribution, 

which also must be used in the NLO calculation to correctly account for the isolation 

cut. As long as the cutoffs are small, they do not interfere with the experimentally 

driven cuts and their exact values do not matter. 
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The end result is a program which produces kinematic configurations and a 

weight for three types of events: 2 --t 2, 2 --t 3, and 2 .--t 2+bremsstrahlung. 

The photon plus one and two jet cross sections cannot be directly calculated from 

these independently since this would not produce observable quantities. In fact, the 

weights of the 2 --t 2 processes at NLO can be negative. Experimentally, jets could 

not be measured with good precision at high rapidities, so they were counted only if 

\17iet \ < 2.5. Also, low ET jets were not well measured so a cutoff of E}et > 25 Ge V 

was used. Since fully fragmented and hadronized jets ate of finite size, it is not 

possible to resolve jets that are close together. In fact the use of fixed-cone jet 

definition algorithms inhibits this. For this reason, if a theoretical event has jets 

that are closer than R = 0.7, the two jets are added vectorially into a single jet. 

Events of this type then are counted as single jet events, resulting in a positive 

contribution to the photon plus one jet cross section which compensates for the 

negative, one-loop NLO 2 --t 2 contributions. 

Only the photon plus one jet cross section is truly NLO, since there are no 

radiative (one loop) corrections to the photon plus two jets cross section. As such, 

the O"-y+2jeta cross section should exhibit sensitivity to the choices of factorization and 

renormalization scale. This relatively large degree of sensitivity to the choice of scale 

is not found in the NLO calculation due to the partial cancellation of scale dependant 

terms in the NLO partonic cross section and partoll' distribution functions. Figure 

5.1 shows the two differential cross sections as a function of Q2 choices. The NLO 

calculation shows "' 53 change, while the LO calculation shifts ±153. 
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Figure 5.1: Dependance of the Differential Cross Sections on Q2 =(0.5,1.0, 2.0)E}. 

The dependance is shown in (data-theory) /theory form, where the data is replaced 

by theory with choices of Q2 = .5 and 2.0Er 2 • As expected, the LO <T-y+ 2jeta cross 

section exhibits much more dependency on the choice. The fluctuations in the <T-y+jet 

cross section are statistical in nature. 
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5.2 The Measured Exclusive Isolated Photon Cross Sections 

In this measurement, an event must have had one and only one jet of an ET 

greater than E~etmin to have been counted in U-y+jet and two and only two jets of 

an ET greater than E~et min to have been counted in U-y+ 2jeta· Theoretically, these 

cuts defined two regions of integration over jet ET, one greater than the cut, and 

one less than the cut. This exclusive treatment of the jets allowed for a comparison 

to be made between the data and theory, since the exact NLO and LO theoretical 

calculations used here were limited to at most two jets above the ET cut. 

Data points with a fractional error > 100% or a null purity were not shown. 

Figure 5.2 shows the differential cross sections as a function of E'j., given a particular 

value of E~etmin· Figure 5.3 shows the same data in (data-theory)/theory form. 

Figure 5 .4 is a plot of the data for E~et min = 25 Ge V. The photon plus one jet cross 

section is clearly in agreement with theory. The deficiency of the lowest Ej, point in 

the E~etmin = 25 GeV plot can be explained as follows. First, most of the photons 

in the bin have Ej, close to 20 Ge V, since the cross section drops exponentially 

with increasing Ej,. Second, all jets E~"t > 25 Ge V can contribute to this bin, and 

although they too are concentrated towards 25 Ge V in Ef"t, some higher ET jets 

are present. From conservation of transverse momentum1 the final state bodies's 

transverse momentum vectors must sum to zero1 , this means that if an event has 

one high ET jet 'balanced' by a 'low' ET photon roughly opposite it in c/J, there 

must be another jet in the same c/J hemisphere as the photon in order to conserve 

momentum. This accompanying jet, even though it has less than 25 Ge V of ET 

will occasionally deposit sufficient energy close enough to the photon to cause it to 

fail the experimental isolation cut, thereby reducing the measured cross section for 

that bin. With higher ET photons and jets, the impact of this effect will be sharply 

curtailed by the exponentially falling cross section. 

1This is only approximately true, but holds for the argument being made. 
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The photon plus two jet cross section is in good agreement with the theoretical 

predictions when the Efet cut is set no larger than 45 Ge V. The small number of 

events ("' 20 / photon bin) with two jets Efet > 45 Ge V was insufficient to guaranty 

the accuracy of the purity determination procedure. Given this statistical limitation, 

the agreement is not inconsistent with the theory, even at large Efet min, considering 

that the errors are systematically underestimated there. More data will have to be 

collected, however, to make a precision measurement of this region of phase space. 
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Figure 5.2: The Differential Cross Sections ~-r;4ei and du7/;4e•• given E~et(a) > 25 
T T 

through 75 GeV. The closed and open dots are data for the one and two jet cases 

respectively. The upper and lower lines are theoretical predictions for the one and 

two jet cases respectively made using CTEQ4M pdf s where Q2 = ET 2 . 
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Figure 5.3: The Differential Cross Sections dud"'Jj4"' and du~"';4•t• given E~t(a) > 25 
T T 

through 85 GeV plotted in (data-theory)/theory form. The line shows theoretical 

predictions for the one and two jet cases (closed and open dots respectively) made 

using CTEQ4M pdf s where Q2 = ET 2 . The statistical errors are given by the tic 

marks and the systematic errors are shown by the left and right slanted regions for 

the one and two jet cases respectively. 
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Figure 5.4: The Differential Cross Sections dtrii4et and dtr~j;4•t. given Efet(a) > 25 
T T 

GeV plotted in (data-theory)/theory form. The solid line is theoretical predictions 

for both the one and two jet cases (closed and open dots respectively) made using 

CTEQ4M pdfs where Q2 = ET 2 • The statistical errors are given for each point 

by the tic marks, and the left and right slanted regions give the scaled systematic 

errors for the one and two jet cases respectively. The upper and lower dotted lines 

represent theoretical predictions made choosing Q2 = 0.5ET2 and Q2 = 2.0ET 2 

respectively. 
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5.2.1 Errors on the Measurement 

The systematic errors consisted of the quadratic sum of the errors on the lumi­

nosity, fiducial cut efficiency, jet selection cut efficiency, JtT cut efficiency, photon 

candidate selection cut efficiencies, and the photon purity. These are all highly 

correlated. 

Although the efficiencies of the photon candidate selection cuts were measured 

and their errors accounted for, the cuts themselves were not deduced from an under­

lying principle. They were chosen, based on previous experience, in a fashion that 

retained most photons while rejecting the majority of multi-photon background 

events. The cross sections were functions of the photon candidate selection cuts 

Ciaa,Cemf, and C-x.2 where the C stands for the various cut values, and their respec­

tive cut efficiencies as calculated from MC photons Eiao,Eemf, and E-x.2. In general this 

means 

In order to determine the dependance of the cross section measurement on the 

photon candidate selection cut values, they were each varied independently by a 

significant amount, and the cross section was re-evaluated. No statistically signif­

icant dependance was observed, though in some instances the 'tight' cuts rejected 

all the events, and the 'loose' cuts allowed in too much background, causing a null 

purity. The differences in the recalculated cross sections typically differed from the 

original cross sections by 10% or less, which was well within the calculated system­

atic error. Figures A.1 through A.3 show the calculated cross sections, for E~t min > 

25 GeV, as the selection cuts are varied. These plots show the nominal cut choice, 

the two variations of selection cut, and the overall x2 / d.o.f. for the one and two jet 

cases for each variation. In all cases, no overall statistically significant dependance 

is observed. This is reflected in the small values of x2 / d.o.f .. 
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Table 5.1: Photon Candidate Selection Cut Variations 

Variable Loose Cut Nominal Cut Tight Cut 

Electromagnetic Fraction Cemf > 943 > 963 > 983 

Shower Shape x2 C.x? < 200 < 150 < 100 

Isolation Er (Ge V) Ciao < 2.5 < 2.0 < 1.5 
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5.2.2 Uncertainty Due to Jet Energy Scale 

An additional source of error was the uncertainty in the measurement of jet 

energies. The analysis was preformed using the nominal jet energy scale2 and was 

repeated using jet energies that were one standard deviation high and low to reflect 

fluctuations in jet ET measurement. Figure A.4 shows the E~ta min = 25 GeV 

case and the resulting x2 values for both energy scale variations. No statistically 

significant difference was observed. Tables 5.2.2 and 5.2.2 contain the factors that 

went into the cross section calculation for u..,+jet and u..,+2ieta respectively, on a point 

by point basis, where E~et(a) min= 25 GeV. 

2The 5th version of the jet energy scale correction package CAFIX was used. 
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E.., 
T N p A e.e1 €Tn~t c. u-,+jet (pb) 

15 44.± 6.63 0.00± 0.723 - - - - -

25 283.±16.82 0.30± 0.087 .753±.025 .849±.002 .996±.004 0.210±0.013 43. 727±13.058 

35 6823.±82.60 0.56± 0.022 .744±.005 .868±.003 .972±.002 13.450±0.81 31.073± 2.283 

45 2432.±49.32 0.69± 0.034 .744±.009 .875±.003 .963±.004 13.450±0.81 13.678± 1.083 

55 5621.±74.97 0.61± 0.024 .746±.006 .878±.004 .936±.003 87.31±5.24 4.433± 0.324 

65 2380.±48. 79 0.74± 0.032 .746±.009 .883±.004 .915±.005 87.31±5.24 2.310± 0.177 

75 1057.±32.51 0.77± 0.045 .746±.013 .881±.004 .902±.009 87.31±5.24 1.085± 0.095 

85 521.±22.83 0.89± 0.057 .746±.019 .875±.004 .871±.014 87.31±5.24 0.643± 0.060 

95 257.±16.03 0.96± 0.080 .746±.026 .887±.004 .824±.022 87.31±5.24 0.359± 0.035 

Table 5.2: Summary Table of Cross Section Parameters for <T-r+iet· The quantities 

~T/ = 1.8, ~ET = 10 GeV, f.trk = .82 ± .009, and f.jet = .969 ± .003 were constant at 

all Ej. Statistical errors are shown for N, Systematic errors only for the rest. The 

purity calculation for the Ej = 15 GeV bin was null, and hence was not shown. 

E.., 
T N p A e.e1 Eniet c. u-,+2jeta(pb) 

15 13.± 3.61 A - - - - -
25 23.± 4.80 A - - - - -

35 574.±23.96 0.58± 0.074 .744±.018 .868±.003 .921±.011 13.450±0.81 2.987± 0.427 

45 276.±16.61 0.60± 0.083 .744±.026 ·.875±.003 .911±.016 13.450±0.81 1.470± 0.231 

55 912.±30.20 0.65± 0.049 .746±.014 .878±.004 .921±.009 87.31±5.24 0.800± 0.079 

65 495.±22.25 0.93± 0.073 .746±.019 .883±.004 .929±.011 87.31±5.24 0.613± 0.063 

75 262.±16.19 0.70± 0.084 .746±.026 .881±.004 .919±.016 87.31±5.24 0.248± 0.035 

85 147.±12.12 0.95± 0.102 .746±.035 .875±.004 .875±.026 87.31±5.24 0.199± 0.024 

95 112.±10.58 0.89± 0.126 .746±.040 .887±.004 .882±.029 87.31±5.24 0.140± 0.022 

Table 5.3: Summary Table of Cross Section Parameters for <r-y+ 2ieta· The quantities 

~T/ = 1.8, ~ET = 10 GeV, f.trk = .82 ± .009, and f.jeta = .939 ± .004 were constant 

at all Ej. Statistical errors are shown for N, Systematic errors only for the rest. 

(A) The purity calculation for the Ej = 15 and 25 GeV bins was not reliable due 

to low statistics. 



CHAPTER 6 

SUMMARY AND CONCLUSIONS 

The results presented in this dissertation represent the first comparison between 

data and theory for direct photons produced with one and two jets at the Tevatron. 

The DO detector has superb energy resolution and segmentation in the calorimeter. 

In addition to the fine lateral segmentation, the longitudinal segmentation allowed 

the differentiation between direct photons and photons due to 71" 0 or 1/ meson decays. 

The purity of the direct photons was determined from the fractional conversion prob­

ability of the gamma particles in the first layer of the electromagnetic calorimeter, 

as 71" 0 or 1/ meson decays have two photons each and the probability for one of them 

to convert in the first calorimeter layer is twice that of a single direct photon. 

The kinematic region studied for photons was eta < 0.9, Ej. > 20 GeV and 

for jets of pseudorapidity < 2.5 and Er > 25 GeV. The choice of these limits was 

to allow for the clear identification of photons and jets. After all the cuts for the 

photons, the purity of direct photons varied from about 30% at Ej. of 25 Ge V to 

over 90% for Ej. greater than 85 GeV. The jet minimum: Er is required to ensure 

high efficiency in offiine reconstruction. A total of 19,374 direct photon candidate 

events were identified with one jet and 2,801 direct photon candidate events with 

two jets. The overall purity estimate is 63.3 ± 4. 7%. 

The direct photon plus one jet cross section was compared to the next to the 

leading (NLO) order QCD calculation using the CTEQ4M parton distribution func­

tions (pdf's). The agreement is excellent. Table 6.1 shows the x2 /d.o.f. on the data 

where x 2 = "'(C1'Ez-C1'Thy )2 . The result of x 2 on the order of or less than 1 for all the L..J lTE.,p E; 
different Ef"t min cuts indicates that the theory is in good agreement with the photon 
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Table 6.1: Table of x2 I d.o.f. for Each Differential Cross Section 

Eiet 
T min x2 I d.o.f. for U-y+jet X2 I d.o.f. for U-y+2jeta 

25 .307 .32 

35 .55 .72 

45 .93 1.17 

55 1.03 2.92 

65 1.23 7.24 

75 1.51 6.83 

plus one jet data in all kinematic regions where the background subtraction proce­

dure was successful. The direct photon plus two jets cross section was compared 

to lowest order QCD predictions, again made using the CTEQ4M pdf's, and the 

agreement is also very good. The direct photon plus two jets cross section was best 

described by LO QCD when Efeta > 25, 35, and 45 GeV. The purity calculation was 

decreasingly reliable at higher Efeta min cuts, due to the rapidly decreasing statistics 

which limited the reliability of the purity calculation. The conclusion is that the 

Standard Model calculations describe the data very well. 



APPENDIX A 

THE SYSTEMATIC DEPENDANCE OF THE CROSS SECTION 

MEASUREMENTS ON THE PHOTON CANDIDATE SELECTION 

'CUTS 

The following plots show the results of varying the photon candidate selection 

cuts, and the cross section calculations. They also show the dependance of the cross 

section on the jet energy scale. In all cases, no statistically significant dependance 

is seen, as the differences in the results are less than the systematic errors. 
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Figure A.l: Dependance of the Cross Sections on the Electromagnetic Fraction Cut. 

The axis represents the cross sections as calculated with the nominal cuts, the up 

and down arrows show the respective 'tight' and 'loose' cuts. The x2 / d.o.f. is then 

shown for each cut, and both the one and two jet cross sections. The error bars 

show the systematic errors for the nominal cut choice. The numbers underneath each 

error bar distinguish the one and two jet cases respectively. 
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Figure A.2: Dependance of the Cross Sections on the Shower Shape Cut. The axis 

represents the cross sections as calculated with the nominal cuts, the up and down 

arrows show the respective 'tight' and 'loose' cuts. The x2 / d.o.f. is then shown 

for each cut, and both the one and two jet cross sections. The error bars show the 

systematic errors for the nominal cut choice. The numbers underneath each error 

bar distinguish the one and two jet cases respectively 
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Figure A.3: Dependance of the Cross Sections on the Isolation Cut. The axis 

represents the cross sections as calculated with the nominal cuts, the up and down 

arrows show the respective 'tight' and 'loose' cuts. The x2 / d.o.f. is then shown 

for each cut, and both the one and two jet cross sections. The error bars show the 

systematic errors for the nominal cut choice. The numbers underneath each error 

bar distinguish the one and two jet cases respectively 
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Figure A.4: Dependance of the Cross Sections on the Jet Energy Scale. The axis 

represents the cross sections as calculated with the nominal jet energy, the up and 

down arrows show the respective 'high' and 'low' jet energy estimate results. The 

x2 / d.o.f. is then shown for each case, for both the one and two jet cross sections. 

The error bars show the systematic errors for the nominal jet energy choice. The 

numbers underneath each error bar distinguish the one and two jet cases respectively 



APPENDIX B 

PLOTS 

B.1 Trigger Efficiencies as a Function of Ej. 
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Figure B.1: Turnon of All Triggers. The efficiency of each trigger is plotted with 

statistical errors as a function of simulated photon ET. 
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B.2 Purity Fits 

The following plots are the result of the purity calculation for the photon plus 

one jet case, where the minimum jet Er was 25 GeV. 
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Figure B.2: Fitted Distributions of the Discriminant Variable. Data are shown with 

statistical errors, the smoothed MC photons and jet distributions are given by the 

dashed and dotted lines respectively. The fits are given by the solid lines. From left 

to right and top to bottom, the fits are shown for Ej. in the ranges 10-20, 20-30, 

30-40, and 40-50 GeV. Data points in the region ,...._, -.5 that are not well fit by the 

MC were due to detector effects which were not well modeled by the MC. However, 

by ignoring these few events in the fit, the resulting purities change by ,...._,.13, since 

as expected, the fits are dominated by the low end tails. 
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Figure B.3: Fitted Distributions of the Discriminant Variable. Data are shown with 

statistical errors, the smoothed MC photons and jet distributions are given by the 

dashed and dotted lines respectively. The fits are given by the solid lines. From left 

to right and top to bottom, the fits are shown for Ej. in the ranges 50-60, 60- 70, 

70-80, and 80-90 GeV. Data points in the region,....., -.5 that are not well fit were due 

to detector effects which were not well modeled by the MC. However, by ignoring 

these few events in the fit, the resulting purities change by ,....., .13, since as expected, 

the fits are dominated by the low end tails. 
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Figure B.4: Fitted Distributions of the Discriminant Variable. Data are shown with 

statistical errors, the smoothed MC photon and jet distributions are given by the 

dashed and dotted lines respectively. The fit is given by the solid line. For this 

figure 90 < Ef < 100 Ge V. 
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