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Abstract

We have analysed 108 pb�1 of data from
p
s = 1:8 TeV pp collisions. The data

were collected at the Collider Detector at Fermilab during the 1992-93 and 1994-

95 runs. We have selected the W bosons in these data in order to test predictions

of perturbative QCD. Standard model contributions to W+ jet events include top

production, diboson production and direct singleW boson production with associated

hadronic jets. The largest contribution to the W+ jets is direct singleW production.

We isolated this contribution in order to measure the cross sections for direct single

W boson production as a function of jet multiplicity, the jet energy spectra, and

jet-jet correlations. The high luminosity during data collection has provided 51431

inclusiveW ! e� events which allow precision tests of perturbative QCD. The cross

sections and hadronic jet properties predicted by perturbative QCD are compared

to our data measurements. Leading order QCD calculations from VECBOS have

been processed through the HERWIG fragmentation program and fully simulated

with the CDF detector simulation program (QFL). HERWIG provides added gluon

radiation which represent partial higher order corrections to the tree-level diagrams

and we refer to this calculation as enhanced leading order. The theory calculation is

sensitive to several scales: renormalization, factorization and the cut-o� used for the

fragmentation. We �nd that the theory predicts the main qualitative features of the

data.
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Chapter 1

The Standard Model

1.1 Motivation and Analysis Overview

One can view much of the history of physics as a search for a single theory capable of

explaining and predicting all observed physical phenomena. One of the most ambi-

tious lines of investigation is the challenge of explaining the fundamental structure of

matter. The idea that matter is decomposable into fundamental units is a hypothesis

that has persisted for at least 2000 years because it is a testable hypothesis which has

successfully survived continual experimental scrutiny. Though this particle picture of

matter has survived, it has not been without repeated overhaul and re�nement. One

of the most signi�cant and recent advances in our understanding is that a particle

description of the world is fundamentally incomplete. Such a description must be

complemented by a wave description as well. The mathematical expression of this

idea is found in quantum mechanics. It is believed to be a requirement of nature

that any successful fundamental theory is necessarily a quantum mechanical theory.

Our current most successful fundamental quantum theory is known as the standard

model.

The standard model unambiguously de�nes the most fundamental constituent of

matter and the forces which govern these constituents. To date, there are no known

serious experimental results contradicting the predictions of this theory; though, there

are fundamental reasons for believing that this theory is incomplete. Most notable is

the standard model's silence on a quantummechanical description of gravity. In order

to advance our understanding of the physical universe and to re�ne the theories that

mathematically express this understanding, we must test the standard model at the
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limits of its predictions. One means of achieving this is to directly probe the structure

of matter. A seemingly crude but e�ective method of probing particle structure is

by smashing particles together. The power of this procedure is best understood in a

particle's wave nature. The fundamental wavelength of a moving particle decreases

as its momentum increases. In an analogy with light, the resolving power of the

particle probe increases as the wavelength decreases. From these two relations, we

see that high energy particle collisions can reveal the �ne structure of matter.

A reasonable level of structure at which to begin a study is the proton. The

Tevatron Collider at Fermilab accelerates and collides the proton with its antiparticle

at the world's highest center of mass energies, 1.8 trillion electron-volts (TeV ). In

these collisions the constituents of the proton, quarks and gluons, can interact with

constituents of the antiproton. It is these hard interactions which we utilize to test

the standard model. Speci�cally, we search for a relatively rare product, theW boson

particle, that is produced from the hard interactions.

Though the production of aW boson occurs in only 1 of every 2 million pp collisions,

it is relatively easy to �nd. The W decays quickly to other particles and its decay

characteristics are well described by the electroweak sector of the standard model.

The W decays 10.8% of the time to a �nal state with an electron plus a neutrino [1].

Electrons leave a distinctive signature in the detector. Neutrinos, on the other hand,

easily escape the detector without a trace. The elusive neutrino leaves the electron

conspicuously unbalanced from the detector's perspective. This dual electron plus

missing energy signature identi�es W production.

The description of W boson production relies on a less well understood sector of

the standard model, quantum chromodynamics or QCD for short. QCD describes

the strong interaction between partons (quarks and gluons). Parton collisions which

produce aW can simultaneously produce other partons in association with the boson.
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It is actually these W+ parton events which interests us. We measure the rate of

production (cross section) of the partons as a function of the number of partons that

are produced. We also measure the kinematic properties of the partons produced in

association with the W boson. These measurements are used to test the predictions

for cross sections and kinematic properties as described by QCD.

Simply put, extracting predictions from QCD is di�cult. The theorist must

use the perturbative approach to approximate QCD predictions. In this scheme,

successively more precise calculations are done which are referred to as orders of the

calculation. The �rst order calculation is called leading order (LO) and the next

order is curiously referred to as next-to leading order (NLO). The success of the

perturbative approach depends on the process that one calculates. The production

of the massive W boson requires a large momentum transfer and this requirement

satis�es the conditions for the perturbative approximations to be accurate.

Beyond measuring W+ parton production characteristics, the reliability of the

QCD calculations is assessed in this dissertation. Currently NLO calculations are

available for W+ 1 parton production. We choose to test the LO calculations which

are available for W+ 1 parton through W+ 4 parton production. This choice allows

a more comprehensive treatment of the W data that we analyze.

The discussion above has been inaccurate in at least one respect. The standard

model states that we can not observe partons! This is experimentally veri�ed con-

tinuously to the frustration of the experimentalist. The parton quickly converts to

multiple hadrons 1 through processes referred to as fragmentation and hadronization.

The hadrons initiated by the parent-parton, share the parent's momentum and gen-

erally travel in a direction close to its initial direction. The experimental signature of

this cone-like stream of hadrons is referred to as a jet. Our analysis will reconstruct

1strongly interacting composite particles
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the jets deposited in the detector.

In the next section we will re�ne these concepts in a more detailed overview of

the standard model. Since it has taken more than two millennia to move from the

conception of the atom to the discovery of the 6 quarks and 6 leptons that currently

represent the fundamental particles of nature, it is �tting that we relate a small

portion of the evidence for the standard model.

1.2 The Constituents of Matter

The standard model speci�es the most fundamental constituents of matter and de-

scribes the interactions among these. The fundamental particles, quarks and leptons,

are spin 1/2 particles (fermions) from which all matter is composed. Leptons interact

via the gravitational, electromagnetic, and weak forces. There are 6 fundamental lep-

tons divided into three generations. The �rst generation contains the familar stable

electron and its associated neutral lepton (�e). There exists two other versions of

the electron: the muon (�) and the tauon (� ). The � and � have almost identical

quantum numbers as the electron but are distinguished by their greater masses and

unique lepton quantum numbers. The � with its associated neutrino (��) form the

second generation of leptons and the � and �� form the third generation. The three

generations of leptons are listed in table 1.1. The charged leptons (e,�,� ) participate

in gravitational, electromagnetic and weak interactions while the chargeless neutrinos

interact via the weak and gravitational interactions.

Parallel to the leptons, there exists 6 quarks. These are distinguished by their a-

vor: up (u), down (d), strange (s), charm (c), bottom (b) and top (t). The quarks are

fractionally charged fermions which are the constituent particles of all observed com-

posite particles (hadrons). Stable matter consist of members from the �rst generation

of quarks, up and down.
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Table 1.1: Standard model quarks and leptons.

generation charge
1 2 3 Q

quarks
up charm top 2/3

down strange bottom -1/3
leptons

�e �� �� 0
e� �� �� -1

Until 1995 the existence of the 5 lightest quarks (u; d; s; c; b) had been experi-

mentally veri�ed. The discovery of the sixth quark awaited the design of a collider

which could reach the threshold energy of top quark production. A recent success

of the standard model is the veri�cation of the top quark produced in pairs (tt) at

Fermilab [2]. The discovery was possible with the Tevatron because the center of

mass energy of the pp collisions are well above twice the top quark mass. The top

quarks eeting existence prevents it from forming bound states with other quarks.

The top decays to aW boson and b quark which provides a unique and clean detector

signature for its identi�cation and study. The top mass (176.8 � 6.5 GeV=c2 [3]) is

now the most accurately known of all quark masses. However, this level of precision

introduces some uncertainty into the W+ jet analysis as we shall see in chapter 4.

Quarks can interact through the same forces as leptons (G,EM,Weak). They

also participate in the strong interaction which is the force responsible for combining

quarks into hadrons. Quarks were �rst proposed as the building blocks of hadrons

with the introduction of the static quark model. This model described the hadrons

as bound states of three quarks (baryons) or a quark-antiquark pair (mesons). An

example pertinent to the current analysis is the quark content of the proton which

is a baryon consisting of 2 up quarks and 1 down quark (uud). Angular momentum
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sum rules for spin 1/2 particles allow only half integer spin composite particles from

3-quark bound states and integer spin composite particles from 2 quark bound states.

Thus, baryons are de�ned by their 1/2 integer spin and mesons by their integer spin.

These two quark con�gurations successfully accounted for the hundreds of hadrons

produced in decades of high energy experiments, but some fundamental problems

existed in this model. The static quark model provided no explanation of the force

which glued the quarks together to form hadrons. No bare quarks had been observed

in any collisions. Finally, the quantum mechanical wave function for some of the

hadrons necessarily violated a fundamental quantum mechanical principle. These

problems are resolved within the current standard model and speci�cally they are

explained within the QCD sector of the theory.

With the speci�cation of the quarks, leptons, and their associated antiparticles,

we complete the list of 24 fundamental fermions of the standard model. The hun-

dreds of individual hadrons produced in high energy collisions are reducible to the 6

fundamental quarks and their antiparticles.

1.3 The Fundamental Interactions

All interactions of particles are believed to be speci�ed by the four known forces of

nature: gravity, electromagnetism, weak and strong. The standard model provides a

description of the electromagnetic, weak and strong forces. The electromagnetic and

weak interactions are often spoke of together as the electroweak interaction. They

are related through their couplings in a manner parallel to the electric and magnetic

forces. Here we discuss the interactions separately.
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1.3.1 Gravity

The standard model does not provide a mathematically consistent integration of the

force of gravity in its description of the world. Currently untenable problems of

providing a quantum description of the gravitational force have not been resolved.

However this failing of the standard model does not pose problems for experiments in

particle physics because gravity is by far the weakest of the four interactions. There-

fore, it is safely neglected in our examination of the other fundamental interactions.

1.3.2 Electromagnetism

The electromagnetic interaction is described within the context of the standard model

and was the �rst of the four interactions to be described as a quantum mechanical

gauge invariant �eld theory known as quantum electrodynamics (QED). Physically,

gauge invariance is expressed by the conservation of a charge in interactions. For

the electromagnetic interaction it is the electric charge (Q) which is conserved. All

charged particles interact through the electromagnetic force with a strength that is

determined by their charge. An example of an electromagnetic interaction is the

annihilation of the electron (e�) with its antiparticle the positron (e+). The �nal

state of this interaction is constrained by charge conservation and will consist of any

charged particle pair such as a muon pair (�+��).

The gauge invariance required of QED is actually more restrictive than global

conservation of charge. The theory must provide a connection between charges dis-

appearing in one place and appearing in another[4]. The mediators of the electro-

magnetic interaction are photons. This idea is expressed in the Feynman diagram

of �gure 1.1. We read this diagram as an electron pair annihilating to a photon

with the subsequent muon pair creation from the photon. Feynman diagrams such

as �gure 1.1 permit a method of expressing the various orders of the perturbative ap-
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proximations that are used to calculate measurable quantities such as cross sections

and decay rates. The horizontal axis in the diagram represents time and the verti-

cal axis is the spatial dimension. The legs of the diagram represent the momenta

of the particles and the vertices represent the coupling to the photon. Figure 1.1

shows one intermediate photon. It is possible that other diagrams can be written

containing more photons and still represent the same process. For example, we could

draw the photon as splitting to any pair and re-combining before the muon pair is

produced. The beauty of QED is that the probability of such occurrences decreases

with the number of photons emitted and absorbed. This is due to the small coupling

(�� 1/137) between photons and charged particles. The best �rst approximation to

e+e� !  ! �+��, is therefore given by the diagrams with the fewest intermediate

photons.

The mathematical evaluation of diagram 1.1 yields the leading order QED ap-

proximation of e+e� !  ! �+��. The technical details of the diagrams evaluation

are outside the scope of this thesis; however, some aspects of the calculation need

mentioning. The exact value used for � depends on an energy scale introduced into

the calculation which is called the renormalization scale. The variation (or running)

of � with the renormalization scale introduces some uncertainty into the perturbative

calculation because the choice of scale for a particular process is somewhat arbitrary.

Fortunately, the dependence on the renormalization scale drops out as higher order

diagrams are added to the calculation. QED calculations, which have been performed

beyond leading order, have yielded precise calculations in excellent agreement with

experimental measurements [5].
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γd

t
Figure 1.1: leading order diagram of muon pair production from electron pair anni-
hilation. The lines represent particle momenta and the vertices represent the coupling
of the photon to the fermions. The coupling is proportional to the �1=2. The am-
plitude of the process is given from the square of the matrix element so that we say
that the process is second order � (�2).

1.3.3 The Strong Interaction

The strong force binds the quarks into hadrons and its residual e�ects are responsible

for binding the protons and neutrons into nuclei. Quantum chromodynamics (QCD)

is the quantum �eld theory which describes the strong force. Parallel to QED, there

is a conserved charge (color) and there are quanta which mediate the interaction. In

contrast, the color charge is triple valued and there are an octet of mediators called

gluons. The strong coupling (�s) is relatively large, making perturbative QCD more

di�cult. Accurate perturbative QCD predictions are possible for processes involving

large momentum transfers (small distance) because the coupling runs to small values

as the momentum transfer increases.

An additional distinction from QED is that force mediators, gluons, carry color

charge which means they can couple to one another. The gluon self-coupling leads to

a linear form of the strong potential which increases as the distance increases. The

linear behavior provides some intuition into the empirical fact that quarks have not

been observed. The strong potential �eld energy grows linearly with the separation
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of charges. As charges continue to separate it becomes energetically possible and

favorable to create quark pairs from the �eld and reduce the charge separation. The

quarks produced from this process must eventually form colorless, bound states. The

only two stable colorless con�gurations of bound quark states are the 3-quark com-

bination and the quark-antiquark bound state [6]. In a single stroke QCD provided

3 missing elements of the static quark model. QCD provided a binding force. This

force provided the explanation why quarks remain hidden from observation. Finally,

it provided a reason for the meson and baryon quark con�gurations.

The introduction of color also solved an apparent contradiction in the static quark

model description of hadrons. This is most easily seen in the resonance �++ [7]. The

quantum numbers of this particle are reproduced by 3 up quarks in the ground state

(l = 0) with the spins aligned (J = S = 3=2). This con�guration violates the Pauli

exclusion principle because the interchange of any 2 of the three identical fermions

yields the identical wave function. If each quark carries a di�erent color then the

wave function can be expressed in the required totally antisymmetric form.

It is interesting to note that some of the earliest experimental evidence supporting

QCD was derived from the QED process described earlier (e+e� annihilation). QED

calculations predict the production rate of quark pairs as easily as that of muon pairs.

The only signi�cant di�erence in the LO diagrams is that the quarks carry a fraction

of the electric charge (e) so that their coupling to the photon is reduced. Aside from

the quarks charge, the rate of quark pair production is determined by the number

of �nal states available to the photon. Two factors determine the number of �nal

states, one of which is the available energy to produce quarks with mass. Current

e+e� colliders can run at energies well above twice the mass of all but the top quark.

The second factor that increases the number of �nal states available to the photon

is the color degree of freedom which will raise the production rate by three times.
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Absolute measurements of the production rate are unnecessary since the rates can be

compared to the rate of muon pair production which contains no color factor. The

measurements agree with the inclusion of the color factor for quarks ([8]).

Since we can not directly observe bare quarks, the actual measurement of quark

pair production involved analyzing e+e� ! hadrons. The detailed analysis of

hadrons produced from e+e� annihilation provides more evidence in support of QCD.

At high center of mass energies the hadrons are observed to cluster into 2 jets. This

process is predicted by QCD and consistent with a parent-quark fragmenting to

hadrons [9]. The tell-tale signs of quarks as progenitors of jets is due to the fact

that the fragmentation of quarks is decoupled from the production of quarks. The

basic idea is that quarks are produced, subsequently fragment to multiple partons

and eventually collect into bound states (hadrons). We utilize these features in our

W+ jet analysis. Since the hadronic �nal state carries the history (momentum) of

its parent-parton, the jets that we reconstruct at the Collider Detector at Fermilab

(CDF) can be corrected back to the original parton momentum.

The fragmentation of quarks poses more serious problems in the predictions of

jets. The long-time-scale physics of fragmentation is in the realm of soft QCD. The

calculations here are even more di�cult than perturbative QCD which we use to

predict the production of partons. Therefore, models of parton fragmentation are

necessary.

The use of a fragmentation model introduces a second scale into our QCD pre-

dictions, the fragmentation scale. This scale sets an upper limit of particle radiation

from the parent-parton that occurs during fragmentation. Although our W+ jet

comparisons are insensitive to the micro-details of the fragmentation model, they

are sensitive to the fragmentation scale. Since these models are currently our only

theoretical connection between partons and jets, their reliability must be assessed.
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1.3.4 The Weak Interaction

We have reserved the discussion of the weak interaction for last because of its central

role in our analysis. As described earlier, we begin our analysis by identifying W

bosons. The W boson is one of the mediators of the weak interaction. This boson

couples upper generation members of fermions to the lower generation 2 members as

shown in �gure 1.2. In this diagram we see that the interaction involves a transfer

of electric charge at the vertex. The weak interactions mediated by the W� boson

and its antiparticle (W+) are referred to as the weak charged currents. There is also

a weak neutral current mediated by the Z boson. The strength of the charged and

neutral weak current couplings are related to the electron charge (e) by numerical

factors. Additionally, the couplings of the Z boson are similar to that of the photon

with the exception that the Z will also couple to neutrinos. These features hint at

the electroweak uni�cation mentioned earlier. Details of electroweak uni�cation are

found in references [11]. There is one prediction that arises from the uni�cation of

electromagnetic and weak forces that deserves mentioning. The theory predicts that

the Z and W bosons will be massive. Furthermore, the theory predicts the values

for the masses. The discovery of the Z and W bosons at their expected masses was

another triumph for the standard model.

Observation of W Bosons

The pp collider that produced the �rst observed W bosons is located at CERN [12,

13]. A short diversion into the details of the discovery will serve to describe the

techniques used to observe W bosons.

The identi�cation of a W relies on the �nal state particles of its decay. One

possible decay of the W� is the decay to an electron and anti-neutrino. This is

2A more accurate description distinguishes left and right-handed fermions and the fact that the
d; s; and b quarks are mixtures of weak eigenstates. See reference [10]
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seen by making use of the rules for manipulating Feynman diagrams. A very useful

feature of Feynman diagrams is that a particle can be replaced by its antiparticle and

provided the direction is reversed the physics is the same. Applying this operation to

the neutrino in �gure 1.2, we obtain the decay W� ! e�� which is shown explicitly

in �gure 1.3. The W can decay into other leptons (�� and ��) or into quarks (W !
qq0 ! hadrons). The hadronic decay mode is di�cult to see above the enormous

background process of direct QCD multijet production. The � lepton decays quickly

so that W identi�cation is complicated here also. The � lepton decays eventually

but lives long enough to leave a direct indication of its presence in the detector. The

stable electron provides another distinctive signal for identifying W 's.

The UA-1 and UA-2 detector collaborations used the lepton decay modes to

search for the W boson but we focus only on the electron mode in our discussion.

The discovery of the W relied on a sample of events containing an electron with

a large component of energy transverse to the beamline. The large energy of the

electron is due to the mass energy of the W boson. The electrons were distinguished

from jets with the use of a segmented calorimeter. The energetic neutrinos in these

events are inferred from a large imbalance of calorimeter energy transverse to the

proton beam. The UA-1 collaboration reported 5 clean high energy electron and

neutrino events in 1983. The mass of the W boson was measured from the transverse

momenta and was found to be 81 � 5 GeV , in line with existing predictions.

1.4 W+ Jet Production in pp Collisions

One possible production diagram forW bosons is represented in �gure 1.4. In this di-

agram, u and d quarks from the �rst generation produce aW� boson. In pp collisions,

the quarks are provided by the proton and antiproton. The production of partons in

association with a W boson is predicted by the QCD sector of the standard model.
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Figure 1.2: The W boson coupling. The electron and neutrino are connected
through the weak charged current, the W� boson.

e-

νe
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Figure 1.3: Decay of a W� boson to the �rst generation of leptons.

QCD allows for the initial state quark in W production to couple to a gluon via

the strong interaction. The �rst diagram of �gure 1.5 represents W+ 1 parton pro-

duction. Contained within this diagram is the W production vertex (qq !W ) and

additionally we see a gluon in the �nal state. We refer to this type of W+ parton

production as direct singleW+ parton production. The essential element for de�ning

the W production as direct and single is the qq !W part of the diagram. This name

distinguishes this process from other sources of W 's in pp collisions such as top quark

decay. Top quark decay contains essentially the same W vertex; however, there is
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Figure 1.4: Production of a W� boson from the �rst generation of quarks.

only one quark in the initial state (t! W b).

The �rst diagram in �gure 1.5 is only one example of the leading order contribution

to direct single W+1 parton production. Other leading order diagrams are listed in

�gure 1.5. These represent some of the various initial state partons which can result

in a W and parton. The second diagram shows a gluon in the initial state. The gluon

can produce a quark pair where one is used in W production and the other becomes

a �nal state jet. Diagrams containing an initial state gluon must also be calculated

for a leading order prediction of W+ 1 parton production. This is so because gluons

mediate the force between quarks so that they are available as proton constituents.

The full complement of the proton actually includes three types of constituents:

valence quarks, gluons and sea quarks. The quarks that determine the proton's

quantum numbers are called the valence quarks. The valence quarks of the proton

are the uud quarks described earlier. We have just described the source of gluons.

Finally, there are sea quarks which are virtual quark pairs appearing as intermediate

components of the gluon �eld.

The proton's momentum is shared among its various constituents. The fraction

of the momentum that a constituent carries must be known in order to calculate

15



W production rates. We use parton distribution functions for this purpose. These

functions give the probability that a particular constituent of the proton carries a

momentum fraction (x) of the proton's momentum. These functions are derived

empirically from the world's collision data. They must be evaluated at an energy

scale appropriate for W production in 1.8 TeV pp collisions. The scale at which

the parton distribution function is evaluated is called the factorization scale. The

description of the factorization scale as it appears in LO calculations speci�es the

�nal scale that we study in the W+ jet analysis.

a) qq  initial state-

d

u

d

W+

g

b) qg  initial state

g

u

d

W+

d

c) qq  initial state-

d

u

u

g

W+

d) gq  initial state-
g

d

u

W+

u

Figure 1.5: W+ 1 parton production. Four leading order diagrams representing the
production of a W+ boson from various initial state partons. a) quark and antiquark
intial state b) quark and gluon initial state c) quark and antiquark initial state d)
antiquark and gluon initial state.

A study of heavy boson plus jets events provides a clean test of perturbative QCD
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for several reasons. As mentioned earlier the massive boson requires a large momen-

tum transfer which makes this process suitable for perturbative QCD. Additionally,

the production rates at su�ciently high energies provides high statistics data for a

precision analysis. Finally the unique decay characteristics of theW allow us to select

highly pure samples. Precision electroweak analyses have measuredW boson produc-

tion and decay properties. CDF's published results for the W boson include the W

mass [?], measurement, the inclusiveW cross section measurement [35] and the ratio

of the W and Z cross sections [36]. These studies analyzed 20 pb�1 of and provided

precision tests for the predictions of the standard model. These electroweak analysis

developed standard CDF techniques for analyzing the W through its W ! e� decay.

This thesis describes the extension of of these techniques to the analysis of W bosons

produced in association with jets.

There are several previous CDF measurements for the production characteristics

of heavy bosons produced in association with jets. A study published [?] in 1993

measured the cross sections of W ! e� + n jets and W ! �� + n jets with n=0-4.

The jet production rates were corrected back to parton production rates and com-

pared with LO cross section calculations at two renormalization scales (
q
< Pt >

2

and MW ). The data are in good agreement with the theory and favored the higher

renormalization scale. The angular and transverse energy spectra of jets inW+ 1 and

2 jet events were also compared to the QCD predictions. No signi�cant deviations

were found within the statistical uncertainties.

From the feynman diagrams of �gure 1.5 we see that the the production of W

+ 1 parton events can proceed through the exchange of gluon or a quark. Since the

spin of gluon is 1 and that of a quark is 1/2 the two exchanges produce di�erent

W angular distributions (cos ��) as measured from the W + parton center-of-mass.

The quark exchange dominates W+ jet production at the Tevatron's energy. A 1994

17



CDF analysis [?] showed that the cos �� distribution are in agreement with the QCD

predictions at LO QCD and NLO QCD.

A more recent CDF analysis (1994 [33]) measured the production rate and kine-

matic properties of jets produced in association with the Z boson. This analysis used

the Z ! e+e� decay to select Z bosons. The production rate of Z ! e+e� events is

a factor of 10 below W ! e� ; however, the analysis utilized 6708 Z ! e+e� events

from 108 pb�1 of luminosity collected over the 1992-93 and 1994-95 Tevatron runs.

The Z+ n jet cross sections were measured for n=1-4. The data were compared to

enhanced LO QCD 3 predictions for n = 1-3. The data and theory were in agree-

ment within the inherent LO uncertainties. The jet angular and transverse energy

distributions were also used to test the theory. The angular separation of two jets

in Z+ � 2 jet events are of particular interest because the rate of collinear jets is

sensitive to the fragmentation scale used in the parton fragmentation model. The

data for this distribution is best reproduced in the theory by not limiting the added

radiation from initial and �nal state partons.

The current analysis of W+ jets extends the work from these analyses described

above. We have 51431 W events. Of these 11444 W events have at least one re-

constructed jet, a number comparable to the total number of W events used in the

1992-93 analyses. We test the enhanced LO QCD predictions for cross sections and

jet kinematic properties through the 4 jet channel.

1.5 Chapter Summary

We have reviewed from an interpretive perspective the fundamental ideas of the

standard model. The list below summarizes those features of the standard model that

allow reliable predictions for W+ jet events produced in
p
s= 1.8 TeV pp collisions.

3see chapter 7 for a description of the enhanced LO calcualtion
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1. W decay: The W boson's decay properties are well predicted by the elec-

troweak sector of the standard model.

2. factorization: The small coupling of the strong force at very small distance

scales allow the proton constituents to be treated as quasi-free particles. This

feature allows us to calculate the hard parton interactions without considering

the inter-parton coupling of the constituents. The details of the proton structure

do enter the predictions in the form of parton distribution functions. The

scale at which we evaluate the proton structure is called the factorization scale

and determines the level at which the quarks and gluons participate in W

production.

3. perturbation: The perturbative approximations of QCD can provide accurate

predictions for strong interactions. The calculations introduce the renormaliza-

tion scale. The value of the scale is determined by physics process under study.

4. fragmentation: Parton production and parton fragmentation are decoupled.

The conversion of a �nal state partons into multiple hadrons results in a jet of

hadrons. Jets can be corrected back to the parton level which allows tests of

perturbative QCD. The modelling of fragmentation in the theory introduces a

third scale, fragmentation, into the predictions.

The following list presents the experimental advantages of the W+ jets analysis.

1. W production: Identifying W bosons and high ET jets selects processes in-

volving large momentum transfers suitable for the perturbative approximation.

2. W decay: The �nal states of W decay that contain an electron and neutrino

(10%) allow the collection of a highly pure sample of W bosons.

19



3. direct single W 's: Direct single W production in association with jets is the

dominant source of real W production. The analysis of these events provides a

su�cient number of W+ 4 jet events to study QCD at leading order up to the

4th order of �s.

The next �ve chapters describe in detail the experimental aspects of the W+ jet

analysis. In chapter 7 we return to the theory to discuss its implementation. The

data and theory are then compared.
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Chapter 2

The Experiment

2.1 Introduction

The Collider Detector at Fermilab (CDF) is a multi-purpose and multi-element detec-

tor designed for precision energy, momentum, and position measurements of particles

produced in
p
s = 1:8 TeV pp collisions. The focus of the discussion will be those

elements useful in identifying the �nal state particles of W ! e� + jet events. The

principle detectors used in analyzing these events are the vertex detector (VTX), the

central tracking chamber (CTC) and the full set of hadronic and electromagnetic

calorimeters (table 2.1). The VTX allows us to reconstruct the position along the

beam line where aW boson is produced. The CTC precisely measures a particle's tra-

jectory over a 1.4 meter radius from the beam line. The track curvature as measured

by the CTC along with the known solenoidal magnetic �eld determine the electron's

momentum. The most accurate measurement of a W electron's energy is derived

from the central electromagnetic calorimeter (CEM). The CEM and CTC together

provide several discrimination tests that are used to separate electrons from other

physics objects such as photons and jets. The description of CDF will be limited to

the basic operating principles of each detector, the geometric coverage of the various

detectors, and the resolution for their particular measurements.

CDF is designed to collect data in the high-energy and high particle intensity

environment produced by the Tevatron. The Tevatron synchrotron accelerator pro-

vides the world's highest energy pp collisions. Although many of the details of the

Tevatron are irrelevant for the W+ jet analysis, some aspects of the collisions do

present challenges. We briey describe proton and antiproton production and the
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methods used to accelerate these particles to relativistic energies.

2.2 The Tevatron Collider

Color con�nement prevents us from isolating individual quarks in order to accelerate

and collide them. As described in chapter 1, the quark model states that these

fundamental constituents of matter exist in pairs as mesons or in triplets as baryons.

Therefore we need to collide hadrons in order to observe parton interactions. The

accelerators at Fermilab are capable of accelerating protons and antiprotons to 900

GeV . The Fermilab accelerator complex is shown in the diagram of �gure 2.1. The

major components are shown and include the linac, booster, main ring and Tevatron.

The Tevatron is a synchrotron accelerator. Synchrotrons use magnetic dipoles

to steer particles in circular orbits. RF oscillations are used to accelerate the par-

ticles. As the relativistic particle's momentum increases the dipole magnetic �elds

are synchronously increased to maintain a constant orbital frequency and a nearly

constant orbital radius. For proton acceleration the limit of the proton's energy is

determined by strength of the magnetic dipoles. The progenitor of synchrotrons was

the cyclotron built at the Radiation Laboratory at Berkeley [14] in 1931. It measured

a few inches across and reached an energy of 80 KeV . The Tevatron synchrotron has

a radius of 1 km and uses superconducting dipole magnets to maintain the proton's

orbit. The Tevatron accelerates protons to 900 GeV .

A very useful feature of synchrotrons is that the particle can be replaced by

its antiparticle and provided the direction is reversed the physics is the same. The

Tevatron can simultaneously accelerate protons and antiprotons in opposite directions

thus providing 1.8 TeV center-of-mass system (CMS) collision energy.

The creation of a beam of protons begins by negatively charging a hydrogen atom.

The H� ion is accelerated by a linear accelerator to an energy of 400MeV and injected
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into the booster. During injection the H� ions are stripped of their electrons leaving

bare protons in the booster which are raised to an energy of 8 GeV . The protons are

transferred to the main ring and are ramped to an energy of 150 GeV in preparation

for their transfer to the Tevatron. The Tevatron is located directly below the main

ring. Although the Tevatron has the same radius as the main ring it is capable of

much higher proton energy since it is �tted with superconducting dipoles. Within

the Tevatron the protons reach their �nal energy of 900 GeV .

Antiprotons are not abundant and must be created as needed. Antiproton pro-

duction is achieved by colliding protons from the main ring into a nickel target.

Antiprotons that are produced in the collisions are collected in the accumulator. Af-

ter enough antiprotons are accumulated they are injected into the main ring and then

into the Tevatron. The oppositely rotating beams are steered into one another at

two locations along the Tevatron's circle one of which is B0. B0 marks the center of

the Collider Detector at Fermilab.

Protons and antiprotons inside the Tevatron exist in bunches which means they

are localized around speci�c points along the circumference. There are 6 bunches of

protons and 6 bunches of antiprotons so that a crossing of a proton and antiproton

bunch occurs every 3.5 microseconds. The bunches have an extension along the beam

line on the order of a meter. Since a proton and antiproton can collide anywhere along

the the overlap of proton and antiproton bunches, the pp collisions are spread about

B0 in a distribution. The distribution of pp collisions is approximately gaussian with

a width of � 30 cm. Precise determination of the position (vertex) of the pp collisions

allows accurate measurement of the component of energy transverse to the beam line.

The proton bunch typically contains about 1011 protons and an antiproton bunch

contains about a tenth of this number. The achievement of many particles per bunch

and other accelerator improvements has resulted in a signi�cant probability that more
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Figure 2.1: Schematic of the Tevatron which shows the major elements used in
accelerating protons and antiprotons. The Tevatron is actually the same diameter as
the main ring but is shown as smaller in the diagram.

than one pp pair collide in a proton-antiproton bunch crossing. We refer to events

with more than one pp collision as multiple interaction events. The probability that

more than one hard collision occurs is small; therefore, the typical contamination

from interactions that occur simultaneously with a W interaction is generally low-

energy. These extra interactions can have an impact on the determination of jet

and neutrino energy; therefore, we must use the detectors ability to identify these

interactions to subtract their contribution.

The probability that a W is produced in a crossing of proton and antiproton
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beams depends on two factors. The �rst factor is simply the production cross section

of the process at the energy of the collision. The cross section is determined by

nature and we measure this quantity for W 's produced with jets. The second factor

depends on the characteristics of the pp beams. The number of particles per bunch,

the number of bunches, and the width of the beam can be optimized to enhance the

probability of a pp collision. These features are not fundamentally important except

that they provide us with high statistics data. The luminosity is a measure of the

beam characteristics and it is de�ned with respect to a known cross section.

L =
NBBC

�BBC
(2.1)

The subscript in equation 2.1 refers to a detector at CDF which measures pp scattering

at low angle to the beam. The number of these scatterings (Nbbc) after an e�ciency

correction 1 is used with the known cross section (�bbc= 51.15 mb) to de�ne the lu-

minosity. The luminosity as a function of time is called the instantaneous luminosity

and this quantity determines the probability of the multiple interactions described

above.

The last feature of pp interactions that we discuss before moving on to the de-

tector is called the underlying event. We have so far ignored the fact the protons

and antiprotons contain additional partons which do not play a role in the hard

interaction. These particles will manifest themselves in the detector as low energy

depositions. Their contribution to jet energy measurements and missing transverse

energy determination are accounted for in the analysis of W+ jet events (chapter 3).

1Multiple interactions will only register as one event
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2.3 The Collider Detector at Fermilab

2.3.1 Overview of The Collider Detector at Fermilab

The coordinate system at CDF is de�ned with respect to the proton beam direction

(�gure 2.2). The positive z direction is the proton beam direction. � is the azimuthal

angle and is measured with respect to the beam axis with the proton beam de�ning

the sense. The polar angle � is the angle from the proton beam. The radius R is the

perpendicular distance to the beam line. The transverse component of energy and

momentum of a particle is the projection into the plane transverse to the beam line.

Two fundamental symmetries utilized in the detector design are the � symmetry

and � symmetry. The equal energy and momentum of the proton and antiproton

beams is reected in the detector's symmetry about � = 90�. An alternative variable

to � is the pseudorapidity which is de�ned by

� = � log (tan (�=2))

The pseudorapidity is the massless approximation of the rapidity which is a natural

variable for particles at relativistic energies since it is additive under lorentz boosts.

The pseudorapidity is equal to zero at a � of 90�. Positive � is in the proton direction

(east side of the detector).

Since the detector is symmetric in � and � we show only one quarter of the

detector's cross section which is presented in �gure 2.2. The center of the detector

(B0) is near the lower right hand corner of �gure 2.2. Protons travel from right to

left along the beam line which is indicated as a dark bar along the bottom of the

�gure. Moving in the transverse direction from B0 we �rst encounter the silicon

vertex detector (SVX). The SVX is designed to locate decays of long-lived particles

such as B mesons. We use the SVX for identifying (or tagging) events containing b

quarks. B-tagging is useful in cross checking the top quark production estimates since
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Figure 2.2: One quarter of the Collider Detector at Fermilab. The major detector
elements are indicated. B0 (the center of the detector) is along the beam line to the
far right.

top quarks decay almost exclusively to a �nal state containing a b quark. The SVX

�ts inside a larger vertex detector, the primary vertex detector (VTX). The VTX is

a time-projection chamber used to reconstruct the z position of pp interactions along

the beam line. Outside the VTX is a large central tracking chamber (CTC) used for

3-D tracking. The paths of charged particles inside the CTC are helical due to a 1.4

T solenoid surrounding the CTC. The track curvature permits accurate momentum

measurement of charged particles.

The tracking detectors discussed in the preceding paragraph are designed to ob-

tain measurements with minimal interference to the particles energy. The massive

solenoid obviously spoils this scheme but is nicely positioned as the �rst stage of the

calorimetry. The calorimeters achieve energy measurements of particles by absorb-

tion. Those calorimeters designed to contain electromagnetic energy such as electron
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Table 2.1: The abbreviations and names of the CDF elements.

Detector Name
Tracking SVX Silicon VerteX detector

VTX VerTeX detector
CTC Central Tracking Chamber
CDT Central Drift Tube array
CES Central Electromagnetic Strip chamber

Calorimetry CEM Central ElectroMagnetic
CHA Central HAdronic
WHA Wall HAdronic
PEM Plug ElectroMagnetic
PHA Plug HAdronic
FEM Forward ElectroMagnetic
FHA Forward HAdronic

Muon Detectors CMU Central MUon
(Tracking) CMP Central Muon uPgrade

CMX Central Muon eXtension
FMU Forward MUon

energy are placed in front of the hadronic calorimeter. As will be discussed below,

this arrangement allows reliable electromagnetic energy identi�cation and accurate

electromagnetic energy measurements. The combined calorimetry at CDF has 2� �

coverage and extends to � of � 4.2 (2� from the beam line).

The muon systems are located outside the calorimetry. The muon detectors in-

clude the central muon detector (CMU), the central muon upgrade detector (CMP),

and the central muon extension (CMX). These systems consist of streamer chambers

which signal the presence of charged particles. Muons pass through the calorime-

try depositing only a small amount of energy. A track stub in the muon chambers

matching with the ionizing energy in the calorimetry identi�es a muon candidate.

The muon systems are not utilized in the W+ jet analysis since we analyze only the

W ! e� decays.

The elements of the CDF detector critical to the W+ jet analysis are the VTX,
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CTC and the calorimeters. We discuss these detectors in some detail in the following

paragraphs but a full description of the detectors components can be found in [15].

2.3.2 The Tracking Chambers

The tracking chambers that we discuss are designed to measure the path of a charged

particle as it traverses the detector volume inside the solenoid. Charged particles

leave a trail of ionized gas. The freed electrons are accelerated by large electric �elds

and their collisions with the gas liberate more electrons. The sequence then repeats

and eventually results in an avalanche of electrons which are collected on the sense

wires of the chamber. The time delay (drift-time) between the initial ionization and

the \hit" on the sense wire is converted to a distance and provides one point in a

particle's trajectory. A variety of wire orientations and chamber segmentation can be

used to optimize the track measurements in speci�c planes of projection. We discuss

the con�gurations of the VTX and CTC.

The Vertex Detector (VTX)

As mentioned earlier the pp collisions are spread over a gaussian distribution of width

30 cm. The purpose of the VTX is to identify the z position of the collision (vertex)

so that we may calculate sin (�) of energy deposited in the calorimetry. This allows

the measurement of the transverse component of energy (E �sin (�)). The VTX is also

capable of reconstructing multiple vertices. In the current running conditions, knowl-

edge of the number of interactions occurring in a single crossing of proton-antiproton

bunches allows us to correct for the contamination of energy in the calorimetry due

to extra interactions.

The VTX is a drift-time proportional chamber which achieves accurate vertex

information because it is optimized for precision track measurements in the r{z plane.
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Each chamber of the VTX is an annulus with a width (along z) of 5 cm. A chamber

is divided in to 8 � slices with the sense wires of one octant transverse to the beam

line in a ladder con�guration. The drift velocity of the gas is parallel to the beam

line so that the drift-time is converted to a z position of the ionizing particle while

the radial coordinate is determined by the radial position of a sense wire.

Each octant of a drift chamber samples the particles trajectory at 24 points2.

Pattern recognition software collects the individual wire hits to reconstruct the track

of the ionizing particle. Multiple tracks which converge to a common origin identify

the vertex. Vertices are ranked according to the number of hits and number of

track segments used in reconstruction. A class designation of 12 is the highest rank

and requires that more than 180 hits are used in the vertex reconstruction. In the

following chapters the term vertex refers only to class 12 vertices unless the class is

mentioned explicitly.

The VTX event display in �gure 2.3 shows the reconstruction of vertices. The

display shows the 48 individual chambers or half modules. Half modules are paired

with each half at a slightly o�set rotation so that the � coordinate of a charged

particle is isolated to a region smaller than 1/8 of a chamber. The resolution of a

reconstructed vertex is approximately 2.0 mm [16].

The Central Tracking Chamber (CTC)

Precision tracking is provided by the the central tracking chamber (�gure 2.4). We use

the information provided by the CTC in several important ways. Three-dimensional

tracking allows us to match the track from a W electron with the position of the

electron's energy in the electromagnetic calorimeter. The electron's momentum is

also derived from CTC tracking and is required to be consistent with the electron's

2modules which accomodate the SVX have only 16 sense wires
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Figure 2.3: VTX event display. The �gure shows a reconstructed vertex in a W
boson event. The left side shows the octants of two half modules with one o�set in �
with respect to the other to achieve a stereo view. The beam line is perpendicular to
the page for this �gure. In the �gure on the right the beam line is horizontal. We can
see the track stubs in the VTX converging at a point along the beam line (a vertex).
The vetrical direction has been expanded.

energy in the calorimeter. Finally the CTC track provides a means of isolating the

W event vertex from other vertices in the event via matching of VTX vertex and

CTC electron track measurements.

The 84 cylindrical wire layers of the CTC run parallel to the beam line for a

length of 3.2 meters. The CTC provides 84 individual wire hits out to a radius of 1.4

meters for use in track reconstruction. The gas drift direction is in the � direction

around the beam line. This con�guration optimizes for track measurements in the

plane transverse to the beam line.
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The curvature of charged particle trajectories due to the 1.4 T solenoidal �eld is

in the transverse plane so that the precision transverse tracking translates to pre-

cision transverse momentum measurements of charged particles. The resolution for

momentum measurements is a function of the curvature of the track and thus of the

transverse momentum of the particle:

�PT
PT

< :001 � PT

 Run 42341 Evt 192248   ENNESSY.DAT.1A.JET]ZEEJET.DST   2DEC92 23:33:20 24-JUL-97

PHI:

ETA:

  115.

  0.05

Et(METS)=   1.7 GeV  /                    
    Phi = 284.0 Deg  
 Sum Et = 193.8 GeV  

Figure 2.4: Transverse view of the CTC. The beam line is in the center and perpen-
dicular to the page. The �gure shows the wire hits due to charged particles ionizing
the gas. The dotted box encloses a sti� (high momentum) electron track. This view
is expanded in the side-box of the �gure. In the expanded view we see the individual
wires and wire layers of the CTC. For every hit on a wire there is a two-fold ambigu-
ity in the direction to the charged particle. The ambiguity is resolved by matching
segments across layers.
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Three-dimensional tracking in the CTC is possible through stereo arrangement of

the wires. The layers of wires are grouped into two types of superlayers (�gure 2.4).

Stereo (odd numbered) superlayers are alternatively tilted � 3� which allows track

reconstruction in the r� z view. If we require a particle to cross all superlayers, then
the � coverage of the CTC is between +1.2 and �1.2. The CTC has full � coverage.

2.3.3 The Calorimeters

The calorimeters are used extensively in the W+ jet analysis. The central elec-

tromagnetic calorimeter provides electron position and energy measurements. The

central, endwall and plug calorimeters are used for �nding jets and determining jet

energy. The complete set of calorimeters which includes the forward calorimeters are

used to measure the imbalance of transverse energy (missing transverse energy 6Et )
in a W event. The segmentation and coverage of the CDF calorimetry is shown in

�gure 2.5.

The CDF calorimetry employs two important components: absorbing material

and sampling material. The absorbing material is typically a heavy metal such as lead

or iron which serves to promote electromagnetic or nuclear showers. The sampling

layers are interleaved with the absorber and are designed to measure the shower

activity at speci�c radii.

Central Electromagnetic Calorimeter (CEM)

The CEM is a metal-scintillator sandwich calorimeter which spans the � region from

-1.1 to +1.1. Lead which has a high Z (shell electrons) is suitable for promoting

electromagnetic showers which are initiated from high energy electrons. The high-

energy Bremsstrahlung 's produced in these interactions convert to electron-positron

pairs so that the cycle can repeat until the energy of the parent electron is spent.
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Figure 2.5: Map of the calorimetry coverage which shows the �-� coverage of the
separate calorimeters. The �gure shows the sections from � = 0� to 90� and � from
0.0 to 4.2 (East side). The small squares represent the tower segmentation of the
calorimeters.

Layers of scintillator sample the shower at over 20 radial positions. The light output

from the scintillator is measured by phototubes connected via light guides.

The cylindrical CEM is divided into 48 � wedges. One wedge of the CEM covers

1/24 (15� in �) of the circumference and a pseudorapidity range of 0.0 to +(-)1.1

on the East(West) sides of the detector. A wedge is divided into 10 equal units

of pseudorapidity. Therefore the �nest segmentation of the CEM is 15� by 0.11

units of pseudorapidity. This level of segmentation is known as a tower. The tower

segmentation is maintained throughout the depth of the CEM which results in a

projective tower geometry where all towers point back to the center of the detector.

Figure 2.6 shows a wedge of the central calorimeter with the projective geometry

evident.

The characteristics of electron energy deposited in the calorimeter towers are

well understood and can be used to distinguish electron energy from other types of
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energy. First, the energy from a high energy electron is generally contained within

the electromagnetic calorimeter. The hadronic calorimeter towers that are directly

behind the EM towers will contain only a small fraction of the electron's energy. The

electron's energy is also typically very localized within the EM towers with most of

the electron's energy con�ned to one EM tower or two if the electron hits near an

edge of a tower. The lateral and vertical sharing of energy across towers provide

useful discrimination tests for electrons.

Once we have isolated electrons from other detector energy, we use the CEM

to measure the energy of the electron. The measurement of energy is essentially a

counting measurement. The scintillator's light output is proportional to the number

of particles created in the EM shower so that the error on the energy goes as the

square root of the number of particles (energy). This means that the energy mea-

surements of the CEM and momentummeasurements of the CTC are complementary

in that the momentum resolution gets poorer at higher momentum while the CEM's

energy measurement improves. For the high energy electrons fromW decay the CEM

provides the best energy-momentummeasurement since we can neglect mass at these

energies. The CEM has the added advantage of being insensitive to 's radiated o�

the electron (Bremsstrahlung) since the calorimetry integrates over a su�ciently large

cone to capture this radiation much of the time. The energy resolution of the CEM

is

�(E)=E =
:135p
E � sin �

where the units are GeV .

The position resolution of the CEM is much better than would be expected from

the tower segmentation because within the CEM there is an embedded strip chamber

as shown in 2.6. Charge collection of the orthogonal strips and wires of the strip
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chamber (�gure 2.7) provide a shape (or strip pro�le) of an EM shower at the expected

shower maximum. The pro�le of an electron shower as determined by the CES

provides variables for discriminating electrons from other objects. The shape of the

charge deposition in the CES can be compared to expected shapes gathered from

electron test beam data. The CES pro�le is also used to measure the position of the

electron within a calorimeter tower with a position resolution of better than 2 mm.

We quote the position of the electron within a tower using a local coordinate. Local

X is de�ned as the distance from the center of a tower in the R � b� direction. The z

direction (along the beam) is orthogonal to local x and is also determined from the

CES pro�le. These coordinates are shown explicitly in �gures 2.6 and 2.7.

The accurate position of the electron within a tower can be compared to the

expected electron position as determined from the CTC track measurements. These

track matching requirements are referred to as �x and �z. The CTC tracking

information combined with the CEM measurements allow us to distinguish electrons

from high energy photons since both leave similar calorimetry signatures but only

the charged electron ionizes the tracking gas.

Central and Endwall Hadronic Calorimeters (CHA,WHA)

The central and endwall hadronic calorimeters (CHA and WHA) are steel-scintillator

sandwich calorimeters. The showers of hadronic calorimeters are initiated from col-

lisions of hadrons with the carbon and iron nuclei. The calorimeters consist of 48

steel-scintillator layers with a segmentation designed to match the CEM which is in

front of the hadronic calorimeters. The coverage of the cylindrical CHA is 2� in

� and � 0.88 in �. The endwall extends the � coverage to � 1.32. The endwall

calorimeter contains a conical hole centered around the beam line to accomodate the

plug calorimeter.
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Figure 2.6: One wedge of the CEM. Shown are the basic components:
lead-scintillator sandwich for absorbing and measuring electromagnetic energy, wave-
length shifter and light guides to carry the output of the scintillator to the photo-
multipliers. The ten towers are numbered from 0 to 9 and each cover 0.11 units of �.
The z axis in the �gure indicates the direction of the proton beam. Local x ,tangent
to the � direction, is shown. The CES is embedded in the CEM where the maximum
of an electron shower is expected to be. The CES (see �gure below) measures the
electron position in the x and z coordinates.

The designed energy resolution for the CHA and WHA is �(E)=E = :5p
E
. The �ne

segmentation (0.11 by 15�) of the calorimeter means that a jet will deposit energy

over many towers. Energy from jets is also typically deposited in both the EM and

the hadronic towers. Therefore the jet reconstruction and jet energy measurements

use both sets of calorimeters. The matching segmentation of the EM and hadronic

calorimeters makes a combined EM and hadronic energy measurement straightfor-

ward by de�ning a jet-tower as the EM tower plus its associated hadronic tower.
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Figure 2.7: The Central Electromagnetic Strip chamber which provides a transverse
pro�le of the electron's shower in the CEM. A CES module �ts into one tower of the
CEM and measures the electron's position in the x and z coordinates to within 2
mm (for electron of transverse energy 50 GeV ).

The Plug and Forward Calorimetry

The remaining calorimeters at CDF use gas proportional tubes instead of scintillator

to sample showers. The amount of charge collected on the wires is proportional to

the the gas ionization which is in turn proportional to the energy of the initiating

hadron. The advantage of proportional tubes is the ability for �ner tower segmenta-

tion in the calorimeters which is necessary in the higher pseudorapidity regions. The

segmentation of the gas calorimetry in pseudorapidity is 0.11 while the segmentation

in � is 5�. The plug and forward calorimeters consist of inner electromagnetic and

outer hadronic calorimetry. The � coverage of the plug hadronic calorimeter is from

1.32 to 2.4 and from -1.32 to -2.4. The inner EM plug calorimeter covers a slightly

larger range, +(-)1.1 to +(-)2.4. The forward calorimetry extends the coverage of

the CDF calorimetry to � 4.2 which is within 2� of the beam.

The front faces of the conical shaped plug and forward calorimeters are transverse

to the beam direction. In �gure 2.8 we show the segmentation for the forward elec-

tromagnetic calorimeter as seen by a particle approaching along the beam line. The

segmentation of the plug calorimeters is qualitatively the same.

The plug calorimeters are used to identify jets in theW+ jet analysis. Reconstruc-
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tion of jets is done only in the central, wall, and plug calorimeters where calibration

of high energy jet clusters are well-understood. The absence of the forward jets in our

analysis represents about a 5% decrease in the number of jets reconstructed. We do

use the forward calorimetry to reconstruct the neutrino momentum. Although there

are 2� holes in the forward calorimetry the transverse component of the escaping

energy is typically small due to the sin (�) factor.

Figure 2.8: Tower segmentation for one quarter of the forward EM calorimeter
(FEM). The beam line (upper-left corner) is transverse to the page. Towers are 5�

by 0.11 units of �.

2.3.4 The Fiducial Coverage of the Calorimetry

The discussion of the CDF calorimeters presented the geometric coverage of the indi-

vidual calorimeters. This coverage is to be distinguished from the �ducial coverage.

The �ducial area of the calorimetry is the area where we obtain reliable measure-

ments. The �ducial coverage is important in de�ning the acceptable regions for
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electrons in the CEM. Some gaps exist in the CEM where wedges meet. The center

gap is the junction of east and west sides (� = 0.0). Additional gaps include the �

gaps between adjacent wedges every 15�. We require that electrons are 3 cm from

the edge of a wedge in order to obtain the best electron energy measurement. A few

individual towers are excluded from the �ducial area because of known problems or

because detector instrumentation shares the tower's space.

Jets are relatively extended objects so that con�ning a jet to reside in completely

�ducial regions would be too restrictive. Instead we correct jet energy losses as a

function of their position. These corrections are described in the next chapter.

2.4 Chapter Summary

In this chapter we have described the experimental apparatus used in the analy-

sis of W+ jet events. W bosons are produced by 1.8 TeV center-of-mass collisions

of proton-antiproton pairs. The CDF detector which collects the data from these

collisions was described with emphasis on those detectors critical for identifying elec-

trons, jets and neutrinos. The VTX vertex detector measures the z position of the

pp collision along the beam. We use the vertex position to compute the transverse

component of energies deposited in the calorimetry. The CTC tracking provides

the momentum and position of the electrons in the analysis and aids in isolating

the W vertex. This information is used in tandem with the central electromagnetic

calorimeter measurements to isolate electrons from all other forms of calorimetry de-

positions. The central, wall, and plug calorimeters are used to reconstruct jets and

measure their energy. The complete set of calorimeters at CDF provide the coverage

necessary for identifying events with large missing transverse energy (6Et ) used in the
inference of an escaping neutrino.
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Chapter 3

Identifying W Bosons and Counting Jets

3.1 Introduction

CDF excels at electron identi�cation and precision electron energy measurement. We

use this ability to select a clean sample of events containing high energy electrons.

We describe both the kinematic selection of the electrons and the discrimination

variables that are employed to distinguish electrons from other types of energy. The

inclusive electron sample will contain those electrons which were produced from a W

decaying to electron plus neutrino. A W sample can be extracted from the electron

sample by the identi�cation of the neutrino. The result of high energy electron and

neutrino selection is a 94% pure sample of W bosons.

The W sample is divided into subsamples according to the number of jets pro-

duced with the boson. In contrast to the electron, the de�nition of a jet is more of an

analysis decision. Jets produced with a W can have essentially any energy and the

jet's pattern of energy deposition varies from jet to jet. However, if the jet energy is

corrected to represent the energy of the parent-parton, a precise de�nition is a matter

of the capabilities of the detector and the validity of the theoretical predictions at the

minimum allowed jet energy. The analysis cuts used in de�ning a jet are presented

in this chapter.
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3.2 Electron Selection

3.2.1 Trigger Path

During active data collection in the period from 1992 to 1995 at the Collider Detector

at Fermilab, there were about 5.5 trillion pp interactions in the detector's collision

region, and only 2.5 million of these events were W bosons produced. Only 10% of

these decayed to the desired �nal state(e� ).

In order to reduce the events recorded for analysis and enhance the fraction of

recorded events with interesting physics, we employ a series of online triggers. A

trigger is loosely de�ned as a set of cuts such as a minimum energy deposit in the

calorimeter or minimum track momentum in the central tracking chamber which

determines whether an event is saved for analysis or discarded. The W+ jet analysis

uses a trigger path that is designed to identify events with a high transverse energy

central (� � 1:2) electron. This sample containsW ! e� decays along with a variety

of other inclusive electron processes. The electron trigger data sample is used as the

starting point for the o�ine analysis.

For most of run 1, the level-one triggers were the �rst of a series for �ltering

the hard scattering events from pp collisions1. An event need only pass one of the

individual level-one triggers. A requirement of one level-one calorimeter trigger is that

an event deposit a minimum transverse energy of 8 GeV in a central-electromagnetic

calorimeter tower. It is this requirement on which the W boson selection relies most.

Events which pass the level-one triggers are evaluated at level-two. In our analy-

sis, we require that an event pass the level-two combined central electron trigger. This

trigger consists of 16 individual central electron triggers; however, our data sample

depends predominately on the high ET electron trigger. This requires a electromag-

1For part of run 1 a level-zero trigger was employed which required a beam-beam counter
coincidence.
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netic transverse energy of 16 GeV and a track of momentum 12 GeV . The fraction

of hadronic energy in the associated hadronic towers is required to be small (.125 �
ET (EM)) in order to suppress jets. The allowed � range for the energy deposition is

�1:19.
Level-three is the last set of triggers to be applied. Level-three uses reconstructed

data so that speci�c physics decisions can be made. There are level-three triggers

designed to identify W bosons and Z bosons; however, we use the inclusive electron

level-three trigger. Our choice allows us to select W and Z bosons from a common

trigger sample so that the systematic errors in e�ciencies and backgrounds are com-

mon. Additionally we gain e�ciency with the inclusive electron trigger, which passes

W 's that do not pass the speci�c W triggers. The most important inclusive trigger

we use has higher track momentum (13.0 GeV=c) and higher electromagnetic energy

(18.0 GeV ) requirements than level-two. This trigger also requires that the 3D track

point to the calorimeter energy thus identifying electrons and rejecting events with

incidental tracks in the event.

With our level-two and level-three requirements, the e�ciency of identifying a

W ! e� decay where the electron has an ET � 20 GeV in the central detector is

greater than 99%. The purity of the sample is still too low to be useful for our W

analysis; therefore, we need to employ a series of analysis cuts designed to enhance

the component of electrons which come from W ! e� decays.

3.2.2 Electron Quality Cuts

The electron trigger sample is reprocessed with o�ine reconstruction code. The

reconstruction code utilizes the best calibration constants which are available only

after a run has terminated. After reconstruction we apply the tight central electron

selection cuts [17]. The list that follows details this selection.
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Central: The allowed � range of the EM energy is � 1.1 which is determined by

the central electromagnetic calorimeter coverage. Limiting the pseudorapidity range

of the electron allows precise electron energy measurements and low background

contamination but this requirement costs about 45% of the W ! e� events.

Fiducial: We restrict electrons to be in well-instrumented regions of the central

electromagnetic calorimeters (CEM). The electron must be at least 3 cm from the

edge of a wedge in order to obtain precise energy measurement. Towers with known

problems are excluded from consideration. There are gaps due to the � segmenta-

tion of the calorimeter and the CEM contains a gap where the east and west sides

meet (� = 0:0). The percentage area of the CEM suitable for precision EM energy

measurements is 75%.

High electron ET : The corrected electron transverse energy is calculated o�ine

for all known detector degradation. We apply an ET cut of 20.0 GeV which is greater

than the trigger requirement (18.0 GeV ) to remove any threshold e�ects. About 15%

of central electrons from W decay have a ET less than 20.0 GeV .

The cuts described above represent geometric and kinematic cuts on the electron

energy. The following cuts are predominately quality variables designed to discrim-

inate between electron and non-electron energy depositions. The total e�ciency of

the remaining cuts is about 85% yet they reduce the number of events by about 90%.

Isolation (ISO): An e�ective electron quality cut we use is the requirement that

the electromagnetic energy be physically separated from other energy in the detector.

The isolation is de�ned as the ratio of all non-electron energy in a cone of 0.4 around

the electron to the electron energy.

ISO =
ET (0:4)� ET (electron)

ET (electron)

A cone is de�ned by the center of the electron energy deposition and a maximum
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radius (R = (��2+��2)1=2) in which we look for non-electron energy. Non-electron

energy includes both hadronic and electromagnetic calorimetry energy that is not

contained in the electron tower(s). The non-electron energy is required to be no

more than 10% of the electron energy (ISO � .1). The Isolation cut reduces the

background from electron-like jets.

Hadron Fraction (Had/EM): To further suppress jet contamination we check

the hadronic calorimeter towers that are behind the electromagnetic towers that

contain the electron's energy. Leakage of the electrons energy into the hadronic

towers is a function of the electrons energy. We limit the ratio of hadronic over

electromagnetic energy by the formula

Had=EM = 0:055 + 0:00045 � Eele

where the units for Eele are in GeV .

L share: The electron's energy is generally spread over more than one tower.

The Lshare variable compares the expected and measured lateral leakage from the

electron seed tower to the adjacent towers. The formula

Lshare = 0:14
X Eadj

i � Eprob
iq

:142 � E + (�Eprob
i )2

de�nes the lateral sharing. The sum is over the two adjacent towers in the same

wedge as the seed tower. Eadj
i and Eprob

i are the measured and expected energy in

the adjacent towers. The denominator is the espected error for Eadj
i � Eprob

i where

0:14 � sqrt(E) is the error on the measured energy and �Eprob
i is the error on the

expected energy. The energy units are GeV .

Lshare is required to be less than 0.2.

High PT : Electrons and photons have similar calorimetry signatures. A charged

particle such as the electron however will ionize the tracking chamber gas allowing us
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to distinguish an electron and photon. We require a track pointing to the EM energy

deposit with a PT of at least 13.0 GeV .

Strip Chamber Variables (�2str,�x,�z): The strip chamber (CES) embedded

in the EM calorimeter provides a transverse pro�le of the electron shower at the

expected shower maximum. The pro�le is compared to an expected electron pro�le

shape which is determined from test beam data. The �2 of this shape comparison

is used as a discrimination variable. The strip pro�le is also used to determine the

position of the electron inside the calorimeter tower. The position resolution is 0.17

cm for a 50 GeV electron in the CES. CES position measurements are compared to

those obtained from the track in the central tracking chamber. These are required to

match within 1.5 cm in the R � � (�x) direction and 3.0 cm in the z direction (�z).

Energy Momentum Ratio (E=P ): The ratio of energy and momentum of

a relativistic electron is very close to one. We require the ratio of measured energy

to measured momentum to be between 0.5 and 2.0. Figure 3.1 shows this ratio for

our inclusive electron sample. The long tail on the high side is from low electron

momentum measurements due to Bremsstrahlung of the electron.

Interaction Vertex (zvtx): A W boson can be produced anywhere the proton

and antiproton bunches overlap. Figure 3.1 shows the distribution in z(cm) of the

primary vertex. The 0 of the plot is the center of the detector. To keep the interaction

inside the �ducial volume of the detector and to maintain the calorimeter's projective

tower geometry we require the W boson interaction vertex to be within 60 cm of the

center of the detector. Several vertices can be reconstructed for an event. To identify

the W boson vertex we choose the vertex closest to the track of the electron from

the W decay. In the rare event that no vertex is within 5 cm of the electron track

we use the electron's track to determine the vertex.

Conversion Rejection: High energy photons converting to electron-positron
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pairs can fake a W electron signal. We perform direct searches for evidence of photon

conversion. Photon conversions can be directly reconstructed by identifying the decay

vertex of a pair of oppositely charged tracks. Another e�ective method uses the VTX

hit information. If the photon converts outside the radius of the vertex chamber there

will be a de�cit of wire hits in the VTX along the direction pointing to the CTC track.

We require that the observed number of VTX hits be at least 20% of the expected

number of hits when at least 8 wire hits are expected.

Z Boson Rejection: Z bosons which decay to electron-positron pairs will pass

the electron selection as easily as electrons(positrons) fromW boson decay. Therefore

we must reject the Z ! e+e� events by searching for them directly. Some care must

be taken because we intend to identify jets in the W events and our Z identi�cation

should not strongly reject electron-jet combinations as being Z bosons thus biasing

the sample against high jet multiplicity. The following Z identi�cation cuts are

applied to a second electron:

{ Had/Em � 0.125

{ ISO(0.4) � 0.1

{ Central Detector: ET (corrected) � 20 GeV

{ Plug Detector: ET (corrected) � 15 GeV

{ Forward Detector: ET (corrected) � 10 GeV

{ 76 GeV=c2 �Mee � 106 GeV=c2

Mee is the electron-positron invariant mass.

Electron-Jet Separation �Rej : Electron activity and high ET jet activity are

kept clearly separated in the analysis with an electron-jet separation requirement.

We reject all events which have a jet centered at less than a radius R=0.52 in an �{�

cone around the electron.
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Run Quality: Each run of the accelerator is required to meet a set of minimum

quality conditions. The beam conditions must be stable and the integrated luminos-

ity delivered must be greater than 1.0 nb�1. All detectors must be operational and

the solenoid ramped to the correct current. Temperatures, voltages, trigger rates and

electronics are required to be within operational limits. Additionally, the validation

group at CDF checks physics distributions for any anomalous behaviour that would

indicate problems. We analyze only those runs which meet the run quality require-

ments for W ,Z and top physics. We do analyze runs with known problems in the

muon subsystems since we do not use these detectors.

The electron selection cuts are listed more concisely in table 3.1. We use a subset

of the selection cuts to strip the electrons from the trigger sample and then the full

selection to obtain our �nal electron sample. The loose and tight selection cuts are

both listed in table 3.1 and the ET distribution at both stages of selection are shown in

�gure 3.2. This plot shows the enhancement of theW electron ET peak as additional

W selection cuts are applied. Figure 3.4 shows the ET distribution for those electrons

which pass our initial selection and fail the �nal selection. The signi�cant di�erence

between the loose and tight cuts is that the isolation cut is applied as part of the

tight selection. This cut strongly rejects electron-like jets from multijet events. The

isolation variable will later be used to measure the residual contamination of the W

sample by multijet events.

3.3 W Selection

So far we have used the �nal state electron of W ! e� events to tag a W boson. Of

the processes that contribute to the inclusive high ET electron sampleW ! e� decay

is unique for its single �nal state high ET neutrino. The neutrino does not interact

with the detector components therefore its presence must be determined indirectly
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Table 3.1: List of quality cuts for W ! e� selection.

CUT loose tight
Detector Region Central
�ducial volume yes
ET (corrected) � 20 GeV
ISO(0.4) { � 0.1
Had/Em � 0:055 + :00045E (GeV )
Lshr � 0.2
PT � 13 GeV=c
j�xj � 3.0 cm � 1.5 cm
j�zj � 5.0 cm � 3.0 cm
�2str � 10.0
E/p � 3.0 � 0.5 and � 2.0
jzj { � 60.0 cm
remove conversions no yes
require good run no yes

by considering energy-momentum constraints on the event. The momentum com-

ponents of the �nal state particles transverse to the beam line should sum to zero

because the initial state particles have essentially zero net transverse momentum.

Since the neutrino deposits no energy in the detector the vector sum of the measured

transverse energies will not sum to zero. We refer to this imbalance of transverse

energy as missing transverse energy (6Et ). We select high transverse energy neutri-

nos by requiring the 6Et to be large (� 30 GeV ). The details of the 6Et calculation
along with Monte Carlo evaluations of the calculation are described in appendix A.

Figure 3.3 shows the imbalance of transverse energy for our tight central electron

sample and �gure 3.2 shows the change in the electron ET distribution after the

6Et cut is applied. Although 6Et requirement reduces the number of W bosons by 35%

the purity of the �nal sample is 94%. We have 51431 events for our W+ jet analysis.
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Figure 3.1: Distributions of some of the quality variables which are used to isolate
high ET central electrons that result from W decay. The solid histograms show the
variables before the cuts are applied. The dashed histograms show the variables after
full electron selection. The variables plotted are the following: electron isolation
(Iso), hadronic over electromagnetic energy (Had/EM), CTC and CES matching in
local x (�x) and along z (�z), electron energy divided by electron momentum (E=P )
and the vertex distribution (zvtx).
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Figure 3.2: The plot shows the ET distribution for the the events stripped with a
subset of the electron selection cuts, full electron selection and our �nal W sample
which includes a missing transverse energy (6Et ) of at least 30 GeV .

3.4 Jet Selection

The cuts described above select a W (e�) sample of 51431 events. We will divide

this sample into subsamples according to the number of jets produced along with

the W boson. The process of W+ jet production can be factored into two steps:

(1) The production of W+ n partons where a parton is a gluon or quark, (2) the
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Figure 3.3: The plot shows the 6Et distribution for the inclusive electron sample.
Noticeable is the W peak due to the escaped �.

fragmentation and hadronization of the partons (quark/gluon ! hadrons). The

manifestation of high momentum parton production is therefore multiple hadrons in

the detector which are generally clustered in a direction close to the direction of the

parent-parton. The lego plot of �gure 3.5 shows a hadronic cluster of energy in the

calorimeter. The cylindrical calorimeter has been sliced at � = 0 and unfolded for

this plot. The vertical axis represents the transverse energy per tower. The electron
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Figure 3.4: The left plot shows the electron ET distribution for those events that
pass the loose electron selection but fail tight electron cuts. The plot on the right is
the electron ET distribution for the events that pass the tight electron cuts but fail
the 6Et cut or pass the Z cuts.

energy is shaded darker. The jet cluster is evident and we see that its calorimetry

signature is distinct from that of the electron's. Since jet shapes and energies vary

dramatically from jet to jet we must use a jet �nding procedure capable of identifying

all potential jet candidates.

3.4.1 Jet Clustering

We use a cone clustering algorithm for �nding jets [18]. In this procedure we look for

a seed tower around which to cluster. All calorimeter towers containing more than

1.0 GeV of transverse energy are seed towers. We search in a cone R=(��2+��2)1=2

around the seed tower and add any towers with an ET more than 0.1 GeV . If the

individual seed towers are closer than the cone radius they are merged. Thus several

iterations are necessary before a stable set of clusters is found. On each iteration the

centroids of the clusters are recalculated and used as the center of the cone for the

next iteration.
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Figure 3.5: The upper plot shows the energy deposited into the calorimeter from a
W+ 1 jet event. The electron is located at � = 291 and � = 0.78. The other tower
cluster contains the jet's energy deposited in the electromagnetic calorimeter (dark
shade) and the hadronic calorimeter (light shaded). The lower plot shows a view
of the central tracking chamber. The beam line is perpendicular to the page. The
track cluster associated with the calorimeter cluster is evident. The electron track is
located in the dotted rectangle. A superimposed arrow indicates the direction of the
missing transverse energy.

We use a cone radius of 0.4 for the clustering algorithm. This choice is small

enough for counting jets and is less susceptible to energy contamination from outside

the jet as we discuss later. We also make two modi�cations to the standard clustering
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procedure. We remove the electron's energy from the towers before clustering, since

the jet clustering procedure will identify electrons as jets. This electron suppression

allows energy near the electron to be contained in the appropriate jet cluster. Sec-

ondly, we rede�ne the clustering vertex as the W boson vertex if a discrepancy exists

so that all transverse energy in the event is calculated from the W vertex.

3.4.2 Jet Corrections

The above procedure de�nes a jet as the energy in a cluster of towers within a

particular radius. To obtain the parent-parton energy we must correct this energy

for several e�ects.

1. Correction for the energy response of the calorimeter.

2. Correction for energy deposited inside the 0.4 cone from sources other than the

parent-parton.

3. Correction for parent-parton energy which radiates out of the 0.4 cone.

These corrections are standard CDF jet correction procedures which are fully

described elsewhere ([19],[20],[21]). We give brief descriptions of these corrections in

the following paragraphs.

The �rst correction listed above is designed to obtain the true energy inside the

clustering radius. This is achieved in two steps. First, the energy of jets in the

plug and forward calorimeters are scaled to give the energy as it would be measured

in the central calorimeter. The correction is derived from a sample of jet events

containing one well-measured central jet and a second jet which can be anywhere in

the detector. The relative jet function (R(PT ; �)) that is derived from this sample,

corrects the imbalance of the two jets as a function of the PT and � of the second

jet. After jet energy is scaled to the central detector it is corrected for the response
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of the central detector. The result of these two steps is the true energy inside the 0.4

cone.

All energy inside the cone does not necessarily originate from the parent-parton.

There are two contributions of cone energy contamination. First, underlying event

energy from the spectator partons of the hard interaction is subtracted. The average

contamination is 1.01 GeV . The second source of contamination of jet cone energy is

energy deposited into the cone from interactions other than theW boson interaction.

To obtain the contamination from interactions that occur in the same pp crossing as

theW boson event we would like to have a sample selected from a completely unbiased

trigger, alternatively known as a crossing trigger sample. A crossing trigger accepts

all pp crossings as physics events and is representative of the extra interactions in W

events since there is no signi�cant selection bias for or against W events with extra

interactions. The actual sample used to determine the contamination from extra

interactions is a minimum-bias sample which is approximately a crossing trigger

sample minus the zero interaction events. The energy in minimum-bias events is

examined to see how much energy from these events would accidentally overlap with

a jet cluster in a hard physics event. The method employed was the random cone

method which randomly checked calorimeter towers of minimum-bias events to see

the energy contained in a cone of 0.4. The amount of energy was parameterized by

the number of reconstructed vertices in the event. The average contamination of 0.4

cones was found to be 0.297 GeV for each vertex [22]. For each vertex reconstructed

in a W event in addition to the W vertex this amount of energy is subtracted from

each jet in the event. The uncertainty that we assign to the extra interaction energy

and the underlying event energy is 50% as determined by a detailed examination of

the random cone method [21].

The description of the corrections thus far is expressed mathematically as
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PT
0

= A(R(PT ; �) � PT � nvtx � b)� 1:6 � a

where

PT = jet transverse energy

� = jet detector pseudorapidity

R() = relative jet corrections

nvtx = number of extra vertices

b = average energy contributed to jet cone per vertex.

A() = absolute energy scale correction

a = average energy contributed from the primary interaction and extra interac-

tions with no reconstructed vertex. The factor of 1.6 corrects for detector response

since this energy is subtracted after the absolute correction.

The �nal correction to the jet increases the jet cone energy for energy that falls

outside the 0.4 cone. This out{of{cone correction accounts for energy that radiates

from the parent parton at a large angle. The correction is parameterized by the

the jets transverse momentum because jets become narrower at large energies. The

out{of{cone correction is given by

PT
00

= PT
0

+ a � (1� b � exp�c � �PT 0

)

a = 22:999; b = 0:915; c = 0:00740

The combined corrections to the jets raise the measured cluster energy about 60%

at ET =15 GeV . The error on the jet energy is 5.0% [23] at ET =15 GeV . This

value excludes the contribution to the error due to the uncertainty on the underlying

event and extra interaction energy. These uncertainties contribute 3.3% additional

error to the jet energy.
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Figure 3.6: The ET distribution for all jets in th W sample with a ET � 15 GeV .

3.4.3 Jet Counting

We count jets in W events using the following de�nition:

� jet ET � 15 GeV

� jet j�detj � 2.4.
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We �rst consider all clusters with a ET above 12 GeV as potential jets. If two jets

are within a radius of 0.52 ( 1:3��Rjet�jet) we merge these jets into one and recalculate

their energy. The factor of 1.3 represents a jet separation resolution criteria. The

�det cut (2.4) is the jet � as measured from the center of the detector. This cut limits

us to the region of the calorimeter where the energy corrections are best understood.

The jet transverse energy cut is chosen to keep us in an energy region where the jet

energy scale is well known. We �nd a total of 14472 jets in the W sample. The

breakdown according to the number of jets in an event is give in table 3.2.

The error on the jet energy is the largest source of error in counting jets since the

the ET distribution of jets is a steeply falling distribution (�gure 3.6). We present

the error on the the W+ jet cross section measurements due to the error on counting

jets in chapter 6. The jet counting uncertainties are derived from the 5% jet ET

uncertainty, 3.3% underlying event and extra interaction uncertainty, and the � 0.2

uncertainty on the jet �det. The energy errors are with respect to a jet at ET =15

GeV .

Table 3.2: Jet Multiplicities Associated with W Production

Sample NW Fraction
W + 0 jets 40287 0.7833
W + 1 jets 8548 0.1662
W + 2 jets 2016 0.0392
W + 3 jets 454 0.0088
W + 4 jets 105 0.0020
W + 5 jets 16 0.0003
W + 6 jets 5 0.0001
Total 51431 1.0000
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3.5 Chapter Summary

We have selected W bosons from
p
s = 1:8 TeV pp collisions. The W ! e� decay of

the boson provides high ET electron and neutrino pair which is easily distinguished

from other inclusive electron processes. We used EM energy depositions in the cen-

tral calorimeter for de�ning an inclusive electron sample. Discrimination variables

and other event quality cuts were used to enhance the purity of the W boson events.

Events with a high ET neutrino were selected from these by requiring a large imbal-

ance of transverse energy. Our �nal W event sample consists 51431 events which is

about 19% of the total W ! e� events produced at CDF. The energy of hadronic

clusters in the W boson events were corrected back to the parent parton through

standard CDF jet correction procedures. We counted jets with ET � 15 GeV and

j�detectorj � 2.4. TheW events were divided according to the number of jets produced

with the W boson. Each sample will be corrected for background contamination and

for the W boson e�ciency in order to obtain the cross sections as function of the

number of jets.

60



Chapter 4

Backgrounds to W ! e� + �n Jets

4.1 Introduction

In chapter 3 we described the selection of W ! e� events and de�ned a jet for the

purposes of counting the number of jets in a W event. This chapter and the following

will describe corrections to these raw numbers of W+ n jet candidates in order to

obtain the production rates of direct single W 's produced in association with n jets.

As de�ned in chapter 1, direct single W production refers to a single W produced

from a qq annihilation. Direct single W production dominates our W+ jet samples;

however, other production processes will contribute a signi�cant fraction of events to

our samples.

The standard model predicts that the top quark will decay almost exclusively to

a �nal state containing a W boson and a b quark. The �nal state of a top pair (tt )

decay in which one top decays to an e� typically includes at least 2 jets and more

likely 4 jets so that the contribution to our high multiplicityW samples is signi�cant.

Although top decay is a source of trueW bosons we subtract its contribution from our

data as though it were a background in order to make comparisons with predictions

for direct single W production.

True background events are those events which do not contain a W ! e� decay

yet leave a W ! e� signature in the detector. The list of signi�cant backgrounds

is multijet events, W ! �� and Z ! e+e�. The largest of these contaminations is

multijet events which refers to direct QCD production of jets. These events have

a small probability that the jet will produce an electron signature and that the

event will simultaneously contain a large imbalance of transverse energy. However,
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since the production rate for multijets is much larger than W production even a

small probability results in signi�cant background rates. We use a sample of events

enriched in QCD multijet events to estimate the contribution from this background.

The remaining backgrounds fromW ! �� decay and Z ! e+e� decay contribute

a small but signi�cant number of events to our W candidate samples. W ! ��

events are produced at the same rate as W ! e� and 18% of the � leptons decay

to a �nal state electron. This potentially serious background is strongly rejected by

the high transverse energy requirements on the electron and neutrino. An electron

from Z ! e+e� decay passes our electron ET requirement as easily as electrons from

W decay so that we rely primarily on the 6Et requirement to reject these events. A

Z ! e+e� decay can achieve a large missing transverse energy if one of the leptons

escapes the detector through an uninstrumented region. We use a detector simulation

to obtain the fraction of Z ! e+e� events for which one lepton passes the electron se-

lection and the other escapes or is mis-measured enough to produce a large imbalance

of transverse energy.

We subtract the backgrounds mentioned above from the total number ofW events

in our samples. We also correct for a special type of background which does not

increase the total number of W 's but does add to the number of jets in a W event.

We refer to these backgrounds as promotion backgrounds because they promote a W

event with n jets to a W event with n+m jets. An example of a promotion is a jet

produced by an extra interaction. Since we do not distinguish from which vertex a

jet is produced we will count all jets as produced from the W interaction and correct

our counts later. Although the probability for a promotion is very small the e�ect is

enhanced by the fact that the higher jet multiplicity rates are being fed by the lower

multiplicity channels which have much larger production rates.
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4.2 Top

4.2.1 Source of Top Contribution

The W+ jet sample was used to establish the existence of the top quark at CDF [2].

Both top and its antiparticle from top pair production will decay to a W boson and

a b quark. The top discovery analyses achieved a sample enriched in top events by

identifying the leptonic decays ofW 's and further enriching the sample by identifying

events which contain b quarks. Although, our W samples are not required to contain

b quarks; the fraction of top events is expected to be signi�cant in the subsamples

with a high number of jets.

Since our W data selection requires an electron and neutrino, one of theW 's from

top pair decay is constrained to this decay mode. The other W is allowed to decay

to any mode but it is the hadronic decay (W ! qq0 ! hadrons) that introduces

the largest contamination of our direct single W candidate sample. We refer to the

mode in which the second W decays hadronically as the electron-jet mode. There

are two reasons why the electron-jet mode produces the largest contamination. The

branching ratio of the W to jets is 70% and the total number of jets in this mode is

4 jets which places these events in the subsamples of the W+ jet events where the

direct single W production rate is small.

The total number of top pairs produced during data collection is roughly 600

where we have used the theoretical cross section of 5.53 pb [24]. The branching ratio

to a �nal state with an electron, neutrino and 4 jets is 14.5% (table 4.1) which gives

87 W+ 4 jet events from top pair decay. The e�ciency for �nding a W ! e� decay

given our W selection cuts is approximately 20% (next chapter). Therefore a rough

estimate of the contribution to the W+ � 4 jet sample is 17 out of 126 events. As

we shall see later the other backgrounds to the W+ 4 jet sample total 46 events so
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that the top contribution represents over 20% of the true W ! e� events with 4 or

more jets. An accurate calculation will include jet counting e�ciencies as well the

di�erence in the e�ciency for �nding W 's produced from top.

Table 4.1: The branching fractions for �nal states from tt decay. The �nal states
with 4 jets are contributed primarily from the decays listed in the upper right and
lower left corners.

Decay t! W� b
of top e�� b ��� b ��� b qq b

e+� b .012 .012 .012 .073
t! �+� b .012 .012 .012 .073
W+ b �+� b .012 .012 .012 .073

qq b .073 .073 .073 .460

4.2.2 Top Calculation

Our o�cial top contribution estimate is derived from a top Monte Carlo sample

de�ned by

� the PYTHIA top event generator

� all decay modes allowed

� full detector simulation

� top mass of 170 GeV=c2

PYTHIA [25] generates and decays top pairs for 1.8 TeV pp collisions. The W

bosons from top decay are allowed to decay to any �nal state in order to obtain every

possible background event. The complete list of �nal states are listed in table 4.1

with the branching ratios included.

The output from the generator is processed with a full detector simulation so that

the e�ciencies for �nding W 's and counting jets are modeled. A detector simulation

64



also models the e�ect of a second electron or a � faking a jet when the second W

decays leptonically. The output from the detector simulation is in an identical format

as data and we process the Monte Carlo events with the identical executable that is

used to identify W events in our data sample.

There are 42000 top events generated (Ngen) for our calculation 1. Of these,

2596 events pass our W selection. The breakdown according to the number of jets

reconstructed is presented in table 4.2.

In order to extract a top expectation for our W analysis we must know the top

mass, the top cross section at the mass of the top and the luminosity of our data

sample. The top sample was generated at a mass of 170 GeV . The latest top mass

measurements at CDF [3] yield a value of 176:8�6:5 GeV=c2. We correct our sample

for the decrease in the cross section from a mass of 170 GeV=c2 to 175 GeV=c2. The

luminosity of our top Monte Carlo is then calculated with

Lgen =
Ngen

�tt (175)
= 7:6 fb�1 (4.1)

this value is used to scale the numbers in table 4.2 to our data luminosity of 108

pb�1. The expected top contribution as a function of the number of jets is presented

in table 4.2.

4.2.3 Top Systematic Error

The systematic error on our top expectation includes the uncertainty of tt production

rate due to the error on the luminosity of our W data sample (108 � 9 pb�1), the

theoretical error on the top cross section (�tt (175) = 5:53 + :07 � :39 pb) and the

error on the top mass as measured at CDF (176:8 � 6:5 GeV=c2). The top cross

1We thank the top analysis group for providing this Monte Carlo sample
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Table 4.2: Results of top background calculation. The �rst column lists the number
of W+ � n jet events selected from the 42000 top events generated. The second
column gives the expected contribution to our data samples from top pair production
and decay. The �rst error is statistical and the second is the systematic which is the
sum of the top mass uncertainty, the luminosity uncertainty, and the theoretical
uncertainty on the top cross section.

Number Background
Sample Selected Expected (stat and syst)
� 0 jets 2596 36:87 � 0:71 + 7:31 � 7:28
� 1 jets 2595 36:85 � 0:71 + 7:31 � 7:28
� 2 jets 2548 36:18 � 0:70 + 7:18 � 7:15
� 3 jets 2173 30:86 � 0:65 + 6:12 � 6:09
� 4 jets 1481 21:03 � 0:54 + 4:17 � 4:15

section at masses of 170.3 and 183.3 GeV=c2 are 6.35 pb�1 and 4.61 pb�1 respectively.

This variation dominates the systematic errors in table 4.2.

4.3 QCD Backgrounds to W + � n Jets

4.3.1 Sources of QCD Background

The backgrounds to W ! e� come from any process which produces an electron-like

energy deposition plus a large missing transverse energy. Multijet events, which we

refer to as QCD background, can achieve this signature if one jet leaves an electron

signature in the detector and the transverse energy in the event is not well measured.

In fact, QCD background is the largest source of background to the W+ jet events.

Furthermore the rate is dependent on the number of jets so that systematic errors

in the background estimates do not completely cancel in the relative W+ n jet cross

sections which we use to determine the absolute cross sections. To keep the error

on our cross section due to background subtraction comparable to the statistical

uncertainty of our W+ n � 4 jet sample, we need to know the QCD background to

� 35%.
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Our identi�cation of a W electron includes the use of both tracking and calorime-

try information. To fake a W electron, a jet in a multijet event must leave a high

PT track in the CTC in addition to an electromagnetic energy deposition associ-

ated with this track. This dual tracking-calorimeter signature can be produced from

hadron jets through several modes. Heavy avor jets where charm or bottom quarks

decay to real electrons can leave an electron signature in the detector. Gammas, con-

verting to electron positron pairs, are a source ofW background. Also included in the

conversion electron sources are Dalitz pairs. Finally, �0- �� overlaps and hadronic

jets which shower early in the calorimeter can leave a well-isolated EM energy deposit

with associated tracks.

In addition to producing an electron signal, the multijet background event must

have a large missing transverse energy. Large missing transverse energy in a mul-

tijet event can be attributed to the escape of a jet through a crack or to the mis-

measurement of an energy cluster.

4.3.2 Datasets for QCD Background Calculation

In order to obtain the QCD background we need to de�ne a sample of events enriched

in QCD multijets. In our selection of W events we used the electron isolation variable

(chapter 5) to discriminate between electrons and jets. We also rejected a large

amount of QCD background by requiring a large imbalance of transverse energy.

Therefore to obtain a sample of QCD multijet events we remove these cuts from our

W selection. Speci�cally, we select a QCD sample with the following criteria

� Apply all W selection cuts except:

{ Iso(0.4) � 0.1

{ 6Et � 30 GeV
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This sample contains 214046 events. Of course the W candidates are in this

sample but they will be con�ned to one corner of the isolation-6Et plane. A lego

plot of isolation versus 6Et is shown in �gure 4.1. From this �gure we can easily

distinguish the regions which are mostly W boson events (low isolation, high 6Et )
and mostly multijet events (everywhere else). The estimate of the QCD background

will extrapolate from the multijet dominated regions to the W dominated regions.

Removing the isolation and 6Et cuts in the data selection also invites some contam-

ination from electroweak processes such as Z ! e+e�and W ! �� events. These will

concentrate in the low isolation and low 6Et region of the isolation-6Et plane. We em-

ploy a set of cuts to reject the electroweak contamination of these regions (described

below).

4.3.3 Measurement of QCD Background

We use the isolation extrapolation method[26] to estimate the multijet background.

The �rst step is to divide our QCD sample into 4 subsamples which are de�ned by

their position in the isolation- 6Et plane (�gure 4.1). We label the regions from a,b,c

and d.

region a: Iso < :1 ; 6Et < 10

region b: Iso > :3 ; 6Et < 10

region c: Iso > :3 ; 6Et > 30

region d: Iso < :1 ; 6Et > 30

The number of events in each region is given in table 4.4. From the de�nitions of

the regions above one sees that we have excluded intermediate regions from consid-

eration. This exclusion is to insure that regions a, b and c are pure multijet and not
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Figure 4.1: Isolation vs 6Et for the QCD sample. The bottom plot shows the 3
regions (a,b,and c) which are used to calculate the QCD events in region d where W
bosons dominate. The characteristic 6Et distribution of W ! e� events is evident in
the lego plot (top). The QCD events have a 6Et distribution that peaks near 0 in this
plot.

a mix of QCD and W events. We exclude events with an electron isolation in the

region 0.1 to 0.3 and any events with a 6Et in the region 10 to 30 GeV 2.

We remove Z ! e+e�and Drell-Yan contamination by selecting events with a

2This cut rejects W ! e� leakage as well as W ! �� events which have an average 6Et less than
W ! e� events but generally larger than 10 GeV
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second electron regardless of the mass of the electron-positron pair. However, if a

second electron exists and is within a radius of 0.4 of the �rst electron the isolation

of the two are correlated resulting in poor isolation of both electrons. The isolation

of the �rst electron versus the second electron is shown in �gure 4.2 for the QCD

sample before any electroweak contamination is removed. We use an isolation variable

de�ned by

ISO(0:4) =
ET (0:4cone)� ET (electron)

ET (electron)

If the e+e� pairs are close enough each appears in the isolation de�nition of

the other. These events rarely allow the isolation of the �rst electron to pass our

W selection; however, the spoiled isolation of the �rst electron also results in the

failure of the e+e� removal cuts. Since these events do not contribute to W + jets

yet do appear in the multijet background sample we must explicitly remove them

from our multijet sample.

To enrich the sample further in multijet events we require that there is at least

one other high energy cluster (besides the selected electron). The fraction of electro-

magnetic energy in this jet must be less than 0.8. This last selection criteria for a

second energy cluster is only applied to the low 6Et events (regions a and b) where we

expect all jets were measured reasonably well and therefore expect at least two high

ET jets.

A �rst order description of the isolation extrapolation method assumes the iso-

lation shape for QCD jets faking electrons is independent of 6Et of the sample (see

�gure 4.3). Therefore, if the ratio (Na
Nb
) of well-isolated to poorly-isolated QCD events

is known for the low 6Et region then it is known in the high 6Et region. We directly

count the number of multijet events (Nc) with poor isolation and large 6Et . With

these quantities the number of QCD background events in the W sample (NQCD) is
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Figure 4.2: The isolation of electron 1 versus isolation of electron 2 for events with
at least two electrons. The events that show the inverse relation between electron
isolations are events where the two electron clusters are closer than the cone used to
de�ne the isolation. We remove these events from the QCD sample because they do
not contaminate the W sample.

NQCD =
Na

Nb
�Nc (4.2)

In reality, there may be some correlation between the 6Et of the event and isolation
of the electron. To account for this correlation we follow past analyses in estimating

the ratio Na
Nb

with two low 6Et control samples. The �rst sample for the low 6Et region
is required to have at least one other cluster (besides the QCD \electron") with an

ET � 10 GeV . The second requires the cluster to have an ET � 20 GeV . The

second sample is a subset of the �rst. Table 4.3 gives the number of events of the two

samples for each multiplicity. Previous analyses used the control samples to establish

an error on the QCD background estimate; however, we will assign an error based on
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Figure 4.3: A pro�le plot of isolation versus missing transverse energy. The vertical
axis shows the average isolation for events with a particular 6Et (horizontal axis). The
high missing energy events show the low isolation characteristic of W electrons but
signi�cant QCD contamination is evident up to our 6Et cut of 30 GeV . The isolation
of the low missing energy events are not completely independent of missing energy.

direct tests of the isolation extrapolation method.

Table 4.3: Number of events and the ratio (Na
Nb

) for the two control samples used
in the QCD background calculation.

Control Sample 1 Control Sample 2
ET jet � 10 GeV ET jet � 20 GeV

Region a Region b Na
Nb

Region a Region b Na
Nb

< Na
Nb

>

� 0 jets 23540 6053 3.89 15158 4816 3.15 3.52
� 1 jets 19160 5453 3.51 14376 4553 3.16 3.34
� 2 jets 4100 1689 2.43 3311 1451 2.28 2.35
� 3 jets 798 333 2.40 717 306 2.34 2.37
� 4 jets 139 69 2.01 134 69 1.94 1.98

4.3.4 Tests of the QCD Background Calculation

The large statistics of the run 1 data sample allow direct tests of the isolation extrap-

olation method. For these tests we select two subsamples of the QCD sample. The

low 6Et sample consists of all events with a 6Et less than 10 GeV . The anti-isolated
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Table 4.4: Number of events with a poorly-isolated electron and high 6Et (region c)
in the QCD sample.

Sample Number of events
� 0 jets 429
� 1 jets 374
� 2 jets 175
� 3 jets 53
� 4 jets 17

sample is de�ned by an electron isolation greater than 0.3 . These two samples which

are shown in �gure 4.4 contain essentially no W events. To test the isolation extrap-

olation method we divide each of these samples into four regions just as we did with

the QCD superset of events. Within each sample we can calculate the events in the

new region d from the other three regions. We can also directly count the events

since these are no longer dominated by W events. The calculations and observations

are compared directly in table 4.5.

Table 4.5: Results for the tests of the QCD background calculation. The predicted
number of events in region 4 and the observed number of events are compared. The
�rst column lists the results for the low 6Et sample and the second column lists the
results for the poor isolation sample. Both samples are essentially free of W contam-
ination.

Low 6Et Sample Anti-isolation sample
6Et � 10 GeV Isolation � .3

Predicted Observed Predicted Observed
� 0 jets 16522 15399 301 235
� 1 jets 13658 12480 263 198
� 2 jets 2782 2724 101 97
� 3 jets 569 543 29 29
� 4 jets 105 93 8.5 10

Overall, table 4.5 shows the method performs with the desired accuracy (35 %).

We use the test from the anti-isolation sample to assign a systematic of 30 % to the
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Figure 4.4: The plots show the subsamples of events in the isolation-6Et plane which
are used to test the QCD calculation. The upper plot is the subsample of QCD events
with low 6Et sample. The lower is the subsample with a poorly-isolated electron. Each
sample is divided into 4 regions to allow a calculation of the events in region d which
is compared to the number of events (Nd) observed in the region. These samples are
chosen to be displaced from the W dominant region (indicated by empty box).

QCD background calculation at each multiplicity.
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4.3.5 QCD Background Results

Using the ratios listed in table 4.3 we calculate the QCD background for the n �
0,1,2,3, and 4 jets samples of our W analysis. We see that the QCD contamination is

signi�cant and that the probability of contamination from multijet events increases

with the number of jets in the W+ jet samples.

Table 4.6: Final results for QCD background. The �rst column is the number of
W events selected with at least n jets. The second column presents the expected
contamination of the W sample from QCD background. Statistical and systematic
errors are shown.

W Candidates QCD Background
� 0 jets 51431 1509 � 73(stat) � 453(syst)
� 1 jets 11144 1248 � 65 � 374
� 2 jets 2596 412 � 31 � 124
� 3 jets 580 125 � 17 � 38
� 4 jets 126 33.6 � 8.1 � 10.0

4.4 Single Boson Backgrounds

4.4.1 Sources of Single Boson Background

W decay in which a �nal state electron results from an intermediate particle such as

the � can contribute to our W ! e� + jet samples. W ! �� accounts for one third

of the leptonic W decays and the � has a signi�cant branching fraction (18%) to

electrons. These events will sometimes be identi�ed as W ! e� decay 3. However,

the momentum of the � is shared among three decay products (e��), two of which

do not deposit energy in the calorimeter. Our kinematic cuts reject most of the

W ! �� events.

3Muons have a 100% branching fraction to electrons; however, their long lifetime does not typically
allow decay until they traverse the detector. Therefore, W ! �� decay does not contribute as a
background
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An accurate estimate of the W ! �� + jet contamination of our W ! e� + jet

samples is made using a LO QCD calculation for W ! �� + jets events. The QCD

production diagrams are the same whether the W decays to an electron or � �nal

state. We use this fact to remove the renormalization scale dependence inherent in LO

QCD predictions. Rather than extracting an absolute prediction of the W ! �� +

� n jet cross section, we extract the ratio

RW ! �� =
�(W ! �� ) � �(W ! �� )

�(W ! e� ) � �(W ! e� )
(4.3)

The � in equation 4.3 is the e�ciency for �nding a W boson which is dependent on

the decay mode. The ratio as calculated from equation 4.3 used with the counts in

our W + jet data samples yields W ! �� background.

Another signi�cant source of high ET electrons is produced from Z ! e+e�decays.

The electron ET spectrum is similar to that of electrons from W ! e� but the Z

cross section is a factor 10 below that of the W cross section. Although we have

explicitly removed Z ! e+e� decays from the W sample (chapter 3) the e�ciency

for our Z ! e+e� identi�cation was about 50%. A fraction of the Z's that failed the

Z selection will contribute to our W events. If one lepton in the Z decay passes the

electron selection and the other escapes through a gap in the detector coverage then

a W signature can result.

Figure 4.5 shows the � distribution of the second electron for Monte Carlo Z

events which pass Z selection. The gaps in the detector coverage are indicated by

dips in the � distribution. We have also plotted the � distribution of the second

electron in events which fail Z selection and have a large (� 30 GeV ) 6Et . The peaks
of this distribution correlate with the gaps in the detector which are seen in the �rst

distribution. The calculation we use to estimate the rate of Z ! e+e�events faking

W ! e� is identical to the W ! �� method described above.
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Figure 4.5: The � distribution of the second electron in a Monte Carlo simulation
of Z ! e+e�events. The �rst electron is de�ned as the one that passes tight central
electron cuts identical to the W selection. The solid line is the distribution for events
which pass our Z removal cuts. We can see a loss of events near the � gaps in our
detector. We have also plotted the � of the second electron (dashed) for events that
fail our Z removal cuts and have a large 6Et . The peaks in this distribution correlate
with the dips of the other distribution.

4.4.2 Single Boson Background Samples and Results

We generate leading order W ! �� + � n jet Monte Carlo samples using VECBOS.

The renormalization scale is Q2
ren =M2

w. We use HERWIG to add initial/�nal state

77



radiation and provide fragmentation of the partons with the HERWIG fragmentation

scale (Q2
frg) set equal toM

2
w+P

2
t . The program TAUOLA[27] is used to decay the � to

all allowed �nal states and provide the correct polarization. The Monte Carlo events

are processed through the CDF detector simulation code (QFL) and our W selection

executable is used to select events with the identical cuts used for data selection. A

detailed description of the Monte Carlo generation is found in chapter 7.

For each W ! �� + � n jet sample we create a W ! e� + � n jet sample

with identical generation parameters. The ratio in equation 4.3 is determined by the

number of events passing our W selection cuts from both theW ! �� and W ! e�

Monte Carlo samples. We use the following formulas to determine the backgrounds:

NW ! �� = RW ! �� �NW ! e� (4.4)

NZ ! e+e� = RZ ! e+e� �NW ! e� (4.5)

where

NW ! e� =
NSelected �NQCD �Ntop

(1 +RW ! �� +RZ ! e+e�)
(4.6)

These equations assume of course that no other contamination besides QCD and

top exist in the W data. The results are shown in table 4.7 for n = 1 through 4.

The results show that the contaminations fromW ! e� and Z ! e+e� are small and

will have a negligible e�ect on the relative cross section measurements. The asterisk

identi�es samples for which the calculation could not be performed. We extrapolated

assuming a at behavior. This extrapolation should be safe given the background

is fairly insensitive to the number of jets but we have increased the error for these

extrapolations by a factor 2.0.
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Table 4.7: Expected background for W ! �� and Z ! e+e�. Fractions are number
of background over number of W ! e� .

W ! �� Z ! e+e�

Sample fraction background fraction background
� 0 jets 0:0150 726 �� 752(�)
� 1 jets 0:0217 196 0:0173 157
� 2 jets 0:0329 62:9 0:0137 26:3
� 3 jets 0:0213 7:87 0:0155 5:73
� 4 jets 0:0213 1:26(�) 0:0155 0:92(�)

4.5 Jet Multiplicity Promotions

4.5.1 Sources of Promotions

The previous sections discussed contributions to the W candidates selected for our

W+ jet analysis. Here we discuss backgrounds which do not contribute to the total

number of W events but rather add to the number of jets in a W boson event. We

correct for two contributions of jets which do not arise from direct single W+ jet

production.

� jets produced in interactions that occur in the same crossing as the W interac-

tion

� 's in W events which are counted as jets

About 40% of our W events have at least one other vertex reconstructed in ad-

dition to the W boson vertex. The extra vertices indicate the presence of additional

pp interactions. Typically these interactions contribute a small amount of energy

which is spread over the detector. As we discussed in chapter 3 this energy is sub-

tracted from our jet energy with a value determined by the number of extra vertices

that we �nd in the W event. Occasionally the energy from an extra interaction will
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be large enough and localized enough to result in a reconstructed jet. These jets will

be counted along with any jets produced in association with the W boson.

4.5.2 Calculation of Promotions

The probability of a W event containing a jet that is generated from an extra inter-

action is 0.0099. This value was calculated from our minimum-bias events (see chap-

ter 3, section 3.4.2 for the de�nition of this sample). The events in the minimum-bias

sample closely model the extra interactions found in W events. Speci�cally, neither

sample has a signi�cant bias in triggering its acceptance. This is true for minimum-

bias samples by design.

We counted the number of jets and the number of vertices in our minimum-bias

sample. We found that for every 81 vertices in the minimum-bias sample, one single-

jet event was found. The W sample contains 41188 vertices in addition to those

vertices associated with the W bosons. We then expect 507 events with a single

extra jet from an extra interaction in our W sample. This number of jets in 51431

W events yields the probability of 0.0099 for obtaining a single jet from an extra

interaction per W event. The formula is shown explicitly in equation 4.7 below. In

equation 4.7, Njet(MB) is the number of jets in the minimum-bias sample, Nvtx(MB)

is the number of vertices in the minimum-bias sample, Nextra vtx(W ) is the number of

extra vertices found in the W sample, and P1 is the probability for a jet to arise from

an extra interaction in a W event. The calculation is repeated for the probability

of obtaining 2, 3 and 4 jets from an extra interaction. The probabilities are listed

in table 4.8 and are seen to drop by a factor 6 with the addition of each additional

extra jet.

P1 =
Nextra vtx(W )

51431
� Njet(MB)

Nvtx(MB)
(4.7)
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So far we have shown that the probability for obtaining a jet from an extra

interaction is less than a percent so why are we correcting for this? Consider that

the 1% of W+ 1 jet events which get promoted to W+ 2 jet events represent a 5%

increase on the number of W+ 2 jet sample because the 2 jet sample is roughly 5

times smaller. The W+ 2 jet sample is also increased by promtions from the W+ 0

jet sample. The probabilty of a 2-jet promotion is 6 times smaller but the W+ 0 jet

sample is 5 times larger than the W+ 1 jet sample. This means that the correction

to the W+ 2 jet sample for W+ 0 jet promotions is roughly the same as that for

W+ 1 jet promotions. The e�ect of the promotions therefore represents our second

largest background correction to the W+ jet samples 4.

The actual correction for promotions is complicated by the fact that we must

simultaneously correct for the jets being promoted to and from a particular jet mul-

tiplicity. In the promotion calculation we use a matrix of probabilities which maps

the n jet sample to the n + m jet sample via the promotion probability for m jets

from extra interactions. The corrections to the W+ � n jet samples are shown in

table 4.9 and are calculated for m as high as 4.

Table 4.8: The table shows the probabilities for obtaining a single jet, 2 jets, 3 jets
and 4 jets from an extra interaction. The �rst column shows the number of events
found withm jets in the minimumbias sample. We use the number of vertices (40117)
found in the minimum-bias sample and the number of extra vertices (41188) found
in the W sample to calculate the probabilities in the second column (equation 4.7).

m jets Pm
1 jet 494 9:910�3

2 jets 67 1:310�3

3 jets 11 2:210�4

4 jets 2 4:010�5

A second source of promotion arises fromW events. The photon in these events

4except where top events become signi�cant
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will be counted as a jet if its transverse energy is above 15 GeV and j�j is less than
2.4.

The probability (P) that a photon will contribute a jet to an event in ourW sam-

ple is 0.004 � 0.0006. This value was determined from W Monte Carlo events [28].

We corrected the photon energy using the standard jet corrections. The jet correc-

tions raise the energy for the hadronic response of the detector and for the radiation

that falls out of the 0.4 clustering cone. These corrections are necessary since we do

not distinguish photons and jets in the data. After obtaining the number of photons

which pass the jet selection cuts in the Monte Carlo, we scale the Monte Carlo lumi-

nosity to our data luminosity. We expect 207 � 32 photons measured as jets in the

W sample. This number of photon-jets yields the value of P (207/51431).

To correct for photons faking jets we add P for a photon faking a jet to the

probability (P1) of obtaining 1 jet from an extra interaction.

4.5.3 Errors on the Promotion Correction

Although the most reliable method for obtaining the promotion probabilities (Pm)

is from the minimum-bias sample as described in the preceding section, we have

estimated the number of jets from extra interactions in the W events from other

methods to establish an error.

One study [29] looked at the ��ej distribution between the electron and jet inW+

jet events. The electron fromW decay is uncorrelated with jets from an independent

interaction therefore this distribution is at. The distribution for jets produced in

association with W bosons will be peaked at �. The actual W+ jet data was �t with

these distributions to extract the amount of each.

Another study divided the W+ jet sample into 4 subsamples dependent on the

average instantaneous luminosity at which the events were collected. We would expect
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that in high luminosity running the average number of extra interactions that occur

would increase. This increase would result in a higher probability for jets from extra

interactions.

The two studies gave results which bracketed our estimate from the minimum-bias

sample and from these we quote an error on the promotion probabilities of +100%

and -50%.

4.6 Chapter Summary

The signi�cant backgrounds to the single W+ jet production have been estimated

in this chapter. We found that the top contribution and multijet contamination are

signi�cant and are strongly dependent on the number of jets. The contamination

of our W ! e� + jet samples from W ! �� and Z ! e+e�is small and have a

negligible e�ect on the relative cross sections when compared to the systematics from

top and multijet background subtraction. Finally, we corrected our counting of jets

in W events for jets from extra interactions and photons identi�ed as jets. The

summary of our background estimates are presented in table 4.9.

Table 4.9: Summary of backgrounds to single W+ � jet samples.
Background n jets � 0 n jets � 1 n jets � 2 n jets� 3 n jets� 4
QCD 1509 1248 412 125 33.6
W ! �� 726 196 62.9 7.87 1.26
Z ! e+e� 752 157 26.3 5.73 .92
Top 36.87 36.85 36.18 30.86 21.03
Promotion 0 464 149 40.8 9.92
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Chapter 5

The E�ciency for Finding W ! e� Events

5.1 Introduction

We restrict electrons to be in the region of the detector where the most reliable

electron measurements are made. This requirement necessarily involves the loss of a

large fraction of the W 's produced at CDF. In this chapter we determine our losses

from this requirement and all other requirementsmade in ourW data selection. Since

some W selection cuts are biased against events with jets, we measure the e�ciency

for each W+ n jet sample independently. The total e�ciency for each W sample is

the product of all individual e�ciencies as shown in equation 5.1. The descriptions

of these e�ciencies are in table 5.1.

�tot = �geo � �kin � �ID � �trig � �obl � �Zrem (5.1)

Table 5.1: The name and description of losses to the W ! e� sample due to the
selection criteria.

Name description
Geometric(�geo) electron in central detector

electron in well-instrumented region
Kinematic(�kin) electron ET � 20 GeV

6Et � 30 GeV
Identi�cation(�ID) passes event and electron quality cuts
Trigger(�trig) passes online trigger cuts
Obliteration(�obl) loss of events due to electron-jet overlap
Z removal(�Zrem) loss of W+ jet events due to Z removal
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5.2 Acceptance Calculation for W + � n Jets

The e�ciency for geometric and kinematic restrictions on the leptons is referred to as

the acceptance. The geometric and kinematic acceptances are calculated separately.

The geometric acceptance is the fraction of electrons that deposit energy in a �ducial

region of the central electromagnetic calorimeter. The kinematic acceptance is the

fraction of electrons and neutrinos to pass the ET and 6Et cuts respectively. The

fractions are calculated with simulated W ! e� events.

5.2.1 W+ Jet Monte Carlo Samples

We generate W + n parton data samples using a leading order Monte Carlo event

generator (VECBOS [30]). The renormalization (Q2
ren) scale for the calculation is the

average parton PT squared (< PT >
2). The parton PT and � cuts in VECBOS are 8

GeV=c and 3.5 respectively. There are no generation cuts on the electron or neutrino

variables. Initial and �nal state radiation and underlying event energy are added

using HERWIG[31] (Q2
frg = M2

W + P 2
tW ). Events are passed through the detector

simulation (QFL) to obtain the detector response of electron energy, jet energy, and

underlying event energy. From the fully simulated Monte Carlo sample we select

W events using our W selection executable. We count the number of reconstructed

jets according to our jet selection cuts. A jet is de�ned in our acceptance calculation

as it is in our W data selection:

� 0.4 cone clustering

� out-of-cone and underlying event corrections applied

� ET � 15 GeV (corrected)

� j�detj � 2.4
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The number of events generated for each W + n jets data is shown in table 5.2.

Table 5.2: Number of events with n jets reconstructed from W + n parton Monte
Carlo

Sample # with n jets
reconstructed

W + 0 jets 42836
W + 1 jets 37282
W + 2 jets 10972
W + 3 jets 3848
W + 4 jets 1399

To maintain consistency in the modeling of our W events, the W plus 0 jets

sample is generated with VECBOS using a parton PT cut lowered to 1 GeV . The

Monte Carlo PT distribution is then tuned o� the real W data. This technique is

described in appendix C.

5.2.2 Geometric Acceptance

We require the electron to be in the central region of the detector (� � 1.1). The

region of the electron is determined from the reconstructed electron rather than the

four-vector from the matrix element calculation so that we include detector smear-

ing. The second acceptance cut applied to the electron is the �ducial requirement.

Good �ducial status requires the electron to be in a well-instrumented region of the

calorimeter. Non-�ducial regions include phi cracks, the 90 degree crack, chimney

towers, tower 9, and electrons near tower edge (3 cm). The number of events with a

central �ducial electron as a function of the jet multiplicity is shown in table 5.3.

In a small percentage of events the electron is not reconstructed. We determine

the cause of such losses by using the four-vector from the matrix element calculation

and propagating the electron into the detector. These \lost" electrons fall more
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or less into two classes: electrons which escape the detector and electrons which are

obliterated. An obliterated electron is de�ned as an electron which overlaps with a jet

to the extent that electron reconstruction fails. The rate of obliteration is measured

separately (section 5.3) using data. After propagating the electron the acceptance

status is properly categorized. Table 5.6 lists the geometric acceptance for our W +

jets samples.

5.2.3 Kinematic Acceptance

We apply a 20 GeV transverse energy cut to electrons in events which pass the geom-

etry cuts. The electron energy is corrected with the Monte Carlo electron correction

code which is the equivalent of the corrections used on W data events. The number

of events surviving the electron ET cut are presented in table 5.3.

Events with an electron ET � 20 were tested for a 6Et � 30 GeV . We calculate

the imbalance of transverse energy from fully corrected detector energy and include

the e�ects of extra interactions. The smearing of 6Et due to extra interactions is

performed 30 times per event so that the number of events listed in table 5.3 passing

the 6Et cut is not an integer. The reliability of our simulation of 6Et is discussed in

appendix B.

Table 5.3: Number of events passing each acceptance cut for our 0 to 4 jets samples.

Sample N Ncentral Nfiducial NET N6Et
W + 0 jets 42835.7 23699.3 17862.7 15237.9 10054.2
W + 1 jets 37282.0 21486.0 16290.0 14139.0 8954.7
W + 2 jets 10972.0 6543.0 4954.0 4305.0 2646.6
W + 3 jets 3848.0 2383.0 1819.0 1566.0 1053.3
W + 4 jets 1399.0 873.0 654.0 575.0 384.4
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5.2.4 Z Removal

Our selection ofW events includes a rejection of events which pass loose Z identi�cation

requirements (chapter 3). These cuts are applied to a second electron after the pri-

mary electron identi�cation and 6Et cut. This procedure is repeated on the W Monte

Carlo. Although the Monte Carlo sample is entirely W + jets events, some jets in

these events look enough like a second electron so that the event passes Z identi�ca-

tion. Therefore the fraction of W events that pass the Z identi�cation is dependent

on the number of jets. Table 5.4 shows the e�ciency for Z removal as calculated from

our W Monte Carlo.

Table 5.4: Z removal e�ciency for W + jets

Sample Z removal
W + 0 jets 1.0000 � 0.0
W + 1 jets 0.9976 � 0.0005
W + 2 jets 0.9953 � 0.0014
W + 3 jets 0.9881 � 0.0035
W + 4 jets 0.9846 � 0.0062

5.2.5 Systematics

In this section we present the systematics which can change the ratio of the acceptance

of W + n jets to that of W + 0 jets. We recalculate the acceptance from QFL after

shifting the jet energy scale by +=� 5.0%. This scaling will not only a�ect jet counting

but will change the measurement of the 6Et which depends on the measurement of

jet energy. The absolute shifts of the acceptance for this procedure are shown in

table 5.5. We also have a choice for the renormalization scale when generating W +n

jets Monte Carlo. We expect some dependence on this parameter since the acceptance

does depend on PT and a Q2 = M2
W + P 2

tW would yield a harder PT spectrum than
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our default choice of Q2 =< PT >
2 (parton PT ). The shifts due to a change in the

renormalization scale are also presented in table 5.5.

Table 5.5: Acceptances for variations in renormalization scale and jet energy scale.

Sample Default Q2
ren = PT

2 +M2
W +5% Et Scale -5% Et Scale

W + 1 jets 0.2402 0.2406 0.2420 0.2381
W + 2 jets 0.2412 0.2423 0.2434 0.2407
W + 3 jets 0.2737 0.2766 0.2729 0.2702
W + 4 jets 0.2747 0.2756 0.2847 0.2717

5.2.6 Results and Conclusions

Our measured W acceptances are shown in table 5.6. The results are given for ex-

clusive jet multiplicities with n=0 to 4. The measurement used a LO matrix element

calculation with partial higher order corrections via a HERWIG parton shower sim-

ulation. The QFL detector simulation was used to model the response to electrons

and the recoil to the W .

Table 5.6: Geometric and kinematic acceptances for W + jets. The last column
shows the total acceptance with the statistical error and the systematic error respec-
tively.

Sample Geometric Kinematic Total
W + 0 jets 0.4170 0.5629 0.2347 � 0.0020
W + 1 jets 0.4369 0.5497 0.2402 � 0.0022 � 0.0021
W + 2 jets 0.4515 0.5342 0.2412 � 0.0041 � 0.0025
W + 3 jets 0.4727 0.5791 0.2737 � 0.0072 � 0.0045
W + 4 jets 0.4675 0.5877 0.2747 � 0.0119 � 0.0100
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5.3 Electron-Jet Overlap Losses

Subsequent to the kinematic and geometric cuts described, we apply a series of quality

cuts to the electrons. The loss of true electrons due to these cuts will be determined

in this section and the next. In this section we factor out the losses that depend on

the jet activity in the event. As part of the W selection we require that the electron

and any high ET jets be separated by a radius of no less than 0.52. We can only apply

this cut when we can physically distinguish an electron from a jet. If a jet and an

electron occupy the same area of the detector we might lose the electron altogether.

These events by their nature will not appear in the electron data samples therefore

we need to simulate the e�ect from existing data.

5.3.1 Electron-Jet Overlap Data Samples and Calculation

The method we use to determine the rate at which jets and electrons overlap uses a

Monte Carlo to decay W and Z bosons. We decay a boson many times and observe

the rate that the electron from the decay falls on top of a jet in the event. In

order to decay a boson we require its momentum. Unfortunately, this information

does not exist for W bosons in the data because the longitudinal component of the

neutrino is not known. The momentum is known for Z bosons in the data and for

W 's in Monte Carlo. The Z data can be used because we can remove the electron

and positron from the event and substitute a W ! e� decay. The advantage of the

Z data is that it contains all sources of low-energy hadronic contamination of the

electron. The disadvantage of the Z data is the limited statistics for events with high

jet multiplicity. There are only 7 events in the Z+ 4 jet data. Although we decay

the Z events several thousand times systematic e�ects can enter the calculation when

using only a few events.

The Z data andW Monte Carlos events are passed through a special Monte Carlo
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[32] that redecays the boson many times. We check to see if the electron from boson

decay lands near any jets in the event. The criteria for the electron to be obliterated

by jet activity is

� a jet cluster with an ET (jet) � 0:1 �ET (ele) within a cone of 0.4 of the electron
cluster.

� a jet satisfying our jet selection criteria (ET� 15 GeV and j�j � 2.4) within a

cone of 0.52 of the electron

Our �nal results of decaying the W and Z bosons are shown in �gure 5.1. These

plots show the fraction of events which pass our electron-jet separation criteria. The

errors are obtained by varying the polarization of the boson. The quantity that

actually enters the W cross section calculations is the ratio of the e�ciencies and not

the absolute magnitude.

Where the Z statistics allow comparison the ratio showed agreement for the Z

and W samples. In the magnitude the W Monte Carlo was a little more e�cient

than the Z data (�gure 5.1. This is not surprising since low-energy contamination is

not modelled well by the Monte Carlo(see appendix B).

Table 5.7: Electron-Jet Separation E�ciency for W + jets

Sample obl
= 0 jets 0.9558 � 0.0101
= 1 jets 0.9249 � 0.0087
= 2 jets 0.8942 � 0.0113
= 3 jets 0.8633 � 0.0095
� 4 jets 0.8261 � 0.0117
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Figure 5.1: Obliteration e�ciency as calculated fromW Monte Carlo (�lled circles)
and Z data (open circles). Statistical errors only.

5.4 ID E�ciency

5.4.1 Introduction

We showed in chapter 3 that an e�ective means of selection electrons while reducing

backgrounds was to impose electron quality criteria on the electromagnetic cluster in

the central calorimeter. This procedure necessarily involves the loss of true electrons

that happen to fail these cuts. Simulations of electron response are di�cult because

some of these cuts are sensitive to the running conditions such as the luminosity

while others could show time dependent behavior due to the slow degradation of

detectors such as the calorimeter. An example of the former is the isolation variable.

The isolation is the fraction of non-electromagnetic energy in the vicinity of the

electron. As the luminosity increases the average number of interactions increases.

The contamination of the electron energy by extra interactions increases with the

number of interactions and therefore with the luminosity. To obtain reliable e�ciency

numbers we measure the e�ciency using data rather than simulations. The Z data
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is a very suitable sample for several reasons. The Z data were collected over the

same time period as our W+ jet data. The kinematics of Z and W boson decay are

similar. Z bosons are easily found and contain very small backgrounds.

5.4.2 The ID E�ciency Sample and Calculation

We begin by selecting events from the inclusive electron sample. The events must

have at least one lepton which passes our tight electron selection cuts. From this

sample we apply the following cuts to a second electron.

� central

� ET� 20 GeV

� �ducial

The �nal result is a sample where both leptons are central and �ducial and both

have a ET � 20 GeV . Additional event cuts are made to insure that we have clean

Z bosons:

� Qe+ +Qe� = 0

� 81 � Me+e� � 101

� jZvtxj � 60.0 cm

There are 2696 events which satisfy these cuts. In 2138 of these events both the

electron and positron pass the electron quality cuts. Given that P represents the

probability that a lepton will pass the quality cuts we can write the number of events

which have both leptons passing as

NPP = P 2 �Ntot (5.2)
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and the number of events for one lepton passing as

NPF = 2 � P � (1 � P ) �Ntot (5.3)

Ntot represents all electron-positron pairs which satisfy the kinematic and event cuts

listed above. This number is an unknown since we do not have the events for which

both leptons fail the cuts. However we can eliminate Ntot from equations 5.2 and 5.3

and solve for the probability P in terms of NPP and NPF .

P =
2 �NPP

NPF + 2 �NPP
(5.4)

Substituting 2696-2138=558 for NPF and 2138 for NPP yields P = 0.8846 � 0.0049

as our ID e�ciency.

We have assumed that our ID e�ciency calculation is independent of the number

of jets in the event. We did this because we calculated the e�ciency with obvious

jet dependence separately. To check that this was a reasonable course of action

we recalculate the ID e�ciency for each Z+ jet sample. The results are shown in

table 5.8. We do not observe a signi�cant trend for the e�ciency as a function of jet

multiplicity.

Table 5.8: ID e�ciency for electrons as a function of the number of jets.

Sample Npf +Npp Npp �ID
= 0 jets 2128 1690 0.8853 � 0.0054
= 1 jets 439 348 0.8844 � 0.0120
= 2 jets 107 83 0.8737 � 0.0256
= 3 jets 18 14 0.8750 � 0.0620
� 4 jets 4 3 0.8571 � 0.1414
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5.5 Trigger E�ciency

The selection of a our electron dataset must begin online with a hardware trigger

that is designed to signal the presence of a high ET central electron candidate. All

events in our data sample must pass the level-two and level-three inclusive central

electron triggers. To determine the fraction of electrons which fail these triggers we

select a new W boson sample from the 6Et triggers at level-two and level-three which

are based on identifying neutrino candidates instead of electron candidates. This

trigger provides a dataset from which to selectW bosons without the requirement of

an electron trigger. From these events we selectW events by applying our geometric,

kinematic and extra tight1 electron selection. The 6Et is required to be at least 25

GeV . We �nd 36999 events passing these cuts. From these events we check that the

electron passes the level-two and level-three central electron triggers. The e�ciency

is then

�trig =
Np

N
(5.5)

The number of events which pass (Np) is 36781 so that our trigger e�ciency is 0.9941

� 0.0004. The results are presented as a function of the number of jets in table 5.9

and show no dependence with jet multiplicity.

5.6 Chapter Summary

We have measured the e�ciencies for identifying W ! e� decays as a function of

the number of jets. The individual and total e�ciencies are collected in table 5.10.

One source of W boson loss has not been determined in these estimates. The loss of

a W ! e� events due to our requirement that the event vertex is within 60 cm of

1"extra tight" refers to limiting the isolation to less than 0.05 to eliminate multijet background
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Table 5.9: Trigger e�ciency for electrons as a function of the number of jets.

Sample �trig
= 0 jets 0.9936 � 0.0005
= 1 jets 0.9969 � 0.0007
= 2 jets 0.9947 � 0.0022
= 3 jets 0.9959 � 0.0041
�4 jets 0.9667 � 0.0232

the center of the detector is not dependent on the number of jets and therefore will

cancel in our �nal cross section measurements since we scale our cross section to a

previous CDF inclusiveW measurement. The value has been determined for the run

1a data (� :95[34]).

Table 5.10: Summary of W+ jet e�ciencies.

E� = 0 jets = 1 jets = 2 jets = 3 jets �4 jets
�geo 0.4170 0.4369 0.4515 0.4727 0.4675
�kin 0.5629 0.5497 0.5342 0.5791 0.5877
�ID 0.8846 0.8846 0.8846 0.8846 0.8846
�Trig 0.9941 0.9941 0.9941 0.9941 0.9941
�obl 0.9478 0.9172 0.8867 0.8561 0.8192
�Zrem 1.0000 0.9976 0.9953 0.9881 0.9846
�tot 0.1956 0.1933 0.1872 0.2036 0.1948
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Chapter 6

Data Results

6.1 Introduction

We have measured the quantities required for a calculation of the direct single

W ! e� + �n jet cross sections. First, we calculate the number ofW ! e� + �n jet
events produced at CDF during the period of data collection. This number is derived

by correcting the number ofW ! e� + �n jet candidates for the contamination from

backgrounds and for the loss of direct single W ! e� + �n jet events (e�ciency).

The relative production is de�ned as the number of W ! e� + �n jet events divided
by the total number of W ! e� events. The absolute cross sections will be obtained

from the relative production rates by scaling to the inclusive W ! e� cross section

as measured from a previous CDF analysis [35].

The W+ jet cross section measurements are derived from a sample of events

which were selected with analysis cuts designed to parallel a previous Z+ jet [33]

analysis. A comparison of the W and Z measurements has the advantage that the

largest systematic in the data ,the jet counting uncertainty, will cancel to a large

degree. Preliminary results for the W and Z ratio as function of jet multiplicity is in

agreement with theory.

6.2 W ! e� + �n Jet Cross Section Results

To calculate the number of W ! e� events produced with at least n jets, we use the

number of W ! e� + �n jet candidates (Nn), the estimated background contami-

nation (Bn), and the e�ciency of identifying a W ! e� decay (�n). The subscript
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indicates that these quantities are measured for each W+ �n jet sample. Bn is sub-

tracted to remove undesired contributions from our sample. The result of subtracting

the background yields the number of W ! e� events in our candidate sample that

were contributed from direct singleW production. The estimates in chapter 5 yielded

the e�ciency (�n) of identifying aW ! e� decay when theW is produced with n jets.

Therefore we divide by this e�ciency to obtain the number of W ! e� events that

were produced. The calculation is presented explicitly in equation 6.1. Substituting

n = 0 into this equation yields the total (inclusive) number of direct single W ! e�

events. The fraction Fn is de�ned as the rate of W ! e� + �n jet events relative

to the total production rate and is given by equation 6.3. These fractions (Fn) are

the relative production rates and they are presented in table 6.1. The inputs that

were used in the determination of the relative production rates are also shown in the

table.

N 0
n =

Nn �Bn

�n
(6.1)

N 0
0 =

N0 �B0

�0
(6.2)

Fn =
N 0
n

N 0
0

(6.3)

The last step for obtaining cross sections is to scale the relative rates to the inclusive

cross section times the branching ratio (�0(W ) �BR(W ! e� ) =2490 � 120 pb [35]).

The inclusive cross section times branching ratio is from a previous CDF analysis

that used the �rst 19.6 pb�1 of luminosity. The luminosity and vertex cut e�ciency

were well measured for these data. The errors in this measurement are retained in

our absolute cross section measurements and represent a 4.8% error for each W+ �n
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Table 6.1: Candidates, total background, total W e�ciency (exclusive), and the
relative cross sections for the W+ jet samples.

� 0 � 1 � 2 � 3 � 4 � 5
Nn 51431 11144 2596 580 126 21
Bn 3024 2102 686 210 66.7 16.2
�n 0.1956 0.1933 0.1872 0.2036 0.1948 0.1948
Fn 1.0000 0.1868 0.3945�10�1 0.7638�10�2 0.1224�10�2 0.9823�10�4

jet cross section. We refer to this contribution to the error as the common error. The

absolute cross sections for W ! e� + �n jets are presented in table 6.2 and plotted

in �gure 6.1. The curve in �gure 6.1 is an exponential �t to the data. The errors

in table 6.2 are divided according to type. The �rst error listed in the table 6.2 is

the statistical error. The second error is the common error due to the uncertainty on

the inclusiveW cross section measurement (4.8%). The third error is the systematic

error.

The systematic error dominates the errors in the W+ jet measurements. An

estimate of the systematic error must avoid double counting the uncertainties that

are already accounted for in the common error. This is achieved by de�ning the

systematic error to represent only the uncertainty on the ratio ofW+�n jet events to
W+ �0 jet events. We discuss the quantities that can change the ratio in section 6.3.

Here, we only note that the dominant contribution is due to the uncertainty on the

the jet energy.

Also shown in table 6.2 is the ratio

Rn=(n�1) =
�n
�n�1

Rn=(n�1) shows explicitly that the cross section drops about a factor of 5 with each

additional jet. This ratio gives the probability of measuring one additional jet in

a W event and is therefore closely related to the coupling strength of the strong
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interaction �s. In chapter 7, we use Rn=(n�1) to make more demanding tests of QCD

since the error on this ratio is smaller than the error on the absolute cross section.

The cancellation of the systematic error is predominately due to the correlation in

the jet counting errors in the numerator and denominator of Rn=(n�1). For example,

the increase in the number of jets from a shift in the jet energy increases both �n and

�n�1. The increase in cross section is greater for higher jet multiplicities so that the

cancellation is not complete but the �nal error is relatively smaller when compared

to the absolute cross sections. This argument is not true in the ratio �1
�0

because �0

is insensitive to the jet counting errors. We will present the systematic errors more

completely in section 6.3.

Table 6.2: W+ �n jet Cross Sections. The �rst error listed is the combined sta-
tistical error which includes the statistical error on the number of events and the
statistical error on the e�ciency and background calculations. The second error is
a common systematic error of 4.8% from the input inclusive W cross section. The
third error is the systematic which is dominated by jet counting systematics (see next
section). For this table we list the maximum of the plus and minus systematic. The
last error is the total error.

n Cross Sections Results
Jets BR � � (pb) Stat Common Syst. Total �n

�n�1

� 1 471:2 � 6:3 �23:1 �51:8 �57:1 0:189 �0:021
� 2 100:9 � 3:2 �4:9 �18:1 �19:0 0:214 �:015
� 3 18:4 � 1:4 �0:9 �5:1 �5:3 0:182 �0:020
� 4 3:1 � 0:7 �0:1 �1:2 �1:4 0:166 �0:042
� 5 0:24 � 0:24 �0:01 �0:28 �0:36 0:080 �0:109

6.2.1 The W+ �5 Jet Cross Section

We have included the W+ �5 jet cross section measurement in table 6.2 and �g-

ure 6.1. The W+ � 5 jet sample contains a su�cient number of events (26) for

a measurement; however, some of the other quantities necessary for a cross section

must be determined from calculations at lower jet multiplicities. Speci�cally, we must
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Figure 6.1: W + � n jets cross sections. The inclusive (W+ �0 jet) cross section
is from a previous CDF measurement.

use the e�ciency (�4) for the 5 jet e�ciency. Although some individual e�ciencies

showed a dependence on the number of jets (chapter 5), the total e�ciency is fairly

at so that the uncertainty on our 5 jet e�ciency is relatively small when compared

to the jet counting systematics and even the statistical error.

We were able to calculate the QCD and top backgrounds for the 5 jet data but the

smaller backgrounds (W ! �� and Z ! e+e�) are taken from the 4 jet calculation

(chapter 4). Again, the smaller backgrounds do not show a substantial trend with
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the number of jets in the event so that the W+ �5 jet cross section measurement

does not contain a signi�cant error from these approximations.

6.3 Determination of the Systematic and Statisti-

cal Errors

6.3.1 Sytematic Errors

In this section we give descriptions of the systematic errors in the W+ jets analysis.

The determination of a particular systematic is produced by varying a quantity by

its uncertainty and recalculating the cross section. The di�erence of the new cross

section and default cross section yields the systematic error on the cross section. The

systematic variations we examine are those that change the ratio of the number of

events with �n jets to the total number of events. The following quantities are varied
systematically:

� Jet Counting Variations

1. Jet ET

2. Jet Detector �

3. Jet Underlying Event Energy Scale

4. Promotion Correction

� Background

1. QCD background Normalization

2. TOP background Normalization

� E�ciencies

1. Obliteration
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2. Acceptance

The uncertainty on each of these quantities is explained more fully in the associ-

ated chapters but we have collected brief descriptions of each variation in appendix D

for easy reference. Table 6.3 and �gure 6.2 show the change in the cross sections as

a result of the variations that are listed above. Figure 6.2 clearly shows that system-

atic error due to the uncertainty on jet counting dominates in all �n jet samples.

The counting error is in turn dominated by the uncertainty of the jet ET . How-

ever, the contribution of systematic error due to extra interactions is also signi�cant.

The e�ect of extra interactions is seen in two uncertainties. First, the uncertainty

on the correction of jet energy due to contamination of 0.4 clustering cone (UE)

from extra interaction energy. Second, the uncertainty on the promotion correction

which corrects for jets from extra interactions. As the instantaneous luminosity at

CDF increases both the extra interaction correction and the promotion correction

contribute a larger fraction of the total error. This point needs to be considered in

future analyses which will collect data at even higher instantaneous luminosities.

Table 6.3: List of systematic errors for W+ jets analysis.

W+ � 1 Jet W+ � 2 Jets W+ � 3 Jets W+ � 4 Jets
Syst (pb) �� +� �� +� �� +� �� +�
ET scale �31:46 31:79 �10:11 11:52 �2:35 3:08 �0:53 0:70

�det �10:73 9:08 �4:10 3:71 �0:99 0:89 �0:41 0:17
UE �22:96 27:29 �8:57 9:87 �1:91 3:01 �0:48 0:65

Promotion �12:13 24:69 �3:75 7:24 �0:97 1:81 �0:24 0:44
QCD �15:18 14:90 �5:58 5:48 �1:71 1:68 �0:49 0:49
Top �0:24 0:24 �0:28 0:28 �0:24 0:24 �0:17 0:17

Acceptance �3:58 3:64 �1:02 1:05 �0:32 0:34 �0:10 0:11
Oblit �0:97 0:97 �0:30 0:30 �0:11 0:11 �0:04 0:04
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 W + > 1 Jet Systematic

- σ + σ
Total Systematic:

Jet Systematic:

Et Scale
Detector Eta
Underlying Event
Promo

Backgrounds Systematic:

QCD
TOP

Efficiencies Systematic:

Acceptance
Obliteration

426.2 523471.2 pb

 W + > 3 Jets Systematic

- σ + σ
Total Systematic:

Jet Systematic:

Et Scale
Detector Eta
Underlying Event
Promo

Backgrounds Systematic:

QCD
TOP

Efficiencies Systematic:

Acceptance
Obliteration

14.6 23.518.4 pb

Figure 6.2: Cross section Systematics.

 W + > 2 Jets Systematic

- σ + σ
Total Systematic:

Jet Systematic:

Et Scale
Detector Eta
Underlying Event
Promo

Backgrounds Systematic:

QCD
TOP

Efficiencies Systematic:

Acceptance
Obliteration

85.4 119100.9 pb

 W + > 4 Jets Systematic

- σ + σ
Total Systematic:

Jet Systematic:

Et Scale
Detector Eta
Underlying Event
Promo

Backgrounds Systematic:

QCD
TOP

Efficiencies Systematic:

Acceptance
Obliteration

2.1 4.33.1 pb
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6.3.2 Statistical Errors

The statistical errors on the cross sections are shown in �gure 6.3 for the W+ �n jet

(n = 1; 2; 3; 4) samples. The statistical error is the counting error as determined from

the raw number of events(Nn). Shown separately is the error on the cross sections

due to the statistics of the independent samples used to determine the background

expectations and the individual e�ciencies. All statistical errors are fully propagated

through the cross section calculation.
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 W + > 1 Jet Statistical

- σ + σ
Total Statistical:

N (Selected W):

Total Background:

QCD
TOP
W (τ ν)
Z (e+ e-)

Efficiency:

ID
Trigger
Obliteration
Acceptance

464.9 477.5471.2 pb

 W + > 3 Jets Statistical

- σ + σ
Total Statistical:

N (Selected W):

Total Background:

QCD
TOP
W (τ ν)
Z (e+ e-)

Efficiency:

ID
Trigger
Obliteration
Acceptance

17 19.818.4 pb

Figure 6.3: Statistical Errors.

 W + > 2 Jets Statistical

- σ + σ
Total Statistical:

N (Selected W):

Total Background:

QCD
TOP
W (τ ν)
Z (e+ e-)

Efficiency:

ID
Trigger
Obliteration
Acceptance

97.7 104.1100.9 pb

 W + > 4 Jets Statistical

- σ + σ
Total Statistical:

N (Selected W):

Total Background:

QCD
TOP
W (τ ν)
Z (e+ e-)

Efficiency:

ID
Trigger
Obliteration
Acceptance

2.4 3.83.1 pb
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6.3.3 Comments on the W+ Jet Cross Section Errors

Figure 6.4 shows the ratio of the statistical error to the systematic error for all jet

multiplicities. We are clearly systematics limitedwith the systematic error dominated

by the jet counting systematics. Given the current jet systematics we cannot expect

a signi�cant reduction in the total error with the addition of more data. This is

true even at the 4 jet level. The bottom of �gure 6.4 shows the total error for an

equivalent run 2 analysis with the assumption of 20 times the statistics. For this plot

all systematic errors de�ned above were held constant and all statistical errors above

were reduced by
p
20.

6.4 Comparison of W and Z Cross Sections

The data selection for W+ jet samples began with the inclusive electron sample.

This sample was also the source for a previous Z+ jet analysis [33] which utilized

identical tight central electron identi�cation cuts and identical jet de�nitions. Both

measurements have been fully corrected for boson e�ciencies. The W+ jet cross sec-

tions are calculated for direct singleW+ jet production by removing other signi�cant

sources of real W 's (top quark). Isolating single direct W production allows a fair

comparison to the Z measurements.

In �gure 6.5 we plot theW and Z cross sections as function of the jet multiplicity.

Within the statistical error of leading order QCD calculations for direct singleW=Z+

�n jet cross sections 1 , we expect no dependence of the ratio ofW to Z cross sections

on the jet multiplicity. The inset plot in �gure 6.5 shows this ratio with statistical

errors only for n=1 to 4. The ratio of the inclusive W and Z measurements [36]

which are used to scale the W and Z+ jet measurements is also shown. We see no

anomalous deviations from the expected at behavior.

14 jet numbers are unavailable for the Z+ jet predictions
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current analysis and the unshaded represents the same analysis with 20 times the
events. The systematic uncertainties were held constant.

6.5 Chapter Summary

We have measured the cross sections for W production times the branching ratio

to e� as function of inclusive jet multiplicity. The measurements were made for n=

1, 2, 3, 4, and 5. We presented the errors on the cross section which included all
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The error bars represent statistical uncertainties only.

known statistical and systematic errors. The systematic error is dominated by the

uncertainty in counting jets in W events. The ratio of �n
�n�1

(Rn=(n�1)) was calculated

and showed that the drop in the cross section with the addition of 1 jet is about a

factor 5. We compared the W and Z cross sections as function of the number of jets.

A full systematic evaluation of the W to Z ratio is not complete but the dominant

systematic, jet counting, will almost completely cancel. The ratio of W to Z cross

sections as a function of the number of jets showed the expected at behavior within
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the statistical errors of the measurements.
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Chapter 7

Comparison to Theory and Conclusions

7.1 Introduction

As described in chapter 1, generating perturbative QCD predictions requires sev-

eral inputs which must be chosen with reasonable attention to both theoretical and

experimental considerations. The leading order W+ parton calculations are most

sensitive to the renormalization scale used in the evaluation of the strong coupling

of the theory. We assess the dependence on this scale and other inputs to the LO

perturbative calculation.

Perturbative QCD yields de�nite predictions for the W+ parton cross sections.

In order to compare theory to data at the level of jets, we use the HERWIG parton

shower simulation which fragments the parton and hadronizes the �nal state quarks.

Additionally, this procedures provides gluon radiation o� the initial state partons.

The degree to which HERWIG adds radiation is determined by the fragmentation

scale. As expected, the cross section predictions are fairly insensitive to this scale but

the kinematic predictions show some dependence which we discuss in this chapter.

7.2 Theory Implementation

We use the program VECBOS[30], a leading orderW (Z)+ parton Monte Carlo event

generator, to produce the W ! e� + n parton event samples. For n= 1,2,3 and 4,

we generate samples of 50000 events using the following generation cuts

� parton PT� 8.0 GeV=c
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� parton j�j � 3.5 , where � = � log (tan (�=2)) and � is measured from the proton

direction.

� �Rpp � 0.4 where �R = (��2+��2)1=2 is the angular separation of the partons

in � � � space

The leading order Matrix element calculation uses a two-loop (NLO) evolution of

�s chosen for consistency with the NLO order parton distribution function (CTEQ3M).

We evaluate �s at two renormalization scales that bracket the W boson mass. These

scales are de�ned by equations 7.1 and 7.2 below. The value of �s as a function of

the renormalization scale is shown in �gure 7.1.

The low renormalization scale is de�ned by the average value of the parton PT .

Explicitly, the lower renormalization scale is the scalar sum of the parton PT 's divided

by the number of partons (n). The value of the lower renormalization scale is on

average approximately MW

4 . The high renormalization scale is de�ned by the square

root of the sum of the squares of the bosons mass 1 and PT . The average value of

this quantity is about 84 GeV . The lower scale has several features that distinguish

it from the higher scale. First, it is on average less than 1/4 of the higher scale which

means that the value of �s is larger. The cross sections for the lower renormalization

scale will be greater. Additionally, the decrease of the cross sections as a function of

jet multiplicity will depend on the renormalization scale since the power of �s is n.

Finally, the lower renormalization scale varies with the parton PT which can vary by

an order of magnitude from event to event, while the higher scale is more or less a

constant because the W boson invariant mass is large and fairly constant. This last

distinction will primarily be reected in the shapes of the kinematic variables that

we examine. We will see that the di�erences in the higher and lower renomalization

1c is suppressed

112



scales do not have a large e�ect on these shapes so that the kinematic variables

provide stringent tests of QCD predictions.

Q2
ren low =< PT >

2= (

P
PT i
n

)2 (7.1)

Q2
ren high =M2

w + P 2
TW (7.2)

The factorization scale is the scale used to evaluate the proton structure as de�ned

by the parton distribution functions. This scale is always set equal to the renormal-

ization scale for the W+ n parton predictions. The results of varying these scales

independently for the W+ 1 parton calculation are shown in �gure 7.2. The horizon-

tal axis of this �gure is the renormalization scale. The vertical axis, �, is the ratio of

the factorization scale to the renormalization scale. For each renormalization choice

we have varied the factorization scale between 60% and 130% of the renormalization

scale. The lines are contours of equal cross section. Speci�cally, the lines are chosen

to represent 6% deviations from a reference cross section (Q2
ren = Q2

fac =MW ). The

�gure indicates that the sensitivity to the factorization scale is much less than the

sensitivity to the renormalization scale.

Although the VECBOS parton calculations are not compared directly to data it

is interesting to explore the dependency of the kinematic predictions on the various

inputs to the theory. This allows us to see the e�ects of the LO scales factorized

from the enhancements which are described in the next section. Figure 7.3 compares

the W+ 1 parton predictions for the parton PT distribution. The comparison is

made for changes in the renormalization scale, the factorization scale and the parton

distribution function. The renormalization scale has a noticeable e�ect on the parton

PT shape especially at low PT . This is expected because the lower renormalization

scale is in a region where �s changes more rapidly (�gure 7.1). For the 1 parton

sample that is plotted in �gure 7.3, there is an exact correlation between the parton

113



0

0.1

0.2

0 20 40 60 80 100 120 140 160

Running of αs
α s

Qren GeV

<Qlow>
<Qhigh>

Figure 7.1: The variation of strong coupling (�s,two-loop) with the renormalization
scale. The value of �s for the two renormalization scales that are used in the LO
matrix element calculation are indicated by the arrows.

PT and the renormalization scale.

Fragmentation and Hadronization

The jet energy corrections in the W+ jet data analysis are designed to correct jets

back to the parent-parton energy. Ideally we would compare the data results to

the VECBOS predictions; however, parton fragmentation e�ects and measurement

resolution must be included before a comparison is warranted.

A HERWIG([31]) parton shower simulation is used to fragment the partons and

add initial state gluon radiation. The fragmentation scale sets an upper energy limit

on the added radiation from HERWIG. We use two scales for this fragmentation scale

which are identical to the choices we use for the renormalization scale. The lower

scale essentially limits the radiation from HERWIG to a level lower than that of the

partons from the matrix element calculation. The higher (or hard) scale is more or

less a at scale which allows the addition of very high radiation. The radiation added

by HERWIG can sometimes be hard enough to produce its own jet. In this way, the
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Figure 7.2: Contour plot of the deviation of the LO W+ 1 parton cross section
as a function of the renormalization scale (horizontal axis) and the factorization
scale(vertical axis). The vertical axis is the ratio of factorization to renormalization
scale. The deviation is de�ned as the absolute value of the percentage di�erence
from the cross section at Q2

ren = Q2
fac = MW . The dotted line is cross section for

Q2
ren = Q2

fac. The average value for our default choices for the renormalization scale
are shown on this line.

W+ n parton calculations provided by VECBOS are enhanced to provide a W+� n

jet calculations. We refer to the VECBOS+HERWIG calculation as enhanced leading

order.
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a function of parton PT . The default calculation uses Q2

ren = Q2
fac = < Pt >

2 .
This sample is compared to a sample derived from the high renormalization scale
Q2
ren =M

2
W + P 2

tW (top), the high factorization scale Q2
ren =M

2
W + P 2

tW (middle) and
an alternate pdf MRSA0 (bottom).

Enhanced LO Predictions

The enhanced LO W+ �n jet cross sections are presented in table 7.1 for both the

hard and soft fragmentation scales. The W+ �n jet cross sections were measured by
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counting the number of events with at least n jets that have a ET above 15 GeV and

an j�j less than 2.4. The jets from the HERWIG output were �rst processed with a

detector simulation (QFL) to model the detector jet acceptance, jet energy response

and jet energy resolution. The reconstruction of jet energy in the simulated Monte

Carlo is identical to the algorithm used in the data.

Table 7.1: Enhanced LO W+ �n jet cross section predictions. The results are
presented for n=1 to 4 with statistical errors shown. The determination of the cross
section counted jets with a ET � 15.0 GeV and an j�detj � 2.4 after a full detector
simulation of the jets had been performed.

Q2
ren = Q2

fac < Pt >
2 < Pt >

2 M2
W + P 2

tW

Q2
frg M2

W + P 2
tW < Pt >

2 M2
W + P 2

tW

W+ � 1 jet 367 � 5.4 316 � 4.6 285 � 4.0
W+ � 2 jet 112 � 4.6 80.8 � 2.5 58.1 � 1.0
W+ � 3 jet 27.2 � 2.1 21.1 � 1.3 12.3 � .62
W+ � 4 jet 5.81 � .77 { 2.29 � .21

7.3 Comparisons to Data

7.3.1 Cross Section Comparisons

The W ! e� + jet measured cross sections and the theory predictions for these

cross sections are plotted in �gure 7.4. The errors on the data points are the sum of

the statistical and systematic errors. The sensitivity to the renormalization scale is

indicated by the band between the two theory predictions. The lower renormalization

scale (< Pt >
2 ) yields higher cross sections as is expected since �s has a higher value

at lower renormalization scale.

We have have also plotted the leading order theory prediction [37] for the inclusive

W cross section (W ! e� + �0 jets). There is no QCD theory in this point (�0s);

therefore, there is no dependence on the renormalization scale. The uncertainty
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on the inclusive prediction is derived from the sensitivity to the factorization scale.

The variation of this scale was from MW

2 to 2MW while the default value is MW .

The variation is not noticeable in the plot. This choice of factorization scale is

consistent with the higher factorization scale (
q
(M2

W + P 2
tW )) that we use in the

W+ jet predictions because the boson PT is 0 for the born level calculation.

In �gure 7.5 we plot the ratio of data to theory cross sections versus the jet

multiplicity. The upper plot shows the change in the theory predictions with the

same renormalization scales from the previous cross section plot. This plot is to be

compared with the lower plot in the same �gure which shows the variation of the

cross sections with the fragmentation scale. Clearly the fragmentation scale does not

introduce large uncertainties into the cross section predictions when compared with

the renormalization scale. The increase in cross section at a higher fragmentation

scale is understood as the introduction of parton radiation from HERWIG that passes

our jet selection criteria. These HERWIG jets can promote an event into the sample

when the event contains a parton from the matrix element calculation that has failed

the jet cuts.

We show the ratio Rn(n�1)=( �n
�n�1

) for the data and Monte Carlo at the top of

�gure 7.6. The data measurement of this ratio bene�ts because the errors are less

than half the relative size of the cross section errors 2. We also see that Rn(n�1) is

more robust to the renormalization scale.

The particular value of Rn(n�1) will vary as function of the speci�c jet ET cut that

de�nes a jet. The jet de�nition we chose is jet ET �15. To remove this dependence

to some degree we plot in �gure 7.6 (bottom) the ratio of data and theory for Rn(n�1).

With accurate theory predictions and accurate data measurements the value of this

ratio is 1.0. The predictions and measurements are in fair agreement for this quantity.

2This is true except at one point R10 where the jet counting systematics will not cancel.
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Figure 7.4: W + � n jets cross sections compared to theory. The �lled circles are
the data measurements with the error bars representing the combined statistical and
systematic uncertainties. The band indicates the variation of the predictions with
the renormalization scale. The W+ �0 jet prediction is from a born calculation of
inclusive W production.

If the QCD predictions reproduce the jet kinematics accurately the ratio of data to

theory is independent of the choice of jet ET cut so that the quantity may be of more

general interest. Although we have measured this ratio for only one jet ET de�nition

for each W+ jet sample, we examine the performance of QCD kinematic predictions

through alternate tests in section 7.3.2.

Interpreting the data and theory comparisons that were just described, we see

that the absolute cross section predictions agree with the data for n=2 through 4.
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Figure 7.5: The ratio of data to theory for the W+ �n jet cross sections. The
horizontal axis is the jet multiplicity. The upper �gure compares the ratio for a
variation in the renormalization scale. The lower plot shows the results for a variation
in the fragmentation scale. The n= 4 point is unavailable for the lower fragmentation
scale.

The W+ �1 jet data cross section is a factor of 1.3 high for Q2
ren = < Pt >

2 and a

factor 1.7 high for Q2
ren =M2

W + P 2
tW . The lower renormalization scale agrees better

in magnitude, while the higher scale agrees better with the slope of cross section

versus the number of jets. The variation of the cross section predictions with the
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renormalization scale indicates that higher order corrections to the LO �1 jet cross
section could be of the order of 30%. The QCD corrections to the inclusive prediction

are known to be about 20% [37]. Therefore, the lack of quantitative agreement is

not a serious concern. The QCD predictions of the absolute cross sections are in

agreement with the data given the inherent uncertainty of LO QCD.

The Rn(n�1) comparison (�gure 7.6) is valid if higher order QCD corrections to

the LO cross sections are not strongly dependent on the number of �nal state partons

(i.e. the order of �s). The ratio Rn(n�1) measures the decrease in cross section with

the addition of 1 jet. Although not a direct measure of �s, the value of Rn(n�1) is

clearly dictated by the magnitude of the strong coupling. Figure 7.6 shows that this

ratio is well predicted by QCD and the lower value of �s is favored by the data (see

�gure 7.1). This value yields roughly a factor of 5 decrease in the cross section with

each additional jet. This decrease in the data actually may show some dependence

with the number of jets which is clearly evident in the theory.

One last note on Rn(n�1) is that this ratio has been measured for n=1 at the next

order (NLO) of perturbative QCD by the D0 collaboration [38]. A direct compar-

ison of our data measurements with the D0's data is impossible because of several

di�erences which include: 1) the ET and � cuts de�ning a jet are di�erent. 2) the D0

analysis uses exclusive (=1 jet, =0 jets) measurements. However, the ratio Rn(n�1) at

LO and NLO has been produced from the CDF and D0 measurements respectively.

The results in reference [38] show a large discrepancy at the next order. Furthermore,

the D0 analysis showed that the extraction of �s from Rn(n�1) may be practically

impossible. The issue here is whether the corrections to the lower order calculations

(represented by the so called K factor) are well behaved as a function of the order

of �s. From our examination of the dependency on the renormalization scale at LO

as a function of the number of jets, we do not expect large discrepancies at the next
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order. These conclusions are admittedly based on enhanced LO predictions with the

use of a HERWIG fragmentation model. In any case, the results underscore the need

for further examination of perturbative QCD beyond our enhanced LO calculations.
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Figure 7.6: The upper plot shows data and theory comparisons for �n=�n�1. The
band represents the variation with the renormalization scale. The error bars on the
data represent the combined statistical and systematic uncertainty. The lower plot
shows the ratio of data to theory of the quantity �n=�n�1. The horizontal axis for
both plots is the jet multiplicity.
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7.3.2 Kinematic Distributions

Our kinematic distributions will include various jet ET , mass and angular variables.

These distributions have been measured from theW+ jet data but were not corrected

for variations in the e�ciency of W boson identi�cation as a function of the variable

that we study. For example, the shape of the jet ET spectra has some dependence

on the geometric and kinematic restrictions on the electron and neutrino used in

W boson identi�cation. In order to make a fair comparison we must include this

di�erential e�ciency in the theory. This is achieved with the use of a full detector

simulation that models the response to all �nal state particles from W ! e� + jet

production. For these fully simulated events we apply our fullW selection procedure

in order to include the the biases from the use of electron and neutrino cuts.

Before the data are compared to theory, the W+ jet kinematic distributions are

corrected for the backgrounds that change the shape of the jet spectra. There are

three signi�cant backgrounds: promotions, QCD, and top. The top quark contri-

butions are only important in the W+ �4 jet distributions. The promotion back-

grounds (photons and jets from extra interactions) generally contribute jets at the

lowest transverse energies so that that they have a concentrated e�ect on the jet ET

spectra. Likewise, the QCD background has a signi�cant e�ect on the low region of

the ET spectra but this is due to a de�cit of QCD contribution in this region rather

than an excess.

We show in �gure 7.7 a shape comparison between the W+ and W� data for dis-

tribution of the highest ET jet in an event. The plot shows the fractional di�erence

in the contribution to each bin of the ET distribution by W++ jet events and W�+

jet events. The distributions should be consistent because there is no known physics

which could change the shape of one distribution without changing the other. Thus

the comparison of �gure 7.7 could indicate � assymetries in the detector's jet accep-
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tance since W+'s are produced preferentially in the direction of the proton and W�'s

are produced preferentially in the direction of the antiproton. In �gure 7.8 the same

distribution is compared for W and Z data 3. In this comparison, the jet ET and

background systematics cancel except for the QCD background which is negligible in

the Z data. There was small but noticeable improvement after correcting theW data

for the QCD contribution. LO QCD predicts that the W and Z jet ET distributions

are very similar and we observe this in �gure 7.8.

Finally, before we compare data to theory we normalize the theory distributions to

the total number of events in the data. The kinematic tests of the theory will therefore

explicitly reveal the sensitivity of the kinematic shapes to the QCD parameters that

we used as input. The systematic errors in the data distributions are also calculated

to only represent the change in the shape of the distributions.
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Figure 7.7: The plot compares the jet ET distributions for the highest ET jet found
in W+ events and W� events. The vertical axis represents the fractional di�erence
of events per bin of ET . The samples are normalized in area to one another before a
comparison is made.

3The Z data is normalized to the W data for this distribution
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Figure 7.8: The plot compares the jet ET distributions for the highest ET jet found
inW and Z events. The vertical axis represents the fractional di�erence of events per
bin of ET . The samples are normalized in area to one another before a comparison
is made.

Jet Transverse Energy

We compare data to theory in �gure 7.9 for the ET of the highest ET jet in W+

�1 jet events, the second highest ET jet in W+ �2 jet events, the third highest ET

jet in W+ �3 jet events, and the fourth highest ET jet in W+ �4 jet events. The

solid curves are theory for the low renormalization scale and the dotted curves are

theory for the high renormalization scale. The curves are �ts of an analytic function

to the theory histograms. The analytic function was chosen exclusively on its ability

to reproduce the theoretical distributions via a minimum �2 test.

We can see in �gure 7.9 that the sensitivity of the theory to the renormalization

scale is mild with respect to the variations in the cross section predictions. However,

we expect that the lower renormalization scale yields a softer ET spectrum because

the lower scale weights low ET events more than the high ET events. The details of the

data and theory comparison for the �1 jet sample are better seen in �gure 7.10. This
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Figure 7.9: The jet ET distribution for (a) the highest ET jet in W+ �1 jet events,
(b) the second highest ET jet in W+ �2 jet events, (c) the third highest ET jet in
W+ �3 jet events, (d) the fourth highest ET jet in W+ �4 jet events. The points
represent the data and the curves represent the theory. The solid curve is for the
lower renormalization scale and the dotted is for the higher renormalization scale.
The curves were derived from �ts to an analytic function that reproduced the theory
well.

plot shows data�theory
theory using the low renormalization scale. The error bars represent

the statistical uncertainty while the band represents the systematic uncertainty on

the data due to the background corrections and the jet energy uncertainty. We notice

de�cits in the theory at low ET and high ET . The low ET and high ET regions of the

jet ET distribution are regions where we expect the theory to be sensitive to higher

order corrections.
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A detailed examination of the W+ �1 jet ET distribution reveals several im-

portant features. An example is �gure 7.11 which plots the fraction of events with

exactly 1 jet as a function of the ET of the highest ET jet. In the data, as the jet

ET increases, the number of events with exactly 1 jet decreases. In other words,

this distribution partially discriminates events based on the their jet multiplicity. In

the region where the theory shows a de�cit, above 100 GeV , the � 2 jet events are

dominant. Therefore we expect that higher order corrections will be signi�cant in

the high ET region.

Partial higher order corrections are provided by the HERWIG parton shower

model. Multijet events in the theory receive the extra jets from HERWIG added

radiation. Figure 7.11 also shows the 1j fraction for the theory. The �rst feature to

notice is that the addition of HERWIG radiation decreases the fraction of 1 jet events

just as in the data. A LO 1 parton calculation alone can not reproduce this feature.

The second feature to notice is that the partial higher order corrections provided by

HERWIG begin to fail at about the W boson mass energy. The attening of the 1

jet fraction at high jet ET can be partially related to the fragmentation scale which

limits the energy of the added radiation.

The fragmentation scale we use is a high scale and is equal to
q
(M2

W + P 2
TW ).

The variation of the fragmentation scale was examined in the previous Z+ jet anal-

ysis where high (
q
M2

W + P 2
tW ) 4 and low (

q
(< Pt >

2 )) scales were tested with the

Z+ jet kinematic distributions. The results favored the higher scale in reproducing

the angular distributions of jets in Z events. We examine the e�ect of the higher

fragmentation scale on the comparison of the W+ jet ET distributions by looking

directly at the ET distribution of the jets produced by HERWIG. Figure 7.12 shows

the ET of the highest HERWIG-jet in the W+ �1 jet Monte Carlo. The results are

4This scale was referred to as unlimited in the Z analysis but since we test an even higher value
for this scale we reserve the term unlimited for Qfrg=300.0
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shown for the default fragmentation scale and for unlimited added gluon radiation.

The two scales show agreement up to an energy equivalent of the W mass which is

where HERWIG begins to limit the radiation in our predictions. Although the unlim-

ited fragmentation scale better reproduces the data, there remains a de�cit of events

in the high ET region. Additionally, the choice to add unlimited radiation is not

guided by any physics scales in the W+ jet events. A more coherent approach is to

obtain the true higher order corrections for the enhanced LO W+ 1 jet calculations.

The shape of the jet ET distribution at low jet ET is sensitive to backgrounds

and the jet energy uncertainty. We have studied the variation of the shape due to

these e�ects and �nd that they can not account for all of the de�cit in the theory

(�gure 7.10). The shape of theory distribution is also sensitive in this region for

two reasons. The added initial state radiation can have a higher ET than that from

the jet initiated from matrix-element parton. This introduces a sensitivity to the

fragmentation scale, particularly in regions where the matrix element parton PT is

low. Additionally, hard HERWIG radiation can not only supersede the the matrix-

element parton but can promote an event into the sample which previously would be

rejected due to the low PT of the matrix-element parton. This e�ect introduces an

ambiguity in the parton PT cut used to generate the LO calculation. Above 25 GeV

all of these e�ects reduce and the data and theory are in good agreement.

Summarizing the comparisons of data to theory for the jet ET distributions, we

see that the theory reproduces the data over a large range of jet ET for all jet multi-

plicities. Focusing on the W+ �1 jet predictions, the theory accurately reproduces

the data in those regions where we expect that higher order corrections are small.

The partial higher order corrections provided by HERWIG are insu�cient in the

regions that are dominated by higher order QCD production mechanisms.
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Figure 7.10: Comparison of jet ET distributions between data and theory. The
fractional di�erence ((data-theory)/theory) verses the ET of the highest ET jet in
W+ �1 jet events (a) and second highest ET jet in W+ �2 jet events (b). The
theory is normalized to the data before comparison.

Angular and Mass Distributions

The angular correlations of jets are studied with two variables: the dijet invariant

mass (Mjj) and the dijet angular separation (�Rjj =
q
(��2 +��2)). In �gure 7.13

we show the invariant mass of the two highest ET jets in the W+ �2 jet sample

(top-left) and the W + �3 jet sample (bottom-left). On the right side of this �gure

is the jet-jet separation (�Rjj) for the two highest ET jet events in the W+ �2 jet
sample (top) and W+ �3 jet sample (bottom).

129



0

0.2

0.4

0.6

0.8

1

20 40 60 80 100 120 140

Fraction of =1j Events in W+≥ 1 Jet Monte Carlo
N

=
1/

N
≥1

Highest Jet ET GeV

W Data
QFRG

2  =  MW
2  + PTW

2
+

Figure 7.11: The fraction of =1 jet events in �1 jet events versus the ET of the
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The dijet invariant mass spectra of �gure 7.13 are qualitatively well reproduced by

the QCD predictions. We do note a harder mass spectrum for both renormalization

scale choices. The distribution is better produced by the low renormalization scale.

Since the mass distribution is not completely uncorrelated with the ET distributions

that were discussed earlier, a more reliable test of the angular correlations is given

by the �Rjj distributions. �Rjj is the angular separation of two jets in �-� space
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tribution with Q2

frg=M
2
W + P 2

tW . To generate the points we ran with essentially no
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(�Rjj=(��
2+��2)1=2). The jet{jet separation is insensitive to the renormalization

scale and shows excellent agreement with the data for both the W+ �2 jet data

and W+ �3 jet data. Uncorrelated jets will peak at a value of �Rjj equal to about

�. Therefore the low region of the �Rjj distribution provides the clearest test for

QCD predictions. This region consists of 2 jets separated by a small angle. These are
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referred to as collinear jets. We can observe collinear jets to a small separation of 0.52

because we use the small clustering cone for identifying jet clusters. In �gure 7.13,

we see that the theory predictions for the rate of collinear jets remains valid to the

resolution limit of jet-jet separation for our analysis.
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Figure 7.13: The plots on the left show the distributions for the invariant mass
of the two highest ET jets in W+ �2 jet events (top) and W+ � 3 jet events
(bottom). The plots on the right show the separation (�Rjj) in � � � space for the
two highest ET jets in W+ �2 jet events (top) and W+ � 3 jet events(bottom).
�Rjj = (��2 +��2)1=2
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7.4 Conclusions

We have measured �(W ) � BR(W ! e� ) as a function of the jet multiplicity for W

bosons produced in 1.8 TeV pp collisions. The cross section results were compared

to previous Z+ jet measurements. Comparing the W to Z cross section ratios to the

ratio predicted predicted by leading order QCD has the advantage of cancelling the

jet systematics. The data are statistical consistent with the predictions.

The W+ jet cross section measurements and jet kinematic distributions were

directly compared to enhanced LO QCD calculations ofW+ jets. Generally, the QCD

predictions reproduced the main qualitative features of the data for cross sections and

jet kinematics. The comparisons show agreement between data and theory for the

W+ �n jet cross section measurements with n �2. The n=1 predictions are low by

a factor of 1.28 � 0.16 (< Pt >
2 ) and 1.65 � 0.20 (M2

W + P 2
tW ). However, the large

variations with the renormalization scale indicate that the higher order corrections

to the LO cross sections are substantial.

The ratio of the W+ �n jet cross section to the W+ �(n � 1) jet cross section

( �n
�n�1

) is measured more accurately than the absolute cross sections. The dependence

on the renormalization scale for this ratio was smaller. Comparing the ratio removes

the normalization di�erence between the data and theory and focuses on the inuence

of the strong coupling. The data and theory showed good agreement across all

multiplicities where calculations were available (n=1 to 4).

The enhanced LO QCD predictions accurately reproduced the main features of jet

kinematics. QCD properly predicted the rate of collinear jets to the smallest angles

observed. As with the cross section comparisons the kinematic distributions indicated

that some distributions could bene�t from true higher order corrections. Speci�cally,

the W+ �1 jet data provided su�cient statistical accuracy for an examination of

events with a highest jet ET above 100 GeV . The highest ET region is where one
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might expect perturbative QCD to perform best. It was shown that this region

contained a high concentration of multijet events which require higher order QCD

production diagrams for their description.
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Appendix A

Calculation of PT�

A.1 Introduction

We wish to measure the true neutrino transverse energy from all energy found in the

detector. This is achieved using the corrected energies from electrons, muons, photons

and jets. However, these classi�cations do not account for all energy in a typicalW+

jets event. Low-energy depositions are often scattered throughout the detector and

must also be used in the missing transverse energy (6Et ) calculation. We refer to

the low-energy component as unclustered energy. The sources of unclustered energy

include underlying event energy from the W interaction, energy from partons which

escape the jet clustering algorithm (out{of{cone) and energy from extra interactions.

Extra interaction energy is of course not useful in constraining the neutrino energy

since it arises from an independent interaction; however, we must accept it since we

can not separate it from the W event. Our goal is to measure the scale factor for the

unclustered energy.

The �rst section will de�ne electrons and jets and their energy corrections used in

the 6Et calculation. The following sections will describe the unclustered-energy scale

factor calculation. Z ! e+e� data are used for this measurement because these events

have well-measured electron energy and contain no true missing energy. Along the

way we test our procedures with W and Z Monte Carlo events. The W Monte Carlo

provides a nice check because we know the true neutrino energy before we process

the events with our detector simulation. The Z Monte Carlo is used to calibrate the

simulation or more speci�cally to determine theW Monte Carlo's unclustered-energy

scale factor.
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A.2 The Components of Missing Transverse En-

ergy

We divide all energy in an event into one of three energy categories: electron energy,

jet energy, and unclustered energy. High PT muons are also de�ned but are unimpor-

tant for the datasets discussed here. From the corrected version of each of the three

energies considered here we construct the missing transverse energy vector.

With the assumption that the events we are correcting are W ! e� decays we

use the following cuts to de�ne the electron in the event.

� W Missing Transverse Energy Electron Cuts

{ Iso(0.4) � 0.1

{ ET (corrected) � 20 GeV

{ 0.5 � E/p � 2.0

{ Lshr � 0.2

{ j�xj � 1.5 cm (track match)

{ j�zj � 3.0 cm (track match)

These cuts are a subset of the W electron identi�cation cuts so that all electrons

in the W set are treated consistently as electron energy. After the identi�cation

of an electron the raw energy of the associated tower cluster is subtracted from

the calorimeter data. Underlying event energy is inserted in the electrons former

calorimeter towers. We insert 30 MeV per tower which was determined by the average

energy in towers away from electron towers in W events ([39]). After the electron

is subtracted the jet clustering procedure is executed and jets are obtained with the

following de�nition:
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� W Missing Transverse Energy Jet De�nition (JTC96S)

{ 0.4 cone

{ no out-of-cone correction

{ no underlying event correction

{ jet transverse energy � 10 GeV

{ no � cut

The jets are not corrected for radiation of energy out of the 0.4 cone. This is so

we avoid double counting this energy which will appear in our unclustered-energy

component. No attempt was made to subtract the underlying event energy from the

jet cluster and add it to the unclustered energy. Perhaps this low-energy component

should be corrected as the rest of the unclustered-energy component; however, only

average corrections can be made for the jets.

After identi�cation of jets in the event we remove the associated raw jet energy

from the calorimeter towers. The remaining energy de�nes the unclustered-energy

component and we vectorially sum the individual calorimeter towers to obtain the

unclustered-energy vector. A calorimeter tower contributes to this sum if it has at

least 0.1 GeV of transverse energy, a threshold designed to match the jet clustering

algorithm.

The above procedure results in the identi�cation of the three components (elec-

tron, jet, and unclustered) of missing transverse energy. Each component is individ-

ually corrected and the vector sum is calculated yielding the 6Et

~6Et = �( ~Eele + ~Ejet +K � ~Eunc)

In order to obtain the value of K in this equation we will use a sample of events

for which the true 6Et is zero. The Z events satisfy this criterion.
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A.3 Determination of the Unclustered-Energy Scale

Factor

We use a sample of 6708 clean Z ! e+e� events which are described in our Z+

jet analysis [33]. The assumption used in the measurement of the scale factor for

unclustered energy is that the PT of the Z as constructed from the �nal state electron-

positron pair is balanced by the remaining event transverse momentum. The actual

variable we use is the projection of the transverse energy onto the angular bisector(�)

of the e+e� pair. The coordinate system is de�ned in �gure A.1. In this coordinate

system the projection of the Z PT is positive and the projection of the Z recoil is

negative. Fluctuations in the measured recoil due to resolution and incoherent energy

from additional interactions will average out. These uctuations will not disappear

in the magnitude and would cause the ratio of Z PT to measured recoil to go to zero

as Z PT ! 0, lowering the measured K factor when averaged over the entire Z data

set.

We apply the jet selection criteria de�ned above to �nd the jets in the event. All

events with jets are rejected from our �nal dataset so that the only energy balancing

the unclustered energy is the well-measured electron energy with positive projection

in the � direction.

Figure A.2 shows the mean of the P� (P� Z +K � P� unc) distribution as function

of the scale factor K. The x-intercept determines the scale factor for the unclustered

energy. Our criterion requires that the scale factor be chosen to yield zero for the

mean. Figure A.2 also shows the width of the P� distribution as well as the width of

the orthogonal component (P ). We use our measured scale factor to correct the �

and  components of the Z recoil and plot the average against the Z components in

�gures A.3 and A.4. Figures A.5 and A.6 shows the same plots but with variations

of the scale factor by +=� 25% and +=� 50%.
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Figure A.1: Shown above is a Z ! e+e�event. The length of a vector is proportional
to the momentum. The bisector of the angle between the e+e� pair is labeled �. This
axis is the projection axis for the determination of the unclustered-energy scale factor
(K). The orthogonal direction is labeled  .

We study the dependency of the measured scale factor and widths on additional

smearing due to extra interactions. We use our Z Monte Carlo that has been pro-

cessed through the detector simulation (QFL) which allows us to use the identical

procedure to measure the scale factor for QFL. The results are shown in �gure A.7

and �gure A.8. For the second plot we introduced additional gaussian smearing of

the unclustered-energy components. The magnitude of energy added corresponds
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Figure A.2: The upper plot shows the mean of the projection of the Z + recoil
for di�erent values of the unclustered-energy scale. The sample is balanced at a
scale factor of 2.0. The lower plot shows the corresponding width for the upper plot
(open circles) and the width of the projection along the orthogonal direction ( see
�gure A.1)

roughly with the average energy that would be added to an event from extra interac-

tions and is determined from minimum -bias events. We see that the measured scale

factor changes by only 0.5% while the minimum of the P width is sensitive to the

smearing (1:6 ! 1:25). Although we can minimize the average di�erence between

true and corrected missing transverse energy with the K factor we do not recover the
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Figure A.3: The average unclustered energy along the � direction versus the �
component of the electrons(Z) in the event. The unclustered energy is corrected by
a factor (2.0) determined from the components along the � direction.

correct average true neutrino transverse energy. Since we cannot optimize the mean

and the width simultaneously with one parameter we explore the variation of the jet

energy cut to reduce the width later.

Now that we have obtained a scale factor from the Z Monte Carlo events we can

apply it to the W Monte Carlo to check the ability of our procedure to obtain the

average true neutrino transverse momentum. Figure A.9 shows the true neutrino
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Figure A.4: The average unclustered energy along the  direction versus the  
component of the electrons(Z) in the event. The unclustered energy is corrected by
a factor (2.0) determined from the components along the � direction.

transverse momentum along with the measured values for selected ranges of neutrino

transverse momentum. The left plot of this �gure shows the measured value before

any correction is applied which yields higher average measured energies for low PT�

and lower average measured energies for high PT�. The right side is corrected 6Et and
shows on average the PT� is recovered. The measured distributions are shown in

�gures A.10 and A.11. The insets of these plots show the average measured missing
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Figure A.5: The average unclustered energy along the � direction versus the �
component of the electrons(Z) in the event. The correction factor for the unclustered
energy has been scaled by +=� 25% (upper plots) and +=� 50% (lower plots)

transverse energies over the entire neutrino momentum spectrum. We have also

varied the scale factor by +=� 25% and +=� 50% in the W Monte Carlo to see the

changes in the average versus neutrino transverse momentum. Changes in the scale

factor at the 25% level are noticeable in the plots of �gure A.12.

It is important to note that the scale factor is dependent on the choice of what

de�nes a jet in the event. The parameter we test is the transverse energy of the
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Figure A.6: The average unclustered energy along the  direction versus the  
component of the electrons(Z) in the event. The correction factor for the unclustered
energy has been scaled by +=� 25% (upper plots) and +=� 50% (lower plots)

jet. The measured unclustered-energy scale factor as function of the jet energy cut

is presented in �gure A.13. Here we see that as the unclustered transverse energy

becomes more energetic due to the addition of jet clusters the scale factor decreases.

The asymptotic value (no jets) is indicated by the line and shows a correction factor

of about 1.6 for all non-electron energy in the event. The lower curve shows the

average jet correction for jets at the energy of the jet cut. Jets which fall just below
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Figure A.7: The scale factor determination for the Z Monte Carlo. The upper
plot shows the mean of the projection of the Z + recoil for di�erent values of the
unclustered-energy scale. The lower plot shows the corresponding width for the upper
plot (open circles) and the width of the projection along the orthogonal direction.

the jet energy cut are not only corrected with only a global correction but the value of

the correction is higher than the jet corrections would give. The assumption of a at

response below the jet energy cut requires this to be the case. Figure A.14 shows the

di�erence between true and measured neutrino transverse momentum for corrected

6Et based on jet cuts of 10 GeV and 20 GeV . We choose the lowest jet energy cut

for our 6Et calculation to minimize the average di�erence between true and measured

145



-4

-2

0

2

4

1 1.25 1.5 1.75 2 2.25 2.5 2.75 3

Z MC (0 jets)

<Pη> = < Pη Z+ K Pη unc>+

Kunc = 1.93 +/- .03

Mean  vs  Kunc

0

2

4

6

8

10

1 1.25 1.5 1.75 2 2.25 2.5 2.75 3

< (Pη-< Pη >)2 >1/2

< (Pψ-< Pψ >)2 >1/2

Width vs Kunc

Figure A.8: These plots are identical to �gure A.7 except additional smearing was
introduced into the Monte Carlo unclustered energy.

missing transverse energy.

A.4 Summary and Conclusions

We have measured the scale factor for unclustered energy using Z events where the

PT of the boson is well measured. The scale factor was determined independent of

the Z PT since this information is not available in W events. The method we chose
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Figure A.9: Shown above is the true neutrino transverse momentum distribution.
The measured 6Et for the shaded bands in the region 20:25 (dashed histogram) and
40:45 (dotted histogram) GeV are shown on the same plot. The left side is the raw
6Et vector the right side is the corrected 6Et .

yields a value of 2.0 for the scale factor; however, at least one distribution (�gure A.6)

showed a preference for a higher value of the scale factor. Also the scale factors of 2.0

and 2.5 yield similar results for recovering the true neutrino transverse momentum

(�gure A.12) but the latter gives a larger spread in the measurement as determined

from Monte Carlo studies. We have also tried varying the jet ET de�nition in order

to reduce the spread and found the correction favored a low jet ET cut.
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Figure A.10: Shown together are the true and measured (uncorrected 6Et ) neutrino
transverse momentum distributions. The inset shows the average uncorrected 6Et for
a given PT of the neutrino.

We have chosen to use the corrected 6Et in the W+ jets analysis instead of the

uncorrected 6Et . There are advantages and disadvantages to this choice. The uncor-

rected 6Et is the vector sum of all raw energy in the detector with no distinction as to

the types of energy. This calculation over low-transverse energy neutrinos and thus

has a higher e�ciency in identifyingW candidates. However since we are comparing

corrected data distributions to Monte Carlo we prefer to use the corrected 6Et for
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Figure A.11: Shown together are the true and measured (corrected 6Et ) neutrino
transverse momentum distributions. The inset shows the average corrected 6Et for a
given PT of the neutrino.

selection and displaying data in order to avoid threshold e�ects from cutting on one

variable and plotting another. The calculation of the 6Et in W Monte Carlo events

relies on the Z Monte Carlo. Thus di�erences between the detector simulation's and

true detector's response to low energy can be taken out more easily than is possible

with the uncorrected 6Et . This feature is utilized in the 6Et acceptance calculation.
Finally the correlation between the 6Et and the isolation of the electron is weaker
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Figure A.12: The average corrected 6Et for a given PT of the neutrino. The correc-
tion factor for the unclustered energy has been scaled by approximately +=� 25%
(upper plots) and +=� 50% (lower plots). The crosses are for the default correction
factor.

for the corrected 6Et which makes the calculation of the multijet background more

reliable.
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Appendix B

The 6Et Modeling for Monte Carlo

B.1 The 6Et Modeling

We use a corrected 6Et which corrects individually for electrons, jets, and unclus-

tered energy (appendix A). The Monte Carlo must simulate each of these energies

su�ciently in order to produce reliable acceptance numbers. The QFL detector sim-

ulation of electron response and jet response is su�cient for modeling the corrected

6Et . The unclustered energy is all energy that is not part of a jet or an electron

cluster. The sources of unclustered energy can be jets below 10 GeV in transverse

energy, underlying event energy from the primary interaction, and extra-interaction

energy from events that occur in the same crossing as the W . Our default modeling

of W+ jets data does not include the last of these sources of unclustered energy. As

described in appendix A the correction factor for unclustered energy is 2.0. Any extra

energy which is not associated with the W event will be multiplied by this factor;

therefore, the smearing introduced from this energy must be examined.

Our tests of the 6Et calculation have shown that the energy in minimum-bias events

falls almost completely into the category of unclustered energy; therefore, energy as-

sociated with extra interactions will show up in the low-energy component of missing

transverse energy.. We use our Z data to determine both the level at which we simu-

late this energy and the e�ect on the acceptances due to modeling of the unclustered

energy.

In Figure B.1 we present the three components of the 6Et for both Z + � 1 jet

data and Z Monte Carlo prediction. As seen in the plot the unclustered energy distri-

bution is poorly reproduced by the Monte Carlo. If we select Z events which have no
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extra vertices 1 the agreement between Monte Carlo and data improves (Figure B.2).

The complement of this sample is shown in the the same �gure. This improvement

suggests that extra interactions in an event contribute signi�cant energy to the un-

clustered (or low energy) component. We can try to understand the magnitude of

the e�ect on our W 6Et measurement by reconstructing the ET of the second Z leg

using the central Z leg, the jets and the unclustered energy. This is the Z equivalent

to reconstructing the W neutrino transverse energy. This test will not give a reliable

estimate of the extra-interaction smearing but will yield a qualitative understanding

of the extra-interaction energy. The Monte Carlo comparison to data is shown in

�gure B.3 and shows this distribution is more robust to the smearing introduced by

extra interactions than is the corresponding 6Et plot shown in �gure B.4.

1A vertex with a high class (12) designation is counted as an extra-interaction vertex. We do
not reject events with lower class vertices so that our clean Z sample still contains some extra-
interaction energy.
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Figure B.1: The left side of the �gure shows the x component of energy for electrons
(top), jets (2nd from top), and unclustered energy (third from top). The right side
is the y component of energy. The bottom plot is the unclustered energy again
but with the addition of energy from extra interactions which does not contaminate
(signi�cantly) the other two types of energy. The electron energy (data) was corrected
for extra interactions which promoted a zero jet event to the 1 jet channel.

To simulate extra-interaction energy we use our luminosity-weighted minimum-

bias sample. This minimum-bias distribution does not represent the smearing due

to an extra interaction that occurs in the same crossing as the W event because the

e�ect of clustering the extra interaction from the W vertex must be determined. To
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Figure B.2: Plot showing the Z data divided into events with no extra class 12
vertex (left) and events with at least 1 extra class 12 vertex (right).

demonstrate consider a minimum-bias event which is well measured and thus has

no imbalance of transverse energy. If the 6Et were calculated from a random vertex

rather than the true vertex we could create an imbalance of transverse energy. In

our W data samples the boson vertex is used as the event vertex. We model the

e�ect of extra interactions by mixing W Monte Carlo events with the luminosity-

weighted minimum-bias data and cluster from the boson vertex just as we do in

the data. This distribution is shown in �gure B.5. When we include the e�ect

of the extra interactions in our Z Monte Carlo the comparison to Z data improves

(bottom of �gure B.1 and �gure B.4). The bottom of �gure B.3 is the comparison

between Monte Carlo and data of the reconstructed Z leg which also improves after

the addition of the extra-interaction energy.

The change in the fraction of events with a reconstructed Z leg transverse energy

above 30 GeV is about �0:45% � 0.05% (�gure B.6). Although the shift is small

relative to the other systematics in this sample, we have not investigated the e�ect

at every multiplicity with our Z data because we are limited by the statistics at the

higher multiplicities. For this reason we include the modeling of extra interactions

in our W + jets Monte Carlo samples. The change in the acceptances due to the

modeling of extra interactions in our W+ jets are shown in table B.1.
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with the 6Et and �rst Z leg. The comparison is between Monte Carlo and data. The
lower plot includes the simulation of extra-interaction energy in the Monte Carlo.
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Table B.1: Comparison of acceptances for W+ jets events with and without extra
interactions.

Sample No Extra Interactions Extra Interactions
W + 0 jets 0.2347 0.2374
W + 1 jets 0.2402 0.2387
W + 2 jets 0.2412 0.2391
W + 3 jets 0.2737 0.2736
W + 4 jets 0.2747 0.2752
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Appendix C

The PTW Correction for the 0 Jets Monte

Carlo

In order to produce a sample of 0 jet events for the acceptance calculation we use

the VECBOS leading order 1 parton Monte Carlo with the parton PT cut lowered to

1 GeV . It is known that the W boson PT distribution is not well reproduced by this

calculation. The comparison of measured boson PT between data and fully simulated

Monte Carlo is shown in �gure C.1. The input PT distribution must be corrected in

order to obtain reliable acceptance numbers.

We used a simple unsmearing procedure on the measuredW data PT distribution

in order obtain the input distribution for the Monte Carlo. We generated a grid of

input distributions from a 2 parameter function(x� � exp (�x=�)). The function was

chosen by �tting the original PT distribution of the Monte Carlo after the initial state

radiation had been added to the VECBOS sample. The measured PT distributions

were then obtained by applying a matrix which mapped the true PT distribution to

the measured distribution. The smearing matrix was determined from a detector

simulation (QFL) with the addition of the extra-interaction energy as described in

appendix B. All W boson e�ciencies were included in the smearing matrix. The

minimum �2 yielded the �nal input distribution. When this input distribution re-

places the Monte Carlo's default distribution we obtain the measured PT distribution

shown at the bottom of �gure C.1 which is in much better agreement with the W +

0 jets data shown in the same �gure. The correction yielded about a 2% shift in the

acceptance calculation.
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Figure C.1: The W data PT distribution compared to our Monte Carlo \pseudo-0
jet" sample. The upper plot is the measured distribution (after QFL) for the original
Monte Carlo. The lower plot includes a correction to the Monte Carlo after unfolding
the data. The data are the same in both.
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Appendix D

List of Cross Section Systematics

Our cross section measurements are scaled to a previous CDF inclusive W cross

section. We include the systematic errors from this measurement but we must also

include sytematic errors which change the ratio of the number ofW events with n jets

to the total number of W events. These are of course not included in the inclusiveW

measurement. The list below contains descriptions of those sytematic errors which

change the relative cross sections.

Jet ET Scale: The uncertainty on the jet energy is the single largest contribution

to the uncertainty on the cross section measurements. There is a 5% uncertainty on

the the jet energy at a jet ET of 15 GeV . Since the slope of the jet ET distribution

is large at 15 GeV the change in the number of events above 15 GeV after shifting

the jets energy by 5% is expected to be large.

To determine the change in the number of events, we vary the jet cone energy

by 5% and then apply our standard jet corrections to the new raw jet cone energy.

We then simply recount the number of jets above 15 GeV and the number of jets

found in each event. This variation translates to about a 10% change in the number

of events with � 1 jet and about a 30% change in the number of events with � 4

jets.

Detector �: To reect the uncertainty due to the use of a detector � cut (� 2.4)

in de�ning a jet we vary the jet detector � cut by half the jet cone size (R=2: = 0:2).

Underlying Event: The underlying event (UE) variation includes the uncer-

tainty on the UE energy from the primary interaction and the uncertainty on the

energy from extra interactions. We vary these corrections simultaneously by � 50%.
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The value was determined by repeating the study that produced the underlying event

and extra interaction corrections. The method employed [21] was the random cone

method which randomly checked calorimeter towers of minimum-bias events to see

the energy contained in a cone of 0.4. The amount of estimated contamination de-

pends on several parameters used in de�ning the cone energy such as the allowed �

region for the cone and the calorimeter tower energy threshold.

Promotion: A promotion is a jet that is produced from an independent inter-

action in the same crossing as the W boson event. We measure the probability for

promotion from minimum-bias data. We vary the probability by a factor 2.0 for the

systematic. This factor was determined by using several independent methods of

estimating the the promotion contamination.

QCD background: The systematic error on the QCD background calcula-

tions was determined using subsamples of the QCD background sample. The back-

ground calculation was tested directly by applying the calculation in subregions of

the isolation- 6Et plane. In the subregions the observed events are dominated by QCD

multijets which can be compared to the predictions given by extrapolation from the

low 6Et region. We chose a at variation of 30% on the background normalization

which was determined by the � 1 jet background sample. This is a somewhat con-

servative error estimate since we choose the largest variation to set the error for all

jet multiplicities. The background calculation seems more robust at higher jet multi-

plicities; however, the statistical error also gets considerably large for the test regions

so that using a conservative at error estimate is warranted. A at systematic will

not cancel in the ratio calculation of the cross section because the QCD background

fraction increases with the number of jets.

TOP contribution: We use the pythia top 170 sample to calculate our top

fraction. The theoretical top cross section at a top mass of 175 GeV=c2 determines
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our baseline top fraction. The top cross section varies from 4.66 to 6.4 pb when the

mass is shifted by � 6.5 GeV=c2. We use this variation as our normalization error.

Obliteration: We re-decayed Z's as W 's (section 5.3) from our Z data sample to

determine the probability of an electron from a W ! e� decay overlapping with a jet

in the W event. The analysis was repeated using W Monte Carlo to gain statistical

accuracy in the high multiplicity samples and showed good agreement with the Z

samples where statistics allowed comparison. The systematic for this calculation was

obtained by varying the polarization of the W 's and by varying the jet energy cut

used to de�ne an obliterated electron.

Acceptance: The kinematic and geometric acceptances were measured from

VECBOS Monte Carlo. We changed the renormalization scale of our sample from

Q2 =< pt >
2 to Q2 = M2

W + p2tW which yielded part of our acceptance systematic.

The remaining systematic on the ratio of acceptances is the jet ET scale uncertainty.

The jet ET scale uncertainty is not only reected in the number of jets reconstructed

but is also propagated into the 6Et calculation. The change in the acceptance due to

the jet ET scale was added in quadrature to the systematic from the renormalization

scale.
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