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Midway on our life’s journey, I found myself
In dark woods, the Tight road lost. ”
Dante Alighieri, Inferno I. 1-9  [1]

Ah, but I was so much older then,

”

Bob Dylan, My Back Pages [2]

I'm younger than that now.

— O —

Anyone who keeps the ability to see beauty never grows old ”
Franz Kafka
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Chapter 1

Introduction

Over the past century the search for an understanding of the fundamental con-
stituents of matter and the forces that hold them together has seen many breakthroughs.
In recent years a clear theory of the constituents and their interactions has emerged. This

theory is known as the Standard Model.

1.1 The Standard Model

In the Standard Model interactions in matter can be described by four fundamental
forces: the strong force, the weak force, electromagnetism, and gravity. Since gravity is much
weaker it can be neglected while discussing the other forces. Each of these interactions can
be described by a gauge theory. These are theories where the observables of the system are
invariant under a phase translation. The strong force is described by an SU(3) gauge theory,
known as Quantum Chromodynamics (QCD). The weak force is described by an SU(2) gauge
theory, while electromagnetism is a U(1) gauge theory. The weak and electromagnetic forces
were successfully unified by the work of Glashow [3], Weingberg [4], and Salam [5], to form
the current electroweak theory. Combining all of these, the Standard Model is often referred
to as an SU(3)xSU(2)xU(1) gauge theory.

Each of the forces is mediated by a gauge boson. The gauge bosons are particles of

varying masses with integer spin that ”carry” the forces. Eight massless gluons carry the



strong force, while the weak force is carried by the massive W+, W, and Z° bosons, and
the electromagnetic force is mediated by the massless photon (7).

The constituents of matter in the Standard Model are of two types: quarks and
leptons. Both types are spin—% fermions. There are six quarks which have been observed
experimentally: up, down, charm, strange, top, and bottom. They are identified by the first
letter of their names. There are also six leptons: the electron (e), muon (i), and tau (7),
and their corresponding neutrinos, v,, v,, and v,;. The quarks and leptons can be organized

into three doublets each. The doublets of quarks and leptons are shown below.

Quarks : v ¢ ! Leptons : ¢ a !
d S b Ve vy vy

The magnitude of the charge of the electron (|e|) is used as the basis for measuring
the electric charges of other particles. The e, u, and 7 all have electric charge -1|e|, while
their corresponding neutrinos are neutral. The quarks have fractional electric charges. The
u, ¢, and t all have electric charge —|—§|e|, while the d, s, and b have electric charge —%|e|.

Quarks and leptons both experience the electroweak interaction, but only quarks
experience the strong interaction. Each quark carries a color charge of the strong force,
similar to the electric charge of electromagnetism. Quarks are bound together by the strong
force to form hadrons. Hadrons made up of a quark anti-quark pair are called mesons, while

hadrons made up of a triplet of quarks or anti-quarks are called baryons. As the leptons

have no color charge, the strong force does not act on them.

1.2 Heavy Quark Physics

The study of heavy quark physics began with the discovery of the .J/v simultaneously
at Brookhaven [6] and SLAC [7] in 1974. The J/4 is a ¢¢ bound state with a mass of 3.1
GeV/c?. A year later, the discovery of the 7 lepton [8][9] demonstrated the existence of a
third doublet of leptons, suggesting the existence of a third quark doublet.

The existence of a third quark doublet was confirmed in 1977 by the discovery of the

T resonances at Fermilab[10]. These are a series of narrow resonances with masses around



10 GeV/c?, consisting of a bb bound state. The first three upsilon resonances, known as Y,
T', and Y”, or T(15), Y(25), and Y(35), were all found first at Fermilab [11] and later
confirmed elsewhere. The Y(4S) was discoverered at Cornell in 1980 [12] [13]. The T(4S5)
has a mass of 10.58 GeV/c? and is a broader resonance than the lower T resonances. The

importance of the Y (45) is that it lies above the threshold for decays into pairs of B mesons.

1.3 B Mesons

The B mesons are bg pairs, where the b anti-quark is paired with a lighter quark gq.
The lightest B mesons are the BT, a bu pair, and the B°, a bd pair. The Bt and the B?
both have masses of 5.28 GeV/c?. The BY was discovered in 1993 nearly simultaneously by
the ALEPH experiment at CERN [14] and by the CDF collaboration at Fermilab [15]. It is
a bs pair, with a mass of 5.37 GeV//c2. The existence of the BF meson, a bc pair, has been

predicted, but it has yet to be confirmed experimentally.

1.4 B Production at Hadron Colliders

The study of B mesons has traditionally been the domain of eTe™ colliders which
exploit the T (4S5) resonance, such as ARGUS and CLEO. The B production cross section at
such colliders is o ~ 1 nb. In such an environment the B cross section is a significant fraction
of the total cross section, so there is little background to obscure the events of interest.

More recently, hadron colliders have proven successful in many B physics measure-
ments. One of the advantages of a hadron collider compared to the eTe™ colliders operating
at the T(4S) is that all B species are produced in the hadron colliders. The energy at the
T(48) is only sufficient to produce either B°BY or BT B~ pairs, while B mesons and A
baryons can be produced at the higher energies of a hadron collider. In addition, the B’s
are produced at rest at the Y(4S) while they are produced with momentum at a hadron
collider. This fact is important for performing measurements which are time-dependent.

Another advantage of a hadron collider is the enormous production cross section. At



the Tevatron, with a center-of-mass energy of 1.8 T'eV, the b quark production cross section
is g, ~ 50 ub. However, the disadvantage is that the total inelastic cross section is roughly
three orders of magnitude larger, meaning that the background is much higher. In addition,
the b production cross section is a steeply falling cross section. Figure 1.1 shows the b cross
section measured at CDF as a function of the transverse momentum (pr) of the b quark.
This cross section drops nearly two orders of magnitude from the cross section for pr(b) >
7.5 GeV/c to the cross section for pr(b) > 20 GeV/c. Nevertheless the cross section is still

large enough to produce a large sample of B mesons for study.

1.5 B Decays

The decays of B mesons involve the b quark decaying to a lighter quark via the weak
interaction. This decay proceeds by the b emitting a virtual W boson and decaying to a

lighter quark q. The W boson then decays to a pair of either leptons or quarks.

In semi-leptonic B decays, the virtual W decays to a lepton-neutrino pair. Such
decays are well-described by the Spectator Model. In the Spectator Model, the decay of the
B meson is governed entirely by the decay of the b quark. The light quark ¢ of the bq pair
acts as a spectator to the decay of the b quark. Feynman diagrams of the spectator decays
BY — D= ¢*v and BY — Dg¢*v are shown in Figure 1.2. As the diagrams differ only in the
spectator quark, comparisons of the B® and BY lifetimes provide a test of the validity of the

Spectator Model.

The Lagrangian for weak decays of quarks has the form

L~ (ug, e, t) v Voxm | sp | WH

where W# is the propagator of the W boson and Vg s is the Cabibbo-Kobayashi-Maskawa
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Figure 1.1: b quark production cross section as a function of the b quark py. The points
show the cross section measured at CDF in several decay modes. The curve shows a next-
to-leading order QCD calculation.
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Figure 1.2: Feynman diagrams of the semi-leptonic decays of B® (top) and BY (bottom).
(CKM) [16][17] matrix, which can be written as

Vud Vus Vub
Vekm = | Ve Ves Vo
Via Vis Vw

The CKM matrix is a unitary matrix, and the coupling strength between two different flavor
quarks is given by the corresponding CKM matrix element.

The phases of each of the quark wave functions are arbitrary. Using this fact and
applying the constraints of unitarity reduces the CKM matrix to 4 independent parameters.

Thus the CKM matrix can be re-written in the Wolfenstein parameterization [18] as

1—2%/2 A AX3(p —in)
Vexkm = - 1—2%/2 AN? +O0(XY).
AX(p—1in) —AN? 1

The parameters of the CKM matrix must be determined experimentally, providing an im-

portant motivation for the study of B decays.
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Figure 1.3: Feynman diagrams showing Bg?g mixing.
1.6 B Mixing

One of the most interesting phenomena involving B mesons is BB mixing. This
refers to both B°BO and BgB_g mixing. These processes can occur since quark flavor is not
conserved in the weak interaction. The Feynman diagrams which describe BIBY mixing are
the second-order box diagrams shown in Figure 1.3. The diagrams governing B°B° mixing
are the same, except for the substitution of a d(d) quark in place of the s(3) quark, though
the mixing amplitude is reduced by the CKM factors at the vertices.

Simple quantum mechanics can be used to understand the mixing. The strong(flavor)

eigenstates of the system are |B2 > and |§g >. The eigenstates of the weak interaction are

a superposition of these two states. The weak eigenstates can be written as

1 -0
Bl>— —_(I1BY> +|B< >
B >= (B8 > +[Bs >)

1 .
|BY >= —(|BY> —|Bg >)

Sl

2



where the L and H refer to ”light” and ”"heavy”, since these are also the eigenstates of the
mass matrix. This is analogous to the neutral K system where K9 and K§ refer to the ” K
Long” and ” K Short”, emphasizing the large difference in decay rates rather than the mass
difference. The BY and B have masses and decay widths which are denoted by my, i and

'z, respectively, leading to the definitions

Am =myg —my,
Al =Ty —-Ty
r'= %(FH +Tp).
For a state of pure |B2 > at time ¢ = 0, the state can be expressed as
1
V2

The states |BY > and |BE > evolve over time according to the equation

|B§ >= —=(|B§ > +|B§ >).

B (t) >= |BU(t = 0) > =1,
where
H=m—T.
2
Thus the evolution of | B > with time can be expressed as

1 ) )
ﬁ(e_zmHt—%FHqBé{ > +eszt—%FLt|B§z >)

1 _. 1 1
— ie—z(m—F%Am)te—i(F——AI‘)t x

|Bg(t) > =

{(e—%AFt + eiAmt)|Bg > _I_(e—%AI’t . ez’Amt)|§g >}
Starting with an initially pure BY state, the probability of finding a BY at a later time # is
1 AT
P(t) = Efe_”(cosh(7t) + cos(Amt)).

From this it can be seen that the frequency of oscillations will be Am. It is convenient to
normalize to the total width, so the mixing parameters z ; and x5 are defined as

Ams
and rg = }
s Ts

Amd
ST,




The ratio of the mixing parameters is given by the equation

Tq _ TBo Npo f3oBpo |Vial® [19][20]
Ts  TBY 1By f%gBBg [Vis|? ’

where Tgo and Tpy are the B® and B lifetimes, fg and Bp are related to the B meson wave
function, and ng contains the QCD corrections which are of order 1. It can be seen from
this expression that a measurement of ngg mixing implies a measurement of the ratio of
CKM matrix elements |Vig|/|Vis|-

While BBy mixing has never been observed, it is expected that Amg is much larger
than Am,g. The current world average value for Am g is Amg = 0472 + 0.018 ps~' [21],
while the best limit on Amgis Amg > 10.4 ps—! [22].

In the CKM model, the ratio Am/AT is a constant. It contains no ratios of CKM

matrix elements and depends only on QCD corrections [23]. This ratio can be expressed as
Am  —2mih(mi/Mg,) . 8m2\ !
AT 3r mi 3m}

with

3y(1+y) 2y
h(y) =1-— 11 —y)2 {1—I— 1_y21ny}.

If x5 is large, implying a large value of Am and a rapid frequency of oscillations, then AT
will also be large. For large values of xg where oscillations may be too rapid to resolve,
a measurement of AI' provides a way to find evidence of Bg?g mixing, and an indirect
measurement of zg. It would also provide a measurement of the ratio |Vi4|/|Vis|, as explained
earlier. Current theory predicts AI'/T' < 30% [23].

The decay BY — Dg¢*v is expected to be an equal mixture of BY and B. Thus
one method for measuring AT'(B2) is to describe the proper lifetime distributions from these

decays by a function of the form

(T + %)e(p+gr)t + (0 - %)e(rf)t

7

where I' is the value obtained when the distribution is described by a single exponen-
tial [24][25]. Since the decay mode BY — J/1¢ is expected to be dominated by one CP
eigenstate of the B2, AT(BY) could also be measured by taking the difference between the

average lifetime in BY — Dg/¢tv events and the lifetime from B — J/1¢ events [26][27].



1.7 Overview of Analysis

This analysis measures the lifetime of the B3 meson. Decays involving a lepton and
a Dg are used to reconstruct the BY. (Throughout this thesis a reference to a particular
charge state also implies its charge conjugate.) A sample of events with high pr leptons is
selected, and in those events Dg candidates are reconstructed through their decays to 3 other
hadrons. Precision measurements of the paths of the hadrons near the collision point are
provided by a silicon microstrip detector. The mean proper decay length of the b hadron is
465 pm [52] and the mean proper decay length of the Dg is 140 pym [52], providing sufficient

separation to reconstruct the B} decay vertex and the Dy decay vertex.

The Dy vertex, or tertiary vertex, is found by intersecting the tracks of the 3 hadrons.
Once the tertiary vertex has been found, the path of the Dg is traced back to find its
intersection with the lepton in the event. This is the B2 vertex, or secondary vertex. Using
the distance travelled by the BY from the primary vertex to its decay vertex, and knowing

the approximate momentum of the BY, the proper decay length of the BS can be found.

With only events coming from decays of a BY, and with perfect resolution, the proper
decay length distribution would be described by an exponential. However, this exponential
is smeared by the gaussian resolution of the detector. In addition, other products of the
BY decay may be missed, further altering the exponential distribution. As well, there are
background events which mimic the signature of the signal. The contributions of several
sources of background must be calculated and included. Separate samples of signal and rep-
resentative background events are selected and a simultaneous fit to the proper decay length
distributions is performed to extract the BY lifetime. Sources of systematic uncertainty in the

measurement of the B lifetime must be considered, and the resulting uncertainty evaluated.

Once the BY lifetime has been extracted, the complementary search for a lifetime
difference between B% and BZ' can be performed by changing the exponential form of the
function used to describe the signal to a sum of two exponentials. The potential for measuring

two different lifetimes is evaluated in Monte Carlo based on sample size and the lifetime
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difference between the two components of the signal. The proper decay length distributions

of the data are then fit again to extract the lifetime difference.

11



Chapter 2

Experimental Apparatus

There are two distinct components used in the collection of the data for this analysis.
The first is the Tevatron, a synchrotron accelerator at the Fermi National Accelerator Larab-
oratory (Fermilab) that collides beams of protons (p) and anti-protons (p) at a center-of-mass
energy of 1.8 TeV. The second is the Collider Detector at Fermilab (CDF), a general-purpose
detector designed to study the results of the pp collisions.

In the discussion that follows, first the Tevatron and the associated components used
in generating and accelerating the colliding beams are described. The CDF detector is then
described, with an emphasis on those parts of the detector that are important to this analysis.

The data used in this analysis was taken at Fermilab during two periods. The
first period lasted from June 1992 until May 1993, with approximately 20 pb~! of data
accumulated. This period is referred to as Run Ia. After a brief shutdown, data-taking
resumed in September 1993 and continued until February 1996. This period is referred to as

Run Ib and produced 90 pb~! of data.

2.1 The Tevatron

Before achieving their final center of mass energy of 1.8 T'eV, the proton and anti-
proton beams are accelerated in several stages. A schematic diagram of the Tevatron [28] [29]

and associated components is shown in Figure 2.1.
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Figure 2.1: Schematic diagram of the Tevatron accelerator at Fermilab and its associated

components.

The protons begin as negatively charged hydrogen ions, composed of two electrons

and one proton. They are accelerated to 750 keV by a Cockroft-Walton accelerator (not

shown in Figure 2.1), and then enter a 150 m linear accelerator (LINAC) where they are

accelerated to an energy of 200 MeV . The electrons are stripped from the H™ ions by passing

them through a carbon foil and the beam is passed to the Booster, a 500 m circumference

synchrotron, which accelerates the protons to 8 GeV. The protons then enter a 6.3 km

synchrotron called the Main Ring. Here the protons are focused into bunches and accelerated

to an energy of 150 GeV, before being injected into the Tevatron for acceleration to a final
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energy of 900 GeV. Though they are shown separately in Figure 2.1, the Main Ring and
the Tevatron lie in the same 1 km radius tunnel.

At the same time that the proton beam is accelerated to 150 GeV by the Main Ring,
a 120 GeV beam of protons is extracted and strikes a copper target, creating antiprotons and
other secondary particles. The antiprotons which emerge from the proton-nucleus collisions
have a large angular divergence, and a focusing magnetic field is used to collect them.
The antiprotons are then passed to the Debuncher. The antiprotons have a longitudinal
momentum spread and have the same bunched spatial structure as the protons did which
struck the copper target. The Debuncher performs a phase space rotation which increases the
spatial spread while reducing the momentum spread. Out of the Debuncher the antiproton
beam is passed to the Accumulator, where pulses of antiprotons are received and stored until
the intensity is high enough for collisions.

To bring the beams into collision, the antiprotons are transferred to the Main Ring
and boosted to an energy of 150 GeV and then passed to the Tevatron. The protons and
antiprotons circulate in opposite directions due to their opposite charges. Though both
beams circulate in the same beam pipe, they are kept in separate helical orbits by electrostatic
separators. In the final step the bunches are squeezed by quadrupole magnets to increase
their densities and thus the probability for collisions.

The pp collisions occur in two interaction regions at the Tevatron. The first is at B0,
where the CDF detector lies. The other is at D0, approximately one-third of the way around

the ring from CDF, though not shown in Figure 2.1.

2.2 The CDF Detector

The CDF detector is a general-purpose detector designed to study pp collisions [30].
It is cylindrically symmetric due to the inherently cylindrical nature of the colliding beam
environment. Figure 2.2 shows a wide view of the entire detector.

There is a central barrel region, with plug regions closing the barrel at both ends,

and two forward regions. Figure 2.3 shows one quadrant of the detector. The coordinate
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Figure 2.2: Isometric view of the CDF detector.

system used at CDF is shown here. The origin is defined at the center of the detector, at
the midpoint of the interaction region, in the lower right-hand corner of Figure 2.3. The
positive z-axis is defined to point along the beamline in the direction of the proton beam.
The azimuthal angle (¢) of the cylindrical coordinate system is defined with respect to the
horizontal, while the polar angle (#) is defined relative to the proton direction. Further, the

pseudorapidity (n) is defined by the relation:

n= —ln(tan(g)).

2.3 Tracking Detectors

The system for tracking charged particles at CDF consists of three components which
all lie inside a 1.4 Tesla solenoidal magnet of length 4.8 m and radius 1.5 m. Closest to the
beampipe is the silicon vertex detector (SVX and its replacement, SVX') (see Figure 2.3),
designed to track particles very near the interaction point and to separate sequential decay
vertices of long-lived particles. As shown in Figure 2.3, outside the SVX is a vertex drift

chamber (VTX) which reconstructs tracks in the r—z plane. The VTX is designed to measure
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Figure 2.3: Side view of a cross section of the CDF detector. The interaction region is in
the lower right corner of the figure.

the z position of the interaction point with a resolution of 1 mm. The SVX and VTX both
lie inside the Central Tracking Chamber (CTC), a cylindrical drift chamber extending to
a radius of 132 cm. The physical properites of all of the tracking subsystems are listed in

Table 2.1.

2.3.1 SVX

The SVX [32] and SVX' [33] are silicon microstrip detectors designed to provide
precision tracking information close to the interaction point. The SVX detector was first
used during Run Ia. Due to radiation damage incurred during running, it was replaced in
Run Ib by a radiation-hardened version, SVX'.

Both detectors consist of two cylindrical barrels positioned end-to-end with a 2.15
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Tracking Polar Angle Radial Length Layers Spatial

System Coverage  Coverage(cm)  (cm) Resolution(pm)
SVX  [g<l2 30<r<79 30 4 15
SVX'  [gl<12 29<r<79 30 4 13
VIX  |n|<325 7<r<2l 1435 24 200-500
CTC |n] < 1.5 309<r<132 160.7 60,24 200

Table 2.1: Physical properties of the components of the tracking system.

cm gap between the barrels at z=0. A diagram of one barrel is shown in Figure 2.4. Each
barrel consists of four concentric layers, labelled 0 to 3, which extend to 7.9 cm from the
beamline, with each layer divided into twelve 30° wedges. In the SVX the innermost layer,
layer 0, was positioned at a radius of 3.0 cm, but for SVX’ it was moved in to a radius of
2.86 cm. The pitch of the strips is 60 ym on the three inner layers and 55 ym on the outer
layer. As each barrel extends to + 25 cm from the interaction point, while the luminous
region extends approximately 30 cm along the z-axis, the geometric acceptance of the SVX

is about 60%.

The basic element of the SVX is the ladder. Each 30° wedge contains four 25.5 cm
ladders, one for each layer. A ladder is composed of three 8.5 cm single-sided silicon strip
detectors, bonded together. At the outer end of each ladder is a small circuit board, referred
to as the ear, which contains the readout electronics (see Figure 2.4). Each ladder is rotated
by 3° about its longitudinal axis to allow an overlap between neighboring ladders. In the
SVX, a 1.26° gap remained at layer 0, but this was solved in the SVX’ by the smaller radius

of layer 0 and an additional 1° rotation of the ladders in layer 0.

The raw data collected in the SVX begins as the charge deposited on a strip. First,
a pedestal subtraction is applied on a strip-by-strip basis, and then neighboring strips with
signals above a threshold are grouped together to form clusters. Different signal-to-noise
thresholds are applied to the cluster based on the number of strips used, where the thresholds
have been optimized for good efficiency for real hits and rejection of noise. The position of

the cluster is determined by a charge-weighting of the positions of the strip centers using
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Figure 2.4: Drawing of a single barrel of the SVX detector. The detector is made up of two
barrels joined end-to-end, which are readout from the outer ends.

the individual strip charges. The resolution of the cluster position is then based on the total

charge and the total number of strips.

2.3.2 CTC

The CTC [31] is a large drift chamber containing 6156 sense wires. These wires are
arranged into cells containing 6 or 12 wires each, and these cells are combined to form nine
superlayers. The cells are tilted at an angle with respect to the radial direction such that
wires from neighboring cells will overlap. Five axial superlayers, comprised of cells of 12
wires each, run parallel to the beamline. These are alternated with four stereo superlayers,
comprised of cells of 6 wires. The stereo layers are rotated at an angle of 3° with respect to
the beamline in order to provide z information for the tracks. Figure 2.5 is a transverse view

of the CTC endplate, showing the cell geometry of the CTC. The nine layers of the CTC
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Figure 2.5: Transverse view of the CTC endplate, showing the superlayer geometry.
can be seen, with the smaller cells being the 6 wire cells of the stereo superlayers, while the

larger cells are the 12 wire cells of the axial superlayers.

2.3.8 Track Reconstruction

In CDF the paths of particles in the tracking chamber are treated as helices and can

therefore be described by the following five parameters:

e cot(f): The cotangent of the polar angle at the point of minimum approach to the

origin of the helix

e C: The half curvature of the path, also 1/(radius of curvature)
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e 2y: The z coordinate at the point of minimum approach

e D: The signed impact parameter distance between the track and the primary event

vertex
e ¢o: The azimuthal angle of the track at the point of minimum approach.

Other track parameters, such as pr, can be derived from these five parameters.

Offline, tracks are reconstructed first in the CTC. A two-dimensional fit in the r — ¢
plane is done first, using hits from the five axial superlayers of the CTC. A three-dimensional
fit is then performed, using the additional information from the VTX and the four stereo
layers of the CTC. This fit returns the five track parameters listed above.

Once a track has been found in the CTC, clusters in the SVX are assigned to the
track based on an extrapolation inwards toward the interaction point. The reconstruction
begins with the track at the outer wall of the CTC. The track is then extrapolated back
to the outer layer of the SVX and corrected for multiple scattering and energy loss in the
material in the detector. Based on the track fit from the CTC, a road in the r — ¢ plane is
calcluated in which to look for clusters in the outer layer of the SVX. If a cluster is found,
then that cluster is added to the track, the fit is updated, and the search moves invward to
the next layer of the SVX.

The algorithm for reconstructing tracks prefers tracks with more associated clusters.
A first pass is made that requires clusters in all four layers of the SVX, followed by a second
pass in which a cluster may be missing from one of the four layers. The x? of the fit, based on
the errors from the fit, is used to choose the best candidate. If there are no tracks with three
or four associated clusters, a search is performed for tracks in which clusters are missing
from two layers. A minimum of two clusters must be found for a track to be considered
an SVX track. The efficiency for reconstructing tracks in the SVX can be measured from
CTC tracks that are well-measured and extrapolate into the fiducial volume of the SVX.
The track finding efficiency has been measured at 98.0% for the SVX [32] and 98.7% for

the SVX’ [34]. This is the efficiency for finding a track with two, three, or four associated
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# Clusters Fraction Reconstructed(%)

SVX SVX/
4 70.5 81.3
3 23.0 15.3
2 4.5 2.1
Total 98.0 98.7

Table 2.2: Fraction of tracks reconstructed with 2, 3, or 4 associated SVX clusters. The
fractions are listed separately for SVX and SVX'.

clusters. The separate efficiencies for finding two, three, and four associated clusters are
shown in Table 2.2. The single hit(cluster) efficiency is 93% for the SVX and 96% for SVX',

with resolutions of 13 and 12 pm.

Combining tracking information from the CTC and SVX, the transverse momen-

tum resolution for reconstructed tracks is ‘Z’—TT = 4/(0.0066)2 + (0.0009pr)?), where pr is
expressed in GeV//c. The impact parameter of a track is defined as the distance of closest
approach of the track with respect to the interaction point. The impact parameter resolu-
tion using the SVX is (13 + 40/pr) pum. At low pg this resolution is dominated by multiple
scattering, while at high pr it is dominated by the intrinsic resolution of the detector.

It is the precise reconstruction of tracks near the collision point by the SVX that
has proven to be crucial in performing precision measurements of b hadron lifetimes at
CDF. The average b hadron lifetime from decays to J/1¥X has been measured with a 2.5%
uncertainty [35]. Using the decays to D* ¢ty and D%*v, the B® and B+ lifetimes have
been measured with an uncertainty of 5% [36], while using fully reconstructed decays the

lifetimes have been measured with uncertainties of 6% [35] and 4% [35], respectively.

2.4 Calorimetry

The solenoidal magnet is surrounded by calorimeters which are used to measure the
electromagnetic and hadronic energies of particles and jets. Extending from -4.2 to 4.2 in 5

and covering a full 27 in azimuth, they are constructed in a projective tower geometry which
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Calorimeter Coverage Segmentation Energy Thickness
System (InD) (An x Ag) Resolution(GeV)
CEM 00<|p <11 0.1 x 15° 13.7%/VEr @ 2% 18 X
CHA 00<|p <09  0.1x15° 50%/VET ®3% 4.5 X

WHA  07<p/ <13  01x15° 75%/VE @ 4% 4.5 Ao
PEM 11<|g <24  0.1x5° 2%/VE ®2% 1821 X,
PHA 1.3< |y <24  01x5° 106%/VE @ 6% 5.7 Ao
FEM 22< |/ <42  01x5° 26%/VE ® 2% 25 X
FHA 24<|p <42  0.1x5° 137%/VE®3% 7.7 X

Table 2.3: Summary of calorimeter properties. The two terms in the resolution are added
in quadrature. Energy is given in GeV. The thicknesses are given in terms of radiation
lengths(Xy) or interaction lengths (Ag).

points back to the nominal interaction point. Each tower covers 0.1 units in 7 and no more

than 15° in ¢.

The calorimeter is divided into subsystems covering different 7 regions: central, cover-
ing |n| < 1.1; plug, covering 1.1 < |n| <2.4; and forward, covering 2.4 < |n| <4.2. Each of the
regions has separate electromagnetic (CEM, PEM, FEM) and hadronic (CHA/WHA, PHA,
and FHA) calorimeters, with the hadronic calorimeters lying behind the electromagnetic
calorimeters in the radial direction. (See Figure 2.3.) Physical properties of the calorime-
ter subsystems are summarized in Table 2.3. In this table, the energy resolutions have
two components, one energy-dependent and one constant, with the symbol & denoting that
the two components are added in quadrature. The thicknesses are given in terms of radia-
tion lengths (X) for the electromagnetic calorimeters and interaction lengths (Ag) for the

hadronic calorimeters.

A drawing of one CEM wedge [37] is shown in Figure 2.6. Each wedge is divided
into ten towers, each covering An x A¢ = 0.1 x 15°. The CEM consists of 31 layers of
polystyrene scintillator interleaved with 30 layers of lead absorber. The layers lie parallel to
the beamline, meaning that a particle passes through more material per layer as a function

of the polar angle 8. To account for this, acrylic has been substituted for lead in some layers
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of certain towers. Light from the scintillators is converted in wavelength shifters and read

out through two photomultiplier tubes (shown in Figure 2.6) for each tower.

Light

{
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=

X
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.'

0

Lead
Scintillator
Sandwich
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Figure 2.6: Schematic drawing of one CEM wedge, covering An x A¢ = 1.0 x 15°. There
are a total of 48 wedges in the CEM.

A wire proportional chamber (CES) lies inside the CEM at a depth which corre-
sponds to the maximum average transverse shower development. (Shown near the bottom
of Figure 2.6.) The chamber provides position measurements in both the z and r — ¢ views,
allowing precise measurement of the shower profile.

The CHA [38] actually refers to both the central (CHA) and endwall (WHA) hadron
calorimeters. The 7 coverage of the two components can be seen in Table 2.3. Figure 2.3
shows the positioning of the two components outside the CEM and shows their overlapping
coverage. The CHA has the same segmentation as the CEM and is composed of layers of
acrylic scintillators alternated with layers of iron absorber. Like the CEM it is read out by

pairs of phototubes.
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The PEM [39] and FEM [40] are both gas-based calorimeters, alternating layers
of lead absorber panels with conductive plastic proportional tube arrays. Each layer is
read out by cathode pads and arranged to form towers, leading to a position resolution of
approximately 2 mm in the plug region with similar resolution in the forward. Similarly, the
PHA [41] and FHA [42] alternate steel absorber plates with conductive plastic proportional

tubes with cathode readout.

2.5 Muon Detectors

The muon detectors at CDF consist of several subsystems which cover different ranges
of n. The two sets of muon chambers in the central region are the Central Muon Chambers
(CMU) and Central Muon Upgrade (CMP). Extending further out in 7 is the Central Muon
Extension (CMX), and in the far forward region is the Forward Muon detector (FMU).

The CMU [43] lies directly outside the central calorimeters, forming a cylinder. It
is divided into 24 wedges, each covering 15° in ¢, with each wedge divided into three 5°
towers. Each wedge is also divided into east and west sections at § = 90°. One 5° section of
a wedge is shown in Figure 2.7, with the solid line representing a muon track passing through
the wedge. Each wedge contains four layers of drift chambers, giving measurements at four
points along the trajectory of a particle. The deviation from the radial direction (indicated
by the dashed line in Figure 2.7) is due to the curvature of the track in the magnetic field
preceding the muon chambers. The individual drift cells shown in Figure 2.7 contain an
argon/ethane gas mixture with a high voltage sense wire at the center of the cell. The
difference in drift times measured at different layers of the chamber can be converted to an
angle and therefore a measurement of the pr of the track, useful at the trigger level. The
z position of the track can be determined by measuring the relative charge at the two ends
of a sense wire, giving an accuracy of 1.2 mm on each point. Figure 2.8 shows the coverage
of one 15° CMU wedge in ¢ (left) and z (right). This figure shows the gaps at the edges
of each wedge. Due to these small gaps and the gap at the boundary at 8 = 90° the CMU

chambers only cover approximately 84% of the solid angle for || <0.6.
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Figure 2.7: Drawing of a 5° section of the Central Muon Drift Chambers

Though the CHA acts as an absorber for the CMU, earlier data-taking showed that
pion punch-through remained a significant background. For the higher luminosity achieved
during Run I, a layer of steel 0.6 m thick was added behind the CMU for additional hadron

absorption, and the CMP chambers were added behind this steel.

Like the CMU, the CMP chambers [44] are made up of four layers of drift chambers
aligned along the z axis, though no z information is read out for the CMP. In contrast to
the cylindrical shape of the CMU, the CMP chambers are mounted on four flat planes that
surround the central detector. Due to gaps in the coverage of the CMP, it covers only 63%

of the solid angle for |n| <0.6, and together the CMU and CMP cover only 53%.

Additional muon coverage extends to n ~ 1.0 with the CMX chambers. These
chambers are arranged in a conical shape at the ends of the central detector, as shown in
Figures 2.2 and 2.3. Muon coverage in the far forward region is achieved with the FMU.

These chambers are disk-shaped, lying beyond the forward calorimeters, shown at the far
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Figure 2.8: One 15° Central Muon Chamber, showing the coverage in the transverse plane
(left) and in the z direction (right).

left of Figure 2.3. Because of the high background rates in the muon samples for the CMX

and FMU, muons identified in those regions are not used in this analysis.

2.6 Trigger

One of the greatest challenges of hadron collider physics lies in the trigger. The total
cross section is o ~100 mb, while the b quark cross section is o ~50 ub, three orders of
magnitude smaller. With a time between beam crossings of only 3.5 usec, it is impossible
to record every interaction. Thus it is necessary to quickly identify events which might be

of interest, while rejecting others. At CDF this is done through a three-level trigger system,
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with each level making a more careful decision and requiring more time to make it. Beginning
with an input rate of 286 kH z, the event rate is reduced to ~10 Hz which can be written
onto tape.

The Level 1 trigger decision must be made within the 3.5 usec between crossings in
order to avoid incurring any deadtime, where other crossings are missed. The Level 2 trigger
then takes ~30 usec to make its decision. During this time deadtime accumulates, but since
the rate into Level 2 is ~100 times lower than the rate into Level 1, this deadtime is small
compared to the livetime.

Once an event has been accepted by Level 2, signals from the entire detector are read
out [45] and that data is sent to Level 3. Once this is done the detector becomes live again
to examine subsequent crossings.

Whereas the Level 1 and Level 2 triggers are hardware based [46], the Level 3 trigger
is software based. The Level 3 trigger [47] consists of a farm of 48 commercial processors,
each containing two buffers. A given event is sent to only one buffer, allowing the processing
of multiple events in parallel. Level 3 performs a nearly complete reconstruction of the event,
using a version of the offline software package that has been simplified for increased speed,
such that the processing of a single event takes only 1-2 seconds. The final rate out of Level
3 is ~10 Hz, which is written to 8 mm tape.

The events used in this analysis are triggered by the lepton from the BY decay. The
following discussion of the trigger requrirements at each level focuses on the single lepton

triggers that the events must pass.

2.6.1 Level 1

For electrons, the primary trigger at Level 1 is the calorimeter trigger, which also
serves as the primary trigger for photons and hadronic jets. Analog signals from the calorime-
ters are combined in towers of size (A¢ = 15°) x (An = 0.2). The signals are first corrected
for variations in gain and offset and are then multiplied by sinf), where 6 is the polar angle.

This allows triggering to be based on transeverse energy, Er, as opposed to E.
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The trigger decision is based on a single tower over threshold. Thresholds are set
separately for each region of the calorimeter, and as well for the EM and HAD calorimeters.
In Run I the lowest threshold was used in the CEM, where the threshold was set at 6-8 GeV .
The highest thresholds are used in the forward EM calorimeters and in the plug and forward
HAD calorimeters. During Run I the thresholds in these regions were often set to 51 GeV,

corresponding to full scale for a single tower.

There is a second calorimeter trigger whose thresholds are lowered in all regions
except for the PHA and FHA, but this trigger operates in only one crossing out of every 40.
Thus the contribution of events coming from this trigger is much lower in comparison to the

main calorimeter trigger.

For muons there are two primary types of triggers at Level 1: single muon and di-
muon triggers. These triggers require either one or two stubs in the muon chambers above
a momentum threshold, with a lower threshold used in the dimuon triggers. In the regions
of the CMU that are covered by the CMP, a corresponding coincidence of hits in the CMP

is required as confirmation of the hits in the CMU.

The momentum measurement in the muon chambers is based on the timing differ-
ence between hits in 2 layers of a single tower, as described in Section 2.5 and illustrated in
Figure 2.7. The difference in times, At = t4—1t9 in Figure 2.7, is approximately inversely pro-
portional to the transverse momentum of the track. For the CMU the momentum thresholds

during Run I were 6 GeV/c for the single muon trigger and 3.3 GeV/c for dimuons.

The cross section at Level 1 for the calorimeter trigger was o ~20 pb and for the
single muon CMU-CMP trigger was 0 ~40 ub, while the total Level 1 cross section was
o ~100 ub. This corresponds to a Level 1 accept rate of ~1-2 kH z, a reduction of over 2

orders of magnitude from the input rate.
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2.6.2 Level 2

Once an event has passed the Level 1 trigger, the detector signals are held while a
Level 2 decision is made. As mentioned above, the time required to make a Level 2 trigger
decision is ~ 30 usec, allowing for a more intelligent decision.

The most important additional information used at Level 2 comes from tracking. The
Central Fast Tracker (CFT) [48] uses the 7 — ¢ information from the five axial superlayers of
the CTC to find tracks and to make a fast measurement of the pr and ¢ of the tracks. The
CFT makes two passes looking for hits in a superlayer. The first looks for hits very near
a wire, called prompt hits, while the second pass looks for hits that have drifted a greater
distance, called delayed hits. A track typically has one prompt hit and two delayed hits on

each of the axial layers. This yields a total of 15 hits for a given track.

The pattern of hits is compared with lookup tables for pattern recognition. The
prompt hit on the outermost superlayer is used to start the lookup, and also defines the exit
¢ of the track. Tracks are binned in eight pr ranges and by charge, with a resolution of
Spr/p% ~ 3.5%. The nominal py threshold of a given bin is defined by the 90% efficiency
point for that bin. For Run Ia the pr bins were at 3.0, 3.7, 4.8, 6.0, 9.2, 13.0, 16.7, and
25.0 GeV/c. For Run Ib, the values were 2.2, 2.7, 3.4, 4.7, 7.5, 12.0, 18.0, and 27.0 GeV/c,

allowing for triggering on tracks at lower pp.

The single muon trigger at Level 2 requires that a CFT track above a pr threshold
matches to a muon stub. A lookup table is used to search for matches. For each wire in the
outermost superlayer and for each pr bin, a straight-line extrapolation of the track out to
the muon chambers has been performed. Some tolerance is allowed to account for multiple
scattering, resulting in a window of A¢ = 5° — 10°. Thus for each CF'T track above the pp
threshold, the list of muon towers with stubs is compared to the list of expected hits. If a
match is found then the track is considered to have matched to the muon stub. For Run Ia
the pp threshold for the lowest pr CMU trigger was 6.0 GeV/c. For Run Ib the threshold was
increased to 7.5 GeV/c to keep the trigger rate manageable in the high luminosity running

conditions of Run Ib.
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At Level 2 rather than using the information from single calorimeter towers to make
a decision, the trigger builds calorimeter clusters. Two sets of thresholds are applied to
all of the towers. The higher threshold is referred to as the seed threshold and the lower
threshold is referred to as the shoulder threshold. A cluster begins with a tower above the
seed threshold. Then the four nearest neighbors in 7-¢ space are checked to see if they are
above the shoulder threshold. If a tower above the shoulder threshold is found, it is added to
the cluster and its neighbors are examined. This process continues until all neighbors have

been examined.

Once a cluster has been found, it is added to a list of all clusters, along with several
associated quantities such as Er, Ersin ¢, Ercos¢, 1, and ¢. There are several passes of
cluster finding at Level 2, including jet cluster finding and two passes of electron/photon clus-
ter finding. In electron/photon cluster finding only the information from the EM calorime-
ters in used to build the cluster. Two passes are made, with the second pass using lower

seed/shoulder thresholds to allow detection of lower E7 clusters.

Using the ¢ information for the cluster, electrons can be found by matching CFT
tracks to the clusters. This is almost identical to the matching done for muons, except that
the 15° calorimeter wedge is used in place of the 5° CMU tower. The Er threshold used
for the single electron trigger was 6.0 GeV in Run Ia and 8.0 GeV in Run Ib, while the

corresponding track pr thresholds were identical to those in the single muon triggers.

In Run Ib an additional requirment was placed on the 8 GeV single electron trigger.
The shower position information from the CES was used by matching CFT tracks to a group
of four adjacent CES wires (corresponding to ~ 2° in ¢) whose summed energy was above
a threshold. The electron triggers then had the added requirement that tracks matching to

an electron cluster also matched to a CES cluster.

The single electron trigger and the single CMU-CMP muon trigger each accounted
for 10-15% of the total Level 2 cross section of ~2 ub. Due to high background rates at higher
luminosity, these triggers were both assigned variable prescales, meaning a lower fraction of

events passing the trigger was written out at high luminosity. For the electron trigger, the
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trigger was prescaled by as much as a factor of 4, while the muon trigger was prescaled by
as much as a factor of 8. Higher pr electron and muon triggers were unprescaled, but the
higher pr thresholds on these triggers give them low acceptance for the events of interest in

this analysis.

2.6.3 Level 3

The Level 3 trigger is used to not only select events, but also to split the data into
several output streams based on the reconstructed objects in the events. These streams allow
for easy filtering of the data for later offline processing. As there are many Level 3 triggers,
the discussion is restricted to the triggers relevant to this analysis.

The inclusive muon trigger at Level 3 in Run I required pr > 8.0 GeV/c and applied
a cut on the quality of the match between the CMU stub and the CTC track extrapolated
to the CMU chambers. The primary inclusive electron trigger at Level 3 required Ep >
7.5 GeV and pr > 6.0 GeV/c, and required tracks to match within 3 ¢cm in z and 10 cm
in z. Further selection cuts can be made at Level 3 using offline quantities, such as the
ratio of hadronic to electromagnetic energy (Fhaq/Eem) and the quality of the match of the
CTC track to the cluster position information from the strip and wire chambers. These cuts
are described in further detail in the following chapter. The cross section for each of these

triggers at Level 3 was ~10 nb, corresponding to a rate of less than 1 Hz.
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Chapter 3

Event Selection

In the decay of interest, the BS meson decays to Dg¢TX, where the Dg is recon-
structed through its decay to other hadrons. The high momentum lepton in the event is the
key signature of the BY decay and is the starting point for the reconstruction of the event.
In this chapter the selection of the electron and muon samples is described first. Then the
reconstruction of the event is discussed and the selection of Dg candidates from the decay

Dg — ¢, with ¢ - KTK ™, is described.

3.1 Lepton Selection

The lepton datasets are made up of the events that have passed the low pr inclusive
electron and muon triggers at Level 3. The events in these datasets are first processed with
the standard offline reconstruction software. Track-finding is repeated, starting from the hits
in the SVX and CTC, using the best alignment constants for the SVX [49]. Tighter selection

requirements are then applied to select good lepton candidates.

3.1.1 Electron Selection

The list of the selection requirements for electrons is shown in Table 3.1. Quantities

used in the selection are described here.

e FEp: The transverse energy of the cluster, defined as F X sin . Electrons produced in
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the decays of the B2 should have higher Er than electrons coming from the sequential

decays of charmed hadrons or other background processes.

Er/pr: The ratio of transverse energy in the cluster to the transverse momentum of

the associated track. For electrons, Er/pr is expected to be near 1.0.

Fhad/FEem: The ratio of hadronic energy to electromagnetic energy in the cluster. Elec-
tron showers should be well contained in the electromagnetic calorimeters. Hadronic
showers will deposit energy in both the EM and HAD calorimeters. Different values
for this cut may be appropriate if the cluster is isolated and only one track points to

the cluster, or if several tracks point to the cluster.

LSHR: The lateral shower profile. For electrons this has been measured with test
beam electrons. The lateral energy sharing of the candidate can be compared with
the measured shape for electrons. Low LSHR values indicate a good match between
the observed shape and the expected shape for electrons. Wider clusters coming from

multiple particles will give higher LSHR values.

Azx, Az of track vs. CES wire: The position of the candidate track, extrapolated from
the CTC, is required to match well to the position of the shower in the CES in both z
(r — ¢) and z. Overlapping backgrounds created by tracks from charged hadrons and

energy deposited by neutrals should not match as well.

thrip, X2,re: The pulse height shape of electrons has been determined from test beam
electrons. Candidate electron showers must be consistent with the expected shape. A

x? requirement is made in both the wire (r — ¢) and strip (z) views.

In addition, electrons are removed if they are consistent with being produced by the

conversion of photons in the detector material prior to entering the CTC. Photon conversions

will produce an electron-positron pair, so the track belonging to the conversion partner must

be located. As these tracks should have few VTX hits, the ratio of the number of found

VTX hits to the expected number of VTX hits must be less than 0.5. Conversion candidates
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Variable Cut Value

Er > 6.0 GeV
Fhad/Eem < 0.04 (1 track pointing to cluster)
Fhad/Eem < 0.10 (>1 track pointing to cluster)
LSHR < 0.2
Az (track-CES) < 1.5 cm
Az (track-CES) < 3.0 cm
strip profile x? < 10
wire profile y? < 15

Table 3.1: Selection criteria for the electron sample.

and their partners are then selected based on three variables relating to the two tracks: (1)
S, the separation in cm between the two tracks in the r — ¢ plane at the point where they
are tangent; (2) A cot 6 between the two tracks; and (3) R, the radius in cm of the tangent
point, assumed to be the most likely conversion point. An electron is tagged as a conversion

if
o |S| < 0.02,
e |Acotf| < 0.06, and
e 180 < R, < 50.0.

The electron dataset initially contains approximately 7.5 million events. The selection

cuts reduce the sample to approximately 2.8 million events.

3.1.2 Muon Selection

The selection of candidate muons is based primarily on the matching of the position
of the track extrapolated from the CTC to the muon chambers and the position of the stub
in the muon chambers. As stated earlier, muons candidates in the CMX and FMU are not
included. The muon candidate must have a stub in both the CMU and the CMP. A x?
requirement is made on the match between the extrapolated CTC track and the muon stub

in the r — ¢ plane for both the CMU and CMP, and in z for the CMU. The uncertainty
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Variable Cut Value

pr > 6.0 GeV/c
Y2(CMU) < 9
2(CMU) < 12
2(CMP) < 9

Table 3.2: Selection criteria for the muon sample.

on the position of the track is dominated by multiple scattering, which to first order varies
inversely with the track momentum. A pp requirement is also made, analagous to the Ep
requirement in the electron selection. The list of the selection requirements for muons is
shown in Table 3.2. The initial muon dataset contains approximately 2.4 million events.

Approximately 1.7 million events remain after applying the muon selection requirements.

3.2 Track Selection

Once a candidate lepton has been found, a search is performed for candidate Dg
tracks near the lepton. In order to use only tracks which are well-measured, a sample of

tracks is selected which pass the following requirements:

e > 4 hits on 2 CTC axial layers

e > 2 hits on 2 CTC stereo layers

SVX-CTC link required

e > 3 SVX hits

Xavx / # SVX hits < 6.

The track associated with the lepton is required to pass the same cuts.
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3.3 Primary Vertex Reconstruction

Events in which a B meson is produced typically have few tracks other than those
associated with the BY. There are few tracks coming from the primary vertex, and since
the tracks coming from the BY decay are displaced with respect to the primary vertex, it is
difficult to determine the coordinates of the primary vertex without being biased toward the
B decay vertex. Rather than reconstructing the primary vertex on an event-by-event basis,
the average beam position as determined in the SVX on a run-by-run basis is used as the

primary vertex [35].

The beam position is found by first fitting the primary vertex in all events in a data
acquisition run. Using only those events with at least three tracks with pr > 1.0 GeV/c
and four associated SVX hits, a straight line is fit through the vertices to determine the
beamline for that run. A minimum of a few hundred events in a run is required, and the z
and y positions of the beam at z = 0 as well as the slope of the beam as a function of z are
stored in a database. The error on the beam position is ~ 30 pm, and it is roughly constant
as a function of z. The z distribution of primary vertices is approximately gaussian, with a

sigma of roughly 30 cm [50].

To determine the primary vertex in an event in one of the lepton samples, the z
coordinate of the primary vertex is determined first by using the z coordinate of the primary
vertex found by the VTX closest to the z position of the lepton. Using this z coordinate,
the x and y coordinates of the primary vertex can be determined using the information in

the database.

3.4 BY Reconstruction

A schematic view of the decay BY — Dg¢*v with Dy — ¢7~ is shown in Figure 3.1.
The reconstruction starts with the candidate lepton. Looking near the lepton, oppositely

charged pairs of tracks are used, each assigned the K mass, in order to reconstruct the ¢
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Figure 3.1: Sketch of the decay mode B3—Dg (T v.

candidate. If the invariant mass of the pair of tracks corresponds to the ¢ mass, a third
track is added, assigned the 7 mass, to form the Dg candidate.

To find the Dg decay vertex, all three tracks are required to intersect at a common
point, and to have an invariant mass that corresponds to the Dg mass. The vertex is
reconstructed using a x? minimization that varies the input track parameters within their
errors. Using the momenta of the candidate tracks, the Dg candidate is extrapolated back
along its flight path to intersect it with the lepton flight direction to find the BY decay
vertex. A similar x? minimization is used again. Based on the returned y? for the combined
two-vertex fit, a probability can be computed. Combinations with low probabilities, where

the vertex fit is poor, can then be removed.

3.5 Dg — ¢ Selection

Having selected a candidate lepton, all tracks in a cone around the lepton with radius
AR = /(A¢)? + (An)?=0.8 are examined as candidate K and 7 tracks. The selection cuts
for Dg candidates were chosen to optimize the signal-to-noise ratio, with the signal modelled

by Monte Carlo events. Dg candidates are selected with the following requirements:
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e pr(K) > 1.2 GeV/c

e pr(m) > 0.8 GeV/c

e AR08

® |Zyerter — Ztrack| < 5 cm

e |cos®y| > 0.4, where 1 is the helicity angle between the K and Dy in the ¢ rest frame.
The ¢ has spin 1, while the Dg and 7 both have spin 0. The angle ¢ will then have
a distribution dN/d(cos®) ~ cos?+. The background from random combinations of

tracks will be flat vs. cos.
o Prob( x2,,1ec ) > 1% for the two-vertex system.

o Iog < 1.0, where I¢g is a calorimetry-based measure of the isolation, defined as the
ratio of the Er in a cone of radius AR < 0.4 around the lepton candidate, excluding
the lepton energy, to the pr of the Dg . This isolation requirement removes many fake

Dy candidates from jets with high track multiplicities.
e SVX beam position information must be available.

e Ly, (DEV) > 0.0, where Ly, (DLV) refers to the distance between the Dg vertex and
the primary vertex in the transverse plane. This cut removes fake Dy combinations

generated by tracks from the primary vertex.
o Im(KTK™)-1.0194| < 0.010 GeV/c?, where 1.0194 is the nominal PDG [52] ¢ mass
e 3.0 < m(Dgtt) < 5.0 GeV/c?

e Level(K/m) > 0.01 (see Section 3.5.1)

The Dg decay length, denoted by Lyy(Dg) is the distance between the BS and Dg
vertices. The proper decay length, denoted by cr, is defined as ¢t = Ly, - m/pr. (See

Section 4.2 for further explanation.) It is the proper decay length that is used to reconstruct
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the lifetime. A cut is applied on the errors on the proper decay lengths to remove events
with large errors. In addition, a cut is made on the proper decay length of the Dy candidate
to remove events where the extrapolation from the Dg vertex to the BY vertex is very long

and results in a large uncertainty on the B vertex position. The cuts used are:
® 0, (Dg) <0.1cm
e 0.(BY) < 0.1 cm

e |c7(Dg)| < 0.1 cm.

3.5.1 Use of dE/dx for K,m Selection

It is possible to distinguish between different particles based on the energy loss per
unit distance (dE/dz) in matter. The most probable value of the ionization energy loss in a
gas is a function of the By (= p/mec) of the particle, as opposed to simply its momentum.
Thus a simultaneous measurement of a particle’s momentum and dE/dz should determine
the mass of the particle. dE/dx is expressed in nanoseconds at CDF, as the information is
recorded as the digital pulse width between the leading and trailing edge times for the CTC
hits in superlayers 3 through 8. The dFE/dx data must be corrected for variations due to
path length, wire gain saturation, the number of measurements used for the track, and the
instantaneous luminosity [51].

For a given track the predicted dE/dz value, as well as the error on the prediction,
can be computed for the hypothesis that the particle is either a 7w, K, p, e, or u. The
difference between the measured and predicted dE/dz values, divided by the error, is used to
compute a probability for each hypothesis. In order to make use of all available information,
the probabilities P (i) for the five particle hypotheses are used to compute the following

confidence level:
Pi)
P(m)+ P(K)+ P(p) + P(e) + P(u)’
In Figure 3.2(a) the Level(K) distribution is plotted for K candidates from ¢ —

Level(i) =

KTK~ taken from the Dg — ¢m signal region, which contains little background (see
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Figure 3.2: Level(K) distribution for the K hypothesis for (a) kaon tracks and (b) pion
tracks from Dg — ¢, ¢ - KTK ™.

Figure 3.3). In Figure 3.2(b) the same Level(K) distribution is shown for 7~ tracks from
the Dy — ¢m~ decay assuming the kaon hypothesis.

It can be seen that the dE/dx information doesn’t provide much discriminating
power. However, some of the 7 tracks with very small Level(K) values can be eliminated.
In the Dg — ¢m~ selection, Level(K/m) > 0.01 is required for each of the K—, K, and
7~ tracks. Though these cuts are not crucial in the Dg — ¢m~ decay mode, they will be

important in the addition of the other Dg decay modes.

3.6 Dg Mass Results

For real BY decays, the lepton and the Dy should have opposite charges. Such events
are referred to as "right-sign” events, while events where the lepton and Dg have the same

charge are referred to as "wrong-sign”. A spurious enhancement of the background in the
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Dg mass spectrum due to the selection cuts should be uncorrelated with the relative charge
of the lepton and should therefore appear in both the right-sign and wrong-sign Dg mass
distributions.

The Dg mass distribution is fit with a gaussian to describe the signal, and a first-
order polynomial to describe the combinatoric background. A second gaussian is included
for the Cabibbo-suppressed D~ — ¢~ decay. The right-sign K~ K7~ mass distribution
for the Dg — ¢~ sample is shown in Figure 3.3 with the fit result overlaid. The shaded
histogram shows the wrong-sign K~ K7~ mass spectrum. As expected, there is no evidence
of any enhancement in the wrong-sign mass spectrum. The difference of the means between
the Dg and D~ peaks is fixed to 99.2 MeV/c? [52], and the ratio of the widths is fixed to
the ratio of their masses. In addition, the region 1750 - 1820 MeV/c? has been excluded in
the fit to avoid events with a partially reconstructed Dg where a 70 has been missed. The
fit yields a signal of 220 + 21 ¢7~ events in the peak. The Dg mass is 1968 + 1 MeV/c?,
in agreement with the PDG value of 1969 MeV/c? [52], and the width of the gaussian is

10.5 + 1.1 MeV/c?. For the D~ the fit returns 48 + 15 events in the peak.
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Figure 3.3: Right-sign ¢~ mass distribution with the result of the fit superimposed. The
shaded histogram shows the wrong-sign distribution.
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Chapter 4

Lifetime Measurement in Dy — ¢n~ Sample

This chapter describes the measurement of the B2 lifetime using the events in the
Dg — ¢~ sample. First the variables used for the lifetime measurement are defined,
including those introduced to account for the partial reconstruction of the BY. Then the

fitting procedure is discussed and the lifetime measured in this sample is presented.

4.1 Decay Length Reconstruction

As described in Sections 3.3 and 3.4, the primary vertex in the event is obtained from
the beam position, while the BS and Dy vertices (denoted by VBg and VDg in Figure 3.1)
are found by a fit to the candidate tracks. The decay length of the BY in the transverse
plane, referred to as Lyy (BY), is then defined as the displacement of VBg from the primary
vertex, projected onto the transverse momentum of the Dg ¢ system. If the vector X points
from the primary vertex to the secondary vertex in the transverse plane, then
ny(Bg) = w

lp7 (D5 £+)]

Similarly, the decay length of the Dy in the transverse plane, denoted by Ly, (Dyg), is
the displacement of VDg from VBg in the transverse plane, projected onto the transverse
momentum of the Dy

The uncertainty on the transverse decay length is dominated by the uncertainties

on the positions of the primary and secondary vertices. Neglecting the contributions from
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uncertainties in the transverse momenta, the uncertainty on Ly (BY) is given by

1
01 = o (02 p2)* + (03Vpy)? + (05V02)” + (07 0y)" + 2((02y)* + (055 ) )papy],
T

PV _PV PV
where o oy ", and oz,

P are the errors on the primary vertex coordinates; o3V 05‘/,

x

and ofg)/ are the errors on the secondary vertex coordinates; and p, and p, are the z and y
components of the transverse momenta of the Dg¢* system. The uncertainty on Ly (Dyg)
can be obtained from the same formula by substituting the errors on the secondary and ter-

tiary vertices for the errors on the primary and secondary vertices and using the momemtum

components of the Dg in place of those of the Dg /T system.

4.2 Definition of Pseudo-Proper Decay Length

The decay length, L, is related to the lifetime, 7, by the equation
L=crpy= crg,
m

where cr is called the proper decay length. In the transverse plane this becomes

pr
Ly, =cr—.
m

When the BY decays semi-leptonically, it is not fully reconstructed and thus pr(B2)
is not accurately measured. Instead the pp of the Dg ¢ system must be used as the best
approximation. A correction factor, K, must then be introduced, defined by

Dgtt
K — pr(Dg - ) ‘
pr(Bg)
The quantity used to extract the B lifetime is then referred to as the pseudo-proper decay

length, denoted by c7*, and defined as



4.3 Determination of 3y Correction

The distribution of the correction factor K must be determined in Monte Carlo.
A Monte Carlo generator is used which generates single b quarks according to the pr(b)
calculation of Nason, Dawson, and Ellis [53]. The b quarks form mesons and are then
decayed by the CLEO Monte Carlo package(QQ) [54]. The QQ package uses the models of
Isgur and others [55] for semi-leptonic decays to determine the lepton and charm momentum
spectra.

BY mesons decay semi-leptonically through Dg, D§~, and DE*~. The D& has a
mass of 2112 MeV/c? [52], slightly greater than the mass of the Dg, and decays almost
exclusively to a Dg and a photon. The D§*™ refers not to a single meson, but rather to the
higher mass charmed, strange mesons which complete the semi-leptonic decays of the BY,
including non-resonant cs states.

As the BY branching ratios have not been well-measured, in QQ the assumption
is made that the semi-leptonic branching ratios of the B2 are similar to the semi-leptonic
branching ratios of the B?. The semi-leptonic branching ratio of the B, BR(BS — £~ X),
is assumed to be 10.4%, in agreement with the PDG measurement of BR(B? — £~ X). It is
further assumed that the fraction of D"~ mesons in B2 semi-leptonic decays is the same as
the fraction of D** mesons in B decays. This has been measured by CLEO to be 0.36 =+
0.12 [56]. The fraction of these D"~ mesons which decay to a Dg is 9% in QQ. In summary,

the following branching fractions are used in the Monte Carlo:

BR(BY — Dgt=X) = 1.8%
BR(B? — D ¢ X) = 4.9%
BR(BY — D¥ 0 X) =3.7%
BR(D§™ — DgX) = 9%.
For the sample used to determine the K distribution, b quarks are generated with

a minimum pr(b) of 10 GeV/c and then form BY mesons. The mesons are decayed semi-

leptonically through Dy, D™, and Dg*™, and those events which include a Dg in the decay
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Figure 4.1: Monte Carlo K distribution for the Dg — ¢7~ sample.

are retained. To account for the effect of the trigger, a simple model of the turn-on of the
trigger based on the generator level pr of the lepton is used. The Monte Carlo sample is
processed with the standard reconstruction and the same selection requirements are used
as in the data. A cut of pr(¢) > 7.5 GeV/c, identical to the requirements of the trigger
in Run Ib, is used in generating the final K distribution. The K distribution is shown in

Figure 4.1, and has a mean of 0.860 and an RMS of 0.103.

4.4 Fitting Procedure

4.4.1 Signal and Background Samples

The lifetime is obtained by an unbinned maximum-likelihood fit to the observed
pseudo-proper decay length distribution. A sample of events with good Dg candidates,
referred to as the signal sample, is chosen by requiring the reconstructed Dg mass to be

within the peak region shown in Figure 3.3. The signal sample is defined as the right-sign
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combinations in the invariant mass region
1.944 < m(Dg) < 1.994 GeV/c?,

representing roughly a 2.50 window around the nominal Dg mass.

In the Dg — ¢m~ sample there are 350 events in this region. Since virtually all
the Dg signal events should be contained in this region, the fraction of signal events is
estimated to be 220/350 or 63%. The ratio of signal events to background events in this
region is estimated to be 220/130 or about 5/3.

To model the contribution of the combinatorial background events under the mass
peak to the shape of the pseudo-proper decay length distribution, a sample of representative
background events is taken from events whose reconstructed Dg mass is separated from the

Dyg peak. Right-sign combinations in the ”sideband” regions
1.884 < m(Dg) < 1.934 GeV/c? and 2.004 < m(Dg) < 2.054 GeV/c?

are used. These regions are chosen so that they are sufficiently separated from the Dg
peak to avoid any contamination from the signal, and also contamination in the low-mass
sideband from D~ — ¢7~ decays. To increase the size of the background sample, wrong-sign

combinations in the region
1.884 < m(Dg) < 2.054 GeV/c?

are used as well, since all wrong-sign events are expected to be due to combinatoric back-
ground. Figure 4.2 shows the right-sign and wrong-sign Dg mass distributions, with the

shaded areas showing the regions that make up the background sample.

4.4.2 Likelihood Function

The BY lifetime and the background shape are determined from a simultaneous fit to
both the signal and background samples. The true distribution of the signal is an exponential,

however this is smeared by the resolution of the detector and by the mismeasurement of the
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Figure 4.2: Dg mass distribution for right-sign(top) and wrong-sign(bottom) combinations,
with the shaded areas representing the sideband samples.

BY momentum. The background distribution has several components. First there is a zero-

lifetime component that is smeared by the detector resolution. Second, there is a component

with a positive lifetime, due to events containing real b and c¢ decays. Lastly, there is a

component with a negative lifetime due to background events which extrapolate behind the

primary vertex. In fitting the lifetime, the fractions and lifetimes of each component of the

background must also be determined, as well as the resolution of the detector.

The likelihood function then has two parts:

Nsig

L= [T10 ~ forg) Fiig)

i

Npgg

+ fbkgfgkg] ’ H fgky?
%
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where Ng;g and Ny, are the numbers of events in the signal and background samples, fpig
is the estimated fraction of background events in the signal sample, and Fg;4 and Fpyg are
the probability distributions of the signal and background. In practice the fit minimizes the
quantity £ = —21In(L).

Fiig consists of an exponential function, convoluted with the correction factor distri-

bution, H(K), convoluted with a gaussian resolution function. It can be written as

K —Kzx
Fisig = E-emp(?) ® G(z,s0) ® H(K)

where x is the event-by-event pseudo-proper decay length, ¢ is the error on z, and s is a
scale factor to account for an overall under- or over-estimate of the errors. The symbol ” ®”
denotes the convolution. The convolution with the gaussian can be performed analytically,
but the convolution with the K distribution is performed as a finite sum. (See Appendix A).

Fikg has three components. There is a gaussian centered at zero, and two exponen-
tials for positive and negative lifetime backgrounds, each convoluted with gaussians. The

functional form of Fyig can be written as

Forg = (1= f4—f-)G(z,s0)

I+ -z
+ A+ea:p(>\+) ® G(z,so)

+ f—_exp(i) ® G(z,s0)

where fi and f_ are the fractions of positive and negative lifetime backgrounds, and A,
and A_ are the lifetimes of those backgrounds. The values of c7, s, fi, f—, Ay, and A_ are

all determined in the lifetime fit.

In order to avoid a flat background component which has not been accounted for,

the fit is restricted to the region
—02 < et < 05cem
and the probabilities are normalized over the same range.
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Figure 4.3: Results of the fit to the Monte Carlo BY pseudo-proper decay length distribution.

In addition, the fraction of background events in the signal sample is constrained to
the value determined from the fit to the Dg mass distribution. The x? term
(forg — figit)?

2
afbkg

is added to £, where fy4 is returned from the fit, fg%t is the background fraction from the

fit to the Dy mass distribution, and oy, is the error.

4.4.8 Test of Fitting Procedure

The fitting procedure is tested using Monte Carlo events. First the sample described
in Section 4.3 is processed using the standard kinematic cuts and the lifetime is determined.
The sample has an input lifetime of ¢ = 465 pm, and the fit returns cr = 470 £ 8 pum, in
agreement with the input value. Figure 4.3 shows the pseudo-proper decay length distribu-
tion of the Monte Carlo, with the result of the fit superimposed.

As a further test, 1000 samples of 250 events each are generated using the shape of the

fitted pseudo-proper decay length distribution from the Monte Carlo sample, corresponding
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Figure 4.4: Distribution of the fitted c¢r values from the toy Monte Carlo samples with input
lifetimes of 470 pm. The results of the gaussian fit are superimposed.

to a lifetime of 470 pm. Each sample is fit and the measured lifetime is recorded. The
distribution of fitted lifetimes is fit to a gaussian, and a mean of 470 + 1 pym is obtained,
in excellent agreement with the input value. Figure 4.4 shows the distribution of the fitted
lifetimes with the result of the gaussian fit superimposed.

These two tests demonstrate that the fitting procedure works well and does not

introduce a systematic bias in the measurement of the lifetime.

4.4.4 Inclusion of Physics Backgrounds

Up to this point all backgrounds have been assumed to be made up of a real lepton
and a fake Dg which comes from the combinatoric background. However, there are physics
processes which will produce a real lepton and a real Dy, where neither comes from the
semi-leptonic decay of a B2 meson. Such events will end up in the signal sample, but will
not have the correct pseudo-proper decay length distribution.

There are three sources of these backgrounds that must be considered. The first
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is the contribution from the decays B® — DgHD(*)_X and Bt — ngHD(*)OX, with
the D™= or D®*)0 decaying semi-leptonically. These events can be reconstructed as signal
events, though the momentum spectrum of the lepton coming from the decay of the D)
should be much softer since it comes from the secondary decay of a charm hadron. In order
to estimate the contribution of these processes to the signal, Monte Carlo events from these
decays are generated and reconstructed with the standard analysis method.

Over 100 million B — Dg*)D(*) decays are generated, using the same Monte Carlo
as in the determination of the K distribution, again with a minimum py(b) of 10 GeV/c. All
decays which include both a Dg and a D are used, with their relative branching fractions
as given in QQ.

First, the efficiency for reconstructing these decays relative to the efficiency for re-
constructing the signal events must be determined. Since the lepton from the decay of the
D is much softer, the efficiency for finding the lepton in these decays is much lower. The

ratio of efficiencies for the reconstructing the lepton is found to be

(B — DY) DM X)

= 0.0050.
er(BY — DgltX)

Once a good lepton has been found, the ratio of efficiencies for reconstructing the Dg is

fairly close. This ratio is measured to be

e, (B = DY/ DOX)

= 1.20.
€ng (B — D5+ X)
The combined ratio of efficiencies is then
(B — DY DM X)
€rel = = (0.0060.

e(B? — D5+ X)
The fraction of B — Dé*)D(*) decays that make it into the signal sample is given by
the following expression:

fu+fq BR(B— D5X)-BR(D = {X)
s BR(BY — D5 ¢+X)

fDSD = €rel *

where fy, f4, and fg are the fractions of By, B, and Bg out of all B hadrons (including

Ap). Note that BR(B2 — Dg ¢t X) refers to all semi-leptonic BY decays to a Dy, including
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both direct decays and those that go through D™ and Dg*~. That is,

BR(B2 — D5¢TX) = BR(BY— D5t*v)
+ BR(BY — D (*v)
+ BR(BS — D (*v) - BR(DY — DgX)

As explained in Section 4.3,

BR(BY — D)™+ X)
BR(BY = (+X)

= 0.64,

with the other 36% decaying to Dg* ¢+ X, and 9% of D%* decaying to a Dg, resulting in

BR(BY - D% (*X) - BR(DE™ — D3 X)
BR(BY - (X)

= 0.03.

Summing these two contributions gives

BR(BY - D3 (+X)

BR(BY = +X) 0.67.

Following the assumption in QQ that BR(B2 — ¢*X) = BR(B® — ¢*X) (see Section 4.3),
where the PDG value of BR(BY — £+ X)=10.4% is used, gives

BR(B? — Dg¢TX) =0.07.

For BR(D — ¢*X), the average of BR(D® — ¢tX) and BR(DT — £TX) is used. The

PDG values are 7.65% and 17.2%, respectively, which gives
BR(D — ¢+tX) = 0.125.
Using the following PDG values:
Ju=fq=0.378,
fs =0.112,
BR(B = Dg X) = 8.9%,

and the results from above, the estimated fraction of events in the signal sample coming
from B — Dg*)D(*)X decays is
fpgp = 0.0063.
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The second physics background is the decay BY — Dg*)_Dg*H, with one Dg*) decay-
ing semi-leptonically. This background is treated in the same manner as for B — Dg*)D(*)
decays. The fraction of these events that make it into the signal sample is given by the

expression:

BR(BY — DY) DT X) . BR(DE — £+ X) - 2
BR(BY — D3(tX)

fDSDS = €pel -

The ratio of efficiencies for reconstructing the lepton is measured to be

(B - DYDY x)

= 0.0095
eo(BY — DgltX)

and the ratio of efficiencies for reconstructing the Dg is measured to be

ey (B > D DY )

=1.34.
€ng (BY = Dg*X)
The combined ratio of efficiencies is then
BY - DY) DYt x
€rel = (Bs s Ds %) _ o107

e(BY = Dgt+X)

To calculate fpgpg, the QQ values for BR(BY — Dg*)ng*)jLX) = 0.045 and
BR(Dg — £~ X) = 0.079 are used. The denominator remains the same as in the calculation
of fpgp, so the fraction of events in the signal sample coming from BY — Dé*)fDé*)’LX
decays is estimated to be

Fpgng = 0.0013.

To include the contribution of these events in the lifetime fit, an effective lifetime of

these events must be found. A term similar to the signal term is then added to the likelihood,

—Kzx

m) ® G(QZ,SO').

fDSD : - exp(

ct(DgD)

Fitting for the effective lifetime of both of these samples, Figure 4.5(a) shows the
pseudo-proper decay length distribution from the B — Dg*)D(*)X Monte carlo, with the re-
sults of the fit overlaid. Figure 4.5(b) shows the same distribution for the BS — Dé*)_Dé*)+X

Monte Carlo, with the results of the fit overlaid. For these samples we find
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Figure 4.5: Results of the fit to the Monte Carlo pseudo-proper decay length distributions
for the effective lifetimes in the (a) B — Dg*)D(*)X and (b) By — Dg*)_Dg*)+X samples.

ct(DsD) =590 =+ 21 pum.

and

CT(Dst) =577 +24 um.

The final physics background is the process B — ngHKE*X . This process has
never been observed, and an upper limit of 1.2 % on the corresponding branching ratio has
been measured by ARGUS [57]. Because this process has never been observed, the fraction
of these events in the sample is assumed to be 0. Using the upper limit on the branching
ratio results in an upper limit on the fraction of these events in the signal of 0.03 [58]. This

upper limit is included in the systematic uncertainties.
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4.5 Lifetime Results from Dy — ¢n~ Sample

Using the values listed above for the physics background contributions, a simultane-

ous fit to the signal and background samples is performed. The result
cr(BY) = 427 131 um

is obtained, where the errors shown are statistical only. Figure 4.6(a) shows the pseudo-
proper decay length distribution for the signal sample with the fit results superimposed. The
shaded curve represents the sum of the background probability function over the events in
the signal sample. The signal contribution is represented by the dashed curve. Figure 4.6(b)
shows the pseudo-proper decay length distribution for the background sample with the fit
result superimposed.

As a cross check of the fitting method, a fit for the lifetime of the Dy is performed.
Since the Dg decay is fully reconstructed, its G is known and the convolution with the K

distribution in the fit does not apply. The result of the fit is
cr(Dg) = 136 T1 um,

which agrees well with the PDG value of 140 pym. Figure 4.7(a) shows the proper decay
length distribution for the signal region, with the results of the fit overlaid. The dashed curve
represents the signal contribution, while the shaded curve shows the background contribution
to the signal region. Figure 4.7(b) shows the proper decay length distribution for the sideband

sample with the fit result superimposed.
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Chapter 5

Addition of Dg — K*K- and Dy — KK~ Decays

To increase the size of the data sample and increase the precision of the measurement
of 7(BY), decays of the Dg meson to K**K~ and K?K~ are reconstructed. This chapter
first explains the expected yield of Dg events from these decays and then describes the
selection of Dg candidates in these channels. There is a significant background in these
channels from D~ — K*7~ and D~ — K%7 . This background is discussed, as well as

ways to reduce it. Finally the fraction of real Dg decays in the sample is measured.

5.1 Expected Data Sample

The first decay of the Dg meson that is considered is Dg — K**K~ where K*0 —
K*r~. Since
BR(Dg — ¢n~) ~ BR(Dg — K*'K ™)
and

BR(¢ - K*K~) 049
BR(K* — K+n=) ~ 0.67

there should be approximately as many Dg — K*YK~ events as there are Dg — ¢m.
However, the combinatoric background in this channel will be higher due to the broader
natural width of the K*0. In addition there will be some contamination from D~ — K*07—

decays, where the 7~ has been misidentified as a K.
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The second decay of the Dg meson that is considered is the decay Dg — KK~

where K% — K? and K — 77 7~. Since
BR(Dg — ¢7~) = BR(Dg — K°K™)

and

BR(¢ - K*K ) ~15-BR(K* = K? — 7t 7")

there should be approximately 1/2 - 1/3 as many Dg — KYK  events as Dg — ¢én
depending on the K? reconstruction efficiency. In this Dg decay mode, the combinatoric
background will not be as large as in the Dg — K**K~ sample, but there will again be the

problem of contamination from D~ — K97~ decays.

5.2 Event Selection for Dg — K*0K~-

The reconstruction of Dg — K*YK~ decays is very similar to the reconstruction
of Dg — ¢m~ decays described in Section 3.4. Again the reconstruction begins with the
candidate lepton. Nearby pairs of oppositely charged tracks are chosen to reconstruct the K*°
candidate. The first track is assigned the K mass and the second is assigned the 7 mass, with
the K track required to have the same charge as the lepton. If the invariant mass of the pair
of tracks corresponds to the K*0 mass, a third track is added, assigned the K mass. All three
tracks are required to intersect at a common vertex, as in the Dg — ¢7m~ reconstruction,
and no charge correlation is required between this track and the other candidate tracks. The
BY decay vertex is found in the same way as in the Dg — ¢7~ reconstruction.

The lepton selection is identical for this sample. Selection of Dg candidates remains

largely the same here as in Section 3.5. The following requirements have changed:

e pr(m) > 0.4 GeV/c

e |costp| > 0.5, where 1 is the helicity angle between the K and Dy in the K*0 rest

frame
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o |m(K+77) - 0.896] < 0.040 GeV/c?, where 0.896 is the nominal PDG [52] K** mass.

The differences are that the pr(m) cut has been loosened, while the | cos| cut has
been tightened. To further reduce combinatorial background, a track-based isolation variable

is used. The quantity I, is defined as

for a cone of AR < 1.0 in 7-¢ space. Events are required to have I, > 0.6. Lastly,
Level(K/w) > 0.01 is required for the K+ and 7~ from the K*°, while Level(K) > 0.10
is required for the K~ from the Dyg.

In this sample events where the lepton and the K~ from the Dg have opposite
charges are referred to as "right-sign” events, while combinations where they have the same
charge are called ”wrong-sign” events. The right-sign Dy mass distribution for the K*0 K~
sample is shown in Figure 5.1 with the fit result overlaid. The shaded histogram shows the
wrong-sign Dg mass spectrum. The right-sign mass distribution is again fit with a gaussian
to describe the signal and a first-order polynomial to describe the combinatoric background.
The second gaussian for D~ — K*9K~ decays is not included as it can not be observed
above the background. The fit yields 179 + 35 events and returns a Dg mass of 1969 + 2
MeV/c?, which is in good agreement with the PDG Dy mass of 1969 MeV/c?. The width

is 10.5 + 2.6 MeV/c?, which agrees with the width found in the Dy — ¢7~ sample.

5.3 Event Selection for Dg — K)K-

The reconstruction of this decay is slightly different from the method decribed for the
previous decay modes. A schematic diagram of the decay is shown in Figure 5.2. Because of
the lifetime of the K0, the system now has three decay vertices. The reconstruction begins
with oppositely charged pairs of tracks near the lepton. Fach track is assigned the m mass

and the pair of tracks alone is vertexed to form the K?. The mass of the reconstructed K?
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Figure 5.1: Right-sign K*°K~ mass distribution with the results of the fit superimposed.
The shaded histogram shows the wrong-sign distribution.
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is constrained to its PDG value and the K0 is extrapolated back to intersect with the K~ to
find the Dg vertex. The reconstructed Dg is then extrapolated back to intersect with the
lepton to find the B vertex.

Lepton selection is unchanged, and the Dy selection requirements are the same as

described in Section 5.2 with the following exceptions:
e AR(K) < 0.8, AR(m) < 1.0
o |m(rtn™) —0.496|/0 < 5.0, where 0.496 is the nominal PDG K? mass

o L (K%)/oc > 3.0.

Due to the long lifetime of the K? (et = 2.6762 cm [52]), in many events the K? will
decay outside the SVX. In the Dg — ¢7~ and Dg — K*'K~ samples all three tracks from
the Dy are required to be SVX tracks. This would be inefficient for Dg — KK~ decays.
However, events that have two CTC tracks will have a different resolution than those with
all SVX tracks. For these reasons events where the K0 is reconstructed in the SVX and
events where the K0 is reconstructed in the CTC must be treated differently.

For the ”SVX” sample, those events where the KO decay vertex is within the SVX,

the requirement

63



o Ly(DEV) + Ly (K?) < 8.0 cm

is applied first to effectively require that the position of the K? vertex is inside the outer

layer of the SVX. The requirements are then the same as in Section 5.2 :
e All SVX tracks with at least 3 SVX hits
o Y%y x/hit < 6.0
o Ly (DEV) > 0.0.

For the "CTC” sample, those events where the K is reconstructed outside the SVX,

the following requirements are made:
o Ly (DEV) + Ly (K?) > 8.0 cm
e K~ must be SVX track, > 3 SVX hits, x% y/hit < 6.0
e 7’s must be either 2-hit SVX track or CTC track.
e CTC track fit used for SVX tracks with only 2 SVX hits.

Figures 5.3(a) and (b) show the distributions of the error on the BY pseudo-proper
decay length for (a) the "SVX” events and (b) the ”CTC” events. The mean error on the
pseudo-proper decay length for the SVX sample is 103 pym, while the mean error for the
CTC sample is 462 pym. Figures 5.3(c) and (d) show the distributions of the error on the Dg
proper decay length for (c) the ”SVX” events and (d) the ”CTC” events. In the case of the
Dy proper decay length, the mean errors are 132 ym and 584 pym. The errors are smaller
on the BY pseudo-proper decay length because in that case the lepton is an additional SVX
track which improves the resolution. In both cases the errors are more than 4 times larger
for events with the K0 reconstructed outside the SVX. To include these events in the fit
would require treating them as a separate sample, with a second scale factor to account for
the larger errors on the CTC events. Because the errors on the CTC K? events are so much

larger, and because of the complications in the fit which would be necessary to properly
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include these events, only events with all tracks reconstructed in the SVX are used for the
BY lifetime fit.

Figure 5.4 shows the right-sign Dg mass distribution for the final KK~ sample,
where right-sign and wrong-sign events are defined as before. The shaded histogram shows
the wrong sign Dg mass distribution. The fit to the right-sign mass distribution yields 41
+ 14 events. The measured Dg mass is 1969 + 5 MeV/c?, which agrees with both the
previous Dy mass distributions and the PDG value. The width is 12.5 + 3.8 MeV/c?, also

in agreement with the previous fits to the Dy mass distributions.

5.4 Background from D~ — K*97— and D— — KJn—

A significant background to the Dy signal will be events where a B® meson decays
B? —» D ¢*tX with D~ — K*7~ or D~ — K27 . Since the particle identification at CDF
does not distinguish well between K’s and 7’s in this momentum range, the 7~ can easily
be misidentified as a K~. Such a misassignment of the particle would result in the same
signature as a BY — Dg¢tX, Dg — K**K~ or Dg — K?K~ decay. This is referred to as
the ” D~ reflection”.

Figure 5.5(a) shows the effect of misidentifying the 7~ as a K~ in a Monte Carlo
sample of BO — D¢t X decays with D~ — K*07~. The shaded histogram shows the D~
mass distribution when the 7~ is correctly identified. The unshaded histogram shows the
Dg mass distribution when the 7~ has been incorrectly assigned the K~ mass.

Figure 5.5(b) shows the similar effect in a Monte Carlo sample of BY — Dg ¢+ X de-
cays with Dg — K*K . Here the shaded histogram shows the Dg mass distribution when
the K~ is correctly identified while the unshaded histogram shows the D~ mass distribution
when the K~ is incorrectly assigned the 7~ mass.

From Figure 5.5(a) it can be seen that the reflected D~ mass distribution is peaked
in the region of the Dy signal, but is smeared out and extends to well above the signal region.
About 35% of the D~ reflection is expected to overlap with a +30 mass window around the

Dg peak. Similarly from Figure 5.5(b) it can be seen that the reflected Dg distribution will
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peak in the D~ signal region. It is clear that information from the reconstructed Dg and
D™ mass distributions alone will not be sufficient to discriminate between the Dy signal and

the D~ reflection.

5.4.1 Attempts to Reduce the D~ Reflection

Though the particle identification is not sufficient to remove all of the background
from the D~ reflection, a tighter dE/dz cut is applied on the K~ in the reconstruction of
Dg — KK~ and Dg — K?K~. The requirement is Level(K) > 0.10 for the K~ from the
Dg compared to a cut of 0.01 on the tracks from the K*° or K?. However this requirement
is not sufficient to reduce the D~ reflection to a negligible amount.

To reduce the remaining D~ reflection, first a mass veto is considered. The simplest
solution would be to reconstruct all events as both Dg and D~ and veto those events whose
reconstructed D~ mass lies within +30 of the PDG D~ mass. From Monte Carlo studies it
is estimated that about 35% of real Dg events would be removed by this selection.

Figure 5.6 shows the Dg — K**K~ mass distribution before and after a mass veto.
The mass distribution after the veto has been drastically sculpted, and it would be very
difficult to estimate the remaining Dg signal. The number of signal events from the mass
fit is used to determine the background fraction in the signal sample, which is a constraint
in the BY lifetime fit. Vetoing on the D~ mass would render that constraint unusable and
therefore a D™ mass veto is not used.

Another way to reduce the remaining D~ reflection would be to cut on the proper
decay length of the reconstructed D. Since the D™ lifetime (¢7 = 317um [52]) is more than
twice as long as the Dy lifetime (c¢r = 140um [52]), it might be possible to remove D~ events
with a proper decay length cut. Table 5.1 shows the efficiency of a cut on the reconstructed
D proper decay length for Dg and D~ Monte Carlo events. For cut values which would
remove most of the D~ background, the cut is also inefficient for real Dg decays. In addition,
such a cut could bias the B lifetime measurement. For this reason no cut on the Dg proper

decay length is made.

69



Events / 10 MeV/c?

200

150 —

100

50

**ﬁ

+H
B +*++++

++

1.8

1.9

2

2.1

2.2

200

150 —

100 |

50

m after D" veto

+++

ot
++++++++++++++*++++

1.8

1.9

2

2.1

2.2

Mass (K°K)(GeV/c?) Mass (K°K)(GeV/c?)
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proper decay length cut(mm) Dg Eff. D~ Eff.

1.0 0.98 0.94
0.5 0.93 0.69
0.3 0.81 0.55
0.2 0.66 0.41

Table 5.1: Efficiencies for a cut on the proper decay length for Dy and D~.

Since the remaining D~ component in the Dg — K**K~ and Dg — K?K~ samples
can not be reduced to a negligible level without also drastically reducing the size of the real
Dy signal, it is better to measure the size of the remaining D~ component in the data and
account for its contribution in fitting the BY lifetime. The fraction of the signal coming from
real Dg decays, fDE’ can be measured from two different distributions. First, because of
the large difference between the Dg and D~ lifetimes, both well-measured, the Dg proper

decay length distribution can be used to fit for the fractions of each in the signal. Second,
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the shapes of the reflection in the mass distributions of Dg and D~ events from Monte Carlo
can be used to extract the amount of each in a simultaneous fit to the Dg and D~ mass

distributions from the data. Both methods are described here.

5.5 Two Lifetime Fit for the Dg Fraction

The Dg fraction in the data is first measured using the proper decay length dis-
tribution. The technique is to start with the same likelihood that was used to fit the Dg
lifetime in the ¢7— sample. In place of the exponential that describes the signal distribution,
a sum of two exponentials is used, one with the Dy lifetime and one with the D~ lifetime.
The relative fraction of Dg:D~ is allowed to float in order to determine the amount of D~
remaining in the sample. In addition, the right-sign sideband region above the Dg peak is
excluded from the background sample to avoid any contamination from the tail of the D~

reflection in the sidebands.

5.5.1 Test of Two Lifetime Fit for Dy Fraction in Dg — K*°*K~ Monte Carlo

The two lifetime fit for the Dg fraction is first tested with Monte Carlo events.
Beginning with Monte Carlo samples of B2 and B° semi-leptonic decays including a Dg and
D, respectively, the individual D lifetimes are fit after applying all the selection criteria.
Figure 5.7(a) shows the Dg proper decay length distribution with the fit result superimposed.
The fitted value of ¢r(Dg) is 139 £+ 2 um, in agreement with the input value of 140 pm.
Figure 5.7(b) shows the D~ proper decay length distribution with the fit result superimposed.
The fitted value for ¢r(D™) is 311 + 14 pm, which agrees well with the input value of 315 pm.
It should be noted that the D~ here has been reconstructed as a Dy

To fit for the Dg fraction, these two samples are combined. There are 2867 Dg
events and 1000 D~ events, for a total of 3867 events. The true Dg fraction in this sample
is then 74.1%. The Dg and D~ lifetimes are fixed at the Monte Carlo input values and the

fit returns a Dg fraction of ng = (729 £+ 2.3) %, which agrees quite well with the true
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Dy fraction in the sample. Figure 5.7(c) shows the proper decay length distribution for the

combined Monte Carlo sample, with the result of the Dg fraction fit superimposed.

5.5.2 Tuwo Lifetime Fit for Dg Fraction in Dg — K**K~ Data

The two lifetime fit for the Dg fraction is now applied to the Dg — K*'K~ data
sample. The Dg and D~ lifetimes are fixed to their PDG values of 140 ym and 317 pm,

respectively, and a Dg fraction of
fps = (606 153) %

is obtained. Figure 5.8(a) shows the proper decay length distribution for the signal region
with the result of the fit overlaid. The Dg contribution is represented by the dashed curve,
while the D~ contribution is represented by the dotted curve. The shaded curve shows the
background contribution to the signal sample. Figure 5.8(b) shows the proper decay length

distribution for the sideband sample with the fit result overlaid.

5.5.8 Toy Monte Carlo Test of Two Lifetime Fit for Dg Fraction

In the first Monte Carlo test of the two lifetime fit for the Dg fraction, samples were
used that were much larger than the true size of the Dg — K**K~ data sample. To test
the stability of the technique on sample sizes similar to the data, a toy Monte Carlo is used.

Dg and D~ samples are generated with mean numbers of events of 140 and 60,
respectively. The numbers of events are fluctuated about the means, and the shapes of
the individual proper decay length distributions are taken from the results of the fit to the
Dg — K*K~ data. Each event is assigned an error where the distribution of errors is also
taken from the Dg — K*YK~ data sample. 5000 samples are generated and the Dy fraction
is fitted in each sample. The fitted fraction is compared to the true fraction based on the
numbers of generated events. Figure 5.9 shows the distribution of the difference between the
fitted fraction and the true fraction. The distribution has a mean of -0.4%, showing that the

method works properly.
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As a further test, background events are included. The signal samples are generated
using the same method as before while background events are generated based on the fitted
shape of the background distribution in the Dy — K**K~ sample. A background sample
with a mean of 2000 events is generated. A second sample of background events with a mean
of 600 events is also generated and included in the signal sample to model the background
contribution to the signal sample. The Dg fraction is fit and compared with the true fraction.
Figure 5.10(a) shows the distribution of the difference between the fitted fraction and the
true fraction. The distribution has a mean of -0.9% and an RMS of 17.5%. Figure 5.10(b)
shows the distribution of the fitted error on the Dg fraction. This distribution shows a mean
error of 19.7%, in good agreement with the error returned from the Dy fraction fit to the

data.
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after background is added. (b) Distribution of errors from the fits for the Dg fraction in the
toy Monte Carlo.

5.5.4 Test of Two Lifetime Fit for Dg Fraction in Dg — KK~ Monte Carlo

Though the method of obtaining the Dg fraction from the proper decay length
distribution has already been tested, it must be checked that the Dg and D~ lifetimes are
correctly reproduced in the Dg — K?K~ sample. Monte Carlo samples are generated that
are similar to those in Section 5.5.1, except that the Dg and D~ decays now involve a K?
in place of a K*0.

Figure 5.11(a) shows the proper decay length distribution in the Monte Carlo Dg —
KYK~ sample, with the fit result superimposed. The fitted value of c7(Dg) is 139 4+ 4 pm,
in agreement with the input value of 140 ym. Figure 5.11(b) shows the proper decay length
distribution in the Monte Carlo D~ — K97~ sample, with the fit result superimposed. The
fitted value for ¢7(D™) is 312 £ 21 pm, which agrees with the input value of 315 ym. Again

the D~ here has been reconstructed as a Dg.
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Combining the two samples, there are 2207 Dg events and 504 D~ events, for a total
of 2711 events in the KK~ and K7~ Monte Carlo samples. This gives a Dg fraction in
this sample of 81.4%. This time the fit returns a Dg fraction of ng = (82.0 + 2.8) %, in
agreement with the true Dg fraction in the sample. Figure 5.11(c) shows the proper decay
length distribution of the combined Monte Carlo sample, with the result of the two lifetime

fit superimposed.

5.5.5 Tuwo Lifetime Fit for Dy Fraction in Dg — KK~ Data

The two lifetime fit for the Dg fraction is now applied to the Dg — K?K~ data.

Using the same Dg and D~ lifetimes as in Section 5.5.2, a Dg fraction of
fpg = 92715 %

is obtained. This value is higher than what was measured for the Dy — K*K~ sample.
However, the errors are quite large and the results are still in agreement with the previous
measurement of the Dg fraction.

Figure 5.12(a) shows the proper decay length distribution for the signal region with
the result of the fit overlaid. The Dg contribution is represented by the dashed curve,
while the D~ contribution is represented by the dotted curve. The shaded curve shows the
background contribution to the signal sample. Figure 5.12(b) shows the proper decay length

distribution for the sideband sample with the fit result overlaid.

5.6 Dg Fraction Fit from Mass Distributions

As a second independent measurement of the Dg fractions, a simultaneous fit to
the Dg and D~ mass distributions is performed, where the D~ mass distribution has been
created by switching the mass assignment on the third track of the Dg candidate from a K
to a w. Each of the two mass distributions is fit with a gaussian for the corresponding signal,
plus a linear background, plus the shape of the events coming from the reflection. This

shape is taken from the mass distributions of the reflected Monte Carlo events in Figure 5.5.
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The Dg and D~ mass distributions are fit simultaneously, with the number of events in the
gaussian signal of the Dg (D~ ) mass distribution constrained to the number of events in the
reflection in the D~ (Dg ) mass distribution. In addition, the difference between the Dg and
D~ mass values is fixed based on their PDG values, and the ratio of the widths is fixed to

the ratio of the masses.

5.6.1 Dg Fraction Fit from Mass Distributions in Dg — K**K~ Data

Figure 5.13(a) shows the Dg mass distribution of the Dg — K*K~ data sample
with the result of the fit superimposed. The unshaded gaussian distribution represents the
contribution of the Dg signal, while the shaded histogram represents the contribution of
events from the D~ reflection. Similarly, Figure 5.13(b) shows the corresponding D~ mass
distribution with the results of the fit superimposed. The unshaded gaussian distribution rep-
resents the contribution of the D~ signal events, while the shaded histogram represents the
contribution of events from the Dg reflection. The area of the gaussian in Figure 5.13(a(b))
is equal to the area of the shaded histogram in Figure 5.13(b(a)).

The fit finds 123 + 25 Dg events and 204 £+ 25 D~ events in the sample. Using the
value of 123 + 25 Dy events here, and the 179 + 35 events from the gaussian plus linear

background fit shown in Figure 5.1, the Dg fraction is
ng = (68.7 £ 19.4) %.

This agrees well with the value obtained with the two lifetime fit.

5.6.2 Test of Dg Fraction Fit from Mass Distributions with Toy Monte Carlo

To test the method of obtaining the Dg fraction from the mass distributions, a toy
Monte Carlo is used again. Separate mass distributions are generated for Dg and D~. Each
distribution is the sum of three components: (1) a gaussian for the signal, (2) the component
from the reflection, and (3) a linear background. The shape of the reflection again comes

from the Monte Carlo events shown in Figure 5.5. For each event that is generated for
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Figure 5.14: (a)Fitted number of Dg events in the toy Monte Carlo samples. (b)Difference
between the fitted number of Dg events and the true number of Dg generated.

the gaussian component of one sample, an event is generated for the reflection in the other
sample. Samples are generated with means of 150 Dg events, 200 D~ events, and 5700

background events, with the actual numbers of events in each sample allowed to fluctuate.

To extract the Dg fraction both distributions are first simultaneously fit for the
numbers of Dg and D~ events. Figure 5.14(a) shows the distribution of the fitted number
of Dg events, while Figure 5.14(b) shows the difference between the fitted number of Dg
events and the true number of events generated. The mean difference is only 1.6 events.
Next the Dg mass distribution is fit with just a gaussian and a linear background
as in the data. Figure 5.15(a) shows the distribution of the fitted total number of events
above the background, while Figure 5.15(b) shows the difference between the fitted number
of events and the true number of events. Here the true number of events is determined by

adding the number of Dy events generated and the number of D~ events whose reflected

mass lies in the Dg signal region. In this case the mean difference is 10.2 events.
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Figure 5.15: (a)Fitted total number of events above background in the toy Monte Carlo
samples. (b)Difference between the fitted total number of events and the true number.

To determine the shift from the true Dg fraction, first note that the generated sam-
ples have means of 150 Dy events and 230 total events above background, which translates
to a Dy fraction of 65.0%. Using the means of the distributions of fitted numbers of events
yields a mean Dg fraction of 62.8%. Thus a relatively small overall shift of -2.2% is observed,

leading to the conclusion that this method also works correctly.

5.6.3 Dg Fraction Fit from Mass Distributions in Dy — KK~ Data

As with the Dg — K*®K~ sample, a simultaneous fit to the Dg and D~ mass
distributions from the Dg — KYK~ sample is performed, where the D~ mass distribution
has been created by switching the mass assignment on the third track of the Dg candidate
from a K to a w. The distributions are fit with the same shapes as in Section 5.6.1, and the
same constraints are used.

Figure 5.16(a) shows the Dg mass distribution from the Dg — K?K ~ sample with
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the results of the fit superimposed. The Dy signal is represented by the unshaded gaussian
distribution, while the component from the D~ reflection is represented by the shaded his-
togram. Figure 5.16(b) shows the corresponding D~ mass distribution with the results of
the fit superimposed. Here the gaussian represents the D~ contribution and the shaded
histogram represents the Dg reflection. The area of the gaussian in Figure 5.16(a(b)) is
equal to the area of the shaded histogram in Figure 5.16(b(a)).

The fit returns 19 £+ 13 Dg events and 52 + 16 D~ events. Using the number of
Dy events from this fit, and the 41 + 14 events from the gaussian plus linear background

fit shown in Figure 5.4, the Dg fraction is measured to be
ng = (46.3 = 35.4) %.

This value is different from the Dg fraction in this sample obtained with the two lifetime

fit, but both measurements are consistent within their large errors.

5.7 Final Dg Fraction Result

Based on the results of the tests using Monte Carlo events, both methods for mea-
suring the fraction of real Dg events in the signal are shown to work correctly. To use the
most information in determining the Dy fraction, the average of the two methods is taken
for the value of f D3 that will be used in fitting the BY lifetime. A simple average is used
since the statistical errors from the two measurements are nearly equal. The Dg fractions

measured with the two lifetime fit to the proper decay length distribution are

fp = (6062183 % (D5 — K*K")

7. - _
ng = (9277 % (D5 — K{K ).
The Dy fractions measured with a simultaneous fit to the mass distributions are

fpg = (687 £ 194)% (Dy = K™K~)

fp; = (463 £ 354) % (D5 — K{K).
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Figure 5.16: Mass distributions for events in the Dg — K?K~ sample when the events are
assumed to be (a)Dg, or (b)D~. The gaussian curve shows the fit result for the real Dg or
D~ contribution, while the shaded histogram shows the fit result for the contribution from
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Averaging the two measurements for each sample gives the following Dg fractions, which

will be used in the B lifetime fit (see Chapter 6):

fpz = 647% (D5 — KK

fog = 695% (D5 = K)K™).

The effect on the measurement of the B lifetime due to a mismeasurement of f D3 is con-

sidered among the systematic uncertainties (see Section 6.4).
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Chapter 6

Combined B? Lifetime Measurement

The techniques for measuring the B lifetime have been described in detail in Chap-
ter 4. In this chapter those techniques are briefly reviewed first. For comparison, the com-
ponents of the lifetime fit are first presented separately for each Dg decay mode. The B2
lifetime is measured in each sample individually, and then a combined fit for the lifetime is
performed using all the samples simultaneously. Finally, sources of systematic uncertainty in
the measurement of the B lifetime are considered and the magnitude of those uncertainties

is estimated.

6.1 Review of Lifetime Measurement Technique

The quantity used to extract the B lifetime is called the pseudo-proper decay length

and is defined as
m(BY)
Y pr(Dglt)

et =1L

A correction factor K is used to relate this quantity back to the true cr. K is defined by

the expression
Dget
K= pr(Dg - ) .
pr(Bg)

Since the distribution of the correction factor is potentially shaped by the Dg selection
requirements, separate K distributions are generated for each of the three Dg decay modes.

Figure 6.1 shows the three K distributions for (a) Dg — ¢7—, (b) Dg — K**K~, and (c)
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Figure 6.1: K Distributions for the three D3 decay modes: (a) ¢7~, (b) K**K~, and (c)
KIK~. The mean and RMS of each distribution are listed in Table 6.1.

Decay Mode Mean RMS

¢~ 0.860 0.103
KK~ 0.858 0.106
KK~ 0.868 0.101

Table 6.1: Mean and RMS of the K distributions for each Dy decay mode.

Dg — KPK~, and Table 6.1 lists the mean and RMS of each distribution. It can be seen

that the three K distributions are all quite similar.

6.2 Physics Backgrounds

Background events which produce a real Dg and a real lepton, where neither comes
from the semi-leptonic decay of a B2 meson, were described in Chapter 4. The two pri-

mary sources of these events are the following decays: (1) B — Dg*HD(*)*X and Bt —
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Decay Mode‘ fDgD CT(DSD)‘ fpspg  ¢T(DgDsg)

oz 0.0063 590 £ 21 | 0.0013 577 + 24
KK~ 0.0061 583 £ 25 | 0.0012 647 £ 33
KK~ 0.0043 578 £ 27 | 0.00089 537 £ 30

Table 6.2: Expected fractions and effective lifetimes of B — Dg*)D(*) and B2— Dg*)Dg*)
events for each Dg decay mode.

DI* DMOX | with the D®)~ or D0 decaying semi-leptonically, and (2) BS — D™D,
with one Dg*) decaying semi-leptonically.

To account for the presence of these events, Monte Carlo samples are used to first
estimate the fractions of events from these decays in the Dg signal sample. Using the
same Monte Carlo samples, an effective lifetime for these events is determined. Additional
terms must be added to the likelihood to account for the contribution of these events to the

pseudo-proper decay length distribution. For the B — DgD decays the term

—Kzx
C’T(DsD)

fpgp - K exp( ) ® G(z,s0) @ H(K)

ct(DgD)

is added, where fpgp is the estimated fraction of the events in the signal sample and c7(DgD)
is the effective lifetime of those events. A similar term is added for BS — Dg*)_Dg*)+ decays.

The explicit calculation of fpgp and fpgpg in the Dg — ¢7~ sample was performed
in Section 4.4.4. The same procedure is used to calculate the expected fraction of DgD and
DgDg events in each of the three Dy decay modes. The expected fractions for each decay
mode are listed in Table 6.2 along with the reconstructed effective lifetimes. Figure 6.2
shows the pseudo-proper decay length distributions for the DgD and DgDg samples with
the results of the effective lifetime fits superimposed.

In the BY lifetime fit both f and cr are fixed to the values measured in the Monte
Carlo, with the same values for ¢7(DgD) and c7(DgDsg) used for all Dg decay modes. The
effective lifetime values are determined by fits to the combined Dg — ¢n~ and Dg —

K*0K~ Monte Carlo samples. The results of these fits are

ct(DgD) = 586 um and ct(DsDs) = 604 pm.
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Figure 6.2: Pseudo-proper decay length distributions for Monte Carlo B — Dé*)D(*) and
BY— Dé*)Dg*) decays for the three Dg decay modes. The fit results have been superimposed
and the fitted cr values are listed in Table 6.2.
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6.3 Inclusion of D— Reflection

In the previous chapter, the presence in the Dg — K**K~ and Dg — KYK~
samples of events which come from misidentified D~ — K*7~ and D~ — K97~ decays was
described. The contribution of these events to the pseudo-proper decay length distribution
must be included in the likelihood function.

The inclusion of these events is handled in a similar manner to that described above
for the physics backgrounds. The fractions of D~ events in the Dg signal samples were

measured in Chapter 5, and the D~ fractions are
fo- = 353% (Dg — K*K™),
fp- = 305% (Dg — KYK™).

To include the contribution of these events in the likelihood, the term

K —Kz
" er(B) ”p(CT(B)

fp- ) ® G(z,s0) @ H(K)

is added, where fp- is fixed at the measured value for each sample and the average B lifetime

of 468 pm [52] is used for c7(B).

6.4 Final Lifetime Results

To obtain the measurement of c7(B2), a simultaneous fit to the signal and background
samples in each of the three Dg samples is performed. Each Dg decay mode is first fit
separately, using the values for the physics background contributions and D~ fractions listed

above. The results of the fits for the BY lifetime in the individual samples are

cr(BY) = 427 ’_Lg% um (¢p77),
er(BY) = 433 110 um (K*K™),
cr(Bg) = 413 Tif5 pm (KJK ),

where the errors listed are statistical only. Figures 6.3(a), 6.4(a), and 6.5(a) show the pseudo-

proper decay length distributions for the signal samples with the fit results superimposed.
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Decay Mode scale Aj(pum) fy A (pm) f_

oz 1.22 419 0.39 193 0.08
KK~ 1.22 389 0.40 201 0.07
KK~ 1.40 566 0.56 211 0.17

Table 6.3: Fit results for the free parameters (excluding c7) in the BY lifetime fit

The shaded curves represent the sum of the background probability function over the events
in the signal sample. The dashed curves represent the sum of the signal probablity function
over the same events. Figures 6.3(b), 6.4(b), and 6.5(b) show the pseudo-proper decay length
distributions for the background samples with the fit results superimposed.

Table 6.3 shows the fit results for all free parameters in the B lifetime fit, excluding
ct, listed separately for each decay mode. The parameters which describe the background
pseudo-proper decay length distributions (f+, Ay, f_, and A_) agree well in the ¢7— and
K*0K~ samples, so those background distributions are quite similar. As expected, the
background distribution for the K? K~ sample is somewhat different.

A combined fit to all three Dg decay modes is performed to extract the final value of
cr(BY). All three samples are fit simultaneously, with the background distributions allowed
to float separately for each decay mode. The signal lifetime, c¢r, and the scale factor are

common to all three decay modes. The measured B lifetime is then
cr(BY) = 427 135 um

or

7(Bg) = 1.42 1417 ps,

where the error shown is statistical only.

6.5 Systematic Uncertainties

The systematic uncertainty on the measurement of the BY lifetime is estimated by
evaluating the influence of many effects on the fitted ¢r. Contributions are evaluated indi-

vidually and then summed in quadrature to obtain the final systematic uncertainty.
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Figure 6.3: Pseudo-proper decay length distributions for (a) signal and (b) background in
the Dg — ¢~ sample. The shaded histogram in (a) represents the background contribution
to the signal sample, and the dashed curve represents the signal contribution.
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Figure 6.4: Pseudo-proper decay length distributions for (a) signal and (b) background in the
Dg — K**K~ sample. The shaded histogram in (a) represents the background contribution
to the signal sample, and the dashed curve represents the signal contribution.
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6.5.1 Background Shape

The pseudo-proper decay length distribution of the combinatoric background is mod-
elled by wrong-sign events and sidebands away from the Dg peak in right-sign events. The
two samples are combined in the lifetime fit to increase the size of the background sample and
decrease the possibility of statistical fluctuations distorting the background pseudo-proper

decay length distribution.

To test the sensitivity of the fit to the shape of the background distribution, the
lifetime fit is repeated using the right-sign and wrong-sign background samples separately.
Using only the wrong-sign background sample gives c¢r = 425 um, a change of Act = -2 ym.
Using only the right-sign background sample the fit result is ¢7 = 429 pym, a shift of Acr =
+2 pm. The results are shifted 2 ym in opposite directions from the central value, leading

to the assignment of a systematic uncertainty of + 2 ym for the background shape.

6.5.2 Dg Fraction

Because the Dy fraction changes the contributions of the K**K~ and K?K~ sam-
ples, different input values for the Dg fraction can change the final lifetime result. To
account for the effect of a mismeasurement of the Dg fractions, the input values of the Dg
fractions in the BY lifetime fit are varied by the approximate errors on their fitted values
and the lifetime fit is repeated.

In Chapter 5 the Dy fraction in the K** K~ sample was measured to be (60.67152)%
using the two-lifetime fit and (68.7 £+ 19.4)% using the fit to the mass distributions. These
values were averaged to obtain 64.7% for the input to the lifetime fit. Based on the errors
on the individual measurements, the Dy fraction for the K** K~ sample is varied by +20%

from a central value of 65%.

In the K9K~ sample the Dg fraction was measured to be (92.7753,)% with the two-
lifetime fit and (46.3 + 35.4)% with the fit to the mass distributions, which led to an average

of 69.5% for the input to the lifetime fit. Using the errors on the two separate measurements
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would lead to a variation of the Dg fraction by £40% from a central value of 70%. Since
the Dg fraction must be less than 100%, it is varied from 30% to 100%.

Using Dy fractions of 85% and 100% for the K*K~ and KK~ samples, the fit
result is ¢ = 432 + 31 pm, a shift of Acr = +5 pm. Using Dy fractions of 45% and 30%
the result is ¢ = 428 £ 35 pm, a shift of Acr = +1 pm. These results show that as the Dg
fraction decreases, the final result is dominated by the measurement from the Dg — ¢m~
sample. The increase in the statistical error is due to the effective decrease of the sample
size when more events are assumed to be coming from the D~ reflection.
f+o

Based on the measured shifts a systematic uncertainty of Ty um is assigned for the

Dy fraction.

6.5.8 Selection Bias

There are two cuts that could potentially bias the measured value of cT(B2). Re-
quiring Ly, (DEV) > 0.0 and |c7(Dg)| < 0.1 cm could bias the final result by altering the
shape of the pseudo-proper decay length distribution. To study the effect of these cuts,
Monte Carlo samples from all three Dg decay modes are used. The lifetimes are first fit in
each sample after applying all of the selection cuts. Each of the two cuts is then removed
individually, the fits are repeated, and the shifts of the fit results are recorded.

Removing only the Ly, (DEV) requirement causes shifts of Aer = —5 pym, —4 pm,
and —5 pm, in the ¢7~, K*9K~, and K9K~ samples, respectively. Removing only the
lcT(Dg)| < 0.1 cm requirement results in shifts of Acr = +1 pm, 0 ym, and +1 pm.

Using the largest of the individual variations, a systematic uncertainty of i’é pm is

assigned for the possible selection bias.

6.5.4 [y Correction

The lifetime result is sensitive to the distributions of the correction factor K. These
distributions are altered by variations in the momentum spectra of the BY decay products.

The first effect considered is the effect of the cut on lepton pr and and the turn-on
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of the trigger, also based on the lepton py. The K distributions used in the standard fit
were obtained from Monte Carlo where pr(e) > 7.5 GeV/c was required and the shape of
the turn-on of the trigger was simulated. To test the effect of the lepton pr cuts on the final
result, new K distributions are generated for pr(e) > 6.0 where there is no simulation of
the trigger turn-on and for pr(e) > 9.0 where the shape of the trigger turn-on is included.
Using these new K distributions lifetimes of ¢r = 424 pym and ¢7 = 432 pm are obtained.

Since Monte Carlo electron events are used to generate the standard K distributions,
the effects of the electron specific selection requirements must be considered, in particular
the Fhaq/Eem requirement. To examine these effects K distributions similar to those used
in the standard fit are generated, except that muon samples are used rather than electron
samples. Using K distributions from these samples, the fit result is unchanged.

Lastly, the possible effect of the D* contribution must be considered. D§* can decay
to Dg but the pr(Dg) spectrum will be different, so the fraction of semi-leptonic BY decays
including a D&* must be considered. The D%* fraction of semi-leptonic BS decays is varied by
+12% from the default value of 36%, corresponding to the errors on the CLEO measurement
of f** that was assumed in the Monte Carlo. Since D¥* decays to Dg only ~10% of the
time, this is expected to be a small effect. After generating new Monte Carlo samples with
varied fractions of DE* decays, new K distributions are obtained. With 48% D¥* the lifetime
is shifted by Acr = +3 um, and with 24% D&* the lifetime is shifted by Acr = +5 pm.

Based on all observed variations in the c¢7 results obtained from fits using different

f+

K distributions, a systematic uncertainty o g pm is assigned for the Gy correction.

6.5.5 FError Scale

The error scale factor was introduced in the fit to account for an overall under- or
over-estimate of the event-by-event error on the pseudo-proper decay length. The fitted
value of the error scale is 1.22 + 0.03, indicating that the errors were under-estimated by
22%. To estimate the uncertainty in the measured lifetime due to the uncertainty in the scale

factor, the value of the scale factor is fixed at £+ 30 from the fitted value and the lifetime
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fit is repeated. The fit results shift by Act = +4 pym and Acr = —3 pm, leading to the

assignment of a systematic uncertainty of + 4 ym.

6.5.6 Physics Backgrounds

These backgrounds enter the lifetime fit as fixed fractions. Since the pseudo-proper
decay length distribution of these events is different from the distribution from semi-leptonic
BY decays, a mismeasurement of these background fractions will change the final lifetime
result.

To test the effect of the background fractions on the measured lifetime, the values
of the background fractions are varied between zero and twice the default values and the
fits are repeated. First, fpgp is doubled and the measured lifetime is shifted by Acr =
—2 pm. Next fpgpg is doubled and the fit result remains unchanged. Doubling both fpgp
and stDs results in a shift of Acr = —2 pym.

Since the process B — D;r(*)

K¢~ X has never been observed, the fraction of events
coming from this process in the signal sample is assumed to be zero. (See Chapter 4.)
Based on the published limit from ARGUS[57], an upper limit of 0.03 is assumed for the
background fraction from this process. Setting fpsp and fpgpg to their nominal values and
setting fpgre to 0.03 shifts the final result by Acr = —2 pm.

Lastly all of the background fractions are set to zero, resulting in a shift of Acr

= 42 pm. Based on the observed variations in the fitted ¢r when varying the physics

background fractcions, a systematic uncertainty of + 2 pym is assigned.

6.5.7 Silicon Verter Detector Alignment

The procedure for aligning the SVX and the checks of the alignment have been
described in detail in references [32], [33], and [49]. However, the effect of a residual mis-
alignment of the SVX must be considered. In measuring the inclusive b lifetime at CDF [35],

this effect was estimated by comparing the lifetime obtained when using alignment constants
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Error Source Acr(BY) (um)

Background Shape +2
Dy Fraction i’g
Selection Bias i’é

- +5

B~ Correction T3

Error Scale +4

Physics Backgrounds +2
Detector Alignment +2
9

Total fg

Table 6.4: Systematic errors in the measurement of the B lifetime.

derived with two different methods. The systematic uncertainty assigned for this effect was

4+ 2 pm, and the same uncertainty is included here.

6.5.8 Total Systematic Uncertainty

The individual contributions to the systematic uncertainty are added in quadrature,
resulting in a total systematic uncertainty of i’g pm. The individual contributions are sum-

marized in Table 6.4.
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Chapter 7

Search for AT(BY)

In this chapter the difference in the decay widths of the C'P eigenstates of the BY
is considered. The theory behind the width difference in the B2 system is reviewed first,
and then the method of extracting Al is described. Using this technique the sensitivity for
measuring AT in the current sample is considered, and then AT is measured in the data.
Based on the measured value of AT, limits on %, Amyg, and the mixing parameter zg can

be set.

7.1 Theoretical Review of ATl

As explained briefly in Section 1.6, the two mass eigenstates of the BS meson, B

and B (L = ‘light’, H = ‘heavy’), are related to the flavor eigenstates by

1 —
B) = —5(1BS) +[Bs)) and

IBY) = —=(IBY) - [By)).

S

mr, g and I'r, g denote the mass and decay width of Bk and B, leading to the definitions

Am = mg-—mp,

Al' = FH_FL; and

' +T'g

r — ,
2
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where the BY is assumed to be an equal mixture of BY and B#. In the Standard Model of
the CKM mixing matrix, the ratio Am /AT contains no ratio of CKM matrix elements. It
depends only on QCD corrections. If the error on this QCD calculation is understood and
not too large, a measurement of AT implies a determination of Am and thus a way to infer
the mixing parameter x5 of the B2 meson, given by zg = Am/T.

One way to measure AT is to describe the pseudo-proper decay length distribution

from B2 — Dg ¢t X decays by a sum of two exponentials, such as
1 —(T+iAr 1 —(r-iAr
(T + 5AT)e (CH3A0¢ 4 (1 — SAD)e (T—3 AT,

Before attempting to measure the difference in decay widths, the details of the system

should first be considered.

7.2 Functional Form in Fit

Since the BY and Eg are assumed to be made up of the two states BY and B with
total widths I'y, and T'y, respectively, the pseudo-proper decay length distributions should

then be described by the exponential distributions
I and Tye Tt

Since the BY — Dg ¢ X decays are assumed to be an equal mix of Bf and B, the pseudo-

proper decay length distribution should be described by the function
1 Tzt —Tyt
§[F pe "t + Tye 8.

Using ', g =1 £ % this can be rewritten as

Since the variable % is more appropriate for comparison with theory than AT, this expres-

sion is rewritten as
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so that I and % can be obtained directly from the fit. Because this expression is symmetric
about zero in AT, there is no reason to allow AI' < 0.0. For this reason % is restricted to
be positive in the fit.

The width I' in this expression is the mean I'. However, the mean 7 and the mean
I" are not reciprocals of each other, as it is normally assumed. Since the lifetime that is

measured when fitting for a single lifetime is the mean lifetime, 7,545, this is not the same

as 1. This can be seen in the following, where 7,,,cq, is defined by
1
Tmean — E(TL + TH)-

Substituting 7, = 1/ and 7y = 1/Ty,

1,1 1
Tmean = i(i + E)
ST U —
2 T+iAT T-1AT
r
= (moian?
Z
1
= )
P(1—;(57)?
Thus Typean and I' are related by the expression
D = (—rrars)
T, . = (——).
mean 1 o %(%)2

From this expression it can be seen that for small values of AT/T, Tpeqn and T~1 will be
nearly the same. However, for large values of AI'/T" they will be quite different. Figure 7.1
illustrates the dependence of 7,,eqn - I' as a function of the ratio AT'/T". The points are from
a toy Monte Carlo study. The plotted curve shows the function described above, which fits
the Monte Carlo points very well, as expected.

Since the lifetime obtained in this fit for % should be compared with the lifetime
obtained when fitting for a single lifetime, the above expression is used to relate the measured

Tmean Dack to I'. In the expression used to describe the signal as the sum of two exponentials,

I+ ET) is replaced by —(
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Figure 7.1: Tllustration of the dependence of the ratio Tyeqn/T ! on %. The points are

from a toy Monte Carlo study, and the plotted curve shows the expected dependence.

The final form of the expression used to describe the signal is then

and Tyeqn and % can be obtained simultaneously from the fit.

7.3 Toy Monte Carlo Test of Sensitivity for %

A toy Monte Carlo is used to test the functional form of the signal in the fit and to
evaluate the sensitivity to measuring AT'. Samples of 400 events each (roughly equal to the
combined number of Dg T events in all three Dg samples) are generated for % in the range
0.1 to 1.0. Approximately 50% of each sample is generated with the longer lifetime and 50%

is generated with the shorter lifetime. As a first step, purely exponential distributions are
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Figure 7.2: Mean fitted % as a function of the input % in the toy Monte Carlo. Samples

of (a) 400 events and (b) 8000 events are used. Note that the z-axis starts at AT'/T" = 0.05.

generated with no smearing. In each sample both % and Typeqn are obtained from the fit.
The fitted values as well as their errors are recorded for each sample.

Figure 7.2(a) shows the mean fitted % from the toy Monte Carlo samples as a
function of the input 4-. The points should lie along the diagonal line where the fitted(45L)
= input(%), represented by the dashed line in Figure 7.2(a). The points largely do lie on
this line, except for a divergence at low values of %. The reason for this divergence is that
the statistical size of the 400 event sample is insufficient to correctly resolve the lifetime
difference at low values of %. This can be seen from Figure 7.2(b) which again shows
the mean fitted % as a function of the input %, now with each sample containing 8000
events. With the increased statistics of these samples, there is almost no divergence from

A

the diagonal line at low .

As a next step the exponential distributions in the toy Monte Carlo are smeared by a

Gaussian for the resolution and by the K distribution. Samples of 400 events each are used
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again and % and Tyneqn are fit in each sample. Figure 7.3(a) shows the mean fitted % as a

function of the input % for these samples. Note that the smearing of the exponentials has

caused greater divergence from the expected diagonal line at low %. Figure 7.3(b) shows

the mean average error on the fitted %. Here, the diagonal (represented by the dashed line)

indicates where the error on the ﬁtted(%) is equal to the input(%).

The place where the diagonal crosses the points in Figure 7.3(b) shows the point
where % can be resolved to lo from zero. Based on this plot it is concluded that with the
current data sample, values of % R 50% can be resolved at a 1o level.

To improve the resolution on %, the value of Tjpeqn can be fixed in the fit. This
implies precise knowledge of Tyeqn, in which case the world average value of 7(BY) should be

used. Figure 7.3(c) shows the mean fitted % as a function of the input % when 7,,eqn has

been fixed, and Figure 7.3(d) shows the mean average error on the fitted %. The divergence

of the measured % from the true value at low % is decreased when T,,cqn is fixed. The
Imearn error on % is also reduced. Based on Figure 7.3(d), it is estimated that values of

> .
% K 45% can be resolved to 1o from zero when T,,eqn 1S fixed.

7.4 Fit for % in Data

The fit is now applied to the data. As a first step, both ¢Tyeqn and % are allowed to
float. A combined fit to all three Dg data samples is performed, with all input parameters
fixed to the same values used in fitting the lifetime (see Chapter 6). The result of the fit to

the data is

CTmean = 424 tgg wm
AT

T = 045 .

This result for ¢r(BY) is very close to the value of 427 ™35 um obtained when fitting only
the lifetime. If ¢Tpeqn is fixed to the earlier measurement of 427 ym (see Chapter 6), the
AT 0.26

: _ +
result is the same, T = 0.45 T54s-
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Figure 7.3: (a),(c) Mean fitted % and (b),(d) the average fitted error on % as a function
of the input % in the toy Monte Carlo. In (a) and (b) both % and Typeqn are obtained

from the fit, while in (c) and (d) 7 is fixed.
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Next a fit for % is performed with ¢Tieqn fixed to the current PDG value, cr(B2) =
471+24 pm [52]. Again a combined fit to all three Dg samples is performed, using the same
AT

input parameters as before. This time the fit result for 5 is

AT 0.27
— =045 T35l

It should be noted that in this case the fit determines the number of Dg /¢t signal

events to be smaller by a few %. For this reason, the uncertainty on % does not improve
by fixing Tineqn as expected from the toy Monte Carlo studies. Based on the above results it
is concluded that the fit for % is statistically limited by the current sample and thus it is

not sensitive to AT.

7.5 Limits on 4F and zg

Based on the fit results above, a limit can be set on %. Figure 7.4(a) shows —21n(L)
vS. % obtained from a scan of the likelihood from the fit with ¢7,e0n fixed to the world
average value. Though the plot extends only to % = 1.0, the fit extends to % = 2.0.
It appears that the minimum is quite shallow. Only this region has been plotted to better
examine the shape of the function near the minimum.

Figure 7.4(b) shows the normalized likelihood as a function of %. Again, the plot

extends to only % = 1.0, though the fit covers the full allowed range of %. To find the

95% CL limit, this normalized likelihood is integrated to obtain

AT
- <083 (95% CL),

as indicated by the arrow in Figure 7.4(b). Figure 7.4(c) shows this integrated likelihood as
a function of %.

To set a limit on g = Am,/T(B2), the calculated value

Al = (5.6 + 2.6) x 1073
Am 7 ’
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Figure 7.4: (a) —21In(L) vs. %, (b) Normalized L vs. %, and (c) [ L vs. %, when Tyean
is fixed. The plots extend to only 1.0 though the fit covers the full range, 0 < % < 2. The
arrows in (b) and (c) show the 95% CL limit based on the normalized L.
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from Beneke, Buchalla, and Dunietz [59] is used. Using the central value gives the limit

5.6 x 1073
148 - | ———— 95% CL),
s < (AI‘/Am) (95% CL)
where only the error on % has been considered.

Finally, the limit on zg is converted to a limit on Am, using the PDG value of 7(B3)

that was used in the fit for %. The limit on Amy is then

5.6 x 1073 1.57 ps
A 4pst- : L).
ms < 94 ps (AI‘/Am) (T(B(S))) (95% CL)
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Chapter 8

Results and Conclusions

This thesis presents a measurement of the lifetime of the BS meson in semi-leptonic
decays at CDF. The B is partially reconstructed in the decay BS — Dg ¢+ X where the Dy
is reconstructed in three decay modes: Dg — ¢m—, with ¢ - KTK ~; Dg — K*°K~, with
K* - Ktr—:and Dg — KK, with K? — ntn~. Using a combined fit to all three Dg

data samples, the lifetime of the B2 meson is measured to be
cr(BY) = 427 T35 2 um

or

7(BY) = 1.42 7012 4 0.03 ps,

where the first errors are statistical and the second errors are systematic.

Figure 8.1 summarizes the current BY lifetime measurements from experiments around
the world as of August 1997 [61]. The CDF measurement of the lifetime in the fully recon-
structed decay B — J/v¢ is also presented. The measurement of the lifetime presented
here is included in this figure and it can be seen that it is now the most precise measurement
of the lifetime from a single experiment, surpassing the ALEPH result where 277 Dg¢*
events were reconstructed in 7 Dg decay modes.

An attempt has been made to observe the width difference, AI', between the CP
eigenstates of the BY system, BY and Bf . This could be observed by comparing the lifetime

measured in semi-leptonic B decays with the lifetime measured in the fully reconstructed
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Figure 8.1: Survey of world B lifetime measurements.
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decay BY — J/1y¢. Since the measurement presented in this paper agrees within errors
with the published lifetime measured in the fully reconstructed sample, no attempt has been
made to extract a limit on AT from this technique.

By attempting to fit the sum of two exponentials to the pseudo-proper decay length
distribution from semi-leptonic BY decays, a limit on AT'/T" has been obtained. At 95% CL
the limit

AT

- 0.83
T <

is obtained. Some recent theoretical estimates for AT'/T" are

AT

0.30 23

1—\ < [ ]7

AT

AT

— = 016 055 [601.

The result presented here shows no discrepancy with any of these estimates.
Combining the limit on AT'/T with the calculated value £0 = (5.6 + 2.6) x 1073,

leads to the limit
5.6 x 1073

T < 148 - (W

) (95% CL).

Finally, using the the PDG value for 7(B2) that was used in the fit for % yields a limit on
Amg,

5.6 x 1073 1.57 ps
-l ). == L).
Amg < 94 ps ( T/ ) (7’( g)> (95% CL)

Though the measurement of the BY lifetime can be improved slightly with increased
statistics, the measurement of AT'/T" would greatly benefit from a larger sample. A factor of
20 increase in statistics is expected at CDF in Run II, which could allow probing AT'/T" ~
20% or better. Further improvements could be gained by using fully reconstructed B2 decays

such as B} — Dg + nm, where the uncertainty in the 3y correction is removed.
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Appendix A

Convolution of Functions in Likelihood

As explained in Chapter 4, the B lifetime is determined from a simultaneous fit to
the signal and background samples. The likelihood has two parts:

Nsig kag

L= H [(1 = forg) Feig) + fokgFig) - H Firg:

where Ny and Ny, are the numbers of events in the signal and background samples, fpig
is the estimated fraction of background events in the signal sample, and F,;4 and Fpyg are
the probability distributions of the signal and background.

Fiig consists of an exponential function, convoluted with the correction factor distri-
bution, H(K), convoluted with a gaussian resolution function. The functional form of F;,
is written

K —Kz

Faig = o7 rempl—

) ® G(z,s0) ® H(K),

where z is the event-by-event pseudo-proper decay length, ¢ is the error on z, and s is a
scale factor to account for an overall under- or over-estimate of the errors. Fyr, has three
components. There is a gaussian centered at zero, and two exponentials for positive and
negative lifetime backgrounds, each convoluted with gaussians. The functional form of Fyg

is written



+ f—:exp(%) ® G(z,s0),

where f; and f_ are the fractions of positive and negative lifetime backgrounds, and A, and
A_ are the lifetimes of those backgrounds.

The symbol ”®” used in the equations above denotes a convolution. The convolution
with the gaussian is performed analytically, but the convolution with the K distribution must
be performed as a finite sum.

The exponential and gaussian functions, £ and G, when properly normalized, have
the explicit forms:

E(Q?) — E . e—l‘/CT

1
G(x,o-) - \/27(_0- . e—x2/20'2‘

Then the convolution in Fprg and Fg;g of the exponential with the gaussian is defined as:

2moer

E(J;)@G(x,o) — # / e[—(z—x’)/cr] e[—mlz/ggz] dr'.

The exponent in this expression can then be rewritten.

—(zx—a') —x 1
- + 557 = g7 [20%(x — 2') + cT2'?]
1 4 0.4
= —s——[20°z —20%2' + cT2” + z_ —]
20%cT cT CT
_ T n o? 1 , o? 2
et 2(er)? 202 S
Using this exponent gives
1 o2 x Z ’
_ e _il_ey2
E(z)® G(x,0) = ———— e2en)? or / e 2\~ dy.
2rocer —o0

Now the substitutions v = %’ — Z and dz’ = odv are made, which yields

o? z o or »2
E(r)® G(z,0) = 1 e2er)? or 2
’ 2mer o
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The normal frequency function is defined as:

1 r t2
freq(z) = \/—2_7r/ e zdt.

Substituting this function for the integral in the previous expression gives

B@)®Glo,g) = — el & [1-treq (L - )],

cT cT o
which can be substituted in the expressions for F;, and Fpry. The normal frequency function
is related to the error function, erf(x), by

freq(@) — 2+ lerf(z/V2) (z>0) ,

terfe(|z]/vV2)  (z<0)

and thus it can be computed by rational Chebyshev approximation to the error function [62].
The other convolution in the likelihood is in F;g4, where the exponential and gaussian
distributions are convoluted with the K distribution H(K). This convolution can not be

handled in the same manner as before, but instead is replaced by a finite sum.

| Puix — Y- pi)
0 i

where the K distribution P; is given in the form of the normalized histograms shown in
Figures 4.1 and 6.1. The P; are then the probabilities for each value of K.

Using the convolution of the exponential and gaussian functions explained earlier,
Fsig can be written

K (K92 ks Ko =z
Fyig = — - e2en? e [l—freq (——-)] ® H(K).

CT CT (2

Substituting the sum over the K values for the convolution gives the final form of Fg;, in

the likelihood,

K. (Ki0)? Ko Kio =z
Fuig =Y PilKG)- =L - exen™ [1—freq( ’ ——)]
7

CT (2
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