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ABSTRACT 

INCLUSIVE DIRECT PHOTON PRODUCTION IN 
CENTRAL AND FORWARD RAPIDITY REGIONS IN 
PROTON-ANTIPROTON COLLISIONS AT A 

OF MASS ENERGY OF 1800 GEV 

By 

Steven 

A study of isolated direct photon production in proton-antiproton collisions at a center of 

mass energy = 1800 Ge V is reported, as measured at the D0 

Fermilab Tevatron. sections for the central (0::; 1111 ::; 0.9) and forward 

(1.6 ::; 1111 ::; ) rapidity regions are presented as a function of photon 

(15 GeV::; ::; 150 ), and compared with a ""-,,,,v..u..'F, order calculation. 

In the central the data and theory are consistent in both shape and normalization; 

however, in the forward region the data are consistently above the theory, especially in the 

region below - 30 Ge V. A preliminary measurement of the correlation between the 

rapidity of the photon and that of the leading in the event shows qualitative agreement 

between the data and theoretical prediction. 



To David and Janice Jerger 
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hapter 1 


troduction 


This thesis presents a measurement of the production of direct photons in proton-

antiproton collisions, using the D0 Detector at the Tevatron collider. rate at 

which single, • .:>v.w.......... photons are produced in collisions is considered over a 

of photon energies, and for two separate ranges of photon polar angle. addition, the 

structure photon events is '"'''';,...u'........1. by measuring the _.,..,_.._ correlation 

between the the event. both cases, the experimental 

are with theoretical predictions. photon measurements have 

historically played a role in the modeling the Strong force which binds nuclei together 

(for a review of direct photon experiments, see [1]), and thesis continues that 

tradition by .VU~A •• ", the measurement to highest photon ._.,.,,_~ available 

world. this thesis serves as an renlslCm to and , ....... ,.....rl'u"'"'rn upon previous D0 

photon measurements 

structure thesis is as follows: in Chapter an introduction to particle 
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physics is given, along with a brief explanation of the theory of the Strong force and of the 

theoretical calculation of direct photon production. Chapter 3 describes the D0 Detector, 

while Chapter 4 describes the way photons are identified in the detector, as well as the 

efficiencies with which photons are identified. Chapter 5 presents a discussion of the 

backgrounds to the direct photon signal, and describes the method by which the level of 

photon signal was determined. Finally, Chapter 6 presents the results of the measurement 

of the direct photon production rate, while Chapter 7 presents results from a study of direct 

photon event structure. The results are summarized in Chapter 8. 

The reader will note that extensive use is made of Appendices. This is done in order to 

avoid excessive detail during the description of the measurement; however, it also serves 

to partition detailed subjects, so that the Appendices may be more useful to those who may 

use this thesis as a reference. 



Chapter 2 

Theory 

2.. 1 The Standard Model 

In order to set the framework to which the study of direct photons contributes, we briefly 

consider known elementary particles and the forces which govern their interactions. 

set of particles, their antiparticle and the physical they obey are 

known as the ....."'''uu............ Model. name Standard Model is a 

structure which developed over time, which explains most of the 

fundamental behavior of particles and quite well. 

In the Standard Model, all matter is composed of point-like particles which have half

mtlegf~r values of spin. are classified asfermions, can further divided into the 

lepton (Table 2.1) families (Table 2.2) [4}. Both the lepton 

can be grouped into "generations," each generation having identical ...,-r.....",,-t', 

except for mass. The reason for generations is still unknown - most matter in the 

3 
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Table 2.1: The three generations of leptons. 


Particle Symbol Charge Mass (MeV1c2) 

electron e -1 0.511 

electron neutrino VI' 0 < 5.10 E-6 

muon Jl -1 105.6 

muon neutrino v~ 0 < 0.17 

tau 't -1 1777 

tau neutrino v'r 0 < 24 

Table 2.2: The three generations of quarks. 

Particle Symbol Charge Mass (Me V Ic2) 

up u +2/3 2-8 

down d -1/3 5-15 

charm c +2/3 1000-1600 

strange s -1/3 100-300 

top t +2/3 180000 

bottom b -1/3 4100-4500 

universe appears to be composed of particles from the fIrst generation: up and down 

quarks combine to fonn protons (uud) and neutrons (uud) that make up the nuclei of 

atoms; and electrons orbit the nuclei, giving atoms their chemical and material properties. 

Governing how these particles interact are the four known forces: the Electromagnetic, 

Weak, and Strong forces and the Gravitational force. Each of these forces is mediated by a 

spm 1 particle, classifIed as a boson; the bosons are listed in Table 2.3. Particles with 
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Table 2.3: Vector bosons and the forces they mediate. 

Boson Symbol Force Charge 
Mass 

(MeV/c2) 

photon 'Y Electromagnetic 0 0 

W W Weak ±1 80300 

Z Z Weak 0 91187 

gluon g Strong 0 0 

graviton ? Gravity ? ? 

electric charge interact through the Electromagnetic force and its carrier, the photon; 

Weak interactions proceed through exchange of W or Z bosons. In very high energy 

interactions, where the mass of the W or Z becomes negligible, the Electromagnetic and 

Weak force are actually the same; therefore, the two forces are treated theoretically as two 

aspects of one Electroweak force. While the Gravitational force was known before any of 

the other forces, there is as yet no well-developed quantum theory of Gravity, and 

therefore no standard Gravitational boson. 

The Strong force acts between quarks - for example, it is the Strong force which holds 

the nucleus of an atom together. The Strong force is mediated by the gluon, and introduces 

a new type of quantum number called color, analogous to Electromagnetic charge but with 

three facets rather than the one of electromagnetism. Thus, quarks can be "red", "green" or 

"blue" (or antired, antigreen, or antiblue), and gluons carry these characteristics in color

anticolor pairs in order to exchange color between two quarks. Note that this is markedly 

different than in Electromagnetism, where photons do not carry charge themselves. Also, 



6 


only colorless particles are allowed to exist free in nature - therefore, quarks only exist in 

quark-antiquark states called mesons (in which color charges cancel) and in three quark 

states (such as protons or neutrons) called baryons (in which red, green, and blue fonn a 

colorless combination). Note that these groupings also eliminate the possibility of states 

with fractional charge. The more general tenn hadron is used to refer to any particle 

composed of"quarks, whether meson or baryon. 

Historically, the framework of the Standard Model was laid out during the 1960's and 

1970's [5] , with experimental evidence accumulating in the following decades which 

conflrmed the model [6]: 

• 	 experimental evidence of point-like scattering centers inside nucleons, which led 

to the association with quarks (1969) [7] 

• 	 observation of weak interactions through the exchange of a Z boson (1973) [8] 

• 	 observation of the chann and bottom quarks (1974, 1977) [9] 

• 	 observation of jet structure and gluon radiation (1979) [10] 

• 	 direct observation of the W and Z bosons (1983) [1 1] 

• 	 observation of the top quark (1 995) [12] 

Increasingly precise measurements of particle properties and interactions have followed 

these discoveries, as physicists seek not only to conflrm the building blocks of the model, 

but also to reflne and extend our understanding of how those building blocks interact. 
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2.2 QeD Interactions 


theory of Electromagnetic force, known as Quantum Electrodynamics 

(QED), is now understood well tested experimentally, the equivalent theory for 

Strong force, Quantum Chromodynamics (QCD), is completely and is 

thus a active theoretical field. This thesis studies the production direct photons 

proton-antiproton (i.e., hadron-hadron) collisions - involving Strong force. 

it is important to consider the workings of QCD in more 

If we consider a proton-antiproton collision, we might U""'iSJL",,", a complicated 

We a quarks nte:ra(;tlI:lg with ""'''JUL',,",' bag of three 

(anti)quarks, all the exchanging gluons as necessary quarks to bound 

together. gluons geltleI'all have only a amount of momentum of 

proton, they are plentiful. In addition, because of the nature QCD, some 

number quark-antiquark (called sea are being then annihilated 

from the vacuum addition to 3 valence How do we all that 

on between all 

answer lies in one more curious "'''L'''''''.'' of the Because 

1'>"!VL.'" carry and thus ,",UIL1Ul.'-' to strength of Strong 

as the coupling constant of actually gets as the 

energy of collision gets ... ....,.._. (or alternatively, distance scale shorter). This is 

reverse of "'VI~r\I'" as in where 

increased ..n'~nJ" effect. can roughly 

by considering since the can couple to themselves, they can other gluons 
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which increase the color force. Thus the quicker and shorter the interaction, the less 

chance there is for gluons to radiate, and the smaller the strength of the field. 

U sing this fact, known as asymptotic freedom, we are therefore free to consider the 

collision between a proton and an antiproton as an interaction between one component 

quark or gluon (generically called a parton) of each. Also, we can use the methods of 

perturbation theory to calculate the interaction in orders of us' since at higher energies Us 

becomes small enough to decrease the importance of higher orders. Generally we 

calculate a cross section (0), measured in units of area, which indicates how likely it is 

that a given interaction will occur; this is analogous to the classical cross section, where a 

larger surface area with which to collide means a larger chance of a collision. 

In order to give an overview of the process, consider the sample interaction shown in 

Figure 2.1, in which a quark and a gluon (or more generally, two partons) collide to 

produce a photon and a quark (or parton). Looking fIrst at the center of the fIgure, we see 

the "hard scattering" part of the calculation. Here we consider just the two partons 

scattering off each other - to calculate the cross section for photon production 

perturbatively, we consider all the possible outcomes involving a photon and partons. To 

leading order, this is simply a photon plus a single parton. Notice, however, that we might 

also have a gluon radiated off the final state parton (shown as "jet 2"); this requires 

another strong interaction, and hence another factor of us. We must continue to sum such 

possible higher order terms, as well as sum over all the different quark/gluon types which 

the "partons" might specifically be, and integrate over all possible parton momenta in 

order to produce a total cross section. 

However, because of the complexity of the calculation, it is not possible to sum to all 
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pp -7 y+ jet + X 

Parton Distributions 
Non-perturbative, must be 
experimentally determined, 
but are universal 

1 

. Hard scattering 

High momentum transfer 
Perturbative QeD 

photon 
no fragmentation ~ 
direct probe of the hard 
scattering process 

jet 2 

jet 1 

Fragmentation 
(quark, gluon) ~ jet 

Figure 2.1: Diagram picturing different aspects of a QeD interaction. 
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orders - as a result, infmities in the momentum integration no longer cancel, leading to 

unphysical results. To resolve this problem, a mathematical method known as 

renormalization is used, which neatly removes the infinities, but at the price of 

introducing an arbitrary momentum scale J.1R (the renonnalization scale). It is important to 

note that J.1R is an artificial, non-physical parameter which appears in the result of the 

calculation only because we cannot complete the calculation to all orders. We choose this 

scale to be roughly the order of the produced photon momentum, representative of the 

scale of the interaction; however, we expect that the dependence of our result on !-lR will 

be minimized if we have carned the calculation to high enough order. 

Given this method of calculating the hard scattering, we can expand our consideration 

to the left side of Figure 2.1 - namely, if we collide a proton and antiproton, what is the 

likelihood that two partons of a given momentum will be available to interact? These 

directly affect the perturbative calculation, since we need to know how often each parton 

combination that we enumerated above might occur. Also, we need to know what fraction 

x of the proton's momentum each of these partons is likely to have, so that we can 

integrate over momentum properly. Unfortunately, these are exactly the quantities which 

we cannot calculate in perturbative QeD, as they deal with the relatively low energy 

structure of the proton. 

In order to continue the calculation, then, we must make one further assumption. We 

assume that the part of the calculation which specifies the parton densities and momenta 

can be separated from the hard scattering part - this is known as factorization. Given this 

assumption, we can replace the non-perturbative portion of the theory with experimentally 
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determined functions which describe the quark and gluon content the proton - the 

parton distribution (PDFs). can then be considered universal 

can be applied to any which knowledge of the content of the proton. 

However, to implement separation in the calculation, we must use a mathematical 

method i:>UJlUH;.u to that used in renormalization - hence we introduce 'lnr\tl""'''r (unphysical) 

Il-F' on which PDFs are dependent. in the case of Il-R' we choose 

Il-F approximately equal to the photon momentum to set the of the interaction; 

however, it is important to note that the two need not be exactly the same, as they 

have independent 

With an understanding of the PDFs and the perturbative hard """'l'tt"r,n we can finally 

consider the right side of Figure 2.1. In enumerating the outcomes of a hard scattering, we 

must consider what happens to the outgoing partons, as we know they cannot remain 

because they are not colorless. Here nature of the force comes into play: 

the Strong stronger with distance, as the outgoing parton gets farther 

away from the interaction the color between it and the parent hadron increases. 

Ultimately, enough energy builds up to create one or more quark-antiquark pairs from the 

vacuum - these quarks then combine to form colorless hadrons. process is called 

hadronization or fragmentation, and it results in a collimated "jet" 

observed as the fmal "'LF,U'~''''' an outgoing parton. Because of this fragmentation 

is a probability of obtaining any particle from a parton 

fragmentation which can be expressed in terms of fragmentation functions; these 

functions are also not calculable in perturbative QeD and therefore must be modeled 

using experimental data. However, the they can be considered universal, and 
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independent of the nature of the hard scattering process. 

Combining these aspects of the calculation, then, we can express the QCD cross 

section for the process A + B ----7 C + X (where X indicates that we do not explicitly keep 

track of what, other than C, is produced) with the following expression: 

a(A + B ----7 C + X) 	 I. fdxadxbdZeFa IA(Xa, J.lF)FbI B(xb' J.lF)DelC<Ze) (2.1) 
abeX 

where a and b are the partons which interact from hadrons A and B; c is the parton which 

gives rise to C; the F are the parton distribution functions which describe the likelihood of 

getting a and b (with momentum fractions xa and Xb) from A and B; D is the fragmentation 

function which describes the probability of getting C from c with some fraction Zc of c's 

momentum; and a is the partonic hard scattering cross section, implicitly sununed to 

some order in as' 

Note that in the specific case of photon production (as illustrated in Figure 2.1), the 

final state photon is free of the complication of fragmentation (Del y = 1 ). The photon is 

seen in the final state exactly as it was produced, directly from the parton level interaction. 

This is an important advantage of the study of direct photon production. In contrast, the 

study of jet production suffers from ambiguities in reconstructing a parton from the spray 

of hadrons; also, because of the fluctuations in hadronization, the measured energy of jets 

can be uncertain because the exact particle composition of any given jet is not known. 
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2.3 Direct Photon Theory 

The study of direct photons thus provides experimentalists with a unique and useful tool 

with which to test QCD. The ... ~~..~~..~....u by which they are ..... v ........,"'... , as described by 

QCD theory, imply a direct sensitivity to the gluon distribution of the proton. Also, 

characteristics of the final state that p.m,p.rc,,,. a direct photon event, including 

ease precision with which one can identify and measure a photon experimentally, 

provide a advantage. 

2.3.1 Direct Photon Diagrams 

Consider the V~~'U'~'J.V'" of leading order direct photon production shown in Figure We 

GLUON COMPTON SCATIERING QUARK-ANTIQUARK ANNIHILATION 

q q 

9 

Figure diagrams for direct photon production. 

http:p.m,p.rc
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see that photons can be produced in quark-antiquark annihilation, in which the direct 

photon is produced along with an outgoing gluon. Another process is the QCD analogue to 

Compton scattering, in which a quark scatters from a gluon, producing a photon in the 

fmal state along with the scattered quark. Because of the relative abundance of low x 

gluons in the proton, this process is the dominant form of direct photon production for JttT 

below - 100 GeV; above this, the (typically) larger momentum fractions of quarks are 

necessary to produce such an energetic photon, and the annihilation diagram becomes 

more prominent. Because of the Compton dominance, we expect a measurement of direct 

photon production to have sensitivity to the gluon content of the proton. 

Some examples of higher order photon production diagrams are shown in Figure 2.3. 

These typically involve additional gluon radiations, and result in characteristic signatures 

of a photon plus two or more jets. Current direct photon QCD calculations include only up 

to the two jet level (order o.s2) , known as next-to-Ieading order (NLO) , whereas the 

experimental measurement includes all orders unless an explicit cut is made, and is 

therefore termed inclusive. However, if terms beyond NLO are small, the NLO prediction 

. should be a good approximation to the inclusive cross section. 

2.3.2 Bremsstrahlung Component and Isolation 

As shown in Figure 2.4, there is another source of single photons: bremsstrahlung from an 

outgoing quark in a dijet event. In this case, the photon is not produced directly from the 

interaction vertex, and is therefore not really a "direct" photon - however, the existence of 

this production method affects the way direct photons are measured and modeled 
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Figure 2.3: Examples of higher order direct photon diagrams. 



16 


BREMSSTRAHLUNG 

q 

!' 

q 

Figure 2.4: Photon production through Bremsstrahlung 

theoretically, as described in the next section. This method of production can be described 

using the probability that a quark fragments primarily to a photon - D q/ y. 

In order to reduce the occurrence of the bremsstrahlung case, an isolation criterion is 

imposed on the photon: typically, a cone around the photon is examined and required to 

have less than a certain amount of energy. Since a photon produced through 

bremsstrahlung tends to be very collinear with the quark it radiates from (and thus the jet 

resulting from the quark's subsequent fragmentation), the requirement that the photon be 

isolated removes all but the very largest angle radiations. In the theoretical model, a 

bremsstrahlung/fragmentation component is added into the calculation and then (partially) 

removed by the imposition of an isolation requirement matching that of experiment. This 

component contributes a large (up to 50%) fraction of the total (un-isolated) rate, and 

remains significant in the ET region below - 25 GeV even after the isolation criterion is 

applied [13][14]. 
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Another important reason to include an isolation is the possibility that a jet 

might be misidentified as a photon. In the process by which a parton 

observable if most of the parton remains with a particle (for p"pren! 

example, a rcO ........."An and that produces photons as its decay products (e.g., 


-? 7'/), the multiple photons can be indistinguishable from a single photon. While only 

one 103_104 jets fragments in this way, the dijet production cross section is 103_104 

larger the photon cross section; th",,.,,t.r....,,, this background to the photon 

signal is the same magnitude as the signal itself. experimental challenges and 

solutions involved in removing this background are a major part of any direct photon 

analysis, and are described in Chapter 5. 

2.4 Variables for Hadron Collider Physics 

It is to define a set of quantities which are used in the study of high pnpnHf 

hadron-hadron While the standard phase space variables of energy (E), 

"? 

momentum (p), polar (8), and azimuthal angle (q,) can be the nature hadron 

colliders the introduction of additional quantities necessary. 

An important feature of hadron colliders is that while the hadrons can be equal 

and opposite momenta, there is inherent uncertainty in the momenta of the partons which 

Unlike positron-electron colliders, two colliding and 

their momenta can be exactly defined, the quark and gluon substructure of the proton 

implies that we cannot predetennine which partons will interact, and what momentum 
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they will have (as discussed in Section 2.2). Therefore in the lab (detector) frame, the 

momenta along the beam axis (defined to be the z direction) will usually not sum to zero, 

and the system will be Lorentz boosted. 

In the transverse (x-y) plane, however, we expect that the fmal state momenta will 

cancel, as the initial state transverse momenta are negligible. Therefore, we defme the 

transverse momentum and energy: 

(2.2) 

(2.3) 

which become important variables for collider physics. Note that if the particle mass 

m « E , or for massless particles such as the photon, 

ET = PT = Esine (2.4) 

The Lorentz boost also motivates an alternative to the polar angle e, which is not 

Lorentz invariant. Instead, we define the rapidity (y): 

(2.5) 

which transforms under a Lorentz boost as y ~ y + [constant], thereby preserving the 

shape of the rapidity distribution under the boost. Again, if a particle'S mass is much less 

than its energy, we can simplify to form the pseudorapidity (11): 

11 = -In tan(~) (2.6) 

Thus a pseudorapidity of 11 = 0 corresponds to e 90° from the beam (z) direction, 
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to 00 as the grows nearer to the +z (-z) direction. the 

condition m« E is a good approximation for high jets and photons. 

is used almost exclusively, and is often referred to as simply the rapidity. 

we are interested in U''-'''''''.H a cross section, we consider the rate (R) 

at which events with a cross section a ( with units of area) occur: 

R = aL 

L is luminosity units of inverse area per second. The luminosity is a measure 

of beam flux, and is tied to the performance of the accelerator and its ability to focus the 

colliding beams densely enough to achieve significant event rates for high energy physics 

sections are typically measured in barns (1 barn = 10-24 cm2), with rare 

events having cross sections of several picobarns (pb) or less; therefore, modern colliders 

1luminosities of up to _1031 cm-2s- . Integrating 

over the amount of time the accelerator makes this luminosity available to experiments 

gives a useful measure of how much data has been taken - the integrated luminosity. 

the 1994-1995 Tevatron Run 1 B, from which the data in this analysis was taken, a total 

- 100 of data was accumulated. 

such as the 



Chapter 3 

Experimental Apparatus 

3.1 Accelerator 

The Fennilab Tevatron Collider, located in Batavia, ll.., accelerates protons and 

antiprotons to energies of 900 Ge V, making a total of 1.8 TeV of energy available as the 

particles collide. This makes the Tevatron the most powerful accelerator in the world, and 

thus, in the particle physics tradition of giving Nature as much energy as possible to see 

what She will create from it, the premier facility at which to study elementary particles 

and the forces by which they interact. 

While the Fermilab accelerator might be described simply as a huge ring of magnets 

almost 4 miles in circumference, there are actually several different, increasingly 

sophisticated stages of acceleration which make the fmal collision possible (Figure 3.1). 

Cockroft-Walton generators produce H- ions which have a small initial kinetic energy; 

these are then fed into a series of accelerating electric fields known as a linear accelerator, 

21 
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Antiproton Proton 

DlNctIon DIrection 


~ '" 

P1~~~~~~~~~~~~LlNAC 
COCKROFT-WALTON 

Figure 3.1: The Fermilab Tevatron Collider. 

and then stripped of their electrons. The remaining protons are then accelerated further in 

a small "booster" synchrotron, consisting of a ring of accelerating cavities alternated with 

inagnets to bend the particles, which are also grouped into bunches at this stage. The 

bunches of protons, by now at an energy of 8 Ge V, are then extracted into the Main Ring, 

so named because it was once itself the fmal stage of acceleration, giving the protons an 

energy of 150 GeV. Housed in the same underground tunnel as the Main Ring, however, is 

its successor the Tevatron, which uses superconducting magnets to produce a magnetic 

field strong enough to bend even particles of 900 Ge V kinetic energy into the necessary 

circle. 



The production of antiprotons place some the protons circulating 

m into a target, which produces (among particles) a amount of 

antiprotons. are carefully selected out, condensed bunches, a small 

"accumulator" accelerator, and [mally, when a number have been produced, 

injected into Main to circulate in opposite direction to nrr,tnT'" This 

out a major advantage of colliding protons with antiprotons: the same apparatus can be 

to accelerate sides the collision, the two are identical for 

the opposite charge, which will draw the particles in opposite directions in an 

electromagnetic The two bunches of pass other without 

collisions VI;;;I..,Q.U:,I;;; of low particles within bunches. 

The antiproton bunches are then fed into the Tevatron and ramped up in pnprav to 900 

Gev. The during lA (1992-93) and Run IB (1994-95) six 

UU''"'U~'" of each particle circulating the accelerator, with collisions occurring at two 

separate interaction points corresponding to locations of two detectors (D0 and 

experiment At ....VJ,H",.VU points, '-'''''''''''''''"' magnets are used to the 

particle beams down to densities make collisions sufficiently likely (and 

produce a useful luminosity). The of particles bunches means that the O'PTnp'''It 

'-''-'Jl~''',lV'''' take at definite intervals as bunches cross other - this 

the detector to synchronize with this time cycle so that readout electronics have 

and uniform time intervals to process one bunch crossing and prepare the 

next. During Run 1 this time between was average .... ',HV'.... of 

collisions bunch varied as a function of luminosity from -0.5 to over 3.0V""HLj:; 

interactions/ crossing. 

http:VJ,H",.VU
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In practice, the accelerator runs in cycles called "stores" - at the beginning of each 

store, the particles are injected into the Tevatron bunch by bunch, the beam is "scraped" 

(particles with very off-center orbits are removed), and collisions begin. At this point the 

luminosity of the collider is at its highest - as the store progresses, luminosity decreases as 

particles are lost by attrition from collisions and unstable orbits. After about 8-15 hours 

the available -luminosity is too low to be useful, and the store is ended by dumping the 

particles into a "beam stop," and a new store is readied. 

3.2 Detector 

The D0 detector is a multi-purpose apparatus, designed with the physics possibilities of 

the Tevatron in mind. The goal of studying high-PT phenomena and high-mass states such 

as the W and Z bosons, as well as the search for the top quark, led to design emphasis on 

electron and muon identification and measurement; high-PT jet energy measurement; and 

accurate accounting of missing transverse energy. 

The detector is shown in Figure 3.2. It consists of three main sections: the central 

. tracking detectors, which lie close to the bearnline and detect ionization left by particles as 

they travel from the interaction point outward; the liquid argon sampling calorimeter, 

which stops most particles and measures their deposited energy; and the muon detection 

system, which surrounds the calorimeter and provides identification and momentum 

measurement of muons. A full description of these systems can be found in [15]; a brief 

description is presented below, with particular emphasis on the tracking detectors and 

calorimeter, which are the systems used in this analysis. 
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Figure 3.2: The D0 Detector. 
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3.2.1 Tracking 

The DO Tracking System (Figure 3.3) consists of three subsystems, each providing 

<1> 0 Central Drift 
Chamber 

TransitionVertex Drift Forward Drift 
RadiationChamber Chamber 
Detector 

Figure 3.3: The DO Tracking System. 

different infonnation as the distance from the interaction point increases. The Vertex 

Detector (VTX), which surrounds the beampipe over the range -2.0 < TJ < 2.0 , provides 

fine resolution of tracks very close to the interaction point. The Transition Radiation 

Detector (TRD) surrounds the vertex detector, covering the range -1.2 < TJ < 1.2, and 



27 


provides discrimination between electrons and charged pions. The Central and Forward 

Drift Chambers (CDCIFDC) give a measurement of charged tracks further away from the 

interaction point, where they are more physically separated; the CDC surrounds the TRD, 

while the FDC extends the tracking coverage down to TJ = 3.1. 

The Vertex Chamber 

The D0 Vertex Detector, like the CDC and FDC, is a drift chamber, designed to detect the 

ionization left behind as a high-energy charged particle passes through a medium and 

Coulomb scatters with atomic electrons. As the name implies, this type of detector 

consists of a "chamber" containing a medium to be ionized (usually a gas, which allows 

for easy movement of the ionized electrons), and a scheme by which an electromagnetic 

field is applied to the medium in order to "drift" the ionized electrons to collection points, 

these points being organized to provide spatial information on the path of the charged 

particle. 

The Vertex detector (Figure 3.4) consists of 3 cylindrical chambers, concentrically 

layered such that the inner radius of the fIrst layer is just outside of the beampipe at r = 3.7 

cm, and the outer radius of the last layer is at 16.2 cm. The actual walls between each 

chamber are constructed of carbon fiber support tubes, and the chambers are fIlled with a 

mixture of carbon dioxide (95%) and ethane (5%). Each of the layers is segmented in 

azimuthal angle <p, with the inner layer segmented into 16 cells and the outer layers 

segmented into 32. As seen in Figure 3.4, the cells are defIned by rows of wires, which run 

the length of the cylinder (in the z direction) under tension, and which provide the 

carefully shaped electric field. Traces on the carbon fIber tubes provide a cathode which 
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Figure 3.4: Side schematic of the D0 Vertex Detector, 
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coarsely shapes the field; fme shaping is provided by the cathode wires, and the grounded 

grid wires serve as anodes to attract ionized electrons to the adjacent sense wires, which 

read out the accumulated charge. Note that the cell positions in the three layers are 

staggered in order to improve resolution in the r-<l> plane, which is typically -50 !l1Il. 

The track position can be detennined in the z coordinate by comparing the amount of 

charge "read out at either end of the sense wires, obtaining a z coordinate via charge 

division. Measuring the z position of tracks is crucial to reconstructing the location of the 

primary interaction vertex, as well as any secondary vertices due to multiple interactions; 

knowledge of these vertex positions is used to fix the exact direction of fmal state particles 

and therefore measure their production angles and transverse energy components. While 

the Vertex Detector was designed to achieve a z resolution of -1 cm, the high track 

multiplicity environment near the interaction point at Tevatron luminosities has hampered 

this perfonnance. As a result, the position of the primary vertex is detennined with the aid 

of the Central Drift Chamber. 

The Transition Radiation Detector 

The Transition Radiation Detector relies on the fact that a charged particle moving at 

highly relativistic speeds will radiate photons (as X-rays) when it transits between regions 

with different dielectric constants. The amount of radiation emitted depends on the speed 

of the particle, which in tum will depend on the energy and mass of the particle. For 

example, an electron at a certain energy will travel much faster than a 7t+ meson with the 

identical energy, since the 7t+ is almost three hundred times more massive than an electron 

- and as a result the electron will on average emit more transition radiation. It is this 
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difference which the TRD is designed to exploit. 

The TRD, like the VTX chamber, is made up of 3 separate cylindrical units. Each 

contains foils of polypropylene, 18 J..Ul1 thick, separated by 150 J..Ul1 in a volume of nitrogen 

gas (Figure 3.5). Since the probability of radiation is about 1 % per boundary interface [4], 

there are 393 foils in each unit to insure maximum efficiency. After the foils in each unit 

there is a drift chamber, which serves to convert the X-rays and read out the ionization 

signal. Since the drift chamber uses a Xe(91 %)/CH4(7%)/C2H6(2%) gas mixture, the drift 

chamber in each unit is separated from the nitrogen environment of the foil layers by two 

layers of mylar, between which dry CO2 gas is circulated to prevent any leakage of gases 

between the two volumes. 

While this analysis does not explicitly use the infonnation read out from the TRD, its 

presence affects the detection of direct photons. At nonnal incidence (9 = 90°) the TRD 

presents 8.1 % of a radiation length to a photon; this is most of the material which lies 

between the interaction point and the calorimeter. As a result, some fraction of photons 

will convert to an electron-positron pair, and will thereafter leave a pair of ionization 

tracks. Averaged over the region -0.9 ::; 11 ::; 0.9, the probability for such a conversion is 

roughly 10%, while in the regions corresponding to 1.6 ::; 1111 ::; 2.5, where non-nonnal 

incidence on the TRD results in greater material depth and the endplates of the VTX and 

TRD present additional material, the probability rises to about 38% [1 6]. Therefore, a 

significant fraction of real photons and jets decaying to photons will convert before the 

cnOFDC, and will behave as an e +e - pair thereafter. 
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Figure 3.5: Cross section of the fIrst TRD layer. 
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34 


Figure 3.7: An exploded view of the Forward Drift Chamber. 
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Figure 3.5: Cross section of the fIrst TRD layer. 
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The Central Drift Chamber 

Surrounding the TRD is the Central Drift Chamber, which like the VTX and TRD has a 

cylindrical shape. As seen in Figure 3.6, the CDC is segmented in azimuthal angle (32 
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Figure 3.6: End view of a section of the Central Drift Chamber. 

cells in all) and is four layers deep, with alternating layers staggered for better coverage. 

While the physical construction of the cells differs from that of the VTX, with Kapton

covered Rohacell "shelves" defining the physical cell borders, the configuration of sense 

wires centered in the cell along with surrounding grounded guard wires is similar. In 

addition to the sense and guard wires, two Teflon coated delay lines run in grooves cut 



into the and outer shelves of each Signals induced in the delay lines by the 

nearest sense wires are read out at each end of the CDC, and the comparison of arrival 

times at the two ends yields a measurement of the z position of the ionization track. The 

CDC uses an Ar(92.S% )1CHi4%)/C02(3%) gas mixture. 

The forward Drift Chambers 

At smaller angles (closer to the bearnline), rather than extending the central detectors, it 

becomes advantageous to place separate detectors perpendicular to so that 

particles will again impact normally on the detector surface and z direction extent of 

the detector can be minimized. The Forward Drift Chambers thus have a different 

geometry than the CDC: each detector (one on each side of the central region) consists of 

three disk-like layers (Figure 3.7) oriented perpendicular to the first and 

third layer are constructed offour quadrants six stacked rectangular cells each, so 

each cell covers a different of angle e. These two "9" layers are rotated by with 

respect to each other. middle is different, composed of 36 which are 

pie wedges, providing discrimination in azimuthal angle 4>. in the CDC, though. 

both "9" and "<1>" layers utilize multiple anode and sense running along the long 

dimension of cell, and several deep in z, to the ionization signal. 

is also same as in the CDC. Also, in the "9" layers, a single delay line 

similar to those in the CDC a determination of location of along the 

length of the rectangular cell. 
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Figure 3.7: An exploded view of the Forward Drift Chamber. 
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3.2.2 Calorimetry 

The D0 Calorimeter System (Figure 3.8) measures the energy of most particles by 

00 LIQUID ARGON CALORIMETER 

END CALORIMETER 

Outer Hadronic 
(Coarse) 

Middle Hadronic 

(Fine & Coarse) 


Electromagnetic 

Fine Hadronic Inner Hadronic 

(Fine & Coarse) 


Electromagnetic 

Figure 3.8: The D0 Calorimeter (cutaway view). 

stopping them completely within the calorimeter volume, thus transferring the (kinetic) 

energy of the incident particle to the material in the calorimeter. Accordingly, the 

calorimeter contains layers of very dense materials (plates of uranium and steel), within 

which the particles shed their kinetic energy, interspersed with layers of an ionizing 
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medium from which a signal can easily measured (liquid Argon). This is therefore a 

"sampling ~~nJL~A since only the ionization within the Argon layers is read out, 

only some fraction of the (about 10%) is sampled. The total energy deposition is 

then inferred from this sample by calibrating with particles of known energy a test 

beam, and """'-""11"'1 "sampling weights" which multiply the raw p.niC'ruv out in each 

layer so that -the sum the true particle energy_ We further expect that 

readout charge will be proportional to particle energy, so that the calorimeter response will 

remain linear with increasing p",,,.rO",! 

Practically, this layering is achieved by enclosing the plates within a cryostatic 

vessel with liquid Argon, so that the gaps between plates become the 

readout layers. An example of a calorimeter cell implemented this way is shown in 

one and two 

Endcap sections (North and South), housed in separate to allow easier access to 

the interior of the detector. The '-''-'u ..... ."J Calorimeter (CC) covers roughly the range 

1111:$ LO and the ....,,"""''''1.1 Cal,onnaete:rs (EC) 

can be seen in Figure 3.8, the is 

10). 

Electromagnetic (EM) calorimeter is the section closest to the interaction, and it is read 

out 4 separate layers (EMI-EM4) which correspond to 2.0, 2.0, 6.8, and 9.8 radiation 

lengths, respectively. Most electromagnetic showers from photons and electrons are 

CC is further segmented radially into 3 sections 

completely within 4 layers, and thus it is the most rnn,{'\rT<:onr 

the calorimeter for this analysis. Beyond the last EM layer, and designed to stop the more 

pelrletratlmg hadronic showers, are the three layers of the Fine Hadronic (PH) section 

http:p",,,.rO
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Figure 3.9: Diagram of the layers within a calorimeter cell. 

which include 1.3, 1.0, and 0.9 nuclear interaction lengths. Finally, the Coarse Hadronic 

(CH) section, which uses copper as an absorber rather than uranium, provides one more 

depth segment of 3.2 nuclear interaction lengths to contain the few hadronic showers 

which penetrate beyond the EM and FH sections. 

The depth segmentation of the EC is similar to that of the CC, with the difference that 

the hadronic calorimetry is actually broken up into 3 separate sections (concentric about 

the beampipe) called the Inner (IH), Middle (MH), and Outer (OH) sections, with the IH 

and MH sections containing both fme (uranium) and coarse (stainless steel) layers of 

depth similar to the FH and CH in the central region. The OH section contains only coarse 

layers of stainless steel, as it lies in a region of overlapping coverage with the FH section 
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Figure 3.10: Side view of a calorimeter quadrant. Lines of pseudorapidity are 
shown to demonstrate the projective tower geometry. 

-of the Central Calorimeter, and thus serves essentially as an extension of the Central 

Coarse Hadronic layers. Also, the EC EM layers have slightly different thicknesses than in 

the CC, comprising 2.0, 2.0,7.9, and 9.3 electromagnetic radiation lengths. 

Figure 3.10 also shows that the individual cells of the calorimeter are arranged 

projectively in towers of 1111 x 11$ = 0.1 x 0. 1 so that their centers point back to the 

midpoint of the detector, which allows good shower shape resolution. In addition, to 

provide better measurement of electromagnetic shower position, the third layer of the EM 
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(EM3), where EM showers typically leave the majority of their energy, is 

more "...,OJ......,...""-' (AT} x Aq, = 0.05 x 0.05). 

To calibrate the calorimeter modules, sections 

were studied in a test beam [17][18]. Electrons and charged pions with well-measured 

_"_4""'''~V U'UOll'O from 2 to 150 Ge V were scanned across the modules to simulate various 

....../",<'"'-> of incidence. These studies found that the response of the calorimeter was linear 

above - 10 GeV, with a resolution for electrons of lS%/(Jij;), and SO%/(JE) for 

pions. To fmely calibrate the EM calorimeter, calorimeter reSpOltlSe was measured situ 

by reconstructing the decays Z -1 e+e , JI'\Jf -1 - , and nO -1 yy [19]. Since the masses 

of these are well established (91.187 GeV, 3.096 GeV, and 134.97 MeV, 

respectively) and their decay a large -----r-u exact calibration of the 

reSP01:lSe versus pnpnnl is possible. 

The lntercryostat Region 

accurately measure energy deposited in the gap between central and end cryostats, two 

additional detector systems are installed. The termed massless gaps, consist of single 

calorimeter readout cells placed in the region between the cryostat wall and the edge of the 

calorimeter section (in the CC) or the MR and OR sections (in the EC). 

essentially make the regions between the calorimeter modules and the cryostat walls into 

an extra readout cell, albeit with very little mass to stop In addition to the 

scintillating counter arrays called Intercryostat Detectors (rCD) are 

mounted the space between the central and endcap """"'''''''''0''<' Each lCD of 
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384 tiles of ~11 x ~<P = 0.1 x 0.1, read out by phototubes, and covering an area on the 

inside face of the EC cryostats roughly corresponding to the MH and OH sections. While 

they are of no aid in identifying electromagnetic showers, the ICD and massless gaps 

provide enough information on hadronic showering between calorimeters to assist in the 

proper reconstruction of energy deposition between cryostats. 

3.2.3 The Muon System 

While the calorimeter stops and absorbs most particles within its volume, there are two 

particles it will not contain: neutrinos and muons. Neutrinos, due to their extremely small 

cross section for interaction with matter, cannot be detected at all, and the presence of a 

neutrino in an event must be inferred by summing the energies in the detector and 

determining the amount and direction of "missing" transverse energy (ET ) needed to 

make the total transverse energy sum vectorially to zero. Muons, however, will leave a 

trace of their passage via ionization - thus the outermost component of the DO detector, the 

Muon System, is designed to identify muons and measure their momenta and position. 

The Muon System consists of three sets of proportional drift tube chambers (PDTs) 

along with a toroidal iron magnet, implemented in 5 separate pieces, maintaining fields of 

-2 T. The fIrst set ofPDTs, called the A layer, is mounted before the toroid and consists of 

four planes of PDTs; the B and C layers are mounted outside of the toroid, and consist of 

three planes of PDTs each, with the two layers separated by 1 m. The A layer, with its extra 

plane of PDTs, detects muon hits and allows them to be associated with tracks in the 

Central Tracking Chambers; the B and C layers track the muon trajectory after it has been 
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bent by the field in toroid, and thus allow the momentum the muon to be 

determined from the magnitude of bend. 

3.3 Data Acquisition and Processing 

3.3.-1 The Trigger System 

crossings detector must evaluate a 

possibly interesting collision 285,000 times per second. At the other end the timescale 

is the rate at which a complete the aet,ect()r to 150,000 channels - can be 

written to tape for storage: this is limited to 2-5 Condensing 285 kHz of potential 

collisions down to Hz interesting events which comprise the final data sample is 

done theD0 System, which of levels. 

The Level 0 Trigger 

The level of is the Level 0 Trigger, which signals that an inelastic collision 

occured in beam crossing this event is therefore worth by higher 

levels of The o "",,,rArn consists of two of scintillation 

counters, mounted 90° relative to each other to form a checkerboard-like pattern of 

coverage; one such pair is mounted on the front surface of each the endcap 

calorimeters. When both counters register hits after a beam crossing, there is a >99% 

probability that an inelastic collision occurred; rate of coincident hits is also an 

independent measure the luminosity, can provide feedback to ..........'........' .... VL 

operations. The timing difference between the two counters can be used to give a rough 

........F'. ........ 
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measurement of the z of the interaction vertex, and can also indicate the presence of 

multiple interactions - all of this information can be utilized in the higher trigger levels. 

The Levell Hardware Trigger 

Once it is established that a collision has occurred, the Levell triggering system examines 

the calorimeter and the muon system for evidence of significant energy deposition. In 

order to do this within the 3.5 JlS deadline, the Levell system uses fast, hardware-based 

algorithms to evaluate the event. 

In the Muon system, 200 electronic readout boards known as Module Address Cards 

(MACs) receive from their assigned subset of muon chambers a list of cells from all 

planes which registered hits. These hits are processed by the MACs into a single "coarse 

centroid," representing the best quick estimate of the muon position. Centroids output by 

the MAC cards are then combined over the A, B, and C layers to give a rough momentum 

measurement; this information is then used by the Level 1 system to compare with trigger 

requirements for position and minimum momentum within 3.5 JlS of the interaction. If 

needed, the system can initiate additional processing known as the Level 1.5 muon trigger 

. system: this uses "fme centroids" generated by the MACs and can produce a more 

accurate measurement of the transverse momentum, but requires another 3.5 JlS and thus 

incurs a dead time penalty for the entire detector. 

In the Calorimeter, a fast readout samples the rising edge of each cell's signal pulse, 

and sums these signals into ~11 = ~<I> = 0.2 trigger towers, keeping separate account of EM 

and hadronic energies. Using lookup memories and the z position from Level 0, these 

tower energies are processed to provide the Level 1 system with EM, hadronic, and total 
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each as well as the ULL,''''ll.''F. Er L"""'''',"'-'UF, a sum over all towers. 

quantities are then compared against the requirements. average rate of 

events 1-'a.~"UiJ'l", at Levell is about 100 Hz. 

The 2 Software Trigger 

fmal of '..,,,,,"",,'UF. is provided by Level 2 ''''',,'''''' ...... which vVi."""." of 50 

VAXstation 4000 computers (termed COIme:cte:a to the rest of the .."f\.:, ...rn by 

data va..JL....". Events which pass the Level 1 system a complete digitization 

and readout of the and information is sent to the first 2 node, 

which then runs algorithms to LY<1Ju.a,fC the event much more detail 

at Level 1. digitization and processing requires about 200ms; is well nn'UJP'\fpr 

under the """,..."""" between events sent to a node Level 1. To H ....'."",,"'''' the speed 

of readout, calorimeter cells are subjected to zero suppression, in which cells with 

20 fluctuations energy their HV1,UU;;U, quiescent readout level are '7p.r...."'rj and 

therefore need to out an -"~'~MJ value. 

In practice, the three levels of ~'f""''''''''''''' are carefully and matched to other 

to an '"'1"" ............ output stream of events. The Level 1 having 

received a positive Level 0 result, can evaluate to 32 Sel}ar.ate sets of requirements 

(termed on ","preH! in one or more towers, and position those towers. 

These are carefully selected to correspond to general of events. 

Should any of requirements be the event is passed on to a Level 2 node, 

to 128 sets of requirements terrnea "filters") can be Each is matched to a 

specific Level 1 and serves to lOenm~ a more detailed and specific type of final 
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state. In addition, each trigger and each filter can be "prescaled" to pass only 1 of N events 

identified as matching its requirement - in this way, the passing rates can be kept within 

limits, and triggers/filters corresponding to common event types can be controlled to 

ensure that rarer triggers/filters are not lost to bandwidth limitations. 

3.3.2 Event Reconstruction 

Once the event has passed the online event selection system, it is then stored on 8mm 

tapes. However, in its raw form it consists of only the signals read out from each detector 

cell, information from the triggering process, and information about running conditions at 

the time it was taken. To put the data in a useful form for physics analysis, the D0 

Reconstruction program (D0RECO) was developed to serve three main functions: 

• 	 Apply calibration information to the raw data to correct all detector hits 

• 	 Apply algorithms to the detector hits to identify and describe objects within the 

detector: photons, jets, muons, etc. 

• 	 Reduce the event to a manageable size for later storage and analysis 

Reconstruction of the raw data was done using a farm of SGI and IBM Unix machines, 

though the program can be run on multiple platforms and can be rerun on processed data 

in order to apply new teclmiques or calculate new quantities. The D0RECO program itself 

is a large assembly of code packages which perform all the necessary functions of 

calibrating and interpreting the output of each detector; the relevant sections for this 

analysis are described below. The output of the program is a file using the ZEBRA data 



which information is VL~'UJ.J,LL....,U. which are referenced 

but 

ultimate size of the output which banks are written to the 

maintains several levels of ......."<+.1..,......,, carrying successively less information 

successively more ease in pn)Ce:SSllIlg storage. 

The ZTRAKS package 

lJa'~AGtJ;:;~ is reponsible for the reconstruction within the tracking chambers; 

includes the event vertex using tracks reconstructed 

are found in the CDC by the r-q> plane and aligning 

within each layer, forming what are " Starting with the outer 

segments are then compared, arJd if 3 segments are sufficiently 

a is confIrmed, after which the entire is a z position calculated, arJd a fInal 

cut on the quality of the track. 

in the FDC are determined in a .,"-'u,u.... however, because the 

to have many more v.".......~.1J of the colliding particles, full 

of the entire is 

region between the vertices arJd nn''''''''',", objects such as electrons or photons is 

- the tracking "road," which is as x alP = 0.2 x 0.2. 


determine the vertex, ,,",,",v""''''' within the CDC are pointed back to 


nte~rc(~pt point, arJd the points from 
 are put into a histogram. 

uU'....LA"E> algorithm is run to identify arJd those with at least 

are vertex assigned as the one theseparate vertices, with 

usually not 
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most points. The mean and error of the points in each cluster are then taken as the mean 

and error on the vertex position. If there is only one cluster, even with only one point, it is 

taken as the vertex; if there are no CDC tracks (perhaps 5% of the time), the FDC is used 

instead, in which case the entire FDC is reconstructed. The error on the vertex position can 

range from 6mm for an event with many tracks, to 2 cm for an event with only one CDC 

track, to 10cm if the FDC tracks must be used. For each found vertex a fit is then done 

using only those tracks pointing to that vertex and constraining them to originate from a 

single point, resulting in the fmal mean and error of the vertex Z position. Note that 

determination of the x-y coordinate of the vertex is done using VTX readings during data

taking - the x-y dimensions of the beamspot are small and usually vary only a few microns 

from run to run, so that an average value can be used over a certain run period. 

The CAHITS package 

The CAIDTS package is responsible for the bookkeeping of all the energies of each 

calorimeter cell, the application of calibration corrections, and the mapping of cells to 

physics coordinates. Its output, basically a corrected bank of all cells in the calorimeter, is 

then used by object finding packages such as those relevant to this analysis, CAPHEL and 

CAJETS. 

The CAPHEL package 

As implied by its name, this package searches the calorimeter to fmd photons and 

electrons. It employs a clustering algorithm which fmds towers ( 0.1 x 0.1 ) in the EM 

calorimeter above a certain ET threshold, then associates neighboring towers with this 



47 


tower until no neighboring towers above a 50 Me V threshold are found. The package then 

calculates quantities for this cluster (such as its total energy, position, etc.), making 

several ZEBRA banks full of information, and also associates with it any tracks coming 

from the primary vertex within the tracking road between the vertex and the cluster, 

making links to the corresponding tracking ZEBRA banks. 

The CAJETS package 

The CAJETS package is similar to the CAPHEL package, in that it must search the 

calorimeter to find jets. Since the defInition of a jet, and which particles in the event 

should be associated with it, is somewhat ambiguous, several different algorithms are 

used. The one relevant to this analysis is the fixed cone definition, using a radius of 0.7 in 

1:111 	x 1:1<1> space. 

In the first stage of the algorithm, a "precluster" is found similarly to the 

electron/photon case: the cell with the highest ET in the calorimeter is used as a starting 

point, and cells with ET greater than 1 Ge V and within 0.3 in 11 or <I> are grouped together 

around it; these cells are then removed from consideration and the remaining highest cell 

has a precluster built around it; and so on until all cells with more than 1 Ge V ET are in a 

precluster. 

Then for each precluster, cone clustering is applied: starting with the highest ET 

precluster, the ET weighted centroid of the cluster is found, and all towers within a radius 

of 0.7 in 1:111 x 1:1<1> are assigned to the jet. The jet axis is recalculated using these towers, 

and the process is then iterated until the jet axis becomes stable. If the resulting jet has 
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> 8 GeV it is and it is compared "jO".uu",. other jets any shared towers. 

Should two jets share tr\\l1"""C an algorithm is run which either assigning 

contested cells to the nearest jet, or rnp'1"O'I'C them, delJendmlg on how much is shared 

"PT'",,''',>n the two. Split or merlle:a jets then axis a time. 



Chapter 4 

Event Selection and Efficiencies 

In order to measure the cross section for direct photon production, we must fIrst define 

what we expect a direct photon to look like in our detector, and place requirements on all 

photon candidates in order to select these characteristic events and reject non-signal 

events. As outlined in Chapter 3, this can be done at the trigger level, selecting events 

which look like direct photon events, and then refined further using offline cuts to impose 

even stricter requirements. The goal of background rejection may lead to cuts harsh 

enough to reject even some real direct photon events; therefore, we must also estimate the 

number of direct photon events lost so that the total number measured can be corrected to 

equal the total number produced. 

49 
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4.1 Data Set and Monte Carlo 

4.1.1 Direct Photon Triggers 

Because the direct photon production rate falls steeply with ET, multiple triggers/filters 

must be used to acquire data in each ET region and prescaled accordingly to achieve 

comparable statistics over the measurable ET range. The direct photon candidate sample 

was obtained using the four single photon triggers and filters summarized in Table 4.1. 

The two lowest ET filters, GAM_6_ISO_GAM and GAM_14_ISO_GAM, were taken in 

special runs, when the luminosity and event rate were lower and the full bandwidth of the 

trigger system was devoted solely to photon triggers; therefore, usually only the 6 Gev 

filter was pre scaled. The two highest filters, EM1_GIS and EM1_GIS_HIGH, were taken 

as part of global running, where only a part of the bandwidth was devoted to photons. The 

EM1_GIS filter was therefore prescaled, with the EMLGIS_HIGH filter also pre scaled at 

very high luminosity running where high event rates taxed the trigger system's capability. 

Total integrated luminosities for each filter are also shown in Table 4.1, and carry a 5.4% 

uncertainty. 

Inefficiencies due to triggering do occur; however, to avoid this complication, filters 

were used in the cross section measurement only where fully efficient. Detailed 

descriptions of the triggering algorithms, triggering efficiencies and the determination of 

integrated luminosity for each filter are included in Appendix A. 



51 


Table 4.1: Description of triggers and associated integrated luminosities. 


Level 1 Trigger 
Ll 

Threshold 
(GeV) 

Level 2 Filter 
L2 

Threshold 
(GeV) 

Luminosity 
(nb-I ) 

EM 12 GAM 2.5 GAM 6 ISO GAM 6 13.644 

EM 17 GAM 7 GAM 14 ISO GAM 14 225.29 

EM~l_HIGH 14 EM1_GIS 25 14577 

EM1_GIS_HIGH 40 94657 

4.1.2 Candidate Sample 

The standard cuts applied offline to define a good photon candidate are : 

• 	 0 ~ 1111 ~ 0.9 (1.6 ~ 1111 ~ 2.5) in the central (forward) regions. These cuts defme 

the region of phase space which will be measured in the cross sections. 

• 	 0 < IIETAI ~ 9 (16 ~ IlETA\ ~ 25) in the central (forward) regions. The quantity 

lETA is the integer index of each 0.1 x 0.1 calorimeter tower in pseudorapidity 

(see Figure 3.10). This cut restricts the candidates to be well within calorimeter 

boundaries. 

• 	 vertex z position IZvtxl < 50 cm to retain the benefits of projective geometry. 

• 	 Exclude candidates within 10% of a module edge m cj> (CC only). Energy 

reconstruction near these edges is not well understood. 
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• 	 no track pointing to the candidate from any found vertex. 

E 
• 	 EEM> 0.96, where EEM (Etot) is defined as the EM (EM + hadronic) energy in a 

tot 

core cone of 0.2 around the candidate. This rejects hadron showers, which leave 

significant energy past the electromagnetic layers of the calorimeter. 

• 	 . [ET(R = O.4)-ET(R = 0.2)]<2 GeV where R = J!!.T]2+!!.¢'2 and -the ET 

within a cone of radius R refers to the sum of EM and hadronic layers. This 

isolation requirement rejects most neutral mesons, which are typically part of a jet 

and therefore are accompanied by additional energetic particles. 

2
• 	 H-matrix X < 150. The H-matrix algorithm is a measure of shower shape in the 

calorimeter, and uses the total energy, energy deposition in each layer, each energy 

in a 6x6 array of cells in EM3, and the vertex z position as 41 separate, 

characteristic observables of a shower. These are combined in a covariance matrix 

(4.1) 


where x7 is the value of observable i for candidate nand Xi is the mean value of 

the observable i for a sample of "ideal" electromagnetic showers (test beam and 



Monte were used to tune the matrix). A X~ distribution 

(4.2) 
i. i 

(H = M
-1 

) can then "t-r....,....."'.;1 to measure how well each candidate compares to 

the expected shower An illustration of power..uu...... u ..,,}', 

between GeV test beam electrons and pions is shown Figure 4.1 (20); the 

distribution electrons from a sample of W ~ ev decays (- 25-40 GeV) is 

included comparison. Figure 4.1 demonstrates the effectiveness a cut at 

x2 
= 150 in selecting electromagnetic 

frrst four requirements are classified as acceptance cuts; the 3 are known as the 

photon selection as they the bulk of the identification and 

discrimination from backgrounds. 

To illustrate effect of each of cuts on the data "',:UUfJJl'-' and to show the 

number of events filter contributed to the analysis, number of raw events 

the physics T1 requirement in region is shown in Table 4.2. 

4.1.3 D0GEANT Monte Carlo 

In order to calculate cut efficiencies and estimate background from neutral mesons, 

different types of "'..All ...."' (Monte Carlo) events were generated using the ........... 


>AU'..........L"}',
event J;:!;erleraLwr [22]. were }',.........." ... " ... including of 


and simulated using a D0-specific implementation [23] the 
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Figure 4.1: H-matrix X? distributions from test beam electrons, test beam pions, 
and electrons from W decays. 



Table Number of events the application photon cuts. 

# after # 
# after 

Filter 
track cut 

selection 
cuts 

4628 
GAM 6 

2777 

4170 1346 
GAM 

EC 6839 5579 1485 890 

CC 79469 56558 13823 

EC 82091 68580 7496 

CC 79499 57490 12283 
GIS HIGH 

EC 58602 50571 3861 

detector l-'u....'J:'\."'~;... [24] with .......<U...."" geometry. In to model uranium 

nOIse effects. multiple interactions, and (which occurs when a cell is out 

before the '-'''-'VH,U..... electronics are recovered from pnprav .......~'V"""\,j'H in a previous 

beam crossing) Monte Carlo was merged with non-zero suppressed zero bias data, 

taken without requirement at Level 0 or above. The combined files were then 

zero reconstructed as The Monte was through 

iterations overlay process to "'..., 5-10 times the number fmal events; OJL"'..... 

smooths the ,-,u.'''''.'' of noise and multiple interactions for a given of Monte Carlo 

showers. statistical power Monte Carlo sample is limited by the number 

actual events generated, n.",,,..,,,'pr statistical errors were equal to that due to 

the actual HUl,,,",",'''''' generated before the overlay process. 
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Single photon events were generated over the range 10-200 GeV (segmented into four 

parts for roughly equal statistics in each), resulting in a falling ET spectrum closely 

resembling the data. A large sample was generated for background studies (Chapter 5) in 

which only the region around the photon was simulated in D0GEANT to save processing 

time; a smaller sample in which the entire event was simulated was used for efficiency and 

physics studies. A sample of full W and Z events was also generated for comparison to 

data. 

As a check on the ability of the Monte Carlo to model the data, a sample of electrons 

from Monte Carlo W ---7 ev events was compared to electron candidates from data 

W ---7 ev events taken from the direct photon trigger sample. The results are shown in 

Figure 4.2 (CC) and Figure 4.3 (EC). Shown are the EM fraction, the H-matrix X2, and the 

isolation ET; the Monte Carlo (histograms) show good agreement with the data (points), 

though the isolation ET distribution has a slightly larger tail in the data than in the Monte 

Carlo. 

4 .2 Acceptance 

The acceptance A corrects for the effects of the lETA, vertex position, and <I> module cuts 

on events with physics 11 in the central or forward range. 

The Run IB vertex z distribution is shown in Figure 4.4. This distribution was found to 

be stable during Run 1 B and between different photon triggers, and is described by a 

Gaussian peak of mean -0.3 cm and width 28.5 cm. The vertex position acceptance was 

detennined simply by measuring the number of events lost from the vertex distribution 
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Figure 4.2: Comparison of data (points) and Monte Carlo 
(histograms) Welectrons in the central region. 
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(histograms) W electrons in the forward region. 
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Figure 4.4: The Run 1B vertex z distribution. 

after the cut. This was measured separately for all four filters, and was found to be very 

consistent; the acceptance for this cut using all four filters is 0.913 with a negligible error. 

The lETA acceptance was measured using the Owens, et.al. Monte Carlo program [25) 

to generate photons with the theoretically modelled 11 distribution in each region. Each 

event was smeared with a Gaussian vertex distribution to mimic the data distribution, a 

50 cm cut was placed on the vertex position, and the calorimeter lETA of the resulting 

candidates was calculated geometrically. While this should give the appropriate 

acceptance for real photons, the calculation was also done assuming a flat distribution in 

physics 11, and the difference taken as a systematic error. The resulting lETA acceptance is 

0.917 ± 0.007 (0.930 ± 0.007) in the CC (EC). 

Combining the vertex and lETA acceptances with the exact $ module acceptance of 
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0.80 in the CC, the total acceptance is then A = 0.670 ± 0.007 (0.849 ± ,0.007). 

4.3 Cut Efficiencies 

4.3.1 Tracking Considerations 

By vetoing candidates with a track, real photon candidates are lost in two ways: 

• 	 A photon might convert to an e+e- pair in the material in front of the CDC/FDC; 

the fraction of such conversions whose track is accurately reconstructed will be 

removed from the sample. 

• 	 A charged track produced as part of the underlying event might overlap the photon 

closely enough to lie within the tracking road, in which case the photon will be 

removed from the sample. 

The effect of the charged track cut is considered in detail in Appendix B; the total 

efficiency due to both sources is found to be Etrack = 0.828 ± 0.013 (0.554 ± 0.030). 

4.3.2 Selection Cuts 

Selection cut efficiencies were determined using full Monte Carlo photon events which 

were put through the trigger simulator, and are shown in Figure 4.5. The efficiency dips at 

very low ET due to the Hmatrix and EM fraction cuts, as the shower shape changes and the 

roughly constant contribution of noise from the PHI layer becomes an increasingly larger 
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Figure 4.5: Selection cut efficiencies measured using PYTHIA Monte Carlo 
photons, and corresponding fits. 

fraction of the total energy. The isolation cut causes a fairly linear decrease with 

increasing ET• as outlying edges of the shower become more energetic relative to the fixed 

2 Ge V cut. The selection cut efficiencies were thus fit to the form 

- (bET + c) d 
a - e + ET (4.3) 

with the values of the parameters a, b,c, and d as shown in Figure 4.5. 

Because the global running data were taken over a range of instantaneous luminosities, 

http:0.OOQJ9Er-exp-(O.321E:r-O.55


- -
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the effect of instantaneous luminosity on the selection cut efficiencies was studied using 

full event Monte Carlo overlaid with 5E30 and 19E30 zero bias data. Initial studies using 

Monte Carlo W electrons overlaid with 5E30, l4E30, and 19E30 zero bias data indicated 

that the selection cut efficiency dropped linearly with increasing instantaneous luminosity, 

resulting in a 10-20% lower efficiency at the highest luminosities. Since the instantaneous 

luminosity of the data set was peaked at - 6E30, however (Figure 4.6), with only a small 

Mean 6.861 Mean 7.669 
c= RMS 2.526 c= R'-IS 3.548 
~ 	 .l!l 

~~ 
;> 	 ;> 

~~ 

EM! GIS 	 EM! GIS_HIGH 

o 	 5 10 15 20 o 5 10 15 20 
Instantaneous L (xE30) Instantaneous L (xE30) 

Figure 4.6: Instantaneous Luminosity profiles for the EMl_GIS (left) and 

EMI_GIS_HIGH (right) filters. 


tail extending to the highest luminosities, the average efficiency was expected to be close 

t6 that at 5E30, allowing selection cut efficiencies to be determined using Monte Carlo 
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with only the 5E30 overlay. 

expectation was """.•"'..,•...,"'" photon Monte Carlo: for ET bins 

above 30 the 5E30 efficiencies were measured used to defme a linear 

parametrization of the vs. luminosity. the instantaneous luminosity 

profiles the EMl_GIS filter (or EM1_GIS_HIGH, depending on ET of the bin), a 

weighted efficiency was then constructed for by summing over the luminosity 

weighting each with the parametrized value of The resulting weighted 

efficiencies were found to agree with those derived from the Monte Carlo to within 

2.5% or an uncertainty of 2.5% IS th",..",t-"..", placed on fitted cut 

efficiencies derived from the 5E30 .... V'H ..... Carlo. 

To cross-check these efficiencies, a sample Z events was selected a 

background-subtracted selection cut "","J.H.d''-'H'_Y calculated for Z electrons between 30-50 

The resulting ....un.......'" were 0.865 ± 0.011 (0.902 ± 0.018) for electrons with 

mean of (36.4) GeV. The fitted efficiencies evaluated at points, 

0.859 ± 0.021 (0.880 ± 0.022), are in good greemem with Z efficiencies. 



Chapter 5 

Background Estimation 

5.1 Introduction 

The main background to the direct photon signal comes from jet fluctuations. While most 

consist many particles, and are thus easily distinguishable from a single photon, a 

small fraction (10-3 - 10-4) 0,..,..",n t such that a particle most of the 

momentum of parent parton. ''''"',,,"r'l neutral mesons decay to produce two or more 

photons, including the lightest (and tnerer,ore most commonly produced) meson, 

rrP, which decays to two photons with a branching ratio of 99% (4]. non-direct 

photons are common hadronic collisions, and because production rates are a factor 

of 103 larger than that direct photons, the number of jets which fragment to a 

meson and then decay to photons - referred to as electromagnetic (EM) jets - are 

comparable to the level of direct photon VLb'''-M Because of this, the level of Oa(;KgrOlma 

the photon data "'.........",,, must be carefully measured and subtracted. 

65 
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Table 5.1: Neutral meson decays to photon states. 


Particle 
mass 

(GeV/c2) 
decay products branching ratio 

nO 0.135 'YY 0.99 

" 0.547 'YY 0.39 

11 0.547 3no 0.32 

" 0.547 nOn+n 0.23 
KO 

·s 0.494 2no 0.31 

w 0.781 nOy 0.09 

Further complicating matters is the fact that, at the energies considered in this analysis 

(above -10 GeV), the individual photons from meson decays cannot be separately 

identified given the spatial resolution of the D0 calorimeter - the decay products coalesce 

into a single shower which is difficult to distinguish from a single photon. This can be 

seen by considering that the two photons arising from a nO decay have an opening angle 

distribution peaked at the minimum (26] 

(5.1) 


which for a lOGeV nO results in a minimum separation of 2.5 cm at the first layer of the 

D0 calorimeter. Since a typical cell size in the calorimeter is -7 cm, it is clear that most nO 

decays will not be identifiable as two distinct photons. 

While Table 5.1 identifies several neutral mesons which decay to photons, the nO and 

" are the main particles considered in this analysis, as they are the two neutral mesons 

which . are most commonly produced. Other backgrounds are expected to be further 
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suppressed the data sample due to small branching ratios (e.g., the (0) as as the 

photon .,...," .........lVH cuts. For example, (-30%) of Ks
o 

mesons 

decay to 2nD, at values of ET the four ' ..."UHU.F, photons are ""'"'LA....."'.... spread out 

that they usually the photon selection cuts. At "Ah""'" ET the showers "'V':UIv'~"'1v and the 

passing rate is higher; however, due to the long lifetime of the K~, at .uF',....,. a 

significant fraction do not decay before they reach the EM calorimeter, and thus create a 

hadronic shower which also the photon cuts. a ''''''''''''', the expected ratio 

nO the data sample is than 5%. 

5.2 Background Estimation Techniques 

5.2.1 Method 

While background subtraction on an event-by-event basis is impossible, there is a 

""'''''"..'''....... method which exploits the photons and multiple 

as they traverse the "'''~''b''VV cc:mSlOerea in this 

photons showering in the calorimeter by to an electron-positron 

(y ~ e+e-) near a nucleus. The probability for this to occur is dependent on the amount of 

material the photon passes through; the aeeper into the caJ.onme:ter photon the 

more likely a conversion becomes. 

probability P1Ml a photon will convert or before the first 
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calorimeter layer. For a reo meson decaying to two photons, the probability that at one 

of the photons will convert is then gre;ate;r than in single photon case: 

(5.2) 

In words, multiple photon showers are more likely to begin the 

calorimeter, there are more independent chances for a photon to convert early. As an 

example this, consider Figure 1 [2], which shows the clear difteren<~e the fraction 

350 	 -- Me Photons 
........." Me Pizeros 

300 

250 

200 

150 

50 

0.025 0.05 0.075 0.1 0.125 0.15 0.175 0.2 0.225 0.25 
E"'l/E 

100 

Figure 5.1: Comparison of 	 energy fraction left by 10 GeV MC photons and 
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of total energy left in the fIrst electromagnetic calorimeter layer (EM I) by single Monte 

Carlo photons and nO,s. While a signifIcant fraction of photons leave little or no energy in 

EM1, relatively few nO,s do so. 

This difference provides discriminating power with which to estimate the fraction of 

background present in the direct photon candidate sample. The data distributions can be 

compared to those of Monte Carlo photons and neutral mesons to determine the relative 

fraction of each present in the data. 

As a discriminant variable, we use the logarithm of the fractional EM1 energy 

EEM1)log(EM1/E) = 10glO -y-- (5.3)(
. total 

with the denominator E total calculated as the sum of the layers: 

(5.4) 

(where n = 5 represents the FH1 layer). This quantity emphasizes the region of small 

fractional EM1 energy where the greatest difference between photons and mesons is seen. 

5.2.2 Background Monte Carlo 

Previous analyses [16][2] used single nO and 11 mesons, generated at discrete energies, 

D0GEANTed, and with the appropriate nO/11 production ratio, as a model of the EM jet 

background. While this model provided the primary constituent of an EM jet, and 

reproduced the data EM1 distributions fairly well, it was found that the single particles did 

not recreate some other distributions such as the isolation ET [16]. In general, the Monte 

Carlo mesons were found to be more isolated than data showers, which is to be expected 
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since real jets produce a particles, and in EM jets, the meson that ('l'l'n1"1f'.<;: most 

of the momentum is usually "''''',VU.L",,'''U.'''''''''' by softer particles. Further evidence a more 

detailed background came from the fact that when vV"",.'U,...,L 

and TJ backgrounds to data favored the TJ even isL,u,-,U;::'U 

expected to be produced more often. Since the TJ Monte Carlo il• ...,·""'.....,.. 

3no and nOn+n as 'YY this indicated a pre:terem;e more 

complex, multi-particle 

In order to provide a model for this analysis, a 

PYTHIA QCD dijet events were gelllerme:o in a falling ET spectrum over a range similar to 

the Monte Carlo photons 1 Just as in the data, these events were then 

"filtered" to fmd EM-fluctuated at the particle level, nO and TJ mesons were selected 

by requiring 

]<2 GeV where R 


meson 


• No charged ..,.........."".•"" a cone R 0.2 


• Energy within a cone R = 0.2> 60% parent parton energy 

Only events passing this filter (-0.1-0.01 %) were then run through D0GEANT; in 

addition, only a cone of R 1.0 around parent meson was simulated to save 

processing time. 

http:0.1-0.01
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It is important to note that even with the level filter, a major on 

Monte Carlo production was the availability of processing power. This has also a 

factor in past, is in one reason why previous analyses were limited to 

particle Monte Carlo. Monte Carlo events used in this analysis were generated on a 

farm of 3000/400 Alpha workstations at the Supercomputer Computations Research 

Institute a fully D0GEANT event required approximately one 

hour CPU time to generate. Also, while the particle level filter was intended to avoid 

unnecessary simulation of events which would fail the offline cuts, it was necessarily 

loose enough to ensure a reasonably EM As a result, ofO<UJl>pL'...... 

D0GEANTed jets which pasSed photon cuts could used in 

modeling data sample) was still only about 30%. 

in the case of the photon Monte Carlo, events were overlaid non-zero 

suppressed zero data to add detector and multiple event effects. 

5.2.3 EM! Calibration 

method of background estimation on accurate modeling of data by 

Monte it is important to verify that the Monte Carlo reproduces the data 

distributions. Such was demonstrated in Section 4.1.3; however, the 

log(EMlIE) distributions must also be examined. 

These distributions are shown in Figure for W electrons from data and from Monte 

Carlo. While the £_,.,&_.. Monte Carlo (left) shows good shape and 

peak with the data, the forward region (right) shows a slight offset - the Monte Carlo 

showers have a slightly fraction of energy deposited in than the This 
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Figure 5.2: Log(EMlIE) distributions for Welectrons from data (points) and 

Monte Carlo (histograms). 


difference directly affects the background estimation, since a shift in the Monte Carlo 

distributions represents a shift in the position of the data between the extremes of the 

Monte Carlo jet and photon behavior. To ensure that the Monte Carlo best models the 

data, this offset must be corrected. 

The reasons for the difference are considered in detail in Appendix C, where it is 

determined that the offset is consistent with a difference in EM! sampling weight between 

the Monte Carlo and the data. Since the sampling weight is simply a multiplicative factor 

applied to the raw energies read out from EM!, the Monte Carlo can be properly 

calibrated by applying another multiplicative factor to the EM! energy, or equivalently an 

additive offset to the 10g(EMlIE) distributions. Using the Welectron data, the offsets were 
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derived separately for North and South endcap calorimeters, were to be 

0.147 ± 0.013 (North), and 0.094 0.013 (South) in the 10g(EMI/E) For 

completeness, a very small central regIOn offset (0.014 ± 0.005) was applied. 

5.3 Purity Calculation 

example the 10g(EMlIE) distributions data, Monte Carlo OhcltonlS. 

Monte Carlo between 33 Ge V is shown in Figure Monte 

Carlo distributions are binned 50 across the < log (EMIlE) < 0.0, 

are normalized to data so that they may directly Note that the 

log(EM1/E) variable, a of.O indicates 10% of the shower deposited 

EMl, a value of -2.0 indicates 1 %, etc. difference in single and multi-photon behavior 

is seen in the tail of the photon Monte Carlo at left (smaller values EMlIE), and 

the peak the distribution which occurs at larger values of 

Using the was n"".-t-r-,"TY'I'>'; to the 

data 10g(EMlIE) distribution as a sum of the photon and background distributions: 

F data(P, x) = PDy(x) + (1- P)DjerCx ) (5.5) 

where P is purity of photon sample (the single parameter the fit), x is the 

range of 10g(EMI/E). were performed for 13 separate ET in central region, 

and for 10 bins the forward region. The resulting fit the central region between 33 

and 39 is shown a complete set of fits for both n"l",AVAA" is included as 

Appendix E. 



2 0.4671 ± 0.1566E-01 
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Figure 5.3: Log(EMlIE) for Monte Carlo and data between 33-39 GeV in the 
central region. The solid line is the MINUIT fit, which results in a measured purity 

of 0.467 (P2). 

Prior to fitting, the Monte Carlo distributions were smoothed to reduce statistical 

effects. In order to ensure that the data and MC were comparable in ET across each bin, the 

Monte Carlo ET spectra were weighted to match the data ET spectrum. This had a 

negligible effect except in bins where the Monte Carlo was not matched well to the ET bin 

edges (e.g., near the Monte Carlo generation ET bin thresholds), and in ET bins where 

Zl 
= 
~ 
~ 
"C 

:; ~ 

! 
= 
z . 

l/ndf 279.5 / 45 
P1 35.63 ± O.OOOOE+OO 
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statistics were limited, in which cases it resulted in (less than - 6%) corrections to 

the fit 

data with EMlIE (seen at the right the distribution in 

Figure which are not accurately modeled by the .lnUULv Carlo, are due part to a 

small fraction candidates which had a pointing beyond the allowed vertex 

reconstruction '''',",LV'''', and which on the calorimeter at a steeper angle 'I'"I<lt"fPr! 

modeled of these events was investigated by fitting distribu tions 

over only the from -4.0 to -0.8; no significant difference was observed. 

each purity point, the statistical error on the by was inflated by 

order to A"t'...... "to the statistical systematic error on the fit 

to the smoothed distribu tions each point. change in 

with unsmoothed distributions was also added quadrature to the error on point, in 

to estimate the effect of limited MC ",U<'W."'"1'" (which are not explicitly included in 

the error). purity points, errors, and variation with smoothing 

weighting are summarized in 5.2 and 

purity versus for the forward ''''1'.''V''''' is shown Figure It is 

important to note that purity should a continuous distribution it is therefore 

reasonable to the measured points to a functional form. The function 

1p 

was selected, as it satisfies the ""."ri"" ... t boundary conditions low purity at low and 

high at high ET• one would expect the set to be a sum of two 
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Table 5.2: CC Purity points, variations, and errors. 


ET 
(GeV) 

Purity 
InDated 

Fit Error .:lunsmoothed .:lno Et correct 
Total 
Error 

10.9 0.112 0.307 -0.021 0.065 0.308 

13.2 0.144 0.062 -0.025 0.008 0.067 

17.1 0.245 0.148 -0.151 0.001 0.211 . 
22.7 0.395 0.051 -0.048 0.006 0.070 

27.2 0.350 0.070 -0.072 0.006 0.101 

31.4 0.372 0.043 -0.127 -0.007 0.134 

35.6 0.467 0.039 -0.066 0.056 0.077 

44.5 0.460 0.044 -0.040 -0.001 0.059 

56.8 0.558 0.045 0.001 -0.007 0.045 

64.3 0.644 0.052 -0.037 0.016 0.063 

77.4 0.726 0.042 -0.003 0.025 0.042 

93.4 0.826 0.060 0.046 0.005 0.076 

115.7 0.789 0.040 -0.030 -0.002 0.050 

Table 5.3: EC Purity points, variations and errors. 

ET 
(GeV) Purity 

InDated 
Fit Error .:lunsmoothed .:lno Et correct 

Total 
Error 

15.3 0.482 0.056 -0.023 0.025 0.061 

22.7 0.520 0.060 -0.092 0.016 0.110 

27.1 0.603 0.078 0.017 0.006 0.080 

31.4 0.614 0.032 -0.012 0.010 0.034 

35.6 0.571 0.032 -0.022 0.013 0.039 

44.0 0.606 0.032 -0.013 0.023 0.034 

56.7 0.695 0.037 -0.031 0.029 0.049 

65.6 0.812 0.041 0.030 0.024 0.051 

80.5 0.886 0.052 0.005 0.022 0.053 

· 101.8 0.957 0.123 0.092 -0.043 0.153 
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Figure Purity vs. ET for central and (right) regions. 

cross c;,PI"t1"on (photon and jet) of purity is the ratio 

photon cross section to the sum, as described by Equation 5.6. result of the fit is 

shown along with the points in Figure 

While this choice function is reasonable and physically motivated, and describes 

wen, it remains an ,,"'.<AU'''''' of shape the purity curve. In the 

due to choice of function, the alternate forms 

b)p l-e (5.7) 

( form used the Run analysis) and 

P = a + blogET 
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(a straight line fit) were studied. Each gave a very similar X2 
/ dof to the nominal form, 

and resulted in a similar curve through most of the ET region, but varied significantly at 

the extremes of ET (see Figure 5.5). The total uncertainty on the purity fit was calculated 

~ ·C 
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Figure 5.5: Variations in the CC (left) and EC (right) purity fits, using the nominal 
(solid), exponential (dotted) and straight line (dashed) fit functions. 

as the error on the fit to the nominal form, augmented in quadrature by the difference 

between the nominal and the two alternate forms. However, because this fit dependence 

affects the lowest ET points by a large fraction of their value, and because the low ET 

region suffers from a lack of well determined purity points, it is difficult to extrapolate 
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into this L""""V'.'_ ",r""t·""·,,, restrict the use purity to values of above 15 GeV, 

corresponding to measured point in the and the first statistically significant 

point in the 

Additionally, for the forward region, the to the EM! offset was 

estimated by varying the nominal North South offsets by a, and fitting the purity 

each case. Since an increase or decrease in the purity points up or 

down, this results an shift of the purity function 5.6). The uncertainty 

.t> 
~ 0.9 

1:1=0,8.... 
..== 
~ 0.7 
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0,4 

0.3 
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0.1 
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Figure Effect of a plus la (dotted) and minus 1u (dashed) shift in the Ee EM1 
offset, relative to the nominal (solid) purity curve. 
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due to the offset was calculated as 

(5.9) 

the P are the purity in Equation case. This was then 

added in quadrature with the uncertainties to arrive at the [mal uncertainty in the 

forward n~gipn. 



Chapter 6 

Cross Sections and Theoretical Com
•parlsons 

6.1 Cross Section Calculation 

photon production (measured as a 

function of photon ET, for specific regions of photon rapidity), is given by 

differential cross section 

do NP 
(6.1)

dErd11 L6.ETIl11AE seZEtrigEtrack 

where 

.. N is number of photon candidates in each bin of ET and 11 

• P is the photon purity (as determined in Chapter 5) 


.. L is the ,.,t-".n.-",t-..rI luminosity over which the were taken 
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• is transverse p ...p..-au 	 bin 

• 	 is the rapidity range spanne~d bin (both the central (0 $1111 $ 0.9) and 

forward (1.6 $ 1111 $ ) region measurements cover a of 6,11 1.8) 

• 	 A i~ the geometric acceptance for photons (as calculated in Chapter 4) 

• 	 esel is the efficiency of photon selection cuts in Chapter 

• is the efficiency the charged track veto (as calculated in Chapter 

Note that is an uncertainty associated with the binning due to the 

lecltrolmagm~tic ....."..-u" scale, which has a measured uncertainty central region of 

approximately 0.2% [19]. Since the photon falls steeply (of the 

resulting error on the central ~_""A~" cross section is taken as 1%. While the forward 

calorimeter is expected to perform equally calibration has not yet been verified to 

the same pr(~CHi1011, resulting in a 4% """"'''-0'' uncertainty on the forward cross 

section. 

U sing the components of Equation 6.1 as described previously, we can form the 

central and forward region cross """""WU'U"", these are plotted versus photon ill 6.1. 

The data points and errors are summarized for the central region in Table 1 for 

in Table Statistical errors on each were calculated as the Poisson 

error . Systematic uncertainties from each component were added in quadrature to 

arrive at a total systematic uncertainty (plotted on each point Figure 6.1 as horizontal 
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Figure 6.1: Inclusive isolated photon cross sections in the central (top) and forward 
(bottom) regions. 
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Table 6.1: Central region cross section points and errors. 


ETbin 
(GeV) MeanET 

Cross Section 
(pb-I ) 

Statistical 
Error (%) 

Purity 
Error (%) 

Systematic 
Error (%) 

15-18 16.3 0.161E+04 6.2 22.3 23.3 

18-21 19.3 0.779E+03 9.7 18.3 19.6 

21-24 22.4 0.343E+03 3.8 15.5 16.9 

24-27 25.4 0.198E+03 5.4 13.2 14.8 

27-30 28.4 0.133E+03 6.9 11.2 13.1 

30-33 31.3 0.775E+02 9.4 9.7 11.9 

33-36 34.4 0.539E+02 1.5 8.4 10.8 

36-39 37.4 0.388E+02 1.8 7.4 10.0 

39-42 40.4 0.270E+02 2.2 6.5 9.4 

42-45 43.4 0.206E+02 2.6 5.9 9.0 

45-48 46.4 0.150E+02 3.1 5.4 8.6 

48-51 49.4 0.110E+02 3.7 4.9 8.4 

51-54 52.4 0.824E+01 4.3 4.6 8.2 

54-60 56.8 0.550E+01 1.5 4.2 8.0 

60-65 62.3 0.372E+01 2.0 3.9 7.8 

65-70 67.4 0.244E+01 2.6 3.7 7.7 

70-75 72.4 0.171E+01 3.1 3.6 7.7 

75-80 77.4 0.125E+01 3.7 3.6 7.7 

80-85 82.5 0.967E+OO 4.3 3.7 7.7 

85-90 87.4 0.731E+OO 5.0 3.9 7.8 

90-105 97.0 O.444E+OO 3.8 4.4 8.1 

105-120 111.4 0.209E+OO 5.6 5.4 8.7 

120-150 132.3 0.829E-01 6.5 7.0 9.8 
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Table Forward 4'"'",,'VA< cross section points and errors. 


bin I Mean Cross Section I Statistical 
Purity ISystematicError 

• 

(GeV) 
I 

(pb"I) I Error (%) 
(%) 

Error (%) 

1 8 I 1 0.217E+04 I 
8.0 16.2 18.7 

I 

1 1 19.2 0.961E+03 I 12.6 14.0 I 16.8 
I 

I 

• 

21 0.461E+03 4.6 12.3 I 15.4 

0.243E+03 6.6 11.0 1 I 
27-30 28.4 0.139E+03 9.0 9.9 1 

30-33 31.5 0.865E+02 11.6 8.9 12.9 I 
34.4 0.51OE+02 1 8.2 I 12.4 

36-39 37.4 0.341E+02 
I 

I 

39-42 40.4 0.235E+02 
• 

2.9 7.0 11 

I 0.165E+02 11.4 

45-48 46.4 0.107E+02 4.4 6.3 11.3 I 
48-51 49.4 0.656E+01 6.1 11 

51-54 52.4 0.533E+01 6.4 1 I 11.1 
I 

54-60 56.7 0.318E+01 I 2.3 6.1 I 11 
I 

60-66 62.7 0.164E+01 I 6.4 I 1 
II 

66-72 68.8 0.907E+00 6.8 l 11 
I 

72-78 74.9 0.493E+00 11 IL 

78-84 80.8 0.325E+OO 7.7 7.9 12.3 

84-93 88.1 O.137E+OO 9.9 8.6 
I 

93-102 0.713E-01 13.9 I 

15.2 --t102-120 109.0 0.305E-Ol 10.5 14.1 

l 1 l 0.447E-02 31 I 
11.9 
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bars); as an example, the systematic errors on the central and forward 39-42 GeV bins are 

shown in Table 6.3. 

Table 6.3: Contributions to the total systematic error on the 39-42 GeV cross section bins. 

A(%) 
E scale 

(%) Esel(%) Etrack 
(%) 

L(%) P(%) Total (%) 

CC 1.0 1.0 3.5 1.6 5.4 6.5 9.4 

EC 0.8 4.0 3.4 5.4 5.4 7.0 11.7 

It should also be noted that the results of this analysis differ from those found in 

previous D0 analyses [16][2][3]. The differences, which are mainly due to improvements 

in the modeling of the detector and the EM jet backgrounds, are discussed in Appendix D. 

6.2 Comparison with Theory 

Also shown in Figure 6.1 is a next-to-leading order prediction from Baer, Ohnemus, and 

Owens [25] using the CfEQ4M parton distributions [31]. For this calculation both the 

renonnalization and factorization scales were set to the ET of the photon. The D0 photon 

and jet energy resolution functions were applied to the theory; this resulted in a negligible 

change. Also, an isolation cut was applied at the parton level to match that applied to the 

data. 
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In order to show more clearly the comparison between data and theory, the quantity 

(6.2) 

is plotted in 6.2; statistical errors are indicated on the points. The grey band 

indicates the combined systematic errors, some of which (such as the luminosity) 

are correlated across the ET range. 

the central region, the data lie slightly above the theoretical prediction, but are 

consistent the systematic error. particular, the overall shape of the distribution 

..uw."' ..... "'.. a increase cross section is seen the very lowest points. 

Since sys:ter.natlc error (mainly from the purity) becomes large at low ET, this shape 

deviation is not necessarily significant. 

the forward region, data are consistently higher the theoretical prediction, 

in the lowest where are allj'~Vi)~ a factor two 

",\,U.",HVU. Also, a shape between data and theory is evident in the region 

below - 40 GeV. 

In order to check the effect of fitting the to a functional form, cross 

sections were also calculated using same coarse binning as in the purity determination 

each cross section point was then adjusted by the corresponding purity value that bin, 

rather than the fitted resulting (Data-Theory)/Theory plots are shown in 

6.3. The systematic and statistical uncertainties are plotted separately on each point; the 

systematic uncertainty is the error on the purity each bin (see 5A), in 

the forward region by the EMl offset uncertainty (Equation 5.9). Figure 

and indicates no significant difference in shape, and particular 
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demonstrates that the low ET excess in the forward region is not an artifact of the purity fit. 

A low ET increase in cross section over that predicted by theory has been seen by the 

CDF collaboration [32] in a measurement limited to the central region only 

(0 ~ 1111 ~ 0.9). The CTEQ collaboration, in an analysis of direct photon results from that 

and past e~periments [33], concluded that there is a shape difference between experiment 

and theory which cannot easily be accounted for in the parton distribution functions. 

Recent theoretical work has included attempts to account for this apparent excess through 

soft gluon emission [34]. 

On the other hand, some theorists argue that the current theory is compatible with 

experiment given the uncertainty due to the choice of theoretical parameters [13], or that 

theoretical problems in implementing the isolation criteria may playa role [35]. In Figure 

6.4 we show the variation of the theoretical cross section with a reasonable change of the 

renormalization and factorization scales, to that of twice or one half the value of the 

photon ET. The resulting shift in the cross section is less than 10%, and is flat over the ET 

range; however, it must be pointed out that the two scales were varied in tandem, while 


. some of the effects noted in [13] arise from separate variation of the scales. It should also 


be noted that the imposition of an isolation requirement must be matched to the particular 


experiment to which the theory is compared - therefore, theoretical problems in 


implementing the cut may have different effects when comparing to different experiments. 


While it is beyond the scope of this thesis to present a detailed examination of these 

and other theoretical issues, it is important when comparing data and theory to consider 

that the theoretical treatment of direct photons is an area of much current debate and 
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effort. To illustrate this, we consider the effect which the more recent CTEQ4M parton 

distribution functions have on the theoretical prediction, compared to the CTEQ2M 

distributions which were used in comparing previous D0 results to theory. The difference 

in cross sections is shown in Figure 6.5, plotted as 

Theory(CTEQ4M) - Theory(CTEQ2M) 
(6.3)

Theory(CTEQ2M) 

and it is evident that the newer PDFs have some effect on both the shape and 

nonnalization of the cross section, increasing it significantly at low ET. In addition, since 

the version of the Baer, Ohnemus, and Owens program used in this analysis has different 

heavy quark contributions and uses a different method of detennining as than in the 

version used in previous comparisons [36], we consider in Figure 6.6 the total change in 

the calculation (pDFs and version) from that used to compare to the D0 Run 1A result, 

plotted as 

Theory(new) - Theory(old) 
(6.4)Theory(old) 

A shift of - 15% is observed fairly uniformly across the ET spectrum. While these changes 

are clearly the result of refmements of the theoretical calculation, they indicate the level of 

precision currently achievable in our effort to measure direct photon production and 

derive thereby a better understanding of strong interactions. 
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hapter 7 

hoton + Jet apidity orrelations 

7..1 Introduction 

analysis the IB photon 

",,,.ual-"'v, including this analysis comes the ability to use 

sample to investigate more than simply direct photon production. Of 

particular is the content of the rest event: how many jets are produced? How 

are distribu ted fi-llJvU,,,,,,,,,uu. The advantages to the photon 

measurement an unambiguous fmal particle, measured extremely well - also a 

anchor against which to compare rest of the event. Unlike dijet production, for 

example, in which jet measurement uncertainties cause ambiguities which was 

the ~v...~u,''''' (highest photon 

events have a clearly identified object against which are balanced one or more jets, 

typically in opposite nelTIIs,pner of event. 
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The following analysis investigates the event structure of direct photon events using a 

subset of the Run IB data. While limited in scope, it indicates the type of study which can 

be done more precisely using the techniques and experience from the Run 1 B inclusive 

analysis. 

7.2 Rap.idity Correlation Measurement 

7.2.1 Motivation 

As the dominant method of direct photon production at the Tevatron is that of qg --7 qy 

(QCD Compton Scattering), one expects that the gluon distribution of the proton will 

affect not only the rate of direct photon production, but the associated kinematics. This 

effect can be appreciated in the following way: consider the collision of two partons which 

create the leading order signal of one photon and one jet (Figure 7.1). If the partons are of 

jet jet 

/
\ 

Figure 7.1: Diagram of the fmal state topology when colliding partons have similar 
(left) or very dissimilar (right) momentum fractions. 
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equal momenta, the system retains its center of mass back-to-back nature. If one parton is 

of much greater momenta than the other, the system is boosted, as the more energetic 

parton overwhelms the softer one, and the final state objects tend to the same side of the 

event. When one fixes the angle of the photon, then, one can probe a range of parton 

momentum fraction combinations by looking at the relative distribution of the leading jet. 

Since gluons typically carry much less of the momentum of the proton than do quarks, one 

expects that in direct photon production unequal momentum combinations will dominate, 

and the fmal state system will tend to be boosted in the direction of the incoming quark. 

Also, one might expect that beyond leading order, the production of additional jets 

may restrict the phase space available to the leading jet, affecting its angle. Similarly, the 

production of soft gluons from fragmentation or color coherence effects may affect the 

phase space of the leading jet. It is therefore interesting to examine the correlation in 

rapidity between the photon and the leading jet, in order to confirm the expected event 

structure and to test the precision with which NLO can model it. 

7.2.2 Data Selection 

A sample of photon candidates was selected using the EMl_GIS_IDGH filter, and the 

standard photon cuts were applied, along with an additional cut on missing ET: 

• 

• Exclude candidates with 10 ::;IIETAI ::; 15 

• Exclude candidates within 10% of a module edge in <l> (CC only). 
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• 	 Missing ET< 20 GeV 

• 	 no track from any found vertex 

EEM 
• 	 £>0.96 

tot 

• 	 isolation cut: [ET(R = 0.4) - ET(R = 0.2)] < 2 GeV 

2
• 	 H-matrix X < 150 

The photons were required to have ET above 45 Ge V in order to select a region where the 

photon purity is enhanced. The sample was further subjected to the "golden" photon cut, 

which requires less than 1 % of energy deposited in the EMl1ayer, and which is expected 

to increase the purity of the photon sample since multi-photon backgrounds are, on 

average, expected to shower earlier than direct photons. In addition to the above cuts on 

the photon, standard jetquality cuts were applied to the leading jet: 

rJet• 	 t:.T > 20GeV 

• 	 At least 5% but not more than 95% of jet energy in the EM layers 

• 	 No more than 40% of jet energy in the coarse hadronic layers (to prevent lost 

energy due to punch-through) 

• 	 Ratio of highest to next highest energy calorimeter cell < 10 (to eliminate the 
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effects of signals) 

7.2.3 Technique and Candidate Sample Behavior 

The sample was binned in 5 regions of photon pseudorapidity Ir((1 (0.0-0.3, 0.3

0.6, 0.6-0.9, 1.5-2.0, 2.0-2.5). The event was then 

formed: 

jetSigned tiet Sign(TIY) . Tl (7.1) 

This quantity indicates the degree to which leading jet is on the same side the final 

state (in rapidity) as photon. The u., .....,,~~ ~et distribution the candidate sample is 

plotted in data a tendency leading to follow photon 

candidate forward (though not fully), ...u5 the expected Also shown " ....u 

7.2 are the mean of signed ~et distribution for bin. 

7.2.4 Background Behavior 

the candidate sample is not background subtracted, it is important to the 

the jet component the distribution. To this, candidates in raw 

photon sample were anti-selected - i.e., selected especially to the photon cuts. 

was by 

EEMI 
• -- > 0.01 (anti-golden) 

• [ET(R = 0.4) - ET(R = 0.2)] > 2 (anti -isolated) 
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Figure 7.2: Signed tiet distribution of the leading jet for golden photon candidates. 
The shaded band indicates the rapidity bin of the photon; shown at left are the 

mean values of signed ,yet in each bin. 



as well as one or more of the following which are indicative of 

electromagnetic jets: 

.. Two or more tracks pointing to the val","',,",""','"' 

.. < 0.96 (higher hadronic activity) 

.. H-matrix > 150 (poor shower shape) 

with acceptance and missing cuts retained as in the golden photon case. While there 

is a limit to how "bad" a candidate can due to and reconstruction quality 

cuts already placed on raw photon candidates, this 'bad ll photon sample is to be 


. mostly composed of jets which have to energy. The .;)Ll".'''''''''' riel 

distributions this sample are shown in Figure and indicate a much smaller 


tendency for the leading jet to follow the 'bad" photon forward. is expected, since 


dijet production reflects processes such as gg -7 gg, in which the interacting partons tend 


to similar momenta. 

Theoretical Prediction and Comparisons 

U sing the Monte Carlo program of Baer, Ohnemus, and Owens, a NLL QCD 

prediction for the leading jet behavior direct photon events was ODlralllea (Figure 7.4). 

resolution smearing and a photon isolation cut matching that used on the data were 

applied to the prediction, which used the CTEQ2M parton distributions. Note that the 
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Figure 7.3: Signed rier distribution of the leading jet for background 
(electromagnetic jet) candidates. 
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Figure 7.4: Signed riet distribution of the leading jet in a NLL QeD prediction 
from Owens, et al. 
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trend and appearance of the QeD prediction are similar to that of the golden photon 

candidate sample. 

The means of the signed riet distributions for the candidate, background, and theory 

samples are plotted versus mean photon rapidity in Figure 7.5; errors are statistical only, 

calculated .as the R.M.S. of the distribution divided by IN. While the means do not fully 

describe the distributions, they provide a measure of the trend in signed riet, and illustrate 

the evident difference between the signal and background behavior. Also, the signal

enhanced sample is seen to be qualitatively consistent with the theoretical prediction, 

though a fully background-subtracted comparison of distributions would be necessary to 

draw stronger conclusions. 

To ensure that the electromagnetic jet sample has a negligible amount of direct photon 

signal, the behavior of this sample was cross-checked against an unbiased dijet sample. 

Events in the golden and background photon sample with 45 GeV < ET< 55 GeV were 

compared to a sample in the same range measured as part of the inclusive dijet triple 

differential cross section [37]. The two samples were found to give consistent results with 

. respect to the behavior of the .leading jet (Figure 7.6), which indicates that the 

electromagnetic jet event sample behaves similarly to that of nonnal jets. 

7.3 Conclusions 

The analysis presented above demonstrates the utility of direct photon events in studying 

event structure. Future work, building on the work contained within this thesis, might be 
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expected to extract the pure photon signed n-iet behavior knowledge of the 

behavior, along with a purity calculation each of In1'1 as performed 

in Chapter Studies of ratio of events with the leading jet on the same/opposite 

as the photon (essentially the ratio events on the positive/negative sides Figure 7.2) 

are ......,"'..."""'''' within the collaboration. 

Ultimately, it can be that this is essentially an uncorrected, 

3 jetunnormalized triple differential photon cross-section, (dcr )/(dn 'Ydn dET ) , integrated 

over the region above 45 The formation of the full cross section will allow not 

only the comparison of event shape between data and theory, but also of absolute 

production rate as a function of that shape. Further, it will be informative to form the cross 

section in bins of ET, extending down to lower ET where increased effects of gluons 

colliding partons and as initial/flnal state radiation) be seen~ however, it is apl)ar1ent 

the inclusive cross section measurement that the useful of photon will be 

dictated by the uncertainty in the photon purity. 



Chapter 8 

Conclusions 

This thesis has nrpCP1'1irpn a ....vle"'"..·.... analysis of photon production at the D0 

Detector, the large UlU"U'_" available during the Fermilab IB. 

The analysis has relied on the excellent capabilities of the D0 Detector measuring 

electromagnetic objects over a large range in rapidity. as well as its ability to trigger 

effectively on direct photons over a wide range of photon ---'--a"

The ability of the D0 Calorimeter to the copious backgrounds from jet 

production enabled a signal to noise ratio of up to - 10. Measurement of the purity of the 

remaining sample was made possible by a detailed Monte Carlo simulation; 

the of the Monte Carlo, as well as a more realistic 

background modeling, enabled a better understanding of the photon purity compared to 

previous D0 analyses. 

The cross section direct photon production has been measured, and is in mixed 

agreement with the QCD prediction. While the central region (0::; 1111 ::; 0.9) cross section 
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shows consistent agreement with the prediction within errors, the forward region 

(1.6 $ 1111 $ 2.5) cross section is consistently higher than the prediction, and further 

exhibits a shape difference in the lower ET region which may indicate a need for a more 

complete theoretical treatment. 

In addition, the structure of direct photon events was investigated by comparing the 

rapidity distribution of the leading jet in the event to that of the photon. Here the data and 

theory qualitatively agree; however, we anticipate that future analyses such as the triply 

differential direct photon cross section will provide a more detailed and quantitative 

measure of the level of agreement. We expect that this thesis will provide a useful 

reference for such future analyses, and hope that continued improvement in our ability to 

measure direct photon . production will accompany the progress of the theoretical 

community in predicting it. 



ppendix 


iggers and nminosity 


order to make proper account of number of photon events produced and 

acquisition, the cross production of 

events, triggering must understood. The purpose of this appendix is to: 

outline in more detail requirements which were made at Levelland Level 2 to select 

EM showers within the calorimeter; present efficiency measurements which determine at 

which ......,t;Ei"'" and filter becomes completely efficient at photons; and .LUU......J.t; 

,-.:u'vUL.:lU,,",'U of luminosities each of filters, including cross checks which 

how separately ET once corrected for 

luminosity. 

111 
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A.I Triggering 

A.I.I Levell and Level 2 Requirements 

The Run 1B direct photon data set was collected using four separate Level 2 filters fed 

from three .separate Level 1 triggers - these are listed in Table A.I . At Level 1, the triggers 

Table A.I: Description of triggers and associated filters. 

Levell 
Trigger 

Ll 
Threshold 

(GeV) 
Level 2 Filter 

L2 
Threshold 

(GeV) 
Requirements 

EM_I_2_GAM 2.5 GAM_6_ISO_GAM 6 shape, iso(30%) 

EM_1_7_GAM 7 GAM_14_ISO_GAM 14 shape, iso(15%) 

EM I_GIS 25 shape, iso(15%) 

EM_I_HIGH 14 
EM1_GIS_IflGH 40 shape, iso( 15% ) 

merely required one trigger tower (.6.11 x.6.cj> = 0.2 x0.2) to have more than 2.5, 7, and 

14 GeV, respectively. 

While each Level 2 filter also had a different ET threshold, they shared the same 

algorithm used to identify photon-like showers [38]. This algorithm first fmds the most 

energetic EM3 cell (or "seed") in the trigger tower fired at Level 1, then forms a simple 

cluster by summing the cells within a ~11 x ~cj> = 0.3 x 0.3 window around the seed in 
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• 

the EM and Several renlents are then uul-'v.,"'.... on this 

FHl must be than 10% of total shower energy. 

• 	 Energy the EM3 layer must be nPT'\x'p,'T'\ 10% 90% of total 

., 	 The positions of all EM3 cells in a 5 x 5 array centered on the shower are energy

weighted and summed, forming a measure the "spread" of the energy from 

center. The same sum is a 3 x 3 and n""'·''-'T~.rt from the 5 x 5 

sum, producing a quantity which should be for electn::>maglle showers; too 

a value would indicate energy deposited away from 

shower center. The actual cuts used were determined from test beam electron 

studies, and vary as a function 11. 

• The cluster is required to have little energy in the region around it, defmed by 

(A.l) 

where E! = 0.4 is the energy (including the cluster energy) within a cone of 

R = J/l112 + /lq? centered around the cluster. The isolation fwas 15% 

which it was loosened to 30% in 

order to ensure it was less restrictive than the 2 GeV offline isolation cut. 

http:n""'�''-'T~.rt
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A.l.2 Trigger Turn-On and Efficiency 

looks .." ..reru in towers, it should be 

expected that its ability to fmd all EM showers with a minimum amount of be 

impaired when the shower occurs near a tower boundary - some fraction of the energy will 

be split two (or more) towers and neither tower may pass the ... ,/;;,}",,,",. 

inefficiency should diminish for increasing candidate ET , until, for candidates with twice 

the ET the rreme:nt, even between towers at one tower 

above threshold. 

While the Level 2 is able to perfonn rudimentary "'...,.., .....' .... ,}", and thus avoids 

this problem, its ET resolution does suffer somewhat from the limited vertex position 

information available at 2. should also an inefficiency at Level then, 

which "'ii,UU"",""'" than at Level 1. 

When using a IJ"'-'''U,", filter to measure a cross "'''''r·h''.... it is desirable to 

above which that filter and its parent are fully efficient - in this way, LUjO,J_, ..... 

.efficiencies can neglected the cross section. It is important to note that direct 

photon analyses, trigger efficiencies are defmed as the ,-,UI"'""".., for real direct photons to 

pass the we only care how many real photons might be out of our 

measurement due to a trigger inefficiency. Thus the efficiency is "'...,.u'-'u only for events 

which pass all offline candidate selection cuts, we expect the efficiency to unity 

above some threshold the offline shape and quality cuts are than 

imposed at Level 

.....U,l.'-',I.''"'H..'.'"'' were measured using the DOLibrary L2BIT_TRIED and L2BIT_PASSED 
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OJ... " .....n".., - the efficiency is uv.,.............. as 


The 7 Ge V Level 1 trigger eIIlcH~nc.y was evaluated by using special run events which 

passea the 2.5 GeV Level 1 ... ,,...l".'-'J. trigger efficiency is shown A.I. This 

A 
o 
c 
.~ 
o 

Figure A.1: 7 GeV 1 efficiency for the forward regions. 
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is seen to be fully efficient by 15 GeV. 

"' ....... " .."u"'..."'., were not explicitly evaluated; however, it is eXI)ectea 

'"'un".......... at about twice the threshold PTl'~T'n'" at 

become efficient. 

the four Level 2 filters are shown in A.2 

A.2:6 2 Filter efficiency for the central and forward 



117 


>u 
c 
.~ 

.~ 1 
 ·......... .... . 

'+

'+
W 

0.8 

0.6 

; : ; ; ' 0 0 0 s: 1/ s: 0 '9 ' 
~ ! ~ ~ 1 0: - - ! ~ 

i i ; : 1. 1.6 ~ 1/ ~ 2~5 . 

0.4 c-"" ""·""T ·"""""·""]"" " """ ""·l"" """"""t""""""" ·.:." ",, ,,,,,, ,, "i """""""" ~"'''''''' '''' '':''''' ' 

: ' ~ . 

0.2 f-""""""T""·"",, ,,·i.."""""""·;""""""""i""""""""·l""""""""·i"""""""+""""""".i"",, 

. Ti 
I i olio, i i i i i io 0~~~5~~~1~0~~1~5~~~~~~~~~~~~~

20 25 30 35 40 

ET 

Figure A.3: 14 GeV Level 2 Filter efficiency for the central and forward regions. 

trigger efficiency was evaluated using a special "mark-and-pass" run in which the photon 

special run filters were set to pass all events regardless of the filter evaluation. In this way 

an unbiased source of candidates was obtained; however, in such a sample the number 

which pass offline selection cuts is very small, and the trigger efficiency detennination 

suffers from low statistics. 

Efficiencies for the 14 GeV filter were detennined using events which passed the 6 

Ge V filter, since it is fully efficient by 14 Ge V and provides a sample of events which 

should pass the 14 Ge V filter. The 25 Ge V filter efficiencies were determined from the 14 
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Figure A.4: 25 GeV Level 2 Filter efficiency for the central and forward regions. 

GeV filter in the same way, making use of a special run filter which is identical to the 25 

GeV EM1_GIS filter used in global running. The 40 GeV filter efficiency was determined 

using global data, checking the outcome of the 40 GeV filter on events which passed the 

25 GeV filter. 

Inspecting these efficiency curves, the ET above which each trigger is completely 

efficient was determined to be 10 GeV for GAM_6_ISO_GAM, 21 GeV for 



119 


0.8 

0.6 

0.4 

0.2 

Figure 40GeV 2 efficiency for the central and forward L"';;;,iVU,C>, 



1 

A.2 Integrated Luminosity Determination 

The integrated luminosity was using the DO Production 

Database, which stores mI.ornl1atlon on beam and trigger conditions for each run. 'The 

instantaneous luminosity L is detennined as 

. Lmeasured 

where RLO is rate at which o collisions, 

Ow is the cross section subtended by the Level 0 counters. Further adjustments are made 

to account for multiple interactions and other effects; the fmalluminosity calculation has 

an overall uncertainty of 5.4% [39]. Production Database utilities integrate the 

instantaneous luminosity readings during run and adjust appropriately for any 

run order to arrive at the proper total luminosity for which 

filter was active. luminosity calculation is only valid for events which a o 

vertex found within 100 cm. of the center of detector; theretiore a cut was imposed on 

. the direct photon events to this requirement (less than of events were 

removed due to this cut). 

Luminosities for each were calculated for each run used in analysis; 

two lowest filters this represents approximately 30 aeCllcalea runs, while the 

two higher filters this the thousands runs collected during 1994-1995. 

resulting total integrated luminosities are shown Table A.2. 

The spectrum of good (passing all photon cuts) photon candidates passing each of the 

filters, corrected only by the relevant integrated luminosities and without any background 



Table A.2: Integrated Luminosities for four photon .uU'v"':>. 

14577 

94657 

subtraction, is shown in Figure 8.1 (CC only shown). It is eXl)eCtea that of the filters 

should line up with the next, since correcting for calculated luminosity and prescales 

should reconstruct the equivalent of a filter allowed to populate the 

region. agreement appears however, a more quantitative check this can be 

obtained by comparing the number of events observed by one to that of next 

higher in an Er L .... J;:.J.VU both filters are fully We would then expect that 

Nlower X Lhigher 
Llower = N . (AA) 

higher 

The results of such a comparison are shown in Table 

J. ....E,J.VIL.:> agree given the statistical 

http:J;:.J.VU
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Figure 8.1: Matching ofluminosity-corrected filters (CC only). 



of luminosities calculated using Equation AA with those taken 
Production database. . 

225.29 222.8 

14577 14724 



Appendix B 

Tracking Considerations 

selleclLon of direct photon candidates requires the absence of a matching track in 

CDClFDC, it is important to not only the efficiency of detectors, but 

also the ways in which real direct photons might be misidentified due to tracking 

considerations. Specifically, 

.. A photon might convert to an e+e- pair in the material in front the CDOFDC; 

only the fraction of such conversions track is accurately reconstructed will 

removed from the sample. 

produced as of the event might overlap the photon 

closely _"'J~"',,, to lie within the road, in which case photon will I.L ......' ........ ,.J; 


..",."nrn'",rI from the sample. 

The fraction of real direct photons remaining in the sample after the tracking cut is 

1 
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then 

Etrack = (1 - pt)(1 - '\jI) (B.1) 

where p is the probability that a photon will convert before the tracking chambers, 

measured at 0.095 ± 0.00985 (0.386 ± 0.041) in the CC (EC) [16]. The tracking 

efficiency t is the probability that a track present in the detector will be reconstructed. The 

track overlap probability '\jI is the probability that a reconstructed track from the 

underlying event will be found in the tracking road of a good photon. It should be noted 

that in the data set used in this analysis. EM clusters are matched to tracks from any 

primary vertex, although this was found to add only 4% (2%) to the number of raw 

candidates with tracks. 

B.l The Tracking Efficiency 

The method used to measure the tracking efficiency t is similar to that employed in 

. previous tracking efficiency studies at D0 [40][41]. A sample of Z ~ e+e- events is 

selected as follows: 

• Select the EM2_GIS_GAM filter, which requires two EM clusters with ET above 

20 Ge V at Level 2; one cluster is required to pass shape and isolation cuts, the 

other only shape cuts. 

• Require 0 jets in the event to avoid electrons which have overlapped a jet; this 
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ensures a similar topology to photon events where the is generally in the 

opposite hemisphere the photon. 

• 	 Require that the ET both EM clusters 25 

• 	 Require that both EM ",... u,,.,,,... satisfy the photon Tl, Tldet cuts to eliminate the 

'ICD region. 

• 	 Exclude EM clusters in the central region which are within 10% of a module edge 

in <\>. 

selects a fairly sample of electrons from Z bosons. Both electrons are then 

l\;;I.J'-'.'IAl against the following strict requirements: 

• 	 Tl < 0.9 

• 	 at one in road 

• match significance 0, < 5 (10) in the CC (BC) 

• 	 EM fraction > 95 % 

• 	 Isolation fraction < 10% 

2
• 	 Hmatrix X < 100 

• 	 Passed 2 shape, isolation, and cuts 
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Those electrons passing these requirements are considered "tagged" as good Z electrons; 

the other electron is then considered unbiased and can be used in measuring the tracking 

efficiency. If both electrons in the event are tagged, then both are used as unbiased. 

Standard photon selection cuts (minus the track cut) are then applied to each unbiased 

candidate. For each passing candidate, an entry is made into a histogram of the invariant 

mass of the two electrons (separately for CC and EC candidates). A further requirement is 

then made that candidates in the CC (EC) have a track with 0 t < 5 (10), and two more 

histograms are filled for these candidates - we then have histograms of the mass spectra 

for events before and after the tracking cut, for both the central and forward regions 

(Figure B.1). 

The tracking efficiency can then be determined by calculating how many electrons 

from real Z -7 e+e- events were found to have passed the track requirement. To establish 

the level of background in the sample, we define a region S as the signal region, between 

86 and 96 GeV/c2 - this region should contain mostly real Z events with some background 

events. We defme two equal regions on either side of the mass peak as B1 (61 - 71 

. GeV/c2) and B2 (111 - 121 GeV/c2), which should contain only background events. 

Using the technique established in [40][41], we assume a linear background distribution, 

approximating the level of background in the signal region S as 

(B.2) 
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in which case the tracking efficiency becomes 

(B.3) 


where the subscript T indicates the number in each region which have been tracked. 

The resulting tracking efficiencies are shown in Table B.l, along with estimates of the 

background. in each sample. Systematic error due to the background estimation is 

Table B.l: Tracking efficiencies and errors in the central and forward regions. 

Efficiency 
Stat. 
err 

Sys. 
Error 

Background 
(%) 

CC 0.830 0.0096 0.0029 2.66 ± 0.4 

EC 0.767 0.016 0.0037 2.54 ±0.6 

estimated by taking the difference in efficiency with and without background subtraction. 

Note that because the defInition of "tracked" applied here includes a cut on the track 

match significance, the resulting efficiencies are lower than in [40] [ 41]. This is necessary 

because, since we are considering the possibility of overlaps separately, we wish to extract 

the probability that an existing track which is directly pointing to the cluster (i.e., from 

conversions) will be seen by the tracker. Loosening the defInition of "tracked" to mean 

simply fmding a track in the tracking road would doubly count the effect of overlapping 

tracks. 
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The mean luminosity of the runs used is 6.6x103o cm -1 (6.6E30); runs ranged from 

OE30 to 20E30. The change with increasing 

luminosity is shown in Table B.2; in the central region, the efficiency decreases as the 

, Table B.2: Tracking ""LUVL"" at different instantaneous luminosities. 

Stat. Sys. Background 'Luminosity IEfficiency (%) iRange Error I Error 

0.0066 1.7 ± 1.2 0.028CC I 0.898 I0- 3E30 
0.0043 i 2.0 ±2.00.780 0.059EC 

0.0022 I 3.0 ±0.80.0160.860CCI o-SE30 I0.026 I 0.0077 2.8 ± 1.14 

0.013 0.00640.822 2.8 ± 0.5 ICC 
5 -10E30 I0.742 ±0.70.021 0.0009EC 

!0.792 0.034 0.0040 1.4 ± 0.6 
I CC 

10 -1SE30 
0.786 0.0067 0.8 ± 1.0 0.054EC 

luminosity goes up, which is consistent with previous studies and reflects the fact that 

vertex finding becomes poorer as the average number of vertices increases, causing the 

tracking road to be drawn inaccurately. This effect is noticeable in the EC, due to the 

higher average number tracks and larger z which the tracking road intercepts 

at smaller angles. The lowest bin, between OE30 and 3E30, has a mean luminosity of 

2.1E30, which is close to the average luminosity the photon special runs from which 
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data below 33 Ge V are taken. 

B.2 Track Overlap Probabilities 

B.2.1 Golden Overlap Method 

In order to estimate the probability '\If of a random track from the underlying event to 

overlap a photon, a "golden" photon sample was selected from candidates which satisfied 

the standard photon cuts (without applying the no track cut), and which further had less 

than 1 % of the photon energy in the fIrst layer. This golden requirement is > 98 % 

efficient at rejecting electrons from Z --? e+e- events (Figure B.2), since charged particles 

begin depositing energy as soon as they enter the calorimeter, whereas photons must 

convert to an e+e- pair fIrst. Any tracks in the tracking road pointing to a golden photon 

candidate are therefore presumed to be overlaps, rather than a real track associated with 

the calorimeter cluster, and the overlap probability is obtained by observing how many 

golden candidates have tracks. This is similar to a technique used for the Run lA analysis. 

The results of this method are shown in Table B.3. The overlap probabilities obtained 

are quite consistent when evaluated for samples obtained from the special runs (6 and 14 

GeV Level 2 thresholds), the global EMLGIS fIlter (25 GeV threshold), and the global 

EMl_GIS_HIGH fIlter (40 GeV threshold). 

While this method has the advantage of using a subset of the direct photon sample, and 

thus matching the luminosity & trigger profIles and ET range of the overall sample, one 

possible source of uncertainty in this method comes from the fact that the sample is not 
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Figure B.2: Log(EMlIE) distributions Z electrons. Note that 1 % 

corresponds to -2.0 on this scale. 


Table B.3: Overlap probabilities from golden candidate sample. 

Stat.NTgolden I N golden Trigger '\if error 

0.108 0.008169 1558
CC 
Special Runs 

0.204 0.009435 
 29
EC 
0.0971 0.004564 
 5810
CC 

1481 
 7105 
 0.208 0.005 

707 7184 
 0.0984 0.004 

0.217 0.0051408 6485
EC 
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pure photons. While the golden photon cut does boost the purity of the sample by 

preferentially selecting single photons over multiple photon backgrounds (which tend to 

convert earlier), the remaining background may unfairly add overlaps which are not from 

the underlying event but from jet fragmentation, which will not affect real photons. One 

might hope that by making the isolation or golden cuts more restrictive, a better purity 

might be obtained, and the overlap probabilities would approach a stable value. This was 

found not to be the case, as shown in Table BA - requiring progressively less isolation ET 

. Table BA: Variation of the overlap probability with isolation and golden cuts, varied 
independently using the EM1_GIS_mGH trigger. 

Isolation 
ETcut 
(GeV) 

'\jI 
Stat. 

Error 
EM! cut 

(0/0) '\jI 
Stat. 
Error 

CC 

2.0 0.098 0.004 1.0 0.098 0.004 

1.5 0.093 0.004 0.8 0.093 0.004 

1.0 0.083 0.004 0.5 0.081 0.004 

0.5 0.070 0.007 0.3 0.069 0.005 

EC 

2.0 0.217 0.005 1.0 0.217 0.005 

1.5 0.193 0.005 0.8 0.205 0.006 

1.0 0.151 0.006 0.5 0.183 0.006 

0.5 0.099 0.010 0.3 0.157 0.007 

or less energy in EMI progressively lowered the overlap probability (and removing the 

isolation cut greatly increased the probability). This is understood when it is considered 
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that the isolation ET is in fact itself a direct measurement of underlying event activity, 

especially when a 2 GeV cut has imposed to the isolation to apI)roXInaatel 

the level of underlying event. Similarly, pnpreYu in EM 1 is with the amount 

underlying event overlapping the candidate. The level of overlap is len~lOl~e dependent 

on the choice of cuts these two variables. Since the isolation cut used here is 

standard cut used in this .analysis, it is that it should the appropriate level of 

The cut on EMl is obvious; however, the level electron rellect:Lon observed 

with a 1% cut appears to a reasonable balance between allowing associated 

~"~~a"""" tracks and overly minimizing underlying event effect. As an estimate the 

systematic error arising from choices, the variation in 'If from varying the isolation 

cut 2.0 - 1.5 GeV and varying the cut 1 % to 0.8% were 

quadrature. 

resulting overlap probability, obtained by averaging the numbers of the two global 

and combining and statistical errors is then 

0.0978 ±0.010 (0.213 ± 0.026) for the CC 

B.2.2 Z Overlap Method 

As a cross check, an alternative estimate was obtained using the Z --? 

same method used to del:errnlI1te the tracking efficiency t, an enlCHmcv was 

determined a Z electron to have an additional track its tra(~lrn:lg road. This 

probability was found to 0.108 ±0.008 (0.261 ±0.018) "\.441""."'-'= only). 

was performed on a sample of using plate-level 
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GEANT, in order to estimate the probability that a Z electron would produce an extra 

through bremsstrahlung and conversion, etc. After for this effect, the 

overlap probability using the Z sample is then 0.107 ± 0.008 8) with 

statistical error only. This ""'."'''''' well with the result obtained by the primary method 

""Vi."....U candidates. 

B..3 Overall Efficiency 


Equation B,I, we can then construct the overall efficiency photons to be lost due 

to tracking considerations: 

ctrack = 0.828 ± 0.013 ± 0.030) (BA) 

has calculated using global run data, with a mean instantaneous 

luminosity of 6.6E30, substitution of the tracking efficiency t calculated in the OE30

3E30 bin does not change the within errors. This is due to the stability of the overlap 

probability the global and runs, and also to the of the 

conversion probability p and dominant error. Therefore the values calculated 

Equation BA can be used over the entire of the photon Er spectrum. 



Appendix C 

EM! Calibration 

observed offset 10g(EMlIE) between EC Monte Carlo EC data (Figure 5.2) 

directly affects the purity measurement, a shift in the distribution the Monte Carlo 

represents a shift in the position of the data between the extremes of the Monte Carlo jet 

and photon distributions. In to ensure that the Monte Carlo best models the data, this 

offset must therefore be ",...'1" .. "1",....,.'£1 and corrected. 

e.l Offset Estimation and Origins 

most to correct the Monte Carlo is to £lAt."....... the 

Monte Carlo and data W electron peaks, and then apply this additive offset to the LY.LU'UIA" 

Carlo photon and distributions used to the photon purity. 

The offset estimated in this way is 120 ±0.011. This additive offset in 10g(EMl/E) 

is equivalent to a multiplicative correction of -30% to the EMI energy; or more 

137 
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accurately, to applied to the ........,<-U.'"v. 	 out EM!. 


for EM layers were determined using electrons in a test 

beam study of EC calorimeter !HV1UU.L'~~ [18]; a test beam Monte Carlo, the 

precursor to Monte Carlo used in this analysis, was also used in the study. It is 

this study [28] that 

.. 	 When lft,,·...., ... t nletJl0(lS were to del:ennirle the SarnniID!2 weights (in order to 

fmd the scheme which optimized the energy resolution), the EMl sampling weight 

varied much more than other layer weights. was dismissed as negligible 

to the goal of the study. however. the energy EM! is a small (-4%) 

fraction of total energy of shower. 

• 	 The EMI sampling weight varied depending on amount of material upstream 

of the Lor:imeter. An attempt was made to approximate the amount of material 

which would be present in real detector; however was modeled only with a 

steel plate of uniform thickness. 

.. 	 TheEMl weight varied to a factor of 3 between the data and 

testbeam Monte Carlo. 

It is also important to note, as pointed out in [29], that the sampling weights determined so 

as to optimize ........Tln! resolution may fact not reproduce the exact energy in any 

layer. Because the pnp'ral,f>" each layer are correlated, ideal EMl may 

depend on the behavior of EM3, for example. The authors of [29] this 

cause up to a 1 00% dltteD~nc:e in the comparing Monte Carlo and 
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multiplicative factors However, one expects that sampling weights are 

applied to each layer for the calibration of the Monte EM1 weights 

relative to the data will provide, if not the actual energy EM1, a well-determined 

quantity which allows direct comparison of Monte Carlo and data to extract a background 

fraction. 

C.2 Cross Checks of the Offset Estimate 

check, the photon purity fitting routine (described in Section 5.3) was 

modified to allow the signal and background distributions to shift by an offset; the routine 

then minimized the X2 to find not the best purity estimate, but also the best offset 

estimate in ET bin. The result is shown in Figure C.I. This method is not exact, as it 

relies on the to dual quantities errors, but it does indicate that the 

purity fits prefer the Monte Carlo photon and jet distributions offset by the 

amount determined from Welectrons, with no obvious ET dependence. 

check more rigorously the possibility that the might 

Monte Carlo and data W samples were binned in ET and compared C.2a); within 

the limited statistics, there appears to be no dependence. To ......r ..'''' better statistics, an 

alternate sample of plate Monte W electrons was obtained. These were 

ISAJET as particles distributed with W electron kinematics [30], 

and mererore cannot be compared with full events to an absolute offset; 

however, the dependence of the offset with ET can be studied. The analysis was repeated 

with this sample C.2b), and again no obvious dependence on was observed. 
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Figure C.l: Values ofEC EMI offset produced by the purity fitting routine for 
several ET bins. 

C.3 Effects of Pre-EM1 Material in the Monte Carlo 

While the offset appears consistent with a mismatch in sampling weight between data 

and Monte Carlo, there is also the possibility that the D0GEANT simulation of the 

detector has mismodeled the amount of material in front of the calorimeter. If the amount 

of material were greater in the real detector than in the Monte Carlo, electromagnetic 

showers would tend to start earlier, develop further by the time they reach EM1, and thus 

leave more energy in EM!. The application of the offset in this case would still help 

correct the Monte Carlo, but there would be an additional, uncorrected effect on the 

probability that a photon converts to e+e- before the EMl layer, which is precisely the 

discriminant we hope to exploit. 
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Figure C.2: Offset measured from W electrons versus ET, using a) full W Monte 

Carlo; b) single particle Monte Carlo 


To examine this possibility, it is necessary to understand how extra material would 

affect the longitudinal energy deposition of an electron shower. A model of this energy 

deposition was created using the formula [4] 

(8.1) 


where t is distance in radiation lengths (Xo), and a and b are constants determined, in this 

case, for 35 GeV electrons passing through uranium. Given the known ECEM layer 
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thicknesses 2.6, 7.9, and Xo, we can then Equation 8.1 layer, 

assummg different initial au~''''''l\_'U lengths before EM 1, and observe the effect on all 

layers. An initial estimate 2.0 before was taken as a benchmark value (the 

design estimate quoted in [18] is 2.31Xo). In order to better calibrate the model, a set of 

"sampling weights" was derived using the benchmark estimate so that the benchmark 

layer profIle matched that of the data, and applied to estimates: 

W = rdata (8.2)n n 
F 2.0Xo 

weighting was meant to add in the effect of "optimized" sampling weights as are 

present in data; however, since the quantities interest here are relative shifts 

between different pre-EMl estimates, the weighting had little effect on results. 

Figure shows the fractional energy deposited in of 

pre-EMl material. Note that an increase in material results in increased energy in the flrst 

two layers, and a decrease 3 and 4 (and in layer 5, though this is not 

distinguishable in C.3 due to the small rr"".~rU\T' of ...." ...'ruu deposited there). Also 

plotted are the data (identical to the 2.0Xo points) and Monte Carlo fractional vU""LF,L'''''' 

shows the percent (of total 

of pre-EM! estimates, and between the Monte Carlo the 

example, from 2.0Xo to l.5Xo ..... ,,, .. u,, in a loss of % of the total shower energy 

from EMl, and a gain of -1 % in EM3. Note that a results in a change 

in EM1 fractional similar to that seen between the data and Monte Carlo; this -----0.1 

difference is consistent between assumptions of 1.5-2.0Xo and 3.5-4.0Xo , implying that 
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Figure C.3: Fraction of energy deposited in each EM layer for several pre-EM 1 
estimates (simple model), data, and Monte Carlo. 

the observed changes are fairly stable over the range of realistic pre-EMI estimates. The 

data/Monte Carlo EM3 difference, however, is not consistent with a O.SXo change, but 

with a larger change of -1.0Xo. Most importantly, whereas the model shows that a 

decrease in material results in an increase in the EM4 and PHI energies, the data/Monte 

Carlo difference shows a decrease in those two layers. While the model in Equation 8.1 is 

fairly basic, these results indicate that the difference in EMI is not wholly due to a failure 

of the Monte Carlo to account for pre-EM 1 material correctly. Also, since O.SXo is roughly 
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Figure C.4: Change in percent of total energy in each layer between different 
material estimates, and between data and Monte Carlo. 

, 20-25% of the expected pre-EM1 material, and corresponds to roughly 1cm of steel, it is 

unlikely that the D0GEANT simulation would exclude this much material. 

C.4 Final Calibration Determination 

In order to arrive at a fInal correction with which to calibrate the Monte Carlo EM1 

distributions, the offset was examined separately in the North and South endeap 

calorimeters. While the same sampling fractions are applied in both the North and South, 
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calibration studies the two endcaps have found to by about 2% total 

response, and are separately calibrated v,,",,"uu...,. While the Monte "'<UUfJj,..., was found 

to be consistent between data W EMl distribution peaks were found 

to differ by a statistically significant amount, in different ott!;ets m two.........4 .....1"> 


regions: 0.147 ± 0.013 (North), 0.094 ±0.013 (South). order to the 

calibration of EM! deposition, the cryostats were corrected 

separately. 

This difference was qualitatively checked by separating the Monte Carlo 

photon/jet data photon v<UIURlCH~;;" into and South and the 

purity fitter to attempt to fit the offset separately cryostat. the results of 

(Figure C.5) show the ett(~cts of reduced statistics, a difference can be seen which 

is consistent with a greater offset in the North en<lC2lp than the Note that the 

EMl energy is such a small fraction of the total pn'''rcr" the difference in 

response between two endcaps may, on origin, affect EM1 

significantly. Also, the seems unlikely to caused conversion 

material and there is no eX!Jectect asymmetry in the 1"i""lr"",...f"nr between 

North and South, a slight dItt'erence also to the relative shift. 

completeness, CC W EMl distributions were examined similar detail to the 

and data Carlo were found to by only 0.014 ± 0.005.LU'-i'HLIv 

While this is a small difference compared to EC to maintain a consistent 

calibration method the Monte Carlo was adjusted by this factor, which resulted a 

(- 5%) increase the cross section. 



146 


~ 
(1)
00 0.3 

~ o· 
0.2 

I-

l [~ 

North 

0.1 

0 

l-

I-

e) 
0 0 

0 

0 

i 

? 

-0.1 l-

I I I I I I ~ I 

10 20 30 40 50 60 70 80 

ET(GeV) 

~ 
Q) 

~ 0.3 I- South 
0 

0.2 I

¢ ¢ 
0.1 	 I

0 


? 0 	

0 

o I- ¢ 

-0.1 l-

I I I I I I I I 

10 20 30 40 50 60 70 80 

ET(GeV) 

Figure C.5: Values of EC EM1 offset produced by the purity 
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C.5 Summary 

offset 10g(EMI/E) between "....v ..."" Carlo and w 

electrons been investigated, and was found to a ....u ............... in EMl 

data and Carlo. Also, does not CU.lI.J',"".:;u to be 

incorrect "uuu.....}.}.u,,; of pre-EM1 material in the Monte Carlo. In order to 

calibrate Monte Carlo photons and purity, we 

from the W comparisons a set of additive constants in 

for use in determining the 

1: Additive constants used to "'"U,v" ..."." the Monte 10g(EMlIE) 

Calorimeter log(EMlIE) correction 

CC 0.014 ±0.005 

ECN 0.147 ±0.013 

ECS 0.094 ±0.013 

(multiplicative constants in EMl These were determined seDiarate for 

North, South, and calorimeters C.l), and ULlIJU"',"" to the photon jet 

Monte 10g(EM liE) ,,,,,,,,"uvu 



AppendixD 

Comparison with Run lA Results 

this with the Run inclusive photon analysis [3], the cross section 

was reb inned to match that of [3] and the ratio of lAlIB was formed (Figure 1). In both 

the central and forward regions, the Run results are found to be significantly below 

the Run measurement. It is therefore important to consider the sources 

disagreement. 

D.I Corrections to the IA Analysis 

To investigate this difference, the Run lA analysis was reviewed, and several 

discrepancies were found. the calculated acc:eDtanc:e for the ""',,\..LUX ._,..,.~•• was found 

to be higher in the lA analysis than in the lB. was found to be attributable to the 

cce~Dt:mce. which was found the analysis [16] to be 97.5% compared to the 

updated value (Section 4.2) of 91.7% for ,V...,'eALi'-'''U cuts - a difference of 6%. 
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Figure D.l: Ratio of the Run lA inclusive cr.oss sections to the Run lB results in 
the central (top) and forward (bottom) regions. 



151 


that while the lA vertex was more oII-·celueI than the IB vertex, in should serve 

to lower the acceptance rather than it. It was that the actual cut "'L.UL"'Y 

the analysis was 0 < :::;; 9; however, the acceptance quoted in the lA analysis is 

more with cut 0 < llETA! ~ 10, which had been used in earlier 

Applying the IB acceptance to 1A cross section would 

raise the result and bring it closer to lB. 

Also, since Production varaoase (which stores all run luminosity information) 

has been improved since the IA analysis was completed, the integrated luminosities for 

the triggers and filters used in the lA analysis were recalculated. For the lowest filters, 

new numbers are 3.2% I".,-,...''''''L than those quoted in [3], which is consistent with the 

expected from a re-analysis of the D0 luminosity '"'<,_,.'...,......,,~.UJ.u [39]. The highest 

however, used above - 30 Ge V, was found to be a factor of 2.7% lower than the old, 

implying a 5.9% discrepancy. It was found that luminosity values for a minimum-bias 

filter were for the analysis than those calculated explicitly for photon 

filters, due to Production Database difficulties existing at the Correcting lA 

luminosity would increase the lA cross section above -30 GeV by 2.7%, it 

to the IB 

Another discrepancy is related to the fact that the analysis fit a function to the 

t'''~'''PI''Tporl purity (purity divided by efficiency), rather than simply the purity. 

Though the maxirnUlm value the purity/efficiency quantity is merer·ore approximately 

1.23, the fit was made assuming a maximum of 1.0, as would apply to the purity alone. 

D.2 shows the of refitting the lA central region purity points to allow for the 
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Figure D.2: Effect of refitting the Run 1A central region Purity/Efficiency to allow 
for the proper maximum value at higher ET values . 

. proper maximum; while only the region of ET > 70 Ge V is affected, it is in this region that 

the 1A central cross section was found to deviate below the theory by 20-40%. Refitting 

the purity in the forward region yields no significant change, however, as the forward 

purity/efficiency was lower and therefore less sensitive to the maximum allowed value. 

D.2 Effects of Changes in Background Modeling 

The remaining discrepancies are consistent with the change in the jet background 



lAand analyses, and the statistical improvement in number 

of purity points. In the region, course, the dominant change is the calibration of 

theEMl Monte Carlo data, which was not pe!:tOIme~d in the 

analysis, and therefore causes the lA result to lower than IB result. also 

produces a difference in central region, though 

It is expected nature of PYTHIA co]mpare~d to the single 

particle backgrounds in the lA analysis to increase the purity a given 

sample: messlC~r jets slightly more energy , increasing difference 

background, as well as data background. Since the difference 

between data and the behavior v ..., ........ ,'" the same, this a higher 

In the lA analysis, it was found that the fitter was allowed to compose 

background sample with no restriction on the 11 to ratio, it a much higher fraction 

of 11s than the expected value. This indicated that preferred more complex, 

when to reproduce data, as 11 decay ............... '" include
u 

the nO rt.,..~",1C' almost exclusively to "{Y. 

such as single isolation distributions, 

gave evidence that single particle Monte Carlo did not perfectly approximate jet 

behavior, (along with an increase available processing power) to the generation 

of jets as an improvement for the analysis. 

demonstrate improvement background modeling, a "composite" "'",,",LA..,',,", was 

created by combining the Monte Carlo photon candidates the fractions 

u.'V~"'''''"''-L by the purity, and plotting quantities of (EM fraction, H
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matrix X2, and isolation ET) and comparing to the data distributions. These comparisons 

are presented in Appendix F; one example of interest is the composite isolation ET 

distribution. There is generally good agreement between the Monte Carlo and data; when 

compared to a similar study done in the lA analysis [16], the improvement from the lA 

analysis can be seen. 

In another study [43], the Run IB PYTIllA Monte Carlo was used in place of the Run 

lA single particle Monte Carlo to refit the lA candidate sample and rederive purity points 

in the Cc. Figure D.3 (left) shows the original lA purity points (without the efficiency 

0 .8 0.8 

....··t·········... 
0.60.6 .' 

i//~
0.4 0 .4 

1 '

" 

0.20.2 

o 

6 7 e 910 20 30 40 ~ &0 70&0 100 6 7 8 910 20 30 40 ~ &0 7080 100Er Er 

Figure D.3: Left: Run lA CC purity points and resulting fit (solid line), along with 
the IB CC purity fit (dashed line). Right: lA purity points and fit (solid line) using 
the IB Monte Carlo, along with the lA fit (dashed line, same as solid line on left). 
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correction), with a to these points line) and, for comparison, the IB purity 

'''''.."u'",..... line). D.3 (right) shows the new purity points determined lA 

with IB Monte Carlo, along with the fit (solid line). Note that the rederived 

purity points are 10-20% higher than the result lA IS 

plotted line, for reference). This indicates that the particle Monte \.Lai,,,,".... 

Carlo used in Run IA analysis may underestimated purity, ma 

lower cross section. 

D..3 Conclusions 

In order to the combined of these differences, a correction of 


Run lA cross sections was made applying above factors. estimate the of 


EMl calibration on the data, Run 1 B cross sec:uon was calculated without 


calibration a parantetrization the difference versus ET was employed. The 


L\..,,:>UH..111F, ratio "corrected" lA to IB is shown in only a 

the Run data will provide a more exact comparison, the corrected result the 

result appear consistent. 
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Figure D.4: Ratio of the "corrected" Run 1A inclusive cross sections to the Run 1B 
results in the central (top) and forward (bottom) regions. 
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Purity Fits 


purity fits which by the fit parameter 

the fit purity as the For clarity. statistical errors are not included on 

Monte Carlo points. 
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Figure E.1: CC purity fits for ET bins of 10-12, 12-15, 15-21, and 21-25 Gev. 
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Figure CC purity fits for ET bins of 25-30, 30-33, 33-39, and GeV. 
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Figure E.3: CC purity fits for ET bins of 54-60,60-70, 70-88, and 88-100 Gey. 
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Figure E.4: CC purity fits for the ET bin of 100-150 GeV. 
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Figure E.5: EC purity fits for ET bins of 10-13, 13-21,21-25, and 25-30 GeV. 
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Figure E.6: EC purity fits for ET bins of 30-33,33-39,39-54, and 54-60 GeV. 
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Figure E.7: Ee purity fits for ET bins of 60-75, 75-90, 90-150 Gey. 
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AppendixF 

Monte Carlo Composites 

Following are comparisons of (points) to a composite of Monte photons 

(histogram) combined using the calculated for each bin. are the same as 

for calculation in each 
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Figure F.1: Comparison of data (points) and composite Monte Carlo (histogram) 

EM fraction distributions in the central region. 
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Figure F.2: Comparison of data (points) and composite Monte Carlo (histogram) 


Hmatrix X2 distributions in the central region. 
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Figure F.3: Comparison of data (points) and composite Monte Carlo (histogram) 
isolation ET distributions in the central region. 
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Figure F.4: Comparison of data (points) and composite Monte Carlo (histogram) 

EM fraction distributions in the forward region. 
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Hmatrix X2 distributions in the forward region. 
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