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Abstract

Measurement of the W and Z Boson Production Cross Sections in

p�p Collisions at
p
s = 1:8 TeV with the D� Detector.

by

Peter Matthew Grudberg

Doctor of Philosophy in Physics

University of California at Berkeley

Professor Leroy T. Kerth, Cochair

Dr. Stewart C. Loken, Cochair

This thesis reports on the measurement of theW and Z boson inclusive production

cross sections (�W and �Z) times electronic branching ratios (Br(W ! e�) and

Br(Z ! ee)) in p�p collisions at
p
s = 1:8 TeV. The analysis is based on 12.8 pb�1 of

data taken in the 1992-1993 run by the D� detector at the Fermilab Tevatron collider;

the cross sections were measured to be: �W �Br(W ! e�) = 2:36�0:02�0:07�0:13

nb and �Z � Br(Z ! ee) = 0:218 � 0:008 � 0:008 � 0:012 nb. The �rst error is

statistical, the second error represents the non-luminosity systematic error, and the

third error shows the uncertainty in the luminosity determination. Future prospects

for similar measurements based on larger samples of data are discussed.

Professor Leroy T. Kerth
Dissertation Committee Cochair

Dr. Stewart C. Loken
Dissertation Committee Cochair
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Chapter 1

Introduction and Theory

Scientists have always striven to describe the physical world as fundamentally as

possible, searching for the one set of indivisible particles that make up all matter.

As experiments probed deeper and deeper, many levels of substructure were found:

bulk matter is made up of atoms, atoms are made up of a nucleus and surrounding

electrons, the nucleus is made up of neutrons and protons, and �nally, neutrons and

protons are made up of quarks. In our present understanding, all matter is built from

two classes of particles, quarks and leptons (electron-like particles); these particles

are considered to be fundamental, and there has been no experimental evidence that

clearly suggests that there is a further level of substructure.

There are four known forces in nature: gravity, electromagnetism, the strong force

and the weak force. All the forces are believed to be based on gauge theories, where

the forces operate through the exchange of gauge bosons. Quantum electrodynamics

(QED) was developed in the late 1920's [1], brought about largely by Dirac's famous

paper on the quantization of the electromagnetic �eld [2]. The photon is the gauge

boson for the electromagnetic force; this theory has proved to reproduce experimental

results with unmatched accuracy. The present theory, called the Standard Model,

incorporates the strong and weak forces in addition to electromagnetism; gravity is

excluded. One of the main features of the Standard Model is that electromagnetism
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and the weak force are uni�ed into a single gauge theory. The weak force is carried by

a trio of massive gauge bosons, two charged and one neutral. The gauge theory that

describes the strong force is called quantum chromodynamics (QCD), in which the

force is mediated by an octet of gluons. The discovery of the charged W and neutral

Z bosons at CERN in 1983 [3] [4] was very exciting, con�rming of the validity of the

electroweak theory.

This analysis continues the study of the electroweak theory, based on data taken

by the D� detector at the Tevatron collider located at the Fermi National Acceler-

ator Laboratory (FNAL or Fermilab). The higher center-of-mass energy and larger

integrated luminosities compared to the CERN experiments allowed the collection

of much larger W and Z boson samples, which allow precision measurements that

test the Standard Model. The cross section measurements described here test the

couplings of the weak gauge bosons to both quarks and leptons, as well as probing

the quark distributions in the colliding protons and antiprotons. In addition, due to

higher order QCD corrections to the production ofW and Z bosons, the cross section

measurement is sensitive to the quark-gluon coupling as well.

1.1 The Standard Model

The primary goal of particle theory is to develop a simple, uni�ed description of

all known forces. The Standard Model is the result of many years of work trying to

achieve that goal; it provides a nearly complete theory describing three of the four

known fundamental forces based on the principle of local gauge invariance; gravity is

excluded, since it is far too weak to a�ect particle interactions in an appreciable way,

and also because there are many technical di�culties presented by the formulation

of gravity as a gauge theory. As implied by its name, the Standard Model has

proved almost frustratingly successful in describing all observed processes, despite

two decades of searching for any indication of a problem with the theory.

A full presentation of the Standard Model is beyond the scope of this thesis;
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there are many standard texts that present the material well [5]. Since this analysis

concerns the gauge bosons for the weak force, emphasis is placed on the development

of weak interaction theory, including a brief history. Electromagnetism and strong

interaction theory (QCD) are dealt with brie
y. Finally, some questions that remain

unanswered by the Standard Model are presented.

1.1.1 A Brief History of Weak Interactions

In order to understand the importance of the study of W and Z gauge bosons, it

is instructive to review the history of weak interaction theory and experiment. The

�rst direct experimental observation of a weak decay occurred in 1896, when Henri

Becquerel saw evidence for radioactivity in uranium salts [6], while searching for a

connection between optical 
uorescence and the production of x-rays. In one form of

radioactivity, a neutron decays into a proton (or vice versa) within the nucleus and

emits a beta particle (an electron or positron). After Becquerel's discovery, a lot of

work was done to understand and classify di�erent types of radioactivity, including

Marie Curie's landmark work in developing radiochemistry.

In 1914, Chadwick measured a continuous energy spectrum for the beta decay

electrons, which was inconsistent with the presumed two-body nature of nuclear beta

decay; if energy is conserved, the energy carried o� should exactly match the di�erence

in nuclear binding energy between the parent and decay nuclei, which is �xed for a

given transition. Furthermore, subsequent calorimetric measurements of beta decay

also seemed to defy the conservation of energy. This dilemma was resolved by Pauli,

who proposed that beta decay was not a two-body process at all, but rather that

there was an additional nearly massless particle produced in the decay, which escapes

detection since it reacts at most very weakly with matter. He presented this idea at

the Solvay Congress in 1933 [7]; Fermi was in attendance, and was inspired by Pauli's

hypothesis.

Fermi developed the �rst real theory of weak decays [8], in which he used a four
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particle point-like interaction to describe neutron decay:

n ! p + e� + ��e (1.1)

where ��e, an antineutrino, is the extra particle postulated by Pauli. With this three

body decay, the continuous energy spectrum of the beta electron is easily understood,

as are the calorimetric measurements, since the energy carried o� by the neutrino is

lost.

As the twentieth century progressed, many new particles were discovered, and

new weak interactions were observed. As a result, Fermi's weak Lagrangian had to

be expanded. The most important discovery came in 1957, when parity violation was

observed in the decay of Cobalt nuclei by Wu et al.[9]. Based on this observation and

the results of studying several other weak decays, it was established that the weak

force only couples to left-handed helicity states. The result of these observations was

a generalization of Fermi's theory, named the `V-A law,' in which the weak force is

described by a current-current interaction at a single space point, where the weak

current has a polar vector minus axial vector structure (
�(1� 
5)), which picks out

the proper left-handed helicity state.

The (V-A) form of Fermi's weak Lagrangian did an excellent job describing all

of the observed low energy weak phenomena. However, the theory was known to be


awed, since the calculated matrix elements for several processes violate unitarity

at higher energies, even if higher order processes are included. The theory is not

renormalizable.

In an attempt to �x the unitarity problems, the point-like interaction of the Fermi

theory was modi�ed by the \na��ve intermediate boson hypothesis," in which the

weak force is mediated by charged bosons, which play a role similar to the photon in

quantum electrodynamics. Due to the short range of the weak interactions, these W

bosons must be very massive. Unfortunately, though the high energy behavior of the

theory was improved, the unitarity problem persisted at su�ciently high energies.

The intermediate vector boson hypothesis was a signi�cant step in the right di-
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rection. In time, this piecemeal approach to �xing the problems may have led to a

fully renormalizable self-consistent weak interaction theory; however, such an ad hoc

construction would not carry the same beauty as the current theory, which is cleverly

constructed based on the principle of local gauge invariance.

1.1.2 Local Gauge Invariance: Quantum Electrodynamics

In order to gain a basic understanding of local gauge invariance, it is instructive

to take quantum electrodynamics as an example. The idea of global gauge invariance

is very familiar from electromagnetism, where the vector potential can be modi�ed

by the addition of a gradient of a scalar �eld without a�ecting the physical �elds.

Similarly, in QED, the free-particle Lagrangian is invariant under a U(1) rotation of

the �eld operators; this can be related to the conservation of charge using Noether's

theorem [10].

For local gauge invariance, the QED Lagrangian must remain unchanged under a

position-dependent U(1) rotation:

 (x)!  0(x) � ei�(x) (x) (1.2)

where �(x) is the phase rotation. Since the free Lagrangian contains a derivative, it

is not invariant under such a transformation, due to the non-zero derivative of the

phase. However, the invariance can be restored by modifying the derivatives in the

Lagrangian:

@� ! D� � @� + ieA� (where @� � @

@x�
) (1.3)

where D� is called the covariant derivative, e is the electric charge, and A�, the photon

�eld operator, transforms in the following way under the local gauge transformation:

A� ! A0

� � A� � (1=e)@��(x) (1.4)

When the covariant derivative is substituted into the free Lagrangian, the extra term

that results is just the well known QED minimum interaction:

LI = A�J
� (1.5)



6

The form of the basic interaction in QED can be traced directly to the requirement

of local gauge invariance; speci�cally, the force must act through the exchange of the

appropriate gauge boson, the photon. This general procedure can be applied to other

Lie groups, in order to �nd the appropriate interaction terms and gauge bosons for

other forces.

1.1.3 The Electroweak Uni�cation

A gauge theory combining electromagnetic and weak interactions was �rst pre-

sented by Glashow in 1961 [11]. The �nalized electroweak theory was developed in-

dependently by Salam [12] and Weinberg [13] in 1967. The Glashow-Salam-Weinberg

(GSW) theory is based on the symmetry group SU(2)LxU(1), where the L subscript

indicates that the weak force only acts on left-handed helicity states, as required by

experiment.

The following covariant derivative ensures local gauge invariance with the chosen

symmetry:

D� = @� + igT �W� + i
g0

2
Y B� (1.6)

where W� corresponds to a triplet of gauge �elds W 1
� , W

2
� and W 3

� corresponding to

the SU(2) symmetry, and B� corresponds to a single gauge boson corresponding to

the U(1) symmetry. The ratio of the strength of the electromagnetic interaction to

the strength of the weak interaction de�nes the Weinberg angle: tan �W = g0=g.

The SU(2) symmetry corresponds to \weak isospin"; the isospin operators T are

the well known 2x2 Pauli spin matrices. All left-handed fermions are grouped into

weak isospin doublets:

 =

0
@ �e

e

1
A
L

;

0
@ ��

�

1
A
L

;

0
@ ��

�

1
A
L

;

0
@ u

d0

1
A
L

;

0
@ c

s0

1
A
L

;

0
@ t

b0

1
A
L

(1.7)

where the primes indicate quark generation mixing. The right-handed helicity states

form weak isospin singlets, and do not participate in the weak interaction.
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The U(1) symmetry corresponds to \weak hypercharge" Y, and is closely related

to the U(1) symmetry of quantum electrodynamics. The electric charge can be related

to the weak hypercharge and the third component of the weak isospin by the Gell-

Mann{Nishijima relation [14]:

Q = T3 +
Y

2
(1.8)

suggesting that the photon is formed from a combination of the W 3
� and B� gauge

�elds.

At this point in the formulation, all the gauge bosons are still massless, which

is obviously in violation of experiment. If mass terms are added in by hand, the

local gauge invariance is lost, and the theory is no longer renormalizable. One of

the essential points of the GSW theory is the method used to give the gauge bosons

mass while retaining gauge invariance: spontaneous symmetry breaking and the Higgs

mechanism. A complex scalar doublet is introduced, with the corresponding potential

such that the vacuum is not the ground state; the symmetry of the vacuum is broken

spontaneously. The local gauge invariance outlined above is imposed by introducing

the SU(2)LxU(1) covariant derivatives in the scalar Lagrangian; the result is that three

gauge bosons acquire mass terms, while the fourth remains massless. In addition, the

Higgs mechanism predicts the existence of a massive neutral scalar particle, the Higgs

boson. The Higgs mechanism is also taken to be responsible for the fermion masses,

although the mass terms are added in by hand, with one mass parameter for each

fermion.

The three massive bosons are the now familiar W� and Z bosons responsible for

transmitting the weak force:

W�

� =
1p
2
(W 1

� � iW 2
�) (1.9)

Z0
� = (cos �WW

3
� � sin �WB�) (1.10)

The massless boson is the photon, and is the combination of W 3
� and B� orthogonal

to the Z0:

A� = (sin �WW
3
� + cos �WB�) (1.11)
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The W and Z masses could be predicted by demanding that the Standard Model

reproduce the results based on the Fermi theory; based on the known values of GF ,

e and sin2 �W , the W mass was expected to be roughly 80 GeV/c2, and the Z boson

was expected to be more massive at about 90 GeV/c2.

The Glashow-Salam-Weinberg theory predicts the existence of neutral weak cur-

rents, which had not been observed when the theory was formulated. In 1973, such

interactions were �nally observed at both CERN [15] and FNAL [16] in neutrino scat-

tering experiments. Furthermore, when the electroweak theory was formulated, only

three quarks were thought to exist, and due to Cabibbo mixing [17], there were terms

in the Lagrangian coupling the d and s quarks; in order to explain the low observed

rate of 
avor changing neutral current interactions (such as the decay K+ ! �+���,

in which a �s quark converts into a �d quark and emits a Z0), Glashow, Iliopoulos and

Maiani [18] predicted the existence of a fourth quark, charm. The �rst bound state

of this quark was �rst observed in 1974, roughly simultaneously at SLAC [19] and at

Brookhaven [20]. Final veri�cation of the GSW theory came in 1983, when the W

boson was observed at CERN [3], with the predicted mass. The discovery of the Z

boson followed soon thereafter [4].

The question remained as to whether the GSW theory solves the high energy

problems inherent to the earlier theories. The answer was yes. The electroweak

theory was proved to be renormalizable by 't Hooft in 1971 [21]. One thing to note is

that in order for the theory to be anomaly-free, the total electric charge of all particles

within a generation must add to zero; this required that each generation have two

quarks, one up-type and one down-type, and furthermore, that there be three varieties

or colors of each quark, an idea which had already been postulated to explain the

observed hadron spectroscopy. When the tau lepton was discovered at the Stanford

Linear Accelerator Center (SLAC) in 1975 [22], the renormalizability of the theory

was threatened, until the discovery of the bottom quark at FNAL [23]; the top quark,

bottom's up-type partner, was recently discovered by both FNAL collider experiments

[24] [25]. The existence of the third generation had been foreseen by Kabayashi and
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Particle T T3 Y Q

�e, ��, �� 1/2 1/2 -1 0
eL, �L, �L 1/2 -1/2 -1 -1
eR, �R, �R 0 0 -2 -1
uL, cL, tL 1/2 1/2 1/3 2/3
dL, sL, bL 1/2 -1/2 1/3 -1/3
uR, cR, tR 0 0 4/3 2/3
dR, sR, bR 0 0 -2/3 -1/3

Table 1.1: Lepton and Quark summary: Electroweak Parameters. Note that the
right handed leptons and quarks do not participate in the weak force, so their weak
isospin T is zero; their weak hypercharge Y is determined by the Gell-Mann{Nishijima
relation.

Maskawa in 1973 in their study of quark mixing [26], since three generations are

necessary to account for the CP violation e�ects observed in the neutral kaon system.

Measurements of the Z boson width at LEP rule out a fourth generation [27], so the

quark and lepton spectroscopy is apparently complete; the electroweak properties of

the leptons and quarks are summarized in Table 1.1. The only particle remaining to

be discovered is the Higgs boson, which has become the focus of the next generation

of accelerators and detectors. In summary, the electroweak theory has withstood

all experimental tests to date, and counts as one of the premier achievements of

theoretical physics.

1.1.4 Quantum Chromodynamics

After the successes of local gauge theories in describing the electromagnetic and

weak forces, it was natural to extend the application to the strong force. The current

theory of strong interactions, quantum chromodynamics (QCD), is based upon the

SU(3) symmetry group, where the symmetry is based upon the three quark colors

(hence the `chromo' in the name of the theory). Only quarks participate in strong



10

interactions, since leptons have no color charge. Local gauge invariance for the SU(3)

symmetry requires eight gauge bosons, aptly named gluons. In QCD, the color sym-

metry is not broken, so the gluons remain massless. QCD is combined with the GSW

electroweak theory to form the Standard Model, with an overall gauge symmetry of

SU(3)xSU(2)LxU(1).

The main feature that di�erentiates QCD from the electroweak theory is that

the gluons themselves are colored objects, and participate in the strong force. This

implies that the color �eld interacts with itself; that is, the gluons couple to each

other as well as to quarks. This has several consequences. First of all, physical

particles must be color singlets (no overall color), which explains the absence of

free quarks (quark con�nement), as well as the structure of hadrons: mesons are

made of a quark-antiquark color-anticolor pair; baryons (antibaryons) are made up

of three quarks (antiquarks), one of each color (anticolor). Next, the gluon-gluon

coupling leads to a running strong coupling constant; that is, the coupling strength

is strongly dependent on momentum transfer q2. At low momentum transfer, the

coupling coupling constant is very large and the force is very strong; as q2 increases,

however, the coupling gets continually weaker; this is known as asymptotic freedom,

since at high enough momentum transfer the quarks behave like free particles.

In general, the agreement between QCD and experiment is excellent, although

the comparison is hampered by calculational di�culties. For reactions with little

momentum transfer, the coupling is very strong, and perturbation theory cannot be

used; di�cult and inexact techniques such as gluon resummationmust be used instead

[28]. At high q2, however, the coupling is very weak, and perturbation theory can

be used with success; fortunately, the production of W and Z bosons in p�p collisions

falls into this category, so reliable calculations of the production cross sections exist.
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1.1.5 Unanswered Questions

Despite the great successes of the Standard Model, there are many issues that

are left unanswered. One of the big questions is why there are three generations.

Furthermore, the mechanism behind generation mixing is unexplained, although the

Cabibbo-Kobayashi-Maskawa matrix provides a phenomenological description [26].

Also included in the CKM matrix is a mechanism for producing CP violation, as

observed in the neutral kaon system; the Standard Model provides no real explanation

or motivation beyond the mathematical description.

The Higgs boson has not been discovered, so the elegant symmetry breaking mech-

anism featured in the electroweak theory has not been con�rmed. In addition, there

is no real explanation of the fermion masses; each mass is inserted by hand into the

theory. Why is the top quark so much heavier than the other �ve quarks?

In the Standard Model, the leptons and quarks are considered to be elementary.

With such a large number of elementary particles, it is natural to speculate about the

possibility of a further level of substructure; perhaps leptons and quarks are made up

of common building blocks. In any case, despite the great success of the Standard

Model, the work is far from over.

1.2 W and Z Boson Production and Decay

This experiment measures the product of theW or Z production cross section and

the branching ratio for the subsequent decay into the electron channel; experimentally,

since only the decay products of the W or Z boson are observed, it is impossible to

make separate measurements of the two quantities. In order to make a theoretical

prediction to compare to experiment, it is necessary to calculate the production rate

and the decay branching ratio separately.

The production mechanism for the weak gauge bosons in p�p collisions is the weak

Drell-Yan process, where a quark and an antiquark annihilate to form an on-shell W
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or Z boson, which then decays. Due to the large momentum transfer of the process,

the partons within the colliding protons or antiprotons are essentially free, so the

spectator model can be used, in which the partons not directly involved in the W or

Z boson production subprocess are ignored. The production subprocess is illustrated

in Figure 1.1, which shows the lowest order diagrams as well as the next higher order

in �s, in which the produced boson is accompanied by a quark or gluon jet.

1.2.1 W Boson Production: p�p!W +X

The subprocess cross section for W+ production is given by [29]

�̂(q�q0 !W+) = 2�jVqq0 j2GFp
2
M2

W �(ŝ�M2
W ) (1.12)

where q is an up-type quark, �q0 is a down-type antiquark, Vqq0 is the CKM matrix

element connecting the two quark 
avors, and �nally ŝ = (pq + p�q0)2 is the square of

the center-of-mass energy of the q�q0 system. The cross section for W� production is

the same, except q is then a down-type quark and �q0 is an up-type antiquark.

In order to obtain the total W production cross section from the subprocess cross

section, it is necessary to incorporate the distributions of quarks within the colliding

protons and antiprotons. There are two classes of quarks within the proton: the

valence quarks (uud in the case of the proton) and the sea quarks, consisting of q�q

pairs that are part of the color �eld holding the valence quarks together. In addition,

roughly half of the proton momentum is carried by the gluons in the color �eld. The

quark and gluon distributions as a function of momentum fraction x at q2 =M2
W are

shown in Figure 1.2, based on the CTEQ2M structure function[30]. The invariant

mass of the subprocess is determined by the W boson mass:

ŝ = (x1p1 + x2p2)
2 = x1x2s �M2

W � 80 GeV2 (1.13)

where p1 and p2 are the proton and antiproton momenta, respectively, and x1 and

x2 are the corresponding momentum fractions. At the Tevatron, the center-of-mass



13

W+

u; c

�d; �s

W+

g (jet)

u; c

�d; �s

u; c

g d; s (jet)

W+

Z0

u; d; :::

�u; �d; :::

Z0

g (jet)

u; d; :::

�u; �d; :::

u; d; :::

g u; d; ::: (jet)

Z0

Figure 1.1: W and Z boson production processes
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�(p�p!W +X) = (1.14)

2KW (�s)

3

Z 1

0
dx1

Z 1

0
dx2

X
(q;�q0)

[q1(x1;M
2
W )�q02(x2;M

2
W ) + (q $ �q0)]�̂(q�q0 !W+)

where q(x;M2
W ) and �q0(x;M2

W ) are the quark densities at the speci�ed momentum

fraction and scale, the subscripts 1 and 2 refer to the proton and antiproton respec-

tively, and the sum runs over all (q; �q0) pairs that can form a W+ boson (up-type

quark and down-type antiquark). The factor KW (�s) incorporates QCD corrections,

which have been calculated up to second order by Hamberg, Matsuura and Van Neer-

ven [31]. Note that the antiquark can come from the proton, since the sea quarks

play such a large role. The numerical value for theW production cross section will be

discussed in detail in Chapter 6, where the experimental results are compared with

the theoretical prediction.

1.2.2 W Boson Decay: Br(W ! e�)

The W ! e� decay process is illustrated in Figure 1.3. The branching ratio

Br(W ! e�) is de�ned as the ratio of the electronic decay width to the total decay

width of the W boson:

Br(W ! e�) =
�(W ! e�)

�(W )
: (1.15)

The W boson can either decay leptonically into an electron, muon or tau plus the

corresponding neutrino, or hadronically into a quark-antiquark pair; the W+ decays

are as follows:

W+ ! e+�e; �
+��; �

+�� (1.16)

! u �d; c�s (Cabibbo favored)

! u�s; c �d (Cabibbo suppressed)
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W
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�

Figure 1.3: The W ! e� decay mode.

The W� decays are, of course, just the charge conjugates of the above processes.

Decays into a top quark are not kinematically allowed, and decays involving the

bottom quark have been omitted due to small values of the corresponding elements

of the CKM mixing matrix.

To lowest order, the electronic decay width of the W boson is

�(W ! e�) =
GFM

3
W

6�
p
2
� �0W (1.17)

where the electron is taken to be massless. The other leptonic decay widths are

the same, using the same assumption of massless leptons (the mass corrections are

very small, since the lepton masses are much less than the W boson mass). At

lowest order, the decay width to a quark-antiquark pair is the same as well, with an

additional factor of three to account for the three quark colors, as well as the CKM

matrix factor to account for quark generation mixing:

�(W ! q�q0) = 3jVqq0 j2�0W (1.18)

Using the Cabibbo model, the total hadronic decay width is 3�0W per quark gener-

ation, for a total of 6�0W since W ! t�b is not kinematically allowed. Therefore, to

lowest order, the total W boson decay width is 9�0W , and the electronic branching

ratio is simply 1/9. At higher order, however, the decay widths to quarks and leptons
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di�er slightly; a more detailed calculation of the W decay rates [32] gives

Br(W ! e�) = 0:1084 � 0:0002 (1.19)

where the error results from the variation of �s due to the measurement error on the

W boson mass.

1.2.3 Z Boson Production: p�p! Z +X

The Z boson couples di�erently to up-type quarks and down-type quarks; the

subprocess cross section for Z production in p�p collisions is [29]

�̂(q�q! Z) =
�GFp

2
(1 � 4jQqj sin2 �W + 8Q2

q sin
4 �W )M2

Z�(ŝ�M2
Z) (1.20)

where Qq = 2=3 for up-type quarks and Qq = �1=3 for down-type quarks. The

total production cross section is obtained by incorporating the parton distribution

functions described above; once again, there is a color factor of 1/3 and a K factor

that contains the QCD corrections:

�(p�p! Z +X) = (1.21)

KZ(�s)

3

Z 1

0
dx1

Z 1

0
dx1

X
q

[q1(x1;M
2
Z)�q2(x2;M

2
Z) + (q $ �q)]�̂(q�q! Z)

where the variables are as de�ned above, and the sum runs over all quark 
avors. The

typical momentum fraction of the partons involved in the Z production is x = 0:05,

so once again, the sea quarks make a signi�cant contribution, and the antiquark can

come either from the proton or the antiproton. The numerical value for the total Z

boson production cross section is discussed in Chapter 6.
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1.2.4 Z Boson Decay: Br(Z ! ee)

The Z ! ee decay process is shown in Figure 1.4. The electronic branching ratio

of the Z boson is calculated as follows:

Br(Z ! ee) =
�(Z ! ee)

�(Z)
(1.22)

Unlike the case for the W boson, the strength of the coupling to the Z boson (and

therefore the decay width itself) depends on the nature of the decay particles. The

�rst order partial decay widths into leptons and quarks are as follows, where the

decay products are taken to be massless and the extra factor of three in �(Z ! q�q)

is a color factor:

�(Z ! ``) = 8[(g`V )
2 + (g`A)

2]�0Z (1.23)

�(Z ! q�q) = 24[(gqV )
2 + (gqA)

2]�0Z (1.24)

where

�0Z =
GFM

3
Z

12�
p
2

(1.25)

and gV and gA are the vector and axial vector coupling strengths, respectively, which

are functions of the weak isospin and electric charge of the fermion:

gfV =
1

2
T f
3 �Qf sin2 �W ; gfA = �1

2
T f
3 (1.26)

Taking advantage of the fact that jT f
3 j = 1=2 for the quarks and leptons that couple

to the Z boson,

(gfV )
2 + (gfA)

2 =
1

8
(1 � 4jQf j sin2 �W + 8(Qf )2 sin4 �W ) (1.27)

Calculation of the partial decay widths for all possible Z boson decays is now straight-

forward; the results are shown in Table 1.2. Adding up all the possible decays, the

total decay width is

�(Z) = �0Z(21 � 40 sin2 �W +
160

3
sin4 �W ) (1.28)
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Figure 1.4: The Z ! ee decay mode.

Using MZ = 91:19 GeV [33], MW = 80:23 GeV [34] and sin2 �W = 1 �M2
W=M

2
Z =

0:2259, the total decay width is �(Z) = 2:436 GeV to �rst order. The electronic

branching ratio is

Br(Z ! ee) =
1 � 4 sin2 �W + 8 sin4 �W

21� 40 sin2 �W + 160
3 sin4 �W

= 0:0344 (1.29)

Since the higher order corrections for the hadronic decay modes are di�erent than

those for the leptonic decays, a more detailed calculation would produce a slightly

di�erent value for the branching ratio. However, for this analysis, the LEP precision

measurement of Br(Z ! ``) [33] is used instead of a higher order calculation when

comparing experiment and theoretical prediction:

Br(Z ! ``)LEP = 0:03367 � 0:00006 (1.30)

The numerical prediction for �(p�p ! Z) � Br(Z ! ee) is presented in detail in

Chapter 6.

1.3 The Cross Section Measurement

The basic principle of the cross section measurement is very simple: just count the

number of W ! e� and Z ! ee events, and divide by the integrated luminosity to

get the cross section. This simple statement hides the many details that go into the
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Decay Partial Width (�0Z = GFM
3
Z=12�

p
2) Value (GeV)

Z ! ``; ` = e; �; � �0Z(1� 4 sin2 �W + 8 sin4 �W ) 0.084
Z ! �`�`; �` = �e; ��; �� �0Z 0.166
Z ! U �U ; U = u; c (not t) 3�0Z(1� 8

3
sin2 �W + 32

9
sin4 �W ) 0.288

Z ! D �D; D = d; s; b 3�0Z(1� 4
3 sin

2 �W + 8
9 sin

4 �W ) 0.370

Total Width �(Z) �0Z(21 � 40 sin2 �W + 160
3
sin4 �W ) 2.436

Table 1.2: Summary of Z boson decay widths, to �rst order. All decay products
are assumed massless; the decay Z ! t�t is not kinematically allowed, and is not
included in the total decay width. The numerical values are based on MZ = 91:19
GeV, MW = 80:23 GeV and sin2 �W = 1�M2

W =M
2
Z = 0:2259.

measurement, such as how the W and Z boson events are identi�ed, the e�ciency

and acceptance of the selection cuts, and how much background is in the sample;

each of these points require detailed analysis. In addition, the measurement of the

integrated luminosity involves further detailed analysis.

Despite the relatively small branching ratio, the electronic decay modes provide

the best signature for identifying W and Z bosons. Requiring two high transverse

momentum leptons (either two electrons for the Z, or one electron and a neutrino

for the W , where the neutrino is identi�ed by an imbalance in the transverse energy)

keeps the background at a very low level; the hadronic decay modes, on the other

hand, despite the large branching ratio, are nearly impossible to separate from the

background. Selecting W ! e� and Z ! ee events takes advantage of the excellent

electron identi�cation provided by the D� detector, as well as the good missing

transverse energy resolution due to the compact design of the calorimetry.

Once the raw number of signal events has been determined, the background con-

tamination must then be determined and subtracted from the total, giving the esti-

mated number of realW or Z events in the sample. This number is then corrected for

the selection e�ciencies and the kinematic and �ducial acceptances to get the total

number of W ! e� and Z ! ee events produced during all active data collection.
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To convert the number of W or Z events to a cross section, it is necessary to know

the integrated luminosity for the active data-taking. The luminosity is measured using

two sets of counters mounted in either endcap region of the detector; all events used

in this analysis require both counter arrays to �re in coincidence. The coincidence

rate is directly proportional to the instantaneous luminosity (with small corrections

at high luminosity for crossings with multiple interactions), so the total number of

coincidences in the physics sample, combined with the total p�p cross section seen by

the counters, gives a measure of the total integrated luminosity.

All the details of the cross section analysis are given in the chapters which fol-

low. Chapter 2 describes the D� detector, which makes the measurement possible.

Chapter 3 describes the data reconstruction, which decodes the raw detector data

to �nd physics objects, like electrons and jets. The selection of W and Z events is

described in Chapter 4, along with the associated measurements of the acceptance,

selection e�ciency and background. Chapter 5 presents the details of determining

the integrated luminosity. Finally, the cross section results are given in Chapter 6,

and compared with theoretical predictions.
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Chapter 2

The Detector

A thorough understanding of the detector is necessary in order to do any physics

with the data collected at D�. The D� detector is a very large, complex system, made

up of a large number of sub-detectors which work together to provide an electronic

\picture" of the interesting p�p collisions that occur deep within the apparatus. This

chapter presents su�cient detail to understand the analysis presented in subsequent

chapters; a more complete description can be found elsewhere [35].

2.1 General Overview

Before getting into the details of the D� detector, it is instructive to look at

the principles that guide the basic design of collider detectors. In addition, a brief

overview of the Tevatron accelerator is presented. Finally, there is a description of

the coordinate system used to de�ne position within the D� detector.

2.1.1 General Collider Detector Design

Because of the enormous expense of large-scale collider detectors, they are designed

to be general purpose, covering as wide a range of physics topics as possible, instead

of being optimized for a single physics search. There is no one detector system that
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is capable of fully measuring the wide range of particles produced by the high energy

p�p collisions; instead, several detector subsystems work together to characterize an

event.

The design goals are driven by the types of physics to be studied. The collider

detectors built to date have concentrated on four basic areas: electroweak physics,

heavy quark physics, QCD, and new physics (\beyond the Standard Model"). For

such studies, it is necessary to have good particle identi�cation { high transverse mo-

mentum leptons for electroweak physics and top searches, soft lepton identi�cation to

tag b quark decays within jets, jet identi�cation and reconstruction for QCD physics

and top quark mass measurements, and �nally identi�cation of non-interacting par-

ticles (neutrinos) by measuring an imbalance in the transverse energy for electroweak

and top quark physics, as well as for new physics.

Although there is quite a bit of variation between the hadron collider detectors

built to date, they are all built within a similar basic theme. The various detector

subsystems are nested about the central interaction point. Charged-particle tracking

systems are located as close to the interaction point as possible, in order to minimize

multiple scattering as well as to maximize the precision for �nding the event vertex

(or vertices). Often (but not always!), there is a central magnetic �eld to allow for

momentummeasurement by measuring curvature of the charged-particle tracks. The

calorimetry (or energy measuring) systems are typically located right outside the

tracking volume, so that there is as little material in front of them as possible, to

minimize particle conversions before they can be measured. The calorimeters cover

as much of the solid angle as possible, so as to miss as little energy as possible; in

addition, they are designed to incorporate as much material as possible, so that all

the energy is contained (and therefore measured). Finally, the muon systems are

typically located outside of the calorimeter, taking advantage of the large mass of the

calorimeter to �lter out all particles but the highly penetrating muons.

The D� detector follows the general design outlined above. There is no central

magnetic �eld, which allows for a very compact, relatively simple central tracking sys-
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tem. Surrounding the tracking, there is a massive, uranium-liquid argon calorimeter,

contained in three cryostats. Since there is no central magnetic �eld (and therefore

no magnet), the calorimeter is very compact, minimizing the number of cracks and

uninstrumented volume. Finally, outside the calorimeter cryostats, the muon system

consists of three measuring planes, with a toroidal magnet between the �rst and sec-

ond plane to allow for momentummeasurement and charge determination. The parts

of the detector used for this analysis are described in more detail in the following sec-

tions; notable omissions are the Muon System and the Transition Radiation Detector

(part of the Central Detector). An isometric view of the D� detector is shown in

Figure 2.1.

2.1.2 Tevatron Basics

Production of high energy collisions at the center of the collider detectors at FNAL

is a very complicated process, involving several di�erent accelerators. A good overview

of the Tevatron collider operation can be found elsewhere [36]; only the bare basics

are presented here.

The Tevatron itself is at present the highest-energy collider in the world, produc-

ing p�p collisions at a center of mass energy of 1.8 TeV (a 2.0 TeV center of mass

energy has been achieved during accelerator testing, but has not been used for any

physics running). The Tevatron is a synchrotron based on powerful superconducting

magnets, built in a circular tunnel with a radius of approximately 1 kilometer. It

was originally used as a source of �xed-target proton beams in 1983, with the �rst

collider engineering run coming in 1985 after the antiproton source was completed.

This analysis is based on Run 1A, which lasted roughly a year, starting in May, 1992.

A series of accelerators is used to bring the protons and antiprotons up to the

their �nal energy of nearly 1 TeV; see Figure 2.2 for an overview of the Fermilab

accelerators. Negative hydrogen ions are accelerated through a 750 kV potential by

an electrostatic column powered by a Cockroft-Walton generator, and then injected
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Figure 2.1: An isometric view of the D� detector.
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into the Linac, where they are accelerated to 200 MeV by a series of radio-frequency

(RF) cavities, and injected into the Booster synchrotron. The electrons are stripped

from the hydrogen ions as part of the injection process, and the bare protons are

accelerated to 8 GeV, then injected into the Main Ring.

The Main Ring shares the main tunnel with the Tevatron; it was originally used

as a source of 400 GeV protons for �xed-target experiments. For collider operation, it

serves two basic purposes. Most of the time, the Main Ring is used as a source of 120

GeV protons for use in antiproton production. In addition, the Main Ring is used to

accelerate protons or antiprotons to 150 GeV, prior to injection into the Tevatron.

In order to maximize the potential luminosity, antiprotons are produced nearly

all of the time, even during physics running. Protons are accelerated to 120 GeV by

the Main Ring, then extracted onto a nickel target. Antiprotons with an energy of 8

GeV are collected from the collision debris and steered into the Debuncher, which is

a roughly triangular storage ring adjacent to the Tevatron tunnel. In the Debuncher,

the antiprotons are cooled to minimize the momentum spread and the beam size, and

the Main Ring bunch structure is removed, so that the antiprotons are in one long

bunch, with a small gap to ease extraction. The antiprotons are then extracted into

the Accumulator, another storage ring, that shares the tunnel with the Debuncher.

The antiprotons are stored in the accumulator until they are needed for injection

into the Tevatron; while being stored, additional beam cooling is applied, so as to

maximize extraction e�ciency.

When a su�cient number of antiprotons have been accumulated, a Tevatron store

can be initiated. During collider operation, the Tevatron operates with six proton

bunches and six antiproton bunches. To �ll the Tevatron, the proton bunches are

injected one by one from the Main Ring into the Tevatron at an energy of 150 GeV;

then six antiproton bunches are extracted one at a time from the Accumulator into

the Main Ring, accelerated to 150 GeV, and then injected into the Tevatron. For

Run 1A, each proton bunch contained about 100�109 particles, while the antiproton

bunches were smaller, with roughly 50� 109 particles. The bunch length was 50 cm.
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Figure 2.2: A schematic overview of the accelerators used for collider operation at
Fermilab; the drawing is not to scale. Note that the Main Ring and the Tevatron
share the same tunnel, and are at the same radius.
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Once all the bunches are injected, the energy of the protons and antiprotons is ramped

to the operating energy of 900 GeV. Finally, to maximize the luminosity, special low-

beta quadrupoles are energized at the two interaction regions to squeeze the lateral

beam size to roughly 40 �m. At this point, physics data can be taken; during the

store, proton and antiproton bunches cross within the D� detector roughly every 3.5

�sec. Barring problems, the store luminosity decays very slowly, typically lasting ten

hours or more, during which time the Main Ring is in use making antiprotons for the

next store. During Run 1A, when the Tevatron was running at its best, an integrated

luminosity of roughly 1 pb�1 was delivered to the detectors in one week.

2.1.3 Coordinate System

D� uses a right handed coordinate system, where the positive z direction is de-

�ned by the proton rotation direction (clockwise), the positive x direction points

horizontally outward from the center of the ring, and positive y is straight up. Typi-

cal de�nitions for azimuthal and polar angles are used: � = 0 points along the x-axis,

and � = 0 points in the positive z direction. Instead of using � to describe a direction

within the detector, however, a variable called pseudorapidity (�) is used instead:

� = � ln

 
tan

�

2

!
(2.1)

The bene�t of using � to describe the polar angle is that the di�erential cross section

distribution @�=@� is approximately Lorentz invariant, as long as the mass of the

system under study is small.

2.2 Central Tracking System

The D� central tracking system consists of four drift chambers to track charged

particles, as well as a transition radiation detector to aid in electron identi�cation.

Since there is no central magnetic �eld and the tracking is not used for momentum
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determination (which bene�ts from a long lever arm), the system can be very com-

pact. In the absence of a magnetic �eld, the tracks are straight (except for multiple

scattering), which eases the job of �nding and �tting tracks; track multiplicity can be

a problem, however, since low momentum tracks are not swept away by a magnetic

�eld.

There are two drift chambers covering the central rapidity region; the Vertex

Chamber (VTX) immediately surrounds the Beryllium beam-pipe, and the Central

Drift Chamber (CDC) is located just inside the central calorimeter cryostat. On

either end of the central detector volume, Forward Drift Chambers (FDCs) perform

the tracking for the forward and backward regions surrounding the beam-pipe. The

gap between the VTX and the CDC is �lled by the Transition Radiation Detector

(TRD), which is not used in this analysis.

2.2.1 Drift Chamber Basics

The standard reference for drift chamber operation is an excellent review article

by Sauli [37]; only the basics are presented here. Despite di�erences in detail, all of

the D� drift chambers work on the same fundamental principles.

The active volume of a drift chamber is �lled with gas; the choice of gas plays

an important role in the performance of the detector. As a charged particle moves

through the drift chamber gas, it creates electron-ion pairs via Coulomb interactions.

The number of ionizations depends on the type of gas; for typical drift chamber

gases at atmospheric pressure, roughly 100 electron-ion pairs per cm of particle track

length are produced. In addition, the amount of ionization depends quadratically

on the charge of the traversing particle, so a particle with charge 2e would create

four times the ionization of a singly-charged particle. More relevantly, two colinear

particles each with an absolute charge e would create twice the ionization; this can

be used to indicate possible photon to electron pair conversions.

After the electron-ion pairs are created, the electrons are drifted in an electric �eld
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to a set of anode or sense wires. The sense wires are very �ne, with typical diameters

of 20 to 25 �m; the electric �eld surrounding these wires is very strong, causing an

avalanche of ionization when the drifted electrons reach the anodes, resulting in a

very high gas gain and a clearly detectable signal induced on the wire.

The position of the particle track in the chamber is determined by measuring the

drift time of the ionized electron to the sense wire (the di�erence between the time

the particle traversed the chamber and the time the electron reached the sense wire),

and converting that time to a drift distance. The time to distance relation depends

on both the electrostatic con�guration of the chamber (that is, the strength of the

electric �eld as a function of position), and the type of gas used in the chamber.

For D�, the chamber geometry and gas choice was constrained by the 3.5 �sec time

interval between bunch crossings; to reliably reconstruct an event, all of the ionized

electrons must drift to the sense wires before the next beam crossing.

The drift �eld itself is created by applying appropriate voltages to a set of electrode

wires or strips. The �eld shaping wires are much thicker than the sense wires, so the

surrounding �eld is not high enough to cause ampli�cation. Of particular importance

are the �eld shaping wires near the anodes, which help focus the �eld lines onto the

sense wires, as well as minimizing cross-talk between adjacent anodes. The electric

�eld in the sensitive volume is made as uniform as possible, to minimize the variation

of the drift velocity.

The choice of gas has a large e�ect on the performance of a drift chamber. In order

for the drift chamber to work at all, the gas must not contain any highly electroneg-

ative components, or else the ionized electrons would quickly be recaptured before

reaching the anode. Most drift chamber gases operate in saturated mode, in which

the electron drift velocity is largely independent of electric �eld strength. Typical

drift velocities for saturated drift chamber gases at atmospheric pressure range from

about 10 to 50 �m/ns. However, some drift chambers, like the VTX, operate using

an unsaturated gas, in which the drift velocity is roughly directly proportional to the

electric �eld strength. The bene�t of this approach is that lower drift velocities and
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lower gas di�usion is possible, allowing for better position resolution (the position

resolution is primarily determined by the drift time resolution; for a �xed time reso-

lution, the position resolution is better for smaller drift velocities). There are several

disadvantages, however. Since the drift velocity depends on the �eld strength, it is

sensitive to any irregularities in the �eld. Due primarily to the details of the �eld

shape immediately surrounding the sense wires, the time to distance conversion is

not purely linear, and usually must be determined empirically. In addition, there can

be a fairly large variation in drift time from a given particle track to a given sense

wire, depending on where in the sense wire cell the ionization occurs; this can lead to

broader pulses, and potentially degrade the two track resolution of the chamber. All

in all, the choice of gas is one of the most critical design decisions involved in building

a drift chamber. The design speci�cs for all of the D� drift chambers are described

brie
y below.

2.2.2 Vertex Detector (VTX)

The Vertex Detector [38] is the innermost tracking detector, immediately sur-

rounding the Beryllium beam-pipe, extending from an inner radius of about 3 cm to

an outer radius of nearly 17 cm. The chamber is separated into three mechanically in-

dependent layers, each built on a thin carbon �ber tube which de�nes the inner radius

of that layer. The sense and �eld shaping wires are strung between G-10 bulkheads;

another G-10 bulkhead outside the wire bulkheads forms the gas seal. Titanium tie-

rods between the bulkheads transfer the wire tension from the wire bulkhead to the

inner radius of the gas bulkhead (and ultimately to the carbon �ber tube). The high

voltage distribution system occupies the volume between the bulkheads; the signal

preampli�ers are mounted outside the gas bulkhead, but inside the end-plate of the

detector. The three layers of the VTX are concentric and mounted one inside the

other; the outer wall of the gas volume for a given layer is de�ned by the inner surface

of the carbon �ber tube of the next layer outward. A fourth tube is used to enclose
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Figure 2.3: Plan view of the end of the VTX, showing the arrangement of the
bulkheads separating the active region, the high voltage distribution region, and the
plumbing/readout electronics region.

the outermost layer, and de�nes the outer surface of the entire VTX detector. The

active volume for the innermost layer (layer �) is roughly 97 cm long, positioned

symmetrically around the nominal interaction at z = 0; the active volume lengths of

layers 1 and 2 are roughly 107 cm and 117 cm respectively. A plan view of the VTX

is shown in Figure 2.3.

The VTX uses a jet cell geometry for the drift cells, in which the sense wires are

arranged in planes parallel to the trajectories of particles coming from the interaction

vertex, and the drift direction is azimuthal (so that measuring the drift distance

measures the particle track azimuth). The VTX layers are split into individual cells,

distributed azimuthally; layer 0 has 16 sectors, while the outer two layers each have

32 sectors. Each sector has eight sense wires; a track passing through all three layers

could therefore result in 24 position measurements. The sense wires are staggered
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by �100 �m within the cell, to help in resolving the left-right ambiguity (the sense

wires are in the middle of the cell; electrons can drift in from either direction). In

addition, the sense planes are staggered between layers, to further resolve the left-

right ambiguity, as well as to minimize the overlap of the low performance regions

surrounding the cathode and sense planes. The sense wires are 25 �m NiCoTin

[39]. NiCoTin is resistive, with a resistivity of 1.8 k
=m; signals from both ends of

the wires are read out, and the z coordinate of each hit is determined using charge

division. The sense wires are operated at positive high voltage; there is a plane of

grid wires at ground on either side of the sense plane, which help focus the �eld lines

onto the sense wires. The drift �eld is created by �ne �eld wires at the inner and

outer boundaries of the cell, as well as by a plane of cathode wires which form the

boundary between adjacent cells. The grid, �ne �eld and cathode wires are all 152

�m gold-plated aluminum. Additional coarse �eld shaping is provided by aluminum

traces on kapton sheets that are laminated to the inner and outer surfaces of the

carbon �ber tubes. The layout of the VTX drift cells can be seen in Figure 2.4.

The gas used in the VTX is a mixture of CO2 (95 %) and ethane (5 %), with a small

admixture of water vapor which helps control discharge. As mentioned above, the

gas is run in unsaturated mode, allowing very good spatial resolution and pulse-pair

separation. The drift velocity in the VTX was about 7.3 �m/ns, corresponding to a

drift �eld of roughly 1 kV/cm. Since the drift velocity varies with �eld strength, care

was taken to determine the proper time to distance relation, which was based on test

beam data [40], and corrected for environmental e�ects (variations in pressure and

temperature) based on studies using data from a test cell (the VTX canary) which

monitored the gas quality. The gas gain was roughly 4 � 104; the pulse amplitudes

were also corrected for environmental e�ects.

Due to the low drift velocity in the unsaturated gas, the spatial resolution in the

drift direction is very good, ranging from about 40 �m to 60 �m for hits in the bulk

drift region of the chamber (the resolution degrades in the regions surrounding the

anode and cathode wires, where the electric �eld strength varies rapidly). The hit-
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Figure 2.4: End view (r��) of one quadrant of the VTX, showing the arrangement
of the sense wires and �eld shaping electrodes.
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�nding e�ciency is about 98 % at the chosen gas gain. Pulse pair resolution is also

very good; based on o�-line superposition of test beam data, two hits separated by

630 nm (in the drift direction) can be resolved with 90 % e�ciency. The spatial reso-

lution along the VTX wires for isolated hits is about 1.5 cm; unfortunately, the high

occupancy in the VTX causes a lot of overlapping hits, and the z determination using

charge division su�ers, both in resolution and in e�ciency (many hits are measured

well in r� � but have no z information). As a result, the three dimensional tracking

e�ciency is very low, and few Central Detector tracks incorporate VTX information.

2.2.3 Central Drift Chamber (CDC)

The Central Drift Chamber [41] performs the bulk of the tracking duties in the

central region of the detector. It is located just inside the inner surface of the central

calorimeter, extending in radius from roughly 50 cm to 75 cm. The CDC is 180

cm long, centered around the nominal interaction point, so charged-particle tracking

is performed for eta values j�j � 1:2. The chamber is constructed of 32 modules,

contained in a cylinder made up of a thin carbon �ber tube at the inner radius and

an aluminum cylinder with 0.95 cm walls at the outer radius, which serves as the

support for the entire Central Detector. Aluminum end-plates hold the wire tension.

The modules are constructed of Rohacell foam, which is covered with epoxy-laden

Kevlar and then laminated with a layer of Kapton. The readout electronics and high

voltage distribution are mounted on the aluminum end-plates.

Like the VTX, the CDC uses jet cell geometry, with four layers. There are seven

30 �m gold-plated tungsten sense wires per cell, which are staggered in � by � 200 �m

in order to resolve the left-right ambiguity. In addition, the cells in alternate layers

are rotated by one half cell width, in order to further aid pattern recognition. Grooves

are cut into the module walls, radially just inside and outside the sense wire plane

to hold inductive delay lines, which provide two z measurements per cell. Signals are

induced on the delay lines by the adjacent sense wire; both ends of the delay line
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Figure 2.5: End view (r��) of three modules of the CDC, showing the sense wires,
�eld shaping wires, delay lines in the cell walls, and the modular construction.

are read out, and the time of the signals compared to the time of the anode signal

give the position of the hit along the delay line, using the known propagation velocity

along the delay line (about 2.35 mm/ns). The �eld shaping is performed by resistive

ink electrodes silk-screened onto the Kapton module walls. In addition, there are

pairs of 125 �m CuBe wires between the inner sense wires that focus the �eld around

the anodes and reduce cross-talk, in order to further reduce cross-talk and minimize

the signal induced on the delay lines by inner sense wires. The CDC cell structure is

shown in Figure 2.5.

The chamber is operated with a mixture of Ar (92.5 %), CH4 (4 %), CO2 (3 %),

with a small (0.5 %) fraction of water to help control discharge. The gas is run in

saturated mode, with a drift �eld of 620 V/cm, which corresponds to a drift velocity

of 34 �m/ns. The gas gain for the inner sense wires is 2� 104; the outer sense wires

are run at a higher gas gain of 6� 104, in order to induce larger signals on the delay

lines.
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The spatial resolution in the drift direction is typically 175 �m for the bulk drift

region [42], ranging from less than 150 �m for small drift distances to roughly 200

�m for the maximum drift distance of 7 cm; the resolution degrades signi�cantly

very near the anode wires. The hit-�nding e�ciency at the operating gas gain is

greater than 95 %. Along the z direction, the delay lines measure hit positions with

a resolution of 3 mm. Since the CDC is well removed from the interaction point,

the occupancy rate is reasonable, and a high e�ciency of roughly 90 % is attained

for isolated charged tracks. Finally, dE=dx information can be used to reject two

overlapped charged tracks; rejections of greater than 75 are achieved while retaining

98 % e�ciency for single tracks.

2.2.4 Forward Drift Chambers (FDC)

There are two identical Forward Drift Chambers [43], which perform tracking in

the high eta regions, covering the eta ranges �3:1 < � < �1:5 and 1:5 < � < 3:1.

The chambers extend in radius from 11 to 61 cm, and in jzj from 105 to 135 cm.

Each FDC consists of three separate chambers: one � chamber sandwiched between

two � chambers. The � chambers are each separated into 36 azimuthal sectors; the

� chambers are made up of four independent quadrants, each of which contains six

layers, arranged radially. The inner � chamber is rotated by �=4 with respect to the

outer chamber to aid in pattern recognition; see Figure 2.6 for a schematic view of

one FDC chamber. The � chamber construction involves G-10 cell walls and Kevlar-

coated Nomex honeycomb for the front and back surfaces. The � chambers use cell

walls of Nomex honeycomb coated with aluminum foil, with Kevlar-coated Rohacell

for the front and back surfaces.

Each of the � chamber cells contains sixteen 30 �m gold-plated tungsten sense

wires, strung radially. The sense wires are staggered by �200�m to help in resolving

the left-right ambiguity. There is a single grounded guard wire between each of the

sense wires. Like the CDC, the �eld shaping is done using conductive strips on the
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Figure 2.6: An isometric view of one FDC chamber, showing two � modules sur-
rounding one � module.
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cell walls { aluminum strips are etched onto the G-10 cell walls, and Kapton with

copper traces is laminated to the front and back surfaces. There is no provision

for measuring the track coordinate along the sense wire, so the � chamber provides

azimuthal information only.

Each of the � chamber cells contains eight 30 �m gold-plated tungsten sense wires,

staggered by �200�m. In the three inner cells of each � quadrant, the sense wires are

located at one edge of the cell, so the electrons drift in only one direction, and there

is no left-right ambiguity. There are two grounded guard wires between adjacent

anodes. Copper traces on Kapton laminated to the front and back surfaces of the

cells are used to shape the drift �eld. In each � cell, there is one delay line (identical

to the CDC delay lines) used to measure the track position along the wire (essentially,

a measurement of azimuth, which aids in matching the � chamber track segments to

the � chamber segments.).

The FDC chambers use the same gas mixture as the CDC (in fact, the gas comes

from the same supply). The drift �eld is roughly 1 kV/cm, resulting in drift velocities

of roughly 37 �m/ns in the � cells and 40 �m/ns in the � chambers. The maximum

drift time is about 1.5 �sec, well within the time separating two consecutive bunch

crossings.

The drift-distance resolution in the � chambers is roughly 200 �m [44]; the corre-

sponding resolution in the � chambers is roughly 300 �m. The hit-�nding e�ciency

is greater than 95 % for the selected operating conditions. Pulse-pair resolution is

good; two hits separated by 2 mm in the drift direction can be resolved with 90 %

e�ciency. The resolution along the delay lines in the � chambers is 4 mm. Finally,

the e�ciency for �nding isolated charged tracks is roughly 85 %.

2.2.5 Tracking Detector Readout

The readout of all the D� tracking chambers is similar. First, signals from the

wires or delay lines are fed into charge-sensitive preampli�ers, mounted on the detector
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itself. The output of these ampli�ers goes into shaping ampli�ers mounted in racks

below the detector. The output of the shaping ampli�ers is carried on cables over the

shielding wall to the counting house, where the signals are digitized, and eventually

read into the online computer and stored on tape.

The drift chamber preampli�ers (for both the sense wires and the delay lines)

are based on the Fujitsu MB43458 common base preampli�er [45]. This preampli�er

has a gain of 0.3 mV/fC, and an input noise of 2300 electrons for a typical detector

capacitance of 10 pF. Two four channel surface mount packages are mounted on a

ceramic hybrid to make a compact eight channel package, complete with provision

for charge injection for calibration and testing.

The output signals of the preampli�ers are carried via coaxial cables to shaping

ampli�ers mounted in racks in the platform beneath the detector. The shaping am-

pli�er applies frequency dependent gain to the signals, to optimize the hit-�nding

e�ciency and pulse pair resolution, as well as maintaining good resolution for mea-

suring the total charge deposition, for determining dE=dx. The shaping ampli�ers

also compensate for the e�ects of the long cables on the detector signals. The compo-

nents which determine the shaping response are mounted on a separate header (one

channel per header), so that the response can easily be tuned for each detector.

The signals from the shapers are carried on coaxial cables over the shielding wall

to the Movable Counting House (MCH), where they are digitized. The signals go

through three basic stages in the digitization process. First, the signals go through

an analog circuit, where gain and pedestal corrections are made, and a bilinear gain is

applied, in which the gain for very large signals is about a factor of 8.5 lower than the

gain for small signals. This extends the dynamic range of the system by more than a

factor of three, and improves the measurement of dE=dx considerably. The output of

the bilinear ampli�ers are 
ash-digitized at 106 MHz using a SONY CX20116 Flash

Analogue-to-digital converter (FADC), which o�ers eight-bit resolution; the digitized

output is stored in memory, pending a trigger decision. It is impossible to read out

all the FADC data, due to the sheer volume; therefore, hardware zero suppression
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is applied to the digitized data. The zero suppression is performed by a custom

application speci�c integrated circuit (ASIC), designed at Fermilab [46]. The chip

operates at 26.5 MHz on four time slices at a time, so the zero suppression keeps

up with the digitization. The raw FADC values and the �rst di�erences between

consecutive FADC bins are used to identify leading and trailing edges of pulses,

based on a few simple and e�cient algorithms [47]. The thresholds are determined

by programmable registers, so each individual channel can have its own thresholds,

which allows for variations in pedestal, gain and noise. The zero-suppressed FADC

data are stored in memory, and are transferred to the trigger computers for software

trigger processing and event building if all hardware triggers are satis�ed.

2.3 Calorimeter System

Calorimetry forms the backbone of the D� detector, since it provides the only

energy measurement for all particles except for muons, and it forms the basis for

nearly all particle identi�cation. Since there is no central magnetic �eld (and therefore

no bulky magnet), the calorimeter system could be made very compact, with as few

cracks and dead regions as possible. The calorimeter was also designed to have as

uniform response as possible over the entire eta coverage.

2.3.1 Calorimeter Basics

A calorimeter measures the energy of incident particles [48]. To do this, the

particle is stopped in the calorimeter material, and the energy of the resultant shower

is measured. In order to make a good measurement of the energy, there must be

enough material in the calorimeter to fully contain the shower, since any energy that

escapes the calorimeter is not measured. In addition, there must be some way of

actually measuring the deposited energy. In order to build a compact calorimeter

with excellent energy containment, D� chose to use a sampling calorimeter, using
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uranium as the primary absorber material.

In a sampling calorimeter, not all the material is active, so not all the energy is

actually measured. Very dense material is used to provide the necessary thickness

to stop the incident particles; this dense material is not active, however. The active

material is sandwiched between dense absorber plates to sample the energy of the

particle showers; usually, the energy is measured by means of measuring the ionization

produced by the charged particles in the shower. The portion of energy that is actually

measured by the calorimeter is called the sampling fraction.

The energy measurement clearly depends on how many charged particles are pro-

duced in a shower, and how many ionization electrons are produced in the active

medium. There is no special reason that all types of particles would produce the

same sorts of showers. Aside from neutrinos and muons which interact very little

or not at all in the calorimeter, particle showers can be classi�ed into two types:

electromagnetic and hadronic.

Electrons and photons produce electromagnetic showers. For high energy elec-

trons, the dominant energy loss is through bremsstrahlung radiation of photons. For

energetic photons, electron-positron pair production is the dominant mode of energy

loss. In a dense medium such as the calorimeter, the cross section for these interac-

tions is high, and a cascade reaction results in a very compact electromagnetic shower.

The energy of the original particle is expected to drop exponentially:

E = E0e
�x=Xo (2.2)

where X0 is known as the radiation length of the material. The radiation length of

the uranium used to make up the electromagnetic calorimeters is 3.2 mm [33].

Hadronic showers are very di�erent from electromagnetic showers. Hadrons lose

very little energy to bremsstrahlung, due to their large mass; instead, they lose most

of their energy through inelastic collisions with nuclei in the absorber material. Some

of this energy loss produces ionization, such as energetic charged secondaries, and �0

mesons, which decay to two photons. The rest of the energy is dissipated through
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slow charged secondaries, neutrons and neutrino production, which produce little

measurable ionization. Even though the hadronic showers are well contained within

the calorimeter, some of the energy is not detected via ionization. In addition, the

cross section for inelastic collisions that make up the hadronic showers is much smaller

than those for the electromagnetic cascades; as a result, hadronic showers are in

general much larger than electromagnetic showers. For hadronic showers, the analog

to the radiation length is the nuclear interaction length, �0, which is the mean free

path of hadrons between inelastic nuclear collisions. For uranium, the interaction

length is 10.5 cm [33]. The di�erence in shower shape and size is the primary tool

that D� uses to di�erentiate electromagnetic and hadronic showers.

The signal measured for incident electrons or hadrons of the same energy can be

di�erent, since some of the energy from hadronic showers is not detected by ioniza-

tion. The ratio of the measured signals for electrons and hadrons with equal incident

energies is called the intrinsic e=� ratio of the calorimeter; ideally, it is unity.

The energy resolution of a calorimeter is usually parametrized as

�E
E

= C +
Sp
E

+
N

E
(2.3)

where C represents the calibration error, S represents the sampling error, and N

represents the noise contribution. The sampling term usually dominates; the 1=
p
E

nature of the sampling noise can be understood in terms of Poisson statistics being

applied to the number of ions produced in a cascade, which is roughly proportional

to both the incident energy and the measured signal.

2.3.2 Calorimeter Design and Geometry

D� uses sampling calorimeters, with metal plates as the absorber material and

liquid argon as the active sampling medium. The primary absorber material is ura-

nium; copper and stainless steel are also used in outer parts of the calorimeter where

less energy is deposited and the measurement does not need to be as precise. Particle
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Figure 2.7: Schematic view of the unit cell in the liquid argon calorimeter.

showers are created when high-energy incident particles pass through the absorber

material; charged particles from those showers create electron-ion pairs in the liquid

argon. The ionized charge is collected using an electrostatic �eld, which produces

a measurable signal. A schematic view of a single cell of the calorimeter is shown

in Figure 2.7. A readout board is located midway between two adjacent absorber

plates; the liquid argon gap between the absorber surface and the surface of the

readout board is 2.3 mm. Typical readout boards consist of copper readout pads

sandwiched between two layers of insulating G-10; a layer of resistive epoxy coats

each outer surface. Positive high voltage is applied to the resistive coat, while the

absorber plates are kept at ground; the typical �eld strength in the gap is 8.7 kV/cm.

As the electrons drift in the liquid argon under the in
uence of the electric �eld, a

signal is induced on the signal pads. Since there is no charge multiplication, multiple

cells are ganged together in depth to produce a larger signal.

The D� calorimeter was designed to be as hermetic as possible, minimizing the
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Figure 2.8: Isometric view of the Calorimeter system, identifying the various module
types.

cracks and the dead regions. Ideally, the only holes in the calorimeter would be for

the Tevatron beam-pipe; unfortunately, the need for access to the central detector

required the calorimeter to be made up of more than one piece, with each piece in

a separate cryostat (necessary to hold the liquid argon at cryogenic temperatures).

In the end, a three piece design was chosen, made up of the central cryostat (CC)

covering an eta range of roughly j�j � 1, and two end-cap cryostats (ECN and ECS),

positioned symmetrically on either side of the CC, and extending the eta coverage

to roughly j�j = 4. The CC forms a torus around the CD; both ends of the CD are

accessible. An isometric view of the calorimeter system is shown in Figure 2.8.

The calorimeter is separated into several sections longitudinally (in depth). Elec-

tromagnetic showers develop very quickly, so the EM calorimeter modules are closest
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to the interaction point. The EM modules use thin (3 mm in the CC, 4 mm in the EC)

uranium absorber plates, to maximize the number of samples and allow longitudinal

segmentation appropriate for the quickly developing electromagnetic showers. Di-

rectly behind the EM modules are the �ne hadronic (FH) modules, which use slightly

thicker (6 mm) uranium plates as absorbers. Most of the energy from hadronic show-

ers is deposited in the �ne hadronic section; although some will be deposited in the

EM section. The longitudinal segmentation of the FH section is optimized for the

typical development of hadronic showers. The last layer of the calorimeter is the

coarse hadronic (CH) section, which catches whatever energy escapes out of the back

of the �ne hadronic section. The CH uses thicker stainless steel or copper plates as

absorber material.

The transverse segmentation is based on pseudo-projective towers; the centers of

the calorimeter readout cells all lie along �xed-� rays originating from the nominal

vertex point. However, the readout cell boundaries are perpendicular to the absorber

plates, instead of pointing towards the origin. Therefore, all the readout boards that

are ganged together to form one layer in the calorimeter are the same, which greatly

simpli�ed the construction of the calorimeter by reducing the number of di�erent

signal boards to a manageable level. The pseudo-projective segmentation is illustrated

in Figure 2.9, which shows a plan view of one quadrant of the Calorimeter and

Central Detector. The transverse segmentation of the readout towers is �� = 0:1

by �� � 0:1 (the full 2� azimuth is split into 64 towers). The segmentation is twice

as �ne (�� = 0:05 by �� � 0:05) in the third layer of the electromagnetic section

(EM3), where the EM shower development is at maximum; this allows excellent

measurement of the shower shape, as well as precise position measurement. Finally, at

very large values of pseudorapidity, the � segmentation is coarser in order to keep the

physical size of the readout pads reasonable in comparison to the size of the shower.

A schematic view of the segmentation of the calorimeter is shown in Figure 2.10.

Despite the best e�orts to minimize the amount of dead space in the calorimeter,

the transitions between the di�erent cryostats create signi�cant gaps in the coverage
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Figure 2.9: Plan view of one quadrant of the calorimetry and central tracking sys-
tems, with lines of constant pseudorapidity superimposed. The pseudo-projective
tower structure of the calorimeter cells is evident.
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Figure 2.10: Diagram showing the distribution of calorimeter cells in depth and
rapidity, including the Massless Gaps (MG) and the Inter-Cryostat Detector (ICD).
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in the region 0:8 � j�j � 1:4. Two systems were developed in order to help measure

the energy in this region, the Massless Gaps (MG) and the Inter-Cryostat Detector

(ICD); the � coverage of these systems is shown in Figure 2.10. The Massless gaps

consist of several layers of readout boards with no absorber plates separating them.

These are positioned between the calorimeter modules and the cryostat wall, in both

the CC and the EC's. The ICD is a detector system made up of plastic scintillator

tiles, which use photomultiplier tubes for readout. The ICD systems (one for each

end) are mounted on the inside face of the end cryostats; the segmentation in � and

� matches that of the calorimeter. Both the MG and ICD systems are visible in

Figure 2.9.

Some relevant parameters for the CC calorimeter modules are summarized in

Table 2.1 [42]; the same parameters for the EC modules are given in Table 2.2 [42].

Note that the values for the radiation lengths and nuclear absorption lengths assume

normal incidence to the absorber plates, and that the Middle Coarse Hadronic (MCH)

and Outer Hadronic (OH) modules share 64 channels, as indicated in the table. Also,

for the absorber material, UNb denotes depleted uranium with 1.7 % Niobium alloy,

and SS represents stainless steel.

2.3.3 Calorimeter Readout

The readout of the calorimeter is performed in three steps. First, the signals

are carried by coaxial cables through the cryostat feed-through ports to the charge-

sensitive preampli�ers which are mounted on the outside of the cryostats. The output

from the preampli�ers is carried on twisted-pair cables to the baseline subtracter

(BLS) circuits mounted in the platform below the detector. Finally, the output of the

BLS modules is carried by more twisted-pair cables to the MCH where the signals

are digitized.

The calorimeter charge-sensitive preampli�ers are simple circuits, using a single

Toshiba 2SK147 j-FET at the input. The circuit was built with two separate gains,
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EM FH CH

Number of Modules 32 16 16
Absorber Material U UNb Cu
Absorber Thickness (mm) 3 6 46.5
Argon gap (mm) 2.3 2.3 2.3
Number of Readout Boards 21 50 9
Number of Readout Layers 4 3 1
Cells per Readout Layer 2,2,7,10 20,16,14 9
Total Radiation Lengths (X0) 20.5 96.0 32.9
Total Interaction Lengths (�) 0.76 3.2 3.2
Sampling Fraction (%) 11.79 6.79 1.45
Number of Readout Channels 10368 3000 1224

Table 2.1: Summary of Central Calorimeter module parameters.

EM IFH ICH MFH MCH OH

Number of Modules 1 1 1 16 16 16
Absorber Material U UNb SS UNb SS SS
Absorber Thickness (mm) 4 6 6 6 46.5 46.5
Argon gap (mm) 2.3 2.1 2.1 2.2 2.2 2.2
Number of Readout Boards 18 64 12 60 14 24
Number of Readout Layers 4 4 1 4 1 3
Cells per Readout Layer 2,2,6,8 16 14 15 12 8
Total Radiation Lengths (X0) 20.5 121.8 32.8 115.5 37.9 65.1
Total Interaction Lengths (�) 0.95 4.9 3.6 4.0 4.1 7.0
Sampling Fraction (%) 11.9 5.7 1.5 6.7 1.6 1.6
Number of Readout Channels 7488 4288 928 1472 384 + 64 + 896

Table 2.2: Summary of End-cap Calorimeter module parameters (the numbers apply
for each end-cap).
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corresponding to full scale amplitudes of 100 and 200 GeV, to cover the full dynamic

range for all cells. For each channel, a calibration signal, injected through a large

precision resistor, can be attenuated so that the full dynamic range of the preampli-

�ers can be tested. The calibration system was carefully designed to feed the same

amplitude signal to all channels; the overall precision and stability of the system have

been shown to be better than 0.25 %.

The BLS system performs several functions. First of all, at the input to the BLS,

a portion of each signal is extracted with a fast rise-time for use in the hardware

calorimeter trigger; for this purpose, the signals are summed into trigger towers of

�� x �� = 0:2 x 0:2. Logical cells that straddle the CC-EC boundary are merged

at the input to the BLS. For the data path, the signals are shaped so that the

signal reaches its peak roughly 2.2 �sec after the beam crossing. Each signal is

sampled twice, once just before the beam crossing and once at 2.2 �sec after the

beam crossing; the di�erence between these samples is a dc voltage proportional to

the charge collected. At the output of the BLS, this voltage is ampli�ed by either 1

or 8, depending on the signal size, in order to maximize the range that is attained

by the digitization process. The outputs of the BLS are multiplexed sixteen-fold into

serial time slices, to reduce the cable and digitization hardware requirements.

The signals from the BLS modules are digitized using 12-bit ADC circuits; along

with the x8 ampli�cation for small signals in the BLS, this results in an overall 15-bit

dynamic range (the full scale energy for each channel can be measured to one part in

215). Each signal is digitized in 10 �sec, so the sixteen time slices are digitized in a

total of 160 �sec; since this is much longer than the beam crossing time, digitization

is only performed if the requirements of the fast hardware trigger are met. The gains

in the system are set so that one least count corresponds to 3.75 MeV of deposited

energy. Simple threshold-based zero suppression can be applied at the digitization

stage to reduce the size of the data block transferred to the Level-2 trigger system

and then possibly to tape.
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2.3.4 Calorimeter Performance

The D� calorimeter is a very complicated device, and a full description of its

performance is well beyond the scope of this paper [49]. The calorimeters have been

tested in several ways, either by studying a subset of the modules in a test beam pro-

gram, or by using cosmic rays to study the whole detector in situ. Some representative

results are presented here.

Based on test beam studies of the ECEM and ECMHmodules, the energy response

to both electrons and pions was shown to be linear within 0.5 % for beam energies

ranging from 10 GeV to 150 GeV. The energy resolution, parametrized as

(�E=E)
2 = C2 + S2=E; (2.4)

was also measured. For electrons in the ECEM, Cele = 0:032�0:004 and Sele = 0:157�
0:005

p
GeV; for pions in the ECMH, C� = 0:032�0:004 and S� = 0:41�0:04 pGeV.

Position resolution in the EM calorimeters is important for electron identi�cation,

which requires a track match. For 100 GeV electrons, the position resolution in the

ECEM ranged from 0.8 to 1.2 mm as the impact position varied.

Finally, it should be mentioned that the calorimeter is not perfectly compensating;

that is, the response to electrons and pions of the same incident energy is not equal.

The e/� response ratio varies from 1.11 at 10 GeV incident energy to 1.04 at 150

GeV.

2.4 The D� Trigger System

The D� trigger system is used to select interesting events to be recorded for later

analysis, since it is clearly impossible to record detector data for all beam crossings

(which occur with a period of 3.5 �sec, or a rate of roughly 285 kHz). Instead of

just taking a random sampling of events, the trigger uses detector information to

determine whether an event is interesting and should be recorded; the vast majority

of the p�p crossings produce events of little physics interest.
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The D� trigger system is organized into three levels. The Level-� trigger uses a

set of scintillator counters to indicate the presence of an inelastic collision; at typical

luminosities, the event rate out of Level-� is around 100 kHz. The Level-1 trigger

framework is a hardware trigger, based on detector data from fast trigger pick-o�s.

The Level-1 system runs with the same period as the accelerator, and most trigger

decisions are made within the 3.5 �sec time gap between crossings (so they are dead-

time-less). The event rate out of Level-1 is about 100 Hz. For events that pass

the Level-1 trigger requirements, the full detector is digitized, and the data is read

into the Level-2 system, which is a farm of VAX computers. The Level-2 trigger is

a purely software trigger, allowing for sophisticated algorithms and the use of data

from the full detector. Events that pass the Level-2 system are written to tape for

later analysis; the event rate out of Level-2 is less than 2 Hz. See Figure 2.11 for a

schematic view of the D� trigger system.

2.4.1 Level-�

The Level-� system [50] is used to detect inelastic, hard p�p scattering, and is

used as the luminosity monitor for the D� experiment. As such, it is very important

to this cross section analysis, and will be described in some detail. The Level-�

hardware consists of two scintillation counter arrays mounted on the front surfaces of

the two end cryostats, along with the necessary phototubes for readout. The arrays

are square, and provide partial coverage of the rapidity range 1:9 < j�j < 4:3; nearly

full coverage is provided in the range 2:3 < j�j < 3:9. The acceptance and e�ciency

of the counter arrays is such that greater than 99 % of the hard-scattering events

produce a Level-� coincidence (both arrays must be hit).

Each scintillator array consists of two identical planes, rotated 90� with respect

to each other. Each plane consists of 10 small scintillator squares (7 x 7 cm2) read

out by a single photomultiplier tube, and 4 long scintillator rectangles (7 x 65 cm2)

read out on both ends. The small squares cover the very high eta region, while the
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long strips de�ne the outside of the rectangular array; when the two planes are �t

together, there is no overlap between the small tiles, and the long strips only overlap

at the corners. The layout of the Level-� counters is illustrated in Figure 2.12.

An inelastic collision is indicated by a coincidence of hits in both counter arrays,

with very little background from di�ractive events. At low luminosity, there are

very few multiple interaction crossings, and the coincidence rate is almost exactly

proportional to the instantaneous luminosity. At higher luminosities, however, the

rate of multiple interactions increases, and the coincidence rate starts to saturate (only

one coincidence is recorded for a crossing with more than one interaction). With a

high rate of multiple interactions, a correction must be applied to the coincidence

rate to get the instantaneous luminosity; this is discussed in detail as part of the

description of the luminosity determination.

Timing information from the Level-� counters is used to provide fast z-vertex

determination for use in the trigger. Due to the large spread of the vertex distribution

(�Z � 30 cm), a large error in the determination of the transverse energy will result if

no correction is made. The time di�erence between the hits on the two counter arrays

is used to determine the z-vertex, which requires very good timing resolution; the

Level-� counters and electronics combine to give a timing resolution ranging from 100

to 150 ps, for both the short counters and the long counters (which take advantage of

time averaging of the signals from both ends). To obtain a fast vertex measurement for

use in the Level-1 hardware trigger, signals from the small counters are summed, and a

fast time-to-digital converter (TDC) is used to measure the time di�erence and make

a rough vertex measurement; this measurement is used by the Level-1 calorimeter

trigger to choose the appropriate lookup table for calculating the transverse energy.

In addition, signals from the individual counters are processed with all the appropriate

calibration corrections, and a slower but more accurate measurement of the z-vertex is

made; this measurement is available for use in the Level-2 (software) trigger decisions.

The time distribution of the counter hits is used to indicate the likelihood of a multiple

event crossing, and a multiple interaction 
ag is provided to the trigger system.
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Figure 2.12: The top �gure shows a single plane of one Level-� array; the shaded
regions are scintillator. The bottom �gure shows the two overlapping planes of one
Level-� array.
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2.4.2 Level-1 Framework

The Level-1 trigger framework [51] is a very 
exible and highly programmable

hardware system that collects prompt detector data and makes a very fast trigger

decision; see Figure 2.13 for a schematic diagram. The system is synchronized with

the beam crossings within the detector; most Level-1 trigger decisions are made within

the 3.5 �sec time gap between crossings, allowing operation with no dead-time from

crossings that do not satisfy the Level-1 trigger requirements. Prompt detector data

is available from the calorimeter, muon and Level-� systems; in addition, the trigger

decision can incorporate vetos due to Main Ring activity and apply prescales to reduce

the output rate.

The core of the Level-1 framework is a two-dimensional fully programmable AND-

OR logic network, incorporating 256 inputs, each of which is a latched bit containing

speci�c detector information (for example, one input line might contain information

on whether there was at least one electromagnetic trigger tower with a transverse

energy of at least 12 GeV); there are 32 output terms, corresponding to the 32 speci�c

Level-1 triggers. Each of the speci�c triggers is formed by a logical state of the 256

input terms, requiring each bit in turn to be asserted, negated or ignored, depending

on the requirements of the trigger. For the W and Z cross section analyses described

here, the Level-1 trigger decision was based solely on calorimeter, Level-� and Main

Ring veto information; the muon trigger was not used, and will not be described here.

2.4.2.1 Level-1 Calorimeter Trigger

As mentioned previously, the fast pick-o� signals from the calorimeter BLS mod-

ules are summed into towers of �� x �� = 0:2 x 0:2 for use in the Level-1 Calorimeter

trigger. The trigger extends out to j�j = 4:0, so there are a total of 1280 trigger tow-

ers; each tower is split into electromagnetic and hadronic sections, for a total of 2560

energy measurements. Each energy measurement is analog-weighted in order to con-

vert it to a transverse energy and then digitized using an 8 bit FADC. The corrected
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59

transverse energy is determined by using the digitized energy and three bits from the

Level-� fast z-vertex measurement to address a fast memory lookup table. The x-

and y-components of the transverse momentum for a trigger tower, Px and Py , are

calculated by summing the corrected electromagnetic and hadronic energies for that

tower, then using that digital sum as an address for the Px and Py memory lookup

tables. Finally, seven global energy sums are calculated (a global sum is a sum over all

the trigger towers in the detector): electromagnetic, hadronic and total uncorrected

ET , electromagnetic, hadronic and total corrected ET , and �nally the missing trans-

verse energy, E/T , formed from the global sums of the corrected x- and y-components

of the transverse momenta.

The trigger decision is very 
exible. Each of the seven global sums can be compared

to up to 32 di�erent thresholds; the results of each comparison can be used as an

input to the Level-1 framework AND-OR network (note that in general practice, few

thresholds are actually used, so not many of the AND-OR input lines are used up).

In addition to using the global sums, the trigger can be based on the energies in the

individual trigger towers. There are four sets of electromagnetic tower thresholds,

each with an associated hadronic veto threshold (if the hadronic energy in the tower

is above that threshold, the tower is vetoed, even if the electromagnetic energy is

above threshold). Each of these threshold pairs is called an EM ET reference set. In

addition, there are also four thresholds used for the total (sum of electromagnetic and

hadronic) transverse energy in each tower, known as total ET reference sets. For each

of these eight reference sets, a global count of the number of trigger towers that exceed

the thresholds is made; the count is then compared with up to 32 programmable count

thresholds, and the results can be used as inputs to the Level-1 AND-OR network

(once again, not all the count thresholds are used, so the input terms are not all

used up). For example, one of the AND-OR lines from the calorimeter trigger might

require there to be at least one trigger tower with at least 10 GeV of electromagnetic

energy with no hadronic veto; this formed the basic Level-1 trigger requirement for

the cross section analyses described here.
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2.4.2.2 Main Ring Vetos

In order to maximize the luminosity, the Main Ring is almost always in use making

antiprotons, even when physics data is being taken during a Tevatron store. Unfor-

tunately, parts of the Main Ring operation cycle create unacceptable noise in the D�

detector, especially since the Main Ring beam-pipe passes through the calorimeter

itself. In order to avoid writing events taken during these noisy periods, veto signals

are produced and incorporated into the Level-1 framework.

There are two types of Main Ring vetos, named Microblank and MRBS LOSS.

The Microblank veto removes events taken when Main Ring bunches are present

within �800 ns of the beam crossing, which is when the muon chambers are live; this

accounts for a dead-time of roughly 8 %. MRBS LOSS vetoes events taken during

Main Ring injection and transition, and accounts for a dead-time of about 17 %. Note

that if the Main Ring is not operating, the vetos are disabled.

2.4.3 Level-2

If at least one Level-1 speci�c trigger is satis�ed, the data from the full detector are

digitized and read into the Level-2 system, which consists of a farm of Digital Equip-

ment Corporation Vax (Virtual Address eXtension) computers [52]. One processor

node is used to apply a partial reconstruction (processing time constraints prevent

full reconstruction) and apply the software �lters associated with each Level-1 trigger

that was satis�ed. Full detector data is available, so the calorimeter and muon infor-

mation is superior to the data available to the Level-1 trigger; in addition, tracking

information can be used to provide electron or muon con�rmation. If the event is

passed by any Level-2 �lter, it is transferred to the host computer and written to

tape.

The event rate out of the Level-1 trigger is about 100 Hz; the rate out of Level-2 to

tape peaks at 2 Hz. The data is divided into two paths. First, all events are written

to the ALL stream and stored on tape for later reconstruction. In addition, the
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most interesting events (de�ned by passing one of a few specially chosen �lters) are

written to the EXPRESS stream and stored on tape; these tapes are then immediately

processed, allowing for prompt analysis.

2.5 Final Comments

The description of the detector presented here is incomplete, and is meant only to

give enough understanding in order to understand the analysis that follows. Many

essential systems have been ignored completely, since they have no direct bearing on

the analysis (other than allowing the detector to run!).
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Chapter 3

Event Reconstruction and Particle

Identi�cation

The process of �nding and identifying physical particles out of thousands of chan-

nels of raw data is very complicated and di�cult; the success of all physics analyses

depends on this reconstruction being performed reliably. First, the raw data from

each detector are processed to form high-level objects, such as energy clusters in the

calorimeter or tracks in the tracking or muon systems. Then these objects are com-

bined to form the description of the particles produced by the pp collision: electrons,

photons, jets (quarks and gluons), neutrinos (E/T ), muons and taus. These parti-

cles and their measured properties form the basis for this analysis; therefore, it is

essential to fully understand the reconstruction process, as well as know how well the

reconstructed particle corresponds to the real physical object.

3.1 Raw Data to Particle De�nition: RECO

There are approximately 100,000 electronics channels in the D� detector. When

an event passes the trigger, the data from all these channels (along with the results

of the Level-2 �lter processing) are written in raw form to an output �le on disk,
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then copied to tape. In order to make the data usable for physics analysis, the data

are processed by the standard reconstruction program, RECO [53]. For each detector

system, this program unpacks the raw data, applies all the necessary calibrations

and corrections, and applies hit-�nding/cluster-�nding/track-�nding algorithms in

order to form higher level reconstructed objects (energy clusters, tracks). Finally,

these objects are used to de�ne physics objects, or particles. A full account of the

reconstruction process [53] is outside the scope of this paper, so a brief description

will be presented, with detail given when it is relevant to this analysis.

3.1.1 The Raw Data

When an event passes the requirements of one or more Level-2 �lters, it is written

to an output �le. The event record contains raw data from all of the detectors,

as well as the results of the Level-1 and Level-2 trigger processing. All D� data are

stored in ZEBRA banks, where ZEBRA is a CERN software product [54] which allows

dynamic memory allocation and mixing of data types within the restrictive con�nes

of the FORTRAN programming language. In ZEBRA, data banks are arranged in an

inverted tree structure; the top level bank in the D� event record is named HEAD;

the raw data banks hang directly from HEAD (that is, there are memory links within

the HEAD bank that point to the raw data banks, and vice versa). A full description

of the use of ZEBRA by D� is beyond the scope of this thesis [53].

There are eight raw data banks, each corresponding to a single data cable con-

necting the front-end digitizing hardware and the Level-2 multi-port memory. There

is one cable for each of the central detectors, due to the high volume of data resulting

from 
ash-digitizing each signal { one byte is written for every time slice that passes

the zero suppression algorithm. The volume of data stored for the calorimeter and

muon systems is much smaller, since a maximum of one word (four bytes) is written

per channel; as a result, only two cables are used to carry the calorimeter data, and

the muon data are carried by a single cable. Finally, one cable is used to carry in-
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Bank Name Detector Average Size (kB)

TRGR Trigger 25
MUD1 Muon System 25
CDD1 Vertex Drift Chamber 120
CDD2 Central Drift Chamber 115
CDD3 Forward Drift Chamber 150
CDD4 Transition Radiation Detector 125
CAD1 Calorimeter (North) 15
CAD2 Calorimeter (south) 15

Table 3.1: Names and typical sizes of the raw data banks for each readout section

formation from the Level-1 trigger framework to the Level-2 system. The names and

typical sizes of the raw data banks are listed in Table 3.1.

All of the raw data are available to the Level-2 �lter algorithms, including infor-

mation from the Level-1 trigger framework, which determines which �lter algorithms

are run, and provides seeds for the simpli�ed online clustering algorithms. The results

of all of the Level-2 �lters that were run are written to the output �le along with the

raw detector data.

3.1.2 Calibration and Run Condition Monitoring

In order to accurately reconstruct the data stored for each detector, it is important

to carefully monitor the response of each electronics channel, as well as the running

conditions at the time of event taking. Electronic calibration data include pedestal,

gain and time information; the calibration information can change with time due to

long term drift of the electronics, or due to the replacement of faulty or broken elec-

tronics modules. In addition to the variation of the electronic calibration, variation of

the response due to changing run conditions must also be taken into account. Detector

response can depend on many things, including temperature, atmospheric pressure
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and instantaneous luminosity. These conditions must be monitored and recorded reg-

ularly, so that appropriate corrections can be applied during reconstruction of the

raw data.

Calibration data are collected in special runs, taken between collider runs. For

all the electronics, pedestal and gain values are measured; for the central tracking

electronics, time information can also be measured (essentially, the propagation time

of the signal cables is determined). The pedestals are measured by turning o� all zero

suppression and taking many measurements of each channel with no input signal. For

gain or time measurements, a pulser is used to distribute a signal to each channel,

and the pulse area or pulse time is measured in order to determine the calibration.

After a calibration run, the results are stored in a database, which is used during the

reconstruction of the collider data.

In general, the electronics calibration was very stable and changed very little over

time. The calibration runs were very useful in identifying bad electronics channels or

modules, which could then be �xed or replaced. One important use of the calibration

data for all of the detector electronics was the use of the pedestal value and its rms

variation to set the thresholds used by the zero suppression algorithms.

The environmental and detector conditions during running are also monitored,

and stored in a separate database, which is read during event reconstruction. Some

of these conditions directly a�ect the reconstruction, usually in the form of gain

corrections. Some of these conditions include atmospheric pressure, temperature, in-

stantaneous luminosity, and even sense wire voltage in the case of the vertex chamber.

Other conditions are monitored in an attempt to ensure the quality of the data, or

to detect a problem; examples include liquid argon purity for the calorimeter or drift

velocity information for the drift chambers (measured using special \canary cham-

bers", which are small detectors located outside of the collision hall designed to detect

problems in the gas mixture for the drift chambers).



66

3.1.3 Reconstruction Begins: Vertex Finding

The �rst step of the reconstruction process is the determination of the interaction

point (or points, for multiple interactions). For trigger processing, data from the

Level-� system are used to form a rough measurement of the interaction point. For

o�ine processing, central detector data are used to form a more accurate measurement

of the vertex position.

The determination of the z position of the vertex is usually performed using data

from the Central Drift Chamber (CDC). For each event, full tracking is performed on

the CDC data. The tracking process proceeds in three steps: hit-�nding, segment-

�nding, and �nally, track-building.

In the hit-�nding process, the raw data are unpacked from the CDD2 bank, and

a hit-�nding algorithm [55] is applied to the unpacked digital signal. For each hit

that is found, a time and a pulse area is determined. For anode wires, the time is

converted into a drift distance; for delay lines, the time is converted into a position

along the delay line (in z), and the hit is associated with a hit on the adjacent anode

wire, providing a three-dimensional measurement.

The segment-�nding process connects the hits together, within a single layer. Only

the r�� position of the hits is used to �nd the segments; the z information is added

to the segment afterwards. A road method is used to �nd the segments. A road is

de�ned by a pair of hits (one from an inner wire and one from an outer wire) that

span the sector (or nearly span the sector, to allow for a small hit-�nding ine�ciency).

The roads are straight, since there is no central magnetic �eld; also, the roads are

constrained to be nearly radial, since the tracks originate from the beam-spot at the

origin, and there is very little multiple scattering due to the small amount of material

in the radial direction. The width of the road is chosen to retain full e�ciency while

minimizing the number of fake segments; a road width of roughly 5 times the single-

hit resolution was used. All hits on intermediate wires within the road are considered

for the potential segment. The combination of hits that give the straight-line �t with
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the smallest �2 is found; if that �2 is small enough and enough hits are included

in the �t (hits from a minimum of 5 out of the 7 wires in a given sector must be

included), a segment is formed. At the segment-building level, the �2 cut is fairly

loose (�2=degree-of-freedom < 10), in order to �nd segments with high e�ciency. The

segment-�nding process is applied to all four CDC layers, and all segments that are

found are stored for use in building tracks.

The procedure for linking segments into tracks is straightforward. In order to be

linked, two segments must fall along the same line: they must point in the same

direction, and the distance between their intercepts on the perpendicular bisector

between the centers of gravity of the two segments must be small. A �nal straight

line �t is performed using all the hits from the linked segments; if the �t is good

enough, a track is formed. In general, a CDC track must include segments from at

least three (out of four) layers; in the higher eta regions where the track leaves the

end-plate of the CDC, two layer tracks are allowed.

To �nd the z position of the interaction vertex or vertices, each of the CDC tracks

is projected to the beam-line, and the resulting position is stored in a histogram.

The histogram is then searched for clusters, where each cluster de�nes an interaction

point. In general, three tracks are required to de�ne a cluster; for a single interaction

event, however, a single track is su�cient to de�ne the cluster. For each cluster, a

z position is determined by averaging the projections from all the tracks contained

in the cluster; a vertex position is recorded for each cluster. For high multiplicity

clusters, the resolution of the measured vertex is about 6 mm; for single-track clusters,

however, the resolution grows to about 2 cm [56]. For events with more than one

vertex, the cluster associated with the highest track multiplicity is used as the primary

vertex. The distribution of the vertex z position for the W ! e� sample is shown in

Figure 3.1. The distribution is centered at -8.6 cm, with an rms spread of 27 cm.

If the CDC fails to �nd a vertex, the same procedure is carried out using data from

the Forward Drift Chamber (FDC). Finally, if the FDC also fails to �nd a vertex,

the vertex chamber (VTX) is used. Overall, the vertex-�nding procedure was 100 %
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Figure 3.1: Distribution of the z position of the interaction vertex.

e�cient for the events used in this analysis. The CDC successfully �nds a vertex for

roughly 95 % of all processed events; the remaining 5 % is handled by the FDC. The

VTX was not used to determine the z vertex for any events used in this analysis.

The transverse (x,y) position of the beam is not measured on an event-by-event

basis. The beam spot was monitored on a store-by-store basis using the vertex cham-

ber data; the position of the beam spot was very stable, with few exceptions, and no

correction was made to account for the movement. It is worth noting that the beam

was not perfectly centered in the detector; the o�set was several millimeters. This

was noticeable in the detector data, but had negligible e�ect on the physics analysis.

3.1.4 Calorimeter Hit-�nding

After the vertex position is determined, the calorimeter data are processed. First,

the raw data are decoded: for each channel that passed the zero suppression, the
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address bits are converted to the physical indices in the calorimeter (ieta and iphi

identify the calorimeter tower, and ilyr identi�es the depth of the calorimeter cell

in question), and the digitized energy is expressed in terms of GeV. All appropriate

corrections are applied, including run-dependent gain corrections from the calibration

described above, absorber thickness corrections and a factor for sampling fraction.

This energy conversion can be expressed as follows [57]:

Ecell(e; p; `) = F (m) � SF (e; `) � C(e; p; `) �G(e; p; `) �ADC(e; p; `) (3.1)

where Ecell is the cell energy in GeV, e, p and ` are the calorimeter physical indices

ieta, iphi and ilyr, respectively. F is an overall conversion constant which is di�erent

for each module type m; it contains the conversion from adc counts to GeV, as well

as any needed high voltage correction. SF is the sampling fraction, which provides

the proper weighting for each layer of the calorimeter in order to give the best energy

measurement. C contains the non-run-dependent (such as absorber thickness) cor-

rections, G contains the run-dependent electronic gain corrections, and �nally ADC

is the digitized cell energy in adc counts. There are �ve di�erent module types (m):

central calorimeter (CC), end-cap calorimeter (EC), inter-cryostat device (ICD), CC

massless gaps (CCMG), and EC massless gaps (ECMG).

Next, the cell energy is broken down into spatial components. The angle � between

the +z axis and the line connecting the cell and the interaction point is calculated

using the known position of the calorimeter cell and the z position of the vertex; the

azimuthal angle � is calculated just using the x and y positions of the calorimeter

cell. Using these angles, it is easy to calculate the individual energy components, as

well as the transverse energy:

Ex = E sin � cos� Ey = E sin � sin� Ez = E cos � (3.2)

ET = E sin � (3.3)

The �nal step of calorimeter hit-�nding consists of summing the energies for all
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the cells in each (ieta,iphi) tower. This entails summing over the layer index, ilyr, for

each pair of tower coordinates. For towers that are near the cryostat boundaries, this

sum includes contributions from the massless gaps and the ICD. A separate sum is

performed for the total energy and the electromagnetic (EM) energy; the EM energy

includes the four layers of the electromagnetic calorimeter as well as the �rst layer of

the �ne hadronic (FH) calorimeter just behind it. For the EM calorimeter, the ilyr

index runs from 1 through 7 (the �ner subdivision in the third EM layer takes up ilyr

indices 3 through 6); the �rst layer of the FH is ilyr 8. The energy sums for a given

calorimeter tower (ieta,iphi) are then:

ETOT
tower(e; p) =

17X
`=1

Ecell(e; p; `) (3.4)

EEM
tower(e; p) =

8X
`=1

Ecell(e; p; `) (3.5)

The energy and all of its spatial components (including the transverse energy) is

stored for each tower sum. These tower energies form the basis for all cluster-�nding

algorithms.

3.1.5 E/
T
Calculation

Missing ET is used to indicate the presence of a neutrino, or another similarly

non-interacting particle. Due to the hermeticity and cylindrical symmetry of the

D� detector, conservation of momentumdictates that all transverse momenta should

balance out, within the measurement resolution. A transverse momentum imbalance

implies the presence of a non-interacting particle.

The ~E/T vector is de�ned so that it exactly cancels out the total transverse energy

vector measured in the calorimeter. The calculation is done using the spatial x and

y components of the calorimeter energies; the individual cell energies form the basis

for the sums:
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E/x = �X
e;p;`

Ex(e; p; `) (3.6)

E/y = �X
e;p;`

Ey(e; p; `) (3.7)

~E/T = n̂xE/x + n̂yE/y �
0
@ E/x

E/y

1
A (3.8)

where e, p and ` are the physical calorimeter indices ieta, iphi and ilyr as before, and

n̂x and n̂y are unit vectors in the x and y directions respectively. The scalar quantity

E/T is just the magnitude of this vector; another useful quantity is the azimuthal

direction of ~E/T :

�E/T
= arctan

 
E/y
E/x

!
(3.9)

Three di�erent versions of the E/T are calculated. The �rst version forms the

transverse energy sum of the calorimeter cells only. The second version includes

corrections from the massless gaps and the ICD. Finally, after the muon reconstruction

has been performed, a third version of the E/T is calculated which includes the muon

momenta in the momentum balance. The calculated data for each version of the E/T

are stored in a ZEBRA bank named PNUT (the names for all \particle"-type ZEBRA

banks start with `P').

3.1.6 Electron and Photon De�nition

Both electrons and photons are characterized by narrow concentrated clusters of

energy in the calorimeter, where nearly all of the energy is deposited in the electro-

magnetic section, which is closest to the interaction point. In addition, the charged

electron has a particle track pointing from the interaction point to the energy cluster;

the neutral photon leaves no trace in the tracking chambers.

The identi�cation of electrons and photons starts with locating clusters of energy in

the calorimeter. A nearest-neighbor (NN) cluster-�nding algorithm is used [58], based
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on the energy (not ET ) in the electromagnetic towers. In the NN algorithm, each

tower is connected to the neighboring tower with the highest energy, if that energy

is above a threshold, which is typically 50 MeV; only the eight towers immediately

surrounding the tower are considered. The set of two-tower connections, taken as a

whole, de�ne clusters of mutually linked towers within the calorimeter; unlike some

other algorithms (such as the cone algorithm, described later with respect to jet

�nding), there is no sharing of towers between clusters: a tower is included in one

and only one cluster.

Once all the electromagnetic energy clusters have been found, their properties are

used to determine whether they form the basis of either electrons or photons. First

of all, the energy of the clusters must be greater than 1.5 GeV. Next, at least 90 %

of the cluster energy must be electromagnetic (contained in EM layers 1-4 and FH

layer 1). Finally, the transverse pro�le in the � direction must be such that at least

40 % of the cluster energy is contained within towers with the same ieta index as the

hottest tower. If a cluster passes all these criteria, it will form the basis for either a

photon or an electron. For these clusters, the cluster centroid is calculated by forming

a weighted mean of the coordinates of the EM3 cells contained in the cluster [59]:

~xclus =

P
iwi~xiP
i wi

(3.10)

where ~xi is the position of the center of cell i. The weights wi are based on the

logarithm of the cell energy Ei:

wi = max
�
0; w0 + ln

�
Ei

Eclus

��
(3.11)

where w0 is chosen to optimize the position resolution. The logarithmic weighting

scheme is motivated by the exponential pro�le of the shower.

The cluster energies and angles are also calculated:

Eclus
i =

ncellsX
k=1

Ek
i where Ei = E;Ex; Ey; Ez (3.12)
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Eclus
T =

vuut X
k

Ek
x

!2

+

 X
k

Ek
y

!2
=
q
(Eclus

x )2 + (Eclus
y )2 (3.13)

�clus = arctan

 
Eclus
y

Eclus
x

!
(3.14)

�clus = arccos

0
@ Eclus

zq
(Eclus

x )2 + (Eclus
y )2 + (Eclus

z )2

1
A (3.15)

�clus = � ln tan

 
�clus

2

!
(3.16)

For the cluster to be considered an electron, there must be a track in the central

detector in the road de�ned by the cluster position and the primary vertex position.

The azimuthal road size is �0:1 radians; the road size in � is determined as follows:

tan �� = min(rclus=(zclus � zvtx � 5�z); 0:1) (3.17)

where rclus =
q
x2clus + y2clus, xclus, yclus and zclus are the cluster coordinates, and

zvtx is the z coordinate of the primary vertex, and �z is the error on the vertex

measurement. There is some photon background in the electron sample, due to fake

track matches; the contamination before any further quality cuts on the electrons is

3:1 � 0:8% in the CC and 17:4 � 1:6% in the EC [60]. Distributions of the residuals

of the match between the calorimeter cluster centroid and the projected track are

shown in Figure 3.2.

The calculated data for \photon" clusters are stored in PPHO banks; similarly,

the calculated data for \electron" clusters are stored in PELC banks, which includes

pointers to all matching central detector tracks in the road corresponding to the

cluster.

3.1.7 Tracking in Roads

Due to processing time constraints, full tracking is not done for all of the central

detector drift chambers. This limitation usually only applies to the FDC and the

VTX reconstruction, since full tracking is done in the CDC in order to determine zvtx
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Figure 3.2: Distributions of residuals between the calorimeter cluster centroid and
the projection of the matched Central Detector track. In the CC (which has barrel
geometry), the residuals are in R�� (where R is constant) and �z; in the EC (which
is a 
at disk at constant z), the residuals are in r�� (r varies) and �r.
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(full tracking is also done in the FDC for the small fraction of events in which the

CDC fails to provide the vertex information).

For tracking in roads, a road in � and � is de�ned during the particle identi�cation

process for electrons or other charged particles. This road is passed to the tracking

software for each sub-detector, which identi�es what sectors or modules of the detector

are within the road; the normal tracking process (described in detail above with

respect to vertex determination) is applied to those sectors or modules. Finally,

tracks in the individual sub-detectors are linked (analogously to the linking of sectors)

to form overall central detector tracks within the speci�ed road. For each track, a

global �t is performed using the coordinates of all the hits on the track. If a track

is found within the speci�ed road that meets the criteria of the particle algorithm

which de�ned the road, then a pointer to the track information is stored as part of

the particle description.

3.1.8 Jet-Finding

Any �nal state quarks or gluons produced by the physical interaction hadronize

to form colorless jets of energy. The process of jet identi�cation involves both �nding

these jets within the calorimeter, as well as relating the measured jet properties to

the original parton.

Since the cross section analyses being described here are inclusive (any number of

jets can accompany the W or Z production), the speci�cs of the algorithm used for

�nding jets do not have a direct e�ect on the results. However, the calculation of the

�nal E/T (described later) involves jet energy corrections, so a brief description of the

jet de�nitions is presented.

Several jet-�nding algorithms are implemented in the D� reconstruction. One jet

de�nition uses a nearest-neighbor algorithm similar to that used to �nd electrons and

photons to identify the jets. In addition, there are three jet de�nitions based on a

�xed-cone algorithm for �nding the jets. These de�nitions di�er only in the cone size
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used; the three cone sizes, in R space (where R =
q
(��)2 + (��)2, and �� and ��

are measured from the shower centroid), are 0.3, 0.5 and 0.7. The jet de�nition used

for this analysis is based on the 0.7 cone size.

The cone algorithm is based on the total tower energies, not just the electromag-

netic energy as in the case of �nding electrons. The algorithm starts with a list of

towers ordered from the highest to the lowest in ET ; any tower with transverse energy

greater than 1.0 GeV can be used as a jet seed. Preclusters are formed from the seed

towers, where all the contiguous towers are connected, up to a maximum size of �0:3
units in � and � around the tower in the cluster with the highest ET . The preclus-

tering continues until all of the seed towers are used; in some cases, a precluster will

contain only a single tower. Then for each precluster (beginning with the precluster

with the highest transverse energy), the centroid in (�; �) is calculated, weighting

each tower by its transverse energy; the jet axis is de�ned by the interaction vertex

and this centroid. All towers within a radius R of the centroid are identi�ed, and

included in the jet. Then a new centroid is calculated, and the process is iterated

until the centroid is stable.

After the jet for each precluster is found (except for the �rst jet), the jet axis is

compared to the jet axes of all the previously found jets. Often, the same jet is found

from more than one precluster; if the jet axis of the newly found jet coincides with a

previously found jet (within 0.01 units in � x �), then the new jet is discarded. If the

new jet shares energy with a previously found jet, then the two jets are either merged

or split, depending on how much energy is shared. If the shared energy is greater

than half of the energy of the less energetic jet, the two jets are merged, and a new

jet axis is calculated. Otherwise, the shared calorimeter cells are split on the basis of

distance to each jet axis; once again, the centroids are recalculated after the splitting

process is complete. Once the clustering process is complete, the kinematic properties

of the jet are determined by summing over the towers contained within the jet, and

the jet axis is then calculated using the energy components. The energy components

are calculated in an analogous manner to the electromagnetic cluster energies, with



77

the exception of the transverse energy. For the jets, whose showers are in general

much larger than the compact electron or photon showers, the transverse energy is

the sum of the transverse energies calculated separately for each tower in the jet;

recall that for the electromagnetic clusters, the transverse energy is calculated based

on the summed component energies. Speci�cally,

Ejet
T =

ntowersX
k=1

Ek
T =

ntowersX
k=1

q
(Ek

x)
2 + (Ek

y )
2 6=

vuut X
k

Ek
x

!2
+

 X
k

Ek
y

!2

(3.18)

3.2 Particle Identi�cation

The algorithms used in the reconstruction process to identify physical particles are

tuned to perform with high e�ciency, necessarily allowing a fair amount of background

or fakes. Further cuts are applied as part of the analysis in order to reduce the number

of fakes, while maintaining as high e�ciency as possible. The W and Z bosons used

for this cross section analysis decay into a pair of leptons, either two electrons or one

electron and a neutrino. The methods used to identify these electrons and neutrinos

(E/T ) are described here.

3.2.1 Electron identi�cation

Electrons and photons create a very compact shower in the calorimeter, with

almost all of the energy concentrated in the electromagnetic section of the calorimeter

(which is closest to the interaction point). The de�nition of an electron (or photon)

employed by the reconstruction process takes advantage of this unique signature to

some extent; in order to reduce the number of fake electrons, more stringent cuts are

applied during the analysis that take into account more of the available calorimeter

information. Furthermore, the quality of the track-match (for electrons) can be used

to further reduce the background. Finally, due to the large momentum transfer in

the W and Z events, the decay electrons tend to be very isolated (very little energy

deposit close to the electron); this fact is used to reduce the background even further.
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There are four variables that are used to cut down the background in the electron

sample: H-matrix chi-squared (�2hm), electromagnetic energy fraction (fem), track-

match signi�cance (Strk) and isolation fraction (fiso). The de�nition of these variables

is detailed below.

3.2.1.1 H-matrix chi-squared (�2hm)

The shower caused by an electron moving through the calorimeter has a unique

shape, both longitudinally (depth pro�le) and laterally. Electromagnetic showers in

the D� calorimeter have been studied extensively, using both test beam data and

careful Monte Carlo simulation. The fractional energy deposit in each calorimeter

cell in the shower depends on many things, including the electron energy, the depth

of the shower maximum, and the impact position within the hit cell. The H-matrix

chi-squared is designed to measure how closely an electromagnetic cluster resembles

a true electron cluster, taking into account all correlations.

To take into account all possible correlations, a covariance matrix M is built

from 41 observables: the energy fraction in EM layers 1, 2 and 4 of the hit cell,

the energy fraction in each cell of a 6x6 grid in EM layer 3 centered on the most

energetic cell, the logarithm of the cluster energy (in order to take into account the

energy dependence) and �nally the z position of the interaction vertex (to take into

account the dependence on the angle of incidence). Since the detector geometry

(transverse cell size) changes as a function of �, there are 37 di�erent matrices M ,

one for each pseudorapidity tower in half the detector (the same matrix is used for the

corresponding positive and negative � towers, with care taken to handle the vertex z

position correctly).

The matrices are calculated using a large sample of Monte Carlo electrons. Each

component of the covariance matrix is calculated in the following way for the sample

of N reference electrons:

Mij =
1

N

NX
n=1

(xni � �xi)(x
n
j � �xj) (3.19)
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where xni is the value of the ith observable for the nth reference electron and �xi is the

average value of the ith variable for the entire reference set. The reference electrons

have energies in the range 10 to 150 GeV, as well as a wide range in zvtx. These

matrices were tested on test beam electrons in order to ensure that the Monte Carlo

reference electrons adequately described real data.

The H-matrix is the inverse of the covariance matrix; H =M�1. For a candidate

electron, the H-matrix chi-squared is calculated:

�2hm =
41X

i;j=1

(xci � �xi)Hij(x
c
j � �xj) (3.20)

where xci is the value of the ith observable for the candidate electron. The value

of �2hm indicates how closely the cluster shape of the candidate electron resembles

that of an electron; a clean well-measured electron has a very low �2hm. Note that

the distributions for the observables xci are in general non-Gaussian, so �2hm does not

follow a `true' �2 distribution; nevertheless, the H-matrix parameter o�ers strong

rejection against electron background.

3.2.1.2 Electromagnetic energy fraction (fem)

The standard de�nition for both an electron and a photon demands that at least

90 % of the cluster energy must be contained within the electromagnetic section of

the calorimeter. For electrons such as those in the W and Z events under study, that

requirement is very loose. A signi�cant amount of added rejection is obtained by

cutting more tightly on fem.

3.2.1.3 Track-match signi�cance (Strk)

As mentioned previously, the de�nition of an electron requires the existence of a

central detector track within a road de�ned by the vertex position and the cluster

centroid. Due to high occupancy in the tracking chambers, it is possible that a track

within the road might not be related to the electromagnetic cluster. As a result, it is
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possible for an uncharged photon (possibly originating from a converted �o) to fake

an electron. In order to reduce this background source, a cut is made on the quality

of the match between the track and the cluster centroid.

The variable used to judge the quality of the track-cluster match is the track-match

signi�cance, Strk. To calculate Strk, the track is projected into the calorimeter, and

the distance between the projection and the cluster centroid is determined in both

directions (�z and �� in the CC, �r and �� in the EC; note that �� is the spatial

distance, not the angular discrepancy). The track match signi�cance in the central

calorimeter is then

SCCtrk =

vuut ��
��

!2

+
�
�z

�z

�2
(3.21)

where �� is the mismatch in the azimuthal direction, �z is the mismatch along the

beam, and �� and �z are the corresponding measurement resolutions. Similarly for

the end-cap calorimeter,

SECtrk =

vuut ��
��

!2

+
�
�r

�r

�2
(3.22)

where �� is the azimuthal mismatch, �r is the radial mismatch, and �� and �r are

the resolutions. The measurement resolutions include both the calorimeter position

resolution and the track resolution (including extrapolation error).

3.2.1.4 Isolation fraction(fiso)

The cut on isolation fraction is more of an event topology selection than an electron

identi�cation cut. Electrons from the decay of W and Z bosons are expected to be

isolated, since they are not produced in association with any other particles. Electrons

from other physics processes are usually produced along with other particles nearby

in �{� space; for example, electrons from heavy quark leptonic decay are part of the

QCD jet associated with that heavy quark. The isolation cut is really a selection on

the source of the electrons; requiring the electrons to be isolated selects W and Z

events with high e�ciency, while rejecting other sources of real electrons.
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The isolation cut requires that the energy contained within the annular region

surrounding the core of the electromagnetic cluster be small compared to the electro-

magnetic energy within the core. The core cone size used is R = 0:2; the surrounding

isolation cone size is R = 0:4. Speci�cally, the following de�nition is used for the

isolation variable:

fiso =
Etot(0:4) �Eem(0:2)

Eem(0:2)
(3.23)

where Etot(R) is the total energy within a radius R from the cluster center, and

similarly for Eem(R).
Distributions of the electron identi�cation variables �2hm, fem, Strk and fiso are

shown in Figure 3.3 for a clean sample of CC electrons, and in Figure 3.4 for a clean

sample of EC electrons. Similar distributions for a background-rich sample are shown

in Figure 3.5.

3.2.2 Neutrino Identi�cation (E/
T
)

In addition to having a clean electron, the W boson events have a neutrino which

must be inferred from an imbalance in the transverse energy deposited in the calorime-

ter. The magnitude of this imbalance, E/T , is taken to be the pT of the neutrino.

The cell-by-cell calculation of the E/T has already been described. As part of many

analyses, energy corrections are applied to various physics objects, such as electrons

or jets. These corrections must be incorporated into the calculation of the E/T . For

any analysis that uses E/T as a selection criteria, it is important to clearly de�ne the

energy corrections applied and how they are incorporated into the E/T calculation.

The W cross section analysis described here incorporates corrections to both the

signal electron as well as any additional jets.

The standard electromagnetic correction is applied to the signal electron only;

any other electrons or photons are part of the underlying event and are corrected

as jets. The electromagnetic correction is determined by studying a clean sample of

Z ! ee events, and comparing the �tted Z boson mass with the precise LEP value;
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Figure 3.3: Distributions of the electron identi�cation variables �2hm, fem, Strk and
fiso for a sample of CC electrons with little background, obtained by selecting the
\second" electron of a diagnostic sample of Z ! ee events. Tight cuts are made on
the primary electron, so no electron identi�cation cuts are made on the secondary
electron; if both electrons pass the tight cuts, the event is used twice in the sample
above. These plots only include events in the invariant mass range 86 to 96 GeV
centered on the Z boson mass, in order to minimize the background fraction in the
sample. The arrows indicate the values used to cut on each variable.
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Figure 3.4: Distributions of the electron identi�cation variables for a clean sample
of EC electrons; the same method was used to select the sample as described in the
caption of Figure 3.3. The arrows indicate the values used to cut on each variable.
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Figure 3.5: Distributions of the electron identi�cation variables for a sample of CC
\electrons" which contains signi�cant background. Electrons in this sample were only
required to pass a loose set of Level-2 �lter cuts and meet the requirements to form
a PELC bank (including a track-match).
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Cryostat Correction Factor

CC 1.072
EC South 1.012
EC North 1.025

Table 3.2: Standard electromagnetic correction factors for each cryostat

by sorting the diagnostic events by cryostat combinations, a separate correction value

is obtained for each of the three cryostats. The correction values used are summarized

in Table 3.2; the underlying reasons for this miscalibration are discussed elsewhere

[61].

Next, the jet energies are corrected, using cone-algorithm jets with a radius of

0.7 in �� ��� space; the jet corresponding to the signal electron is excluded. The

standard default correction (as de�ned by QCD JET CORRECTION [62] version

4.0) was applied.

The calculation of the missing transverse energy starts with the calorimeter-based

E/T , including ICD and massless gap corrections (version 2 of the PNUT bank, de-

scribed above). The scalar quantity E/T and the azimuthal angle �E/T
are used to

calculate the x and y components of the missing transverse energy. As each energy

correction is calculated, the transverse components of the correction are also calcu-

lated, and subtracted from the components of the E/T (recall that ~E/T = � ~Etot
T ). The

corrected components of the missing transverse energy incorporate all the energy

corrections applied to the electron and jets:

E/x
0

= E/x +
X
i

�Ei
x (3.24)

E/y
0

= E/y +
X
i

�Ei
y (3.25)

E/T
0

=
q
(E/x

0)2 + (E/y
0)2 (3.26)
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�
0

E/T
= arctan

 
E/y

0

E/x
0

!
(3.27)

where E/x
0

, E/y
0

, E/T
0

and �
0

E/T
are the corrected quantities related to the missing trans-

verse energy, and the sums run over all the applied energy corrections. The W

selection applies a cut to the scalar E/T
0

in order to identify the presence of a neutrino.
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Chapter 4

W and Z Data Samples

This analysis is based on data from the �rst run at D�, known as Run 1A. The

�rst p�p collisions at D� were observed in May, 1992; Run 1A ended in May of 1993.

D� used the �rst three months of collider operation as an engineering run in order to

become pro�cient at running the detector; in general, the luminosities were very low

during this period. Data taking for physics began in earnest after a brief shutdown in

August 1992; a total of approximately 15 pb�1 of data was taken between that time

and the end of the run in 1993.

Nearly all of the physics data was used for the W and Z cross section analyses; a

small amount of early data was left out due to a high Level-1 trigger threshold. In

this chapter, the event selection is described, including the trigger requirements. The

e�ciency and the acceptance of the selection criteria are also presented. Finally, the

types and amount of background for the W and Z events are studied.

4.1 Event Selection

The events used for these cross section analyses are selected on the basis of having

two leptons, either two electrons for the Z ! ee events or one electron and a neutrino

for theW ! e� events. The selection is made in two stages: trigger and o�ine. Fairly
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loose cuts are made at the trigger level, which reduce the volume of data written to

tape to an acceptable level; the use of a speci�c trigger also makes the integrated

luminosity used for the analysis easily calculable. The o�ine selection is used to

optimize the signal to background ratio, so that the �nal data sample is as large as

possible to minimize the statistical errors while still retaining an acceptably small

(and reliably measurable) level of background contamination.

4.1.1 Trigger Requirements

The same single-electron trigger is used for both the W and Z events; no re-

quirements are made for a second lepton at the triggering stage. In addition to the

universal Level-� minimum bias trigger requirement (which just requires both Level-

� counter arrays to be hit), the selection requirements focus on identifying events

with at least one isolated, high pT electron.

For most of the run, the Level-1 speci�c trigger used to select the W and Z

events required Eem
T > 10 GeV for at least one trigger tower; for a small amount of

early data, the trigger threshold was 12 GeV. For the o�ine ET cut of 25 GeV used

in the analysis, both the 10 and 12 GeV cuts are fully e�cient so there is no loss

of acceptance; the acceptance of the o�ine cut is discussed later in this chapter. A

small amount of very early data used a threshold of 14 GeV; these runs were excluded

from the analysis. This trigger was very rarely prescaled.

The Level-2 �lter used as the basis for the events used in this analysis was named

ELE HIGH. The �lter required an electromagnetic energy cluster with Eem
T > 20 GeV,

based on the simpli�ed clustering schemes used in the Level-2 system. In addition,

loose shower shape cuts were applied to the cluster, requiring the cluster to look like

an electron in both the longitudinal and lateral directions. Finally, an isolation cut

was applied to the candidate cluster:

fiso =
Etot(Riso)� Eem(Rcore)

Eem(Rcore)
< 0:15 (4.1)
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where Riso and Rcore are the isolation and core cone sizes, respectively, in the � � �

space. Both cones center on the EM3 cell with the highest energy; the core cone size

was Rcore = 0:2. Two di�erent isolation cone sizes were used during the run (the cone

sizes were changed in order to control the bandwidth coming out of Level-2); roughly

half of the data used Riso = 0:4, and the other half used Riso = 0:6 (note that the

larger isolation cone size corresponds to a tighter cut).

4.1.2 O�ine Electron Selection

The events that passed the Level-2 �lter were written to tape, and then processed

through RECO, which processes the data and identi�es electrons, photons, muons

and jets. This analysis uses two subsequent sets of cuts to de�ne the signal electrons,

a loose selection and a tight selection, where the loose cuts form a subset of the tight

cuts. The �ducial regions used to select the electrons was chosen to eliminate regions

where the detector response is poor; these include the inter-cryostat region, the very-

forward regions surrounding the beam-pipe, and the cracks between the 32 CC EM

modules. The same �ducial region was used for the tight and loose selections:

� Central Calorimeter: j�elej � 1:1, j�ele � �crackj > 0:01. Note that for electrons

(PELC banks), the � of the associated track is used to make the crack cut; for

photons (PPHO banks), the calorimeter � is used. The crack cut represents a

10 % loss in acceptance in the CC region.

� End-cap Calorimeters: 1:5 � j�elej � 2:5

The loose electron selection uses only calorimeter data; no track-match is required

(so both PELC banks and PPHO banks are accepted). This avoids the signi�cant

loss of e�ciency caused by requiring a matching track, at the expense of a signi�cant

increase in background. The cuts used to de�ne the loose selection are summarized be-

low; note that the actual cuts applied to the calorimeter-based electron-identi�cation

variables are the same as used in the tight selection:
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� PELC or PPHO bank

� �2hm < 100 (both CC and EC)

� fem > 0:95

� fiso < 0:10

For the tight selection, tracking and trigger information is used to cut down the

background and provide a clean sample of electrons. The cuts that de�ne the tight

selection are listed below:

� PELC banks only (no PPHO banks { track-match is required)

� Same calorimeter electron-identi�cation as loose selection

� Good track-match: Strk < 5:(10:) in the CC(EC)

� Corresponds to EM energy cluster that passed the ELE HIGH Level-2 �lter

4.1.3 W and Z Boson Data Samples

The selection of the W and Z boson data samples took place in several steps.

The overall parent sample, roughly 13 million events, was the nearly complete set

of Run 1A data reprocessed using version 11 of RECO. In order to create a data

sample of manageable size, the ALL stream events were �ltered to create an ELF

(�ltered electron) stream; an event was included in the ELF stream if it met any

of the following criteria (note that for these selections, the energy scale corrections

described previously are not yet applied):

� Loose W selection: 1 PELC (electron bank) or PPHO (photon bank) with

ET > 15 GeV, E/T > 15 GeV (based on version 2 of PNUT, which includes ICD

and Massless Gap corrections, but no correction for muons)
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� Loose Z selection: 2 PELCs or PPHOs (any combination) with ET > 10 GeV.

The looser kinematic cuts relative to the loose W selection were possible due to

the relatively low background obtained by requiring two electromagnetic objects.

� Diagnostic events: any event that passed the ELE MEDIUM Level-2 �lter,

which was a looser version of the ELE HIGH �lter used for this analysis (no

isolation cut was made by the ELE MEDIUM �lter, and the transverse energy

threshold is 16 GeV instead of 20 GeV).

Events from known bad runs were excluded from the ELF stream.

As de�ned above, the ELF stream contains about 470,000 events. This is still a

large sample, too large to �t on disk (about 9 Gb). One more level of selection was

applied to create a manageable sample which could be used repeatedly; at this point,

the data was split into W and Z parent samples. The following cuts were used to

select the W ! e� parent sample (WEV stream):

� passed ELE HIGH �lter

� 1 PELC or PPHO with ET > 20 GeV, no further electron-identi�cation cuts

� E/T > 15 GeV (same as ELF requirement)

A total of 62,727 events passed these cuts.

The following cuts were used to select the Z ! ee parent sample (ZEE stream);

note that these cuts were chosen to be loose enough so the events could be used as a

diagnostic sample:

� passed ELE HIGH or ELE 2 MAX �lter (which requires two clusters that pass

the ELE HIGH requirements)

� 2 PELCs or PPHOs (any combination) with ET > 20 GeV

These cuts selected 14,244 events from the parent ELF sample.
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The �nal W and Z boson samples were selected from the WEV and ZEE streams,

respectively. For both selections, only data with run number 55217 or greater (trigger

version 6.1 or greater) are used, since the Level-1 ET threshold for earlier data was

14 GeV, which is not fully e�cient for the o�ine ET cut used. Less than 1 pb�1 of

data are lost by cutting out the early runs. As mentioned above, known bad runs are

also removed from the sample (as part of the ELF streaming); the luminosity lost is

negligible.

The following cuts were used to select the �nal W ! e� sample from the WEV

stream (note that some cuts are repeated in order to list the entire set of cuts that

de�ne the W sample):

� Passed ELE HIGH �lter

� At least one z vertex found

� One tight electron with scale-corrected ET > 25 GeV in the good �ducial region

described earlier

� Corrected E/T > 25 GeV

� Events with a second high pT electron are excluded to minimize background

from Z ! ee events with mismeasured E/T

A total of 10,338 events passed these cuts; the selection is summarized in Table 4.1.

The transverse mass distribution for theW ! e� signal sample is shown in Figure 4.1.

Distributions of pT and � of the signal electron are shown in Figure 4.2, compared to

the Monte Carlo prediction.

The cuts used to select the �nal Z ! ee sample are detailed below:

� Passed ELE HIGH �lter

� At least one z vertex found

� One tight electron with ET > 25 GeV in good �ducial region
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W ! e� Selection Z ! ee Selection

Cut Events Left Cut Events Left
WEV stream 62727 ZEE stream 14244
Run � 55217 57545 Run � 55217 12986
ELE HIGH 57545 ELE HIGH 12498
� 1 z vertex 57429 Tight electron, pt > 25 3024
1 Tight electron, pt > 25 13915 Loose electron, pt > 25 907
E/T > 25 GeV 10338 75 < Mee < 105 GeV 775

W ! e� Signal Events 10338 Z ! ee Signal Events 775
CC 7284 CC-CC 402
EC South 1440 CC-EC 296
EC North 1614 EC-EC 77

Table 4.1: Summary of signal event sample selection and �ducial breakdown

� One loose electron with ET > 25 GeV in good �ducial region

� Invariant mass window: 75 < Mee < 105 GeV

The cut on invariant mass is used to reduce the amount of background in the sam-

ple, while keeping nearly all of the signal (the Drell-Yan background is much more

signi�cant at lower invariant mass). As long as the window limits are in the tails of

the Z invariant mass peak, the e�ect of the cut is relatively insensitive to the speci�c

values chosen, so the round numbers above were chosen for convenience.

These cuts select 775 events from the ZEE stream; without the invariant mass cut,

907 events pass. The event selection is summarized in Table 4.1; the invariant mass

distribution is shown in Figure 4.1. The distribution of the pT of the leading electron

is shown in Figure 4.3 compare to the Monte Carlo prediction.
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Figure 4.1: Mass plots for the W and Z signal samples.
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Figure 4.2: Distributions of electron pT and eta for the W boson signal sample,
compared to the prediction of the fast Monte Carlo (see Section 4.2).
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Figure 4.3: Distribution of the pT of the leading electron for the Z boson signal
sample, compared to the Monte Carlo prediction (see Section 4.2).

4.2 Acceptance

In order to translate the number of observed signal events into a cross section, it

is essential to understand what fraction of W or Z boson events would be detected,

given the detector geometry and the �ducial and kinematic cuts used to select the

signal. Some fraction of the electrons produced in the W or Z boson events will enter

the detector in regions that are either excluded from the analysis, or uninstrumented

altogether. Furthermore, not all of the leptons produced by the W and Z decays

have the transverse momentum necessary to satisfy the selection criteria. The accep-

tance is the fraction of all W or Z boson events that pass the �ducial and kinematic

requirements.

To measure the acceptance, a large sample of simulatedW or Z boson events was

generated, and then detector e�ects were applied using a fast Monte Carlo program.

The acceptance is given by the fraction of those events that satisfy the �ducial and
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kinematic selection criteria.

4.2.1 Event Generation

The W and Z events were generated based on the lowest order weak Drell-Yan

process, where the boson is generated through qq annihilation. The longitudinal mo-

mentum of the generated boson is determined by the momentum imbalance between

the incoming quarks, whose momentum is determined according to the parton dis-

tribution functions used. At the lowest level, the generated boson has no transverse

momentum; higher level QCD e�ects are necessary to add transverse momentum. As

an alternative to incorporating the higher order processes into the boson generation

itself, the generated W or Z bosons are given transverse momentum according to a

second-order theoretical calculation of d2�=dpTd� by Arnold and Kau�man [63]. For

high pT , perturbative methods are used; for low pT , a resummation scheme is used.

A matching scheme is used to connect the two pT regimes. Once the transverse and

longitudinal momenta are known, the W or Z boson is decayed into leptons in its

rest frame, then the leptons are boosted into the laboratory frame. A total of one

million events of each type (W or Z boson) were generated for use in calculating the

acceptance. At this point, the detector e�ects are added.

4.2.2 Detector Response

In order to get an accurate measurement of the acceptance, all relevant detector

e�ects must be included, as well as other e�ects such as overlapping events and

radiative decay. Also, any further e�ect of the signal selection cuts must be calculated;

speci�cally, the acceptance of the invariant mass cut in the Z boson selection must

be determined.

To properly model the �ducial acceptance, the z vertex distribution for the gener-

ated events was chosen to match that of the Run 1A data. A Gaussian distribution

was used, with a width of 30 cm, centered at -8 cm.
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Cryostat C Scale Factor

CC 0:0212 � 0:006 1:072 � 0:002
ECN 0:0316 � 0:009 1:025 � 0:005
ECS 0:043 � 0:01 1:012 � 0:007

Table 4.2: EM Resolution constant terms and scale correction factors

To properly measure the e�ect of the kinematic cuts on the electrons, the energy

resolution of the calorimeters must be taken into account. The following parametriza-

tion was used to characterize the resolution of the EM calorimeters:

�
�

E

�2
= C2 +

 
Sp
E

!2

(4.2)

where � is the energy resolution in GeV (assumed Gaussian), E is the cluster energy

in GeV, C (unit-less) is the constant term resulting from systematic errors such as

channel-to-channel gain variation (after calibration), and S (in
p
GeV) is due to the

statistical error in sampling. Using test-beam data, a value of S = 0:157�0:005pGeV
was obtained for the North ECEM; this value was used for all three cryostats in the

acceptance calculation, since the energy resolution for all three EM calorimeters is

very similar, due to the similarity of construction. The values used for the constant

term C are listed in Table 4.2. The electron energy also includes a scale-correction

factor, determined by demanding that the mass based on Z ! ee events match MZ

from LEP; any error in the correction factors leads to an error in the calculated

acceptance. The correction factors are also listed in Table 4.2.

The resolution must be taken into account when calculating the acceptance of the

E/T cut as well. Since the neutrino and electron momenta must add to the momentum

of the parent W boson, the vector ~E/T is calculated in the generated events in the

following way:

~E/T = ~pT (W )� ~pT (e) (4.3)
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The E/T resolution is determined by the resolutions for measuring the momentums

of the electron and of the W boson. The detector resolution for ~pT (e) is described

above. The transverse momentumof theW is the result of initial state QCD radiation,

usually resulting in soft recoiling jets; therefore, ~pT (W ) must be smeared using the

hadronic energy resolution, as well as corrected for the hadronic energy scale. For the

acceptance studies, a hadronic resolution of 50%=
p
E was used [64]. To investigate

the hadronic energy scale, the transverse momentum of the Z in Z ! ee events

was calculated both by using the soft hadronic recoiling energy and by using the two

decay electrons; on average, the hadronic measurement of pT (Z) was smaller than the

direct measurement using the electrons (although due to the poor hadronic energy

resolution, there were cases where the hadronic pT (Z) was larger). In order to get

the two measurements to agree, the direct measurement had to be corrected by the

factor 0:83 � 0:06 [65]; this factor was applied to the smeared soft hadronic energy

in the generated W events, so that the momentum balance was modelled correctly.

Finally, the e�ects of the underlying event are added in, based on a study of energy


ow in minimum-bias events [64]. On average, about 4 GeV of hadronic transverse

energy is added to the event, in a random direction in �.

Next, the e�ect of the Level-2 ET cut must be determined. Despite the fact

that the cut threshold is 5 GeV lower than the o�ine threshold, the fast clustering

algorithm used by the Level-2 �lters does lead to a slight additional loss in acceptance.

To study the turn-on e�ect of the 20 GeV threshold used by the ELE HIGH �lter,

a sample of diagnostic events selected by the ELE MEDIUM �lter were used (these

events were included in the ELF WZ stream mentioned earlier); the ET threshold for

ELE MEDIUM was 16 GeV. The steepness of the turn-on depended on the cryostat

(CC versus EC), as well as whether the slow z vertex information from Level-� was

used in the Level-2 ET calculation. The threshold response is shown in Figure 4.4.

The turn-on data were �t with error functions; the �ts were used in the detector

simulation to determine whether an electron passed the Level-2 ET cut. The overall

loss of acceptance due to the Level-2 cut is very small, roughly 2%. The slow z
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vertex was used for most (78%) of the signal data; for the remainder of the data,

a nominal value of z = 0 was used to calculate the Level-2 ET . The acceptance

di�ered by about 0.5% for the two conditions; for the �nal acceptances, the results

are combined, weighted by the integrated luminosities for the two conditions (see

Table 4.3).

The kinematic acceptance of the electronET cut was corrected for radiation e�ects.

If the electron radiates a photon, there is a potential lowering of the energy measured

for the electron, depending on the separation of the electron and the radiated photon.

The acceptance is calculated separately for W
 and Z
 events, analogously to the

calculations for the pure W and Z events, except for the treatment of the electron

energy. In the radiative events, the energies of the photon and associated electron

are combined if the separation R =
p
��2 +��2 is less than 0.3; otherwise, the ET

cut is applied to the electron energy alone (and the energy carried by the photon is

lost). Approximately 35 % of W ! e� events and 74 % of Z ! ee events involve

a radiative decay with E
 > 20 MeV [66]; these fractions are used to combine the

results of the radiative W
 or Z
 events with the pure W and Z events, leading to

a 0.6 % correction to the W acceptance and a 1.6 % correction to the Z acceptance.

Finally, for the Z acceptance, the e�ect of the invariant mass cut must be cal-

culated. The 75 to 105 GeV mass window contains 97.74% of the generated events.

However, the events were generated within a separate window of 65 to 115 GeV in

invariant mass, so some of the Breit-Wigner tails were cut o� and a further correc-

tion was needed. Based on a calculation using a relativistic Breit-Wigner shape, the

generated invariant mass range includes 97.7 % of all Z's [64]; this leads to a value

of 95.5 % for the acceptance of the invariance mass window cut.
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Figure 4.4: Level-2 ET threshold response curves for the a) CC using the Level-�
slow z vertex, b) CC using a nominal vertex z = 0, c) EC using slow z and d) EC
using z = 0. The �ts shown are error functions.
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Vertex used for Level-2 ET AW AZ

Nominal (z = 0) (21.6%) 0.4559 -
Level-� slow z (78.4%) 0.4612 -

Weighted Average 0:4601 � 0:0060 0:3631 � 0:0036

Table 4.3: Acceptances for W and Z boson events

4.2.3 Measured Acceptances and Errors

The nominal values of the acceptances were calculated with the following values

of the W and Z masses and widths:

MW = 80:21 GeV; �W = 2:12 GeV (4.4)

MZ = 91:18 GeV; �Z = 2:487 GeV (4.5)

where MW is an average of UA2, CDF and D� results [34], �W is the PDG world

average [33], and the Z boson values come from the overall LEP average [33]. The

corrected version of CTEQ2M [30] was used as the nominal structure function (in

PDFLIB [67], this structure function is named CTEQ2pM to di�erentiate it from

the original CTEQ2M which was retracted and replaced). The acceptances based

on these values are summarized in Table 4.3; for AW , the acceptance depended on

whether the Level-2 ET was calculated using the nominal z = 0 or using the Level-�

slow z vertex measurement. The errors on the acceptances are discussed below. The

distributions of the acceptances into the di�erent cryostats is shown in Table 4.4.

Errors on the acceptances result from both the event generation (choice of struc-

ture function, pT spectrum, choice of mass and width values) and the detector sim-

ulation (energy resolutions, z vertex distribution). The errors on the acceptance are

summarized in Table 4.5; note that the percentages in the table are relative to the

acceptance values.
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W ! e�

CC 69:3 � 0:5%
EC 30:7 � 0:5%

Z ! ee

CC-CC 49:5 � 0:5%
CC-EC 40:5 � 0:3%
EC-EC 10:0 � 0:4%

Table 4.4: Distributions for electrons in W ! e� and Z ! ee events into the
di�erent cryostats

Error Source �AW=AW (%) �AZ=AZ(%)

pT spectrum 0.3 0.2
Structure function 0.4 0.6
Radiative corrections 0.3 0.4
�MW 0.7 -
��W < 0:2 -
Turn-on curves 0.3 < 0:1
Vertex distribution 0.4 0.4
EM energy resolution 0.1 0.3
EM energy scale 0.3 0.3
E/T resolution 0.6 -
Invariant mass cut - 0.3

Total 1.3% 1.0%

Table 4.5: Systematic errors on the W and Z acceptances
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The largest uncertainty in the W or Z pt spectrum is in the soft, non-perturbative

region, where resummation techniques are used to generate the spectrum of the soft

gluon radiation. The di�erential cross section for the W or Z can be expressed as

follows [63]:
d�

dp2Tdy
=

4�3�W
3s

e2
Z d2b

(2�)2
eib � pT W (b�) e

�Snp(b) (4.6)

where b is an impact parameter (conjugate to pT ), W (b�) is a complicated function

of pT and �s, and b� incorporates a cuto� bmax to handle a divergence at high-b:

b� =
bq

1 + b2=b2max

(4.7)

The function Snp(b) incorporates the non-perturbative e�ects at high-b; Davies et al.

[68] use the following parametrization:

Snp(b) = b2[g1 + g2 ln(bmaxQ=2)] (4.8)

where Q is the mass of the relevant gauge boson. The parameters g1 and g2 are

determined by �tting available Drell-Yan data; bmax is set to 2 GeV�1, the lowest

scale where structure functions were available. For Q = MW , The value favored by

the �t is

Snp = (1:36 GeV2)b2; bmax = (2 GeV)�1 (4.9)

and the following range of values is allowed:

(0:8 GeV2)b2 < Snp < (1:8 GeV2)b2 (4.10)

The favored value for Snp corresponds to values g1 = 0:15 GeV2 and g2 = 0:4 GeV2.

In order to estimate the error on the acceptance due to the pT spectrum, the values

g1 = 0:09 GeV2 and g2 = 0:25 GeV2 were used, which corresponds to Snp = 0:84b2,

very close to the lower extreme value. Using these values leads to a 0.3% change in

the W ! e� acceptance and a 0.2% change in the Z ! ee acceptance, as indicated

in Table 4.5.
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In order to estimate the error due to the structure functions, the acceptance was

calculated using a total of six di�erent sets of structure functions: CTEQ2M [30]

(updated version; used for central value of acceptance), CTEQ2M (old version),

CTEQ2MS, MRSD0' [69], MRSD- and GRV [70]. The largest di�erence was used

to estimate the error of 0.4% for the W acceptance and 0.6% for the Z acceptance.

The error due to including radiative corrections is estimated by varying the cone

size used to decide whether the radiated energy is included in the electron cluster.

The world-average MW quoted above has an error of 180 MeV; varying MW by

this amount leads to a 0.7% change in the W acceptance. Similarly, varying �W by

500 MeV leads to a very small e�ect on AW , less than 0.2%. No errors are quoted

for the Z acceptance due to �MZ or ��Z, since these quantities are known extremely

accurately.

The sharpness of the Level-2 ET turn-on curves depends on how well the z-vertex

is known, as is evident from the di�erence between the curves based on using the

Level-� slow z and the ones based on using the nominal z = 0. The accuracy of

the Level-� slow z is signi�cantly degraded if there is more than one interaction.

No cuts were made on the number of vertices to make the curves used to calculate

the acceptance central values; in order to estimate the error on the acceptance, the

acceptance was calculated using curves based only on single-vertex events as well as

curves based only on multi-vertex events; the result is a 0.3% variation in the W

acceptance and a negligible e�ect on the Z acceptance.

The Gaussian width used to generate the z vertex distribution was varied from 25

to 35 cm to estimate the e�ect of any di�erence between the data vertex distribution

and that used to generate the events. This resulted in a 0.4% change in both the W

and Z acceptances.

The electron energy resolution terms and scale factors were varied within their

measured errors. The e�ect on the acceptances was small.

The error on the W acceptance due to E/T resolution results from both variation

in the hadronic energy resolution and variation in the correction factor used. The
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e�ect of the variation of the correction factor dominates; a 1-sigma variation in that

factor leads to a 0.6% shift in the W acceptance.

Finally, the error on the Z acceptance due to the cut on invariant mass is estimated

by varying the line shape by using di�erent structure functions, as well as comparing

the e�ect of using the smeared or unsmeared masses. The overall contribution to the

Z acceptance error is 0.3%, which is dominated by the shape variation (the di�erence

between using smeared and unsmeared masses is only about 0.1%).

4.3 E�ciency

In order to measure the W ! e� and Z ! ee cross sections, it is essential to have

a good understanding of the e�ciency of the event selection. For this analysis, the

selection e�ciency incorporates two factors: the e�ciency of the Level-� system for

detecting W or Z boson events, and the e�ciency for detecting the high pT electrons

produced in the decays of the bosons (this includes both trigger e�ciencies and o�ine

identi�cation e�ciencies). First, consider the Level-� e�ciency.

4.3.1 Level-� E�ciency

During Run 1A, all events (except for the highly prescaled zero-bias events) had

to satisfy the hardware Level-� trigger. The requirements are simple: both Level-

� counter arrays must be hit, and the fast-z calculated from the hit times must be

consistent with an interaction with jzvtxj < 96:875 cm during the most recent crossing

(in order to eliminate events from satellite crossings).

There are, in principle, two ways to measure the e�ciency of the Level-� system

for detecting W and Z boson e�ects: either use a data sample taken without the

Level-� requirement (but with the Level-� information saved along with the event),

or use a Monte Carlo sample of events along with a detailed detector simulation. Both

methods can be troublesome. In order to use real data to measure the e�ciency, there
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must be a large sample of W and Z events taken without the Level-� requirement.

On the other hand, in order to use the Monte Carlo sample and believe the results,

the underlying event must be extremely well understood and simulated. Furthermore,

care must be taken to properly handle multiple vertex events. For these reasons, it

is preferable to base the e�ciency data on real data; however, in Run 1A, almost no

data were written to tape that did not pass the Level-� trigger. Fortunately, this

de�ciency has been addressed in Run 1B, where a considerable amount of data was

taken without the Level-� requirement.

Using the signal selection cuts described previously, a sample of W events was

chosen from data from the EM1 EISTRKCC MS Level-2 �lter, which (for trigger

versions 10.0 and later) does not require Level-� to �re. This �lter applies cuts

similar to the ELE HIGH �lter, and also applies several other cuts in order to cut

down the trigger bandwidth used: a new hardware Level-1.5 trigger, a tracking cut

in the CC region in Level-2, and a cut on E/T in Level-2 as well. The additional cuts

do not signi�cantly change the quality of the data after the o�ine cuts have been

applied, and so should have no e�ect on the results. Due to lack of statistics, the

Level-� e�ciency based on thisW sample is used for both the W and Z cross section

calculations; this is not a signi�cant problem since the underlying events for the two

event types are essentially identical.

Many of the signal events contain more than one interaction; the additional inter-

action increases the probability that the Level-� requirements will be satis�ed. This

must be properly taken into account; the overall Level-� e�ciency can be expressed

as follows [71]:

"L�(W ) =
1X
n=0

"L�(W + n) � P (n) (4.11)

where "L�(W ) is the overall Level-� e�ciency for the W events, "L�(W + n) is the

Level-� e�ciency for a W event combined with n minimum bias events, and P (n) is

the probability of having n minimum bias events accompanying the W event. With

each additional event, the probability of Level-� �ring increases, quickly approaching
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unity. Taking "L�(W + n) = 1: for n � 2 and applying
P

n P (n) = 1: leads to

"L�(W ) = "L�(W + 0) � P (0) + "L�(W + 1) � P (1) + (1:� P (0)� P (1)) (4.12)

For simplicity, the number of vertices found by the central tracking system was

used as a measure of the number of interactions. Based on the W signal sample,

P (0) = 0:772 � 0:004; P (1) = 0:214 � 0:004 (4.13)

The Run 1B data without the Level-� requirements is used to determine "L�(W+

n) [72]. Of 6399 events with a single vertex, 207 events do not pass Level-�. A study

of the W events [73] that fail Level-� reveals that 28 � 10% are halo events, and

should be removed from both the numerator and denominator of the e�ciency ratio.

This leads to

"L�(W + 0) = 1:� 149:� 21:

6341: � 21:
= 0:977 � 0:004 (4.14)

where the quoted error combines the binomial statistical error with the halo classi�ca-

tion error and a small error assigned for any possible variation due to event selection

di�erences. Similarly, for events with two tracking vertices, there are 23 events out

of 3261 that fail Level-�. This gives

"L�(W + 1) = 1:� 16:6� 2:3

3254:6 � 2:3
= 0:995 � 0:002 (4.15)

Plugging all the numbers into the expression for the overallW Level-� e�ciency gives

"L�(W ) = 0:981 � 0:003 (4.16)

Any change in the Level-� system between Run 1A and Run 1B would result

in an error in the measured e�ciency. There was some work done to the Level-�

counters and electronics between runs; the overall e�ciency was unchanged, however

[73]. This was determined by looking at the relative rates compared to CDF before

and after the changes; a conservative error of 1% was assigned to this assertion. This

error applies directly to the measured Level-� e�ciency, and becomes the dominant

error. The �nal W and Z Level-� e�ciencies are therefore

"L� � "L�(W ) = "L�(Z) = 0:98 � 0:01 (4.17)
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4.3.2 Electron Selection E�ciency

The e�ciency for detecting the high pT electrons produced in the W and Z bo-

son decays contains several factors: trigger, reconstruction of electromagnetic energy

clusters as electrons or photons, track-match, and electron-identi�cation. To measure

the e�ciency of all the components of the selection, it is essential to have a clean sam-

ple of unbiased electrons. The sample used for this study makes use of the \second"

electrons from Z ! ee events.

4.3.2.1 Diagnostic Data Sample

The sample of diagnostic Z events, like the signal sample, is taken from the

ELF WZ sample. The selection procedure is as follows. First, the diagnostic events

must pass the single electron �lter ELE HIGH (these events will be used to study

the trigger e�ciency, so no trigger requirement is applied to the second electron at

this point). Next, the diagnostic events must have two PELC banks with ET > 25

GeV in the standard �ducial region. Furthermore, a set of tight tagging cuts is ap-

plied to one of the electrons; part of these tagging cuts is the requirement that the

tagged electron passed the ELE HIGH �lter, guaranteeing that the second electron

is unbiased by any trigger requirement. Finally, cuts are applied to the second elec-

tron in order to obtain a properly biased sample; for example, if the e�ciency of the

o�ine electron-identi�cation cuts for triggered electrons is being studied, the second

electron is required to pass ELE HIGH. Note that if both electrons in a Z ! ee

event pass the tagging cuts, the event is used twice in the e�ciency studies. The

standard electromagnetic scale correction is applied before making any ET cuts. As

in the signal selection, only events with run numbers 55217 or greater are used; this

ensures that all variations of the trigger and �lter with run number are properly taken

into account (only the bulk e�ciencies are measured; low statistics prevents separate

measurements of the e�ciencies for all conditions).
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4.3.2.2 Signal and Background

Since most of the real Z ! ee events have an invariant mass very close to MZ

and the background is relatively 
at, the purest sample of real electrons is obtained

by using events in the invariant mass region around the Z peak. In this analysis, the

signal region is de�ned by events having an invariant mass in the range 86 < Mee < 96

GeV.

The background in the Z ! ee sample (either the diagnostic sample or the signal

sample) comes mainly from two sources: QCD di-jet events (where the jets fake elec-

trons) and Drell-Yan events (which produce two electrons, like the Z signal events).

The combined background spectrum falls roughly linearly with invariant mass. This

fact can be used to estimate the amount of background in the signal region; three

di�erent methods have been used. Each method uses one or more sideband regions in

order to estimate the e�ciency for selecting background events. The three methods

are detailed below:

� Method 1: Two sideband regions are used, 61 < Mee < 71 GeV and 111 <

Mee < 121 GeV. Since these regions are symmetric around the signal region and

cover the same range in invariant mass, the number of background events in the

signal region is just taken to be the average of the number of events in the two

sideband regions (this assumes that all the events in the sideband regions are

background).

� Method 2: The invariant mass spectrum of the diagnostic Z sample is �t to

a relativistic Breit-Wigner convoluted with a Gaussian and added to a linear

background. The linear background �t is used to estimate the number of back-

ground events in the signal region as a fraction of the number of events in the

sideband region 60 < Mee < 70 GeV.

� Method 3: The same �t is used directly to estimate the number of background

events in the signal region (the number of background events is just the area
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under the linear background between 86 and 96 GeV). Dual sideband regions

are used: Mee < 70 GeV and Mee > 110 GeV.

The background fraction (fb) is de�ned as the ratio of the number of background

events in the signal region to the total number of events in the signal region.

The goal of the e�ciency measurement is to determine the e�ciency of a given

cut (or set of cuts) on a true electron. To do this, it is necessary to remove the e�ect

of the background in the signal sample, that is, calculate a background-subtracted

e�ciency. The background subtracted e�ciency is given by

" =
"s � "bfb
1� fb

(4.18)

where " is the background subtracted e�ciency, "s is the e�ciency measured in the

signal region, "b is the e�ciency measured in the background (sideband) region, and

fb is the background fraction described above. Note that it is possible to obtain a

background subtracted e�ciency greater than 1 (in which case measurement error

should make the result consistent with 100% e�ciency).

4.3.2.3 Tagging Cuts

In order to control the amount of background in the diagnostic data sample, while

keeping the sample of diagnostic electrons unbiased, a set of tight cuts is applied to

one of the two electrons in the sample. In this analysis, two di�erent sets of tagging

cuts are used (labelled Standard and Tight). Combined with the three di�erent

background estimation methods, six di�erent prescriptions were used to determine the

background-subtracted e�ciencies detailed below. These six methods are detailed in

Table 4.6. The di�erences in the results produced by the di�erent methods is used as

a measure of the systematic uncertainty due to the background subtraction process.

The two sets of tagging cuts are detailed below; in both cases the tagged electron

is a PELC with ET > 25 GeV in the good �ducial region of the detector.
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Background Subtraction Prescriptions
Prescription Background Method Tagging Cuts

1 1 Standard
2 1 Tight
3 2 Standard
4 2 Tight
5 3 Standard
6 3 Tight

Table 4.6: De�nition of Background Subtraction Prescriptions

� Standard Tagging Cuts:

{ Tagged PELC passed ELE HIGH

{ �2hm < 100:(200:) in the CC(EC)

{ fiso < 0:15

{ fem > 0:9 (standard PELC requirement)

{ Strk < 10:

� Tight Tagging Cuts:

{ Tagged PELC passed ELE HIGH

{ �2hm < 100: (both CC and EC)

{ fiso < 0:10

{ fem > 0:95

{ Strk < 5:(10:) in the CC(EC)

Note once again that if both PELCs in a diagnostic Z event pass the tagging cuts,

the event is used twice in the e�ciency analysis.
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4.3.2.4 Loose and Tight Selection E�ciencies

Two di�erent electron selections are used for this analysis. \Tight" selection cuts

are used for the selection of both W and Z bosons; a second \loose" set of cuts is used

to identify the second electron in Z ! ee events. Since the loose cuts are a subset of

the tight cuts, the tight electron selection e�ciency can be expressed as follows:

"wele = "` � "t (4.19)

where "wele is the overall tight electron selection e�ciency (equivalent to theW electron

selection e�ciency), "` is the e�ciency of the loose cuts, and "t is the e�ciency of the

additional cuts used to make up the tight selection. The loose selection cuts include

identifying an electromagnetic energy cluster as an electron or photon and applying

calorimeter-based electron-identi�cation cuts; the tight selection further requires a

track-match, applies a cut on the quality of that match, and requires that the electron

passed the chosen trigger. Thus,

"wele = "reco � "cal| {z }
"`

� "trig � "trk � "match| {z }
"t

(4.20)

where, for a real electron, "reco is the e�ciency for forming an electron or photon bank

during reconstruction, "cal is the e�ciency of the calorimeter electron-identi�cation

cuts, "trig is the trigger e�ciency, "match is the e�ciency for �nding a track-match in

the central detector, and "trk is the e�ciency of the track match quality cut (track-

match signi�cance).

For true high-pT electrons in the good �ducial region of the detector used for this

analysis, the reconstruction e�ciency should be 100%. Unfortunately, a bug in the

CAPHEL package (the part of the reconstruction that searches CAlorimeter data to

�nd PHotons and ELectrons) resulted in a small ine�ciency. For a small fraction

of the electromagnetic clusters, the routine that determines the position (CM3POS)

calculated the � position incorrectly (it was rotated by �). This bug was measured

to cause a 0.7% loss of e�ciency [74] (with negligible error), so "reco = 0:993.
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The e�ciency of the calorimeter electron-identi�cation cuts "cal is measured using

the diagnostic Z ! ee sample described above. The only requirement placed on

the diagnostic electron is that it is a PELC bank with ET > 25 GeV. Note that

by requiring a PELC, a track-match is required; for the calorimeter cuts that make

up the loose selection, this requirement does not bias the results, and the amount

of background in the diagnostic sample is greatly reduced, allowing a more precise

measurement.

For this e�ciency measurement, there are four data samples: CC or EC diagnostic

electron, combined with Standard or Tight tagging cuts. For each sample, three

background estimation schemes are used, for a total of twelve background-subtracted

e�ciencymeasurements (six each for the CC and EC). The basic scheme for measuring

the background subtracted e�ciency is as follows:

� Measure the e�ciency "s in the signal region: what fraction of diagnostic elec-

trons with 86 < Mee < 96 GeV pass the calorimeter electron-id cuts?

� Measure the e�ciency "b in the background region: what fraction of events in

the sideband region(s) pass the same cuts?

� Measure the background fraction fb: divide the number of background events in

the signal region (as predicted by the background method in use) by the total

number of events in the signal region.

� Combine these three quantities to get the background subtracted e�ciency using

Equation 4.18.

The results for the calorimeter electron-identi�cation e�ciency are listed in Ta-

ble 4.7; the quoted errors are statistical only. To obtain the overall loose selection

e�ciency, multiply by the reconstruction e�ciency "reco = 0:993.

The e�ciency of the additional cuts used by the tight selection are calculated in

a similar manner. There are three additional requirements: trigger, track match,
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Calorimeter Id e�ciency "cal
Prescription CC EC

1 0:884 � 0:016 0:898 � 0:026
2 0:887 � 0:015 0:880 � 0:024
3 0:880 � 0:016 0:918 � 0:027
4 0:885 � 0:015 0:889 � 0:024
5 0:886 � 0:016 0:902 � 0:026
6 0:887 � 0:015 0:890 � 0:024

Table 4.7: Calorimeter electron-identi�cation e�ciency: "cal. To calculate the loose
selection e�ciency "`, multiply both the value and its error by the reconstruction
e�ciency "reco = 0:993.

and track-match signi�cance. The trigger and track-match signi�cance e�ciencies

are measured and lumped together, in order to reduce the total error:

"lump = "trig � "trk; "t = "lump � "match (4.21)

To measure the lumped e�ciency, the diagnostic electrons are required to be PELC

banks with ET > 25 GeV; in addition, they must pass all the loose selection cuts

(so that the sample is properly biased). In addition, any diagnostic electron that

failed the 20 GeV Level-2 ET cut is eliminated from the sample, since the turn-on

e�ect is already accounted for in the acceptance. The lumped e�ciency is calculated

analogously to the loose e�ciency (except now the fraction of diagnostic electrons

that pass the trigger and track-match signi�cance cuts is calculated); the results are

listed in Table 4.8.

The tight electron selection also requires a PELC (electron) bank; PPHO (photon)

banks are not accepted. A PELC bank requires a central detector track in a road

centered around the calorimeter cluster position. The track-match e�ciency "trk

is a measure of how well the central detector �nds the tracks associated with a real

electron; here, it is taken to be the ratio of the number of diagnostic Z ! ee electrons

that appear as PELC banks to the number found as either PELC or PPHO banks
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Lumped e�ciency "lump

Prescription CC EC

1 0:951 � 0:009 0:926 � 0:019
2 0:951 � 0:009 0:930 � 0:018
3 0:953 � 0:009 0:921 � 0:018
4 0:952 � 0:009 0:924 � 0:018
5 0:950 � 0:009 0:921 � 0:018
6 0:948 � 0:009 0:927 � 0:018

Table 4.8: Lumped trigger and track-match signi�cance e�ciency: "lump = "trig �"trk

(since the only di�erence is the track-match requirement).

The cuts used to de�ne the diagnostic sample used to measure the track-match

e�ciency are slightly di�erent than those used above. To increase statistics, the ET

cut on both the tag and diagnostic electrons is lowered from 25 to 20 GeV. The same

�ducial cuts are used. The tagging cuts are the same, except the cut on track-match

signi�cance is not applied. The following cuts are applied to the diagnostic electrons:

� PELC or PPHO, ET > 20 GeV, good �ducial region

� passed ELE HIGH

� �2hm < 100:, fiso < 0:15

These cuts are applied to keep the amount of background in the sample at a

reasonable level (since accepting PPHO banks signi�cantly increases the background).

Di�erent sets of cuts were tried with little e�ect on the results, so the results are taken

to be unbiased by the application of these cuts.

The background-subtracted e�ciencies are calculated exactly as described above,

where now the e�ciency ratio is the number of PELCs divided by the total number of

electrons (PELCs plus PPHOs). The track-match e�ciencies are listed in Table 4.9.
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Track-match e�ciency "match

Prescription CC EC

1 0:873 � 0:013 0:832 � 0:021
2 0:875 � 0:013 0:838 � 0:021
3 0:879 � 0:013 0:829 � 0:021
4 0:882 � 0:013 0:835 � 0:021
5 0:874 � 0:012 0:838 � 0:020
6 0:876 � 0:012 0:843 � 0:020

Table 4.9: Track-match e�ciency: "match

Tight e�ciency "t
Prescription CC EC

1 0:830 � 0:015 0:770 � 0:025
2 0:832 � 0:015 0:779 � 0:025
3 0:837 � 0:015 0:764 � 0:024
4 0:839 � 0:015 0:772 � 0:025
5 0:830 � 0:014 0:772 � 0:024
6 0:830 � 0:014 0:781 � 0:024

Table 4.10: E�ciency of tight electron selection cuts: "t = "lump � "match.

The e�ciency of the tight selection cuts is the product of the lumped trigger/track-

match signi�cance e�ciency ("lump) and the track-match e�ciency ("match). The

results are listed in Table 4.10.

4.3.3 Overall W and Z Selection E�ciencies

As speci�ed above, the selection e�ciency for the electron in W ! e� events is

given by the product of the loose and tight selection e�ciencies (see Equation 4.19).

The e�ciency is calculated separately for each prescription, and the results are shown
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W electron e�ciency "wele
Prescription CC EC

1 0:729 � 0:019 0:687 � 0:030
2 0:733 � 0:018 0:681 � 0:029
3 0:731 � 0:019 0:696 � 0:030
4 0:737 � 0:018 0:682 � 0:029
5 0:730 � 0:018 0:691 � 0:029
6 0:731 � 0:017 0:690 � 0:028

Table 4.11: Overall W electron selection e�ciency: "wele

in Table 4.11. Prescription 6 (tight tagging cuts, background estimation based on �t)

is used for the central value; the systematic error due to background subtraction is

taken to be half the maximum di�erence between di�erent background subtraction

prescriptions. Thus, the W electron selection e�ciencies for the CC and EC are

"wele(cc) = 0:731 � 0:017 � 0:004; "wele(ec) = 0:690 � 0:028 � 0:008 (4.22)

To get the overall W electron selection e�ciency, the CC and EC results are

combined based on the CC/EC acceptance distribution, listed in Table 4.4:

"wele = 0:719 � 0:015 (4.23)

where the quoted error combines the statistical and systematic errors above.

The �nal W selection e�ciency is obtained by multiplying the electron selection

e�ciency by the Level-� e�ciency:

"wtot = "L� � "wele = 0:704 � 0:017 (4.24)

For the Z boson electron selection e�ciency, since there are two electrons and the

e�ciencies are measured separately for the CC and the EC, there are three distinct

cases: both electrons in the CC, both electrons in the EC, and one electron in each.

The following expressions apply for the three cases:
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Z electron e�ciency "zele
Prescription CC-CC CC-EC EC-EC

1 0:748 � 0:021 0:752 � 0:020 0:753 � 0:034
2 0:754 � 0:020 0:741 � 0:018 0:726 � 0:030
3 0:743 � 0:021 0:766 � 0:021 0:785 � 0:037
4 0:752 � 0:020 0:747 � 0:018 0:739 � 0:031
5 0:752 � 0:021 0:757 � 0:020 0:761 � 0:034
6 0:753 � 0:020 0:749 � 0:018 0:744 � 0:031

Table 4.12: Overall Z electron selection e�ciency: "zele

"zele(cc� cc) = ("c`)
2 � [2"ct � ("ct)

2] (4.25)

"zele(cc� ec) = "c` � "e` � ("ct + "et � "ct � "et)
"zele(ec� ec) = ("e`)

2 � [2"et � ("et)
2]

where "c` and "
e
` are the loose selection e�ciencies for the CC and the EC, and "ct and

"et are the e�ciencies of the additional tight selection cuts in the two cryostats. The

equations are easy to understand: both electrons must pass the loose selection cuts

(hence the two factors of "`), but only one of the electrons has to pass the additional

tight selection cuts; the subtracted term removes the double-counting of events in

which both electrons pass the tight cuts. The Z electron selection e�ciencies are

calculated separately for each background subtraction prescription; the results are

shown in Table 4.12.

Using prescription 6 for the central values and extracting the systematic error as

described above, the Z electron selection e�ciencies are

"zele(c � c) = 0:753 � 0:020 � 0:006 (4.26)

"zele(c� e) = 0:749 � 0:018 � 0:013

"zele(e� e) = 0:744 � 0:031 � 0:030
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The total Z electron selection e�ciency is obtained by combining these results

based on the acceptance distributions listed in Table 4.4, with care taken to properly

handle correlations in the error calculation:

"zele = 0:751 � 0:018 (4.27)

Finally, the overall Z selection e�ciency is obtained by multiplying by the Level-�

e�ciency:

"ztot = "L� � "zele = 0:736 � 0:024 (4.28)

4.4 Background

A precise measurement of theW and Z boson cross sections relies upon an accurate

knowledge of the background content in the signal data sample. The electron decay

modes of the heavy bosons provide a very clear signature, so that even the simple set

of cuts outlined above provides a very clean data sample. However, any set of cuts

must make a compromise between signal e�ciency and background contamination;

the cuts are chosen to reduce the background as much as possible while minimizing

the loss of signal events. A small amount of background is acceptable in the signal

sample, as long as it can be reliably measured.

4.4.1 Background in the W ! e� Sample

The combination of a high pT electron and large E/T form a very unique signature;

nevertheless, there are several sources of background to the W ! e� selection. One

main source comes from di-jet events, where one jet fakes an electron, and 
uctuations

in the energy measurement provide the requisite missing transverse energy. Further

background comes from W ! �� events with the subsequent decay � ! e�; these

events have identical signatures to the directW ! e� events; fortunately, the electron

pT and E/T spectra are much softer. A �nal source of background comes from Z !
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ee and Z ! �� events, where the electron is real and the E/T comes from energy

mismeasurement.

4.4.1.1 QCD multi-jet background

The largest source of W ! e� background comes from QCD multi-jet events,

where one of the jets fakes an electron and the missing transverse energy comes from

energy mismeasurement (either an energy 
uctuation, or a lot of energy is lost in a

detector crack). The quantity of QCD background in the signal sample is measured

using collider data [75]; the procedure is outlined below.

The general technique is based on using the E/T spectrum shape to estimate the

fraction of signal events due to QCD processes. Two data samples are used: one to

determine the E/T shape of the combined signal and background, and one to determine

the E/T shape of the background alone.

The signal sample uses the same cuts used to select the W ! e� sample, with the

E/T cut removed:

� Event passed ELE HIGH �lter

� One PELC in good �ducial region with ET > 25 GeV

� Calorimeter electron-identi�cation: �2hm < 100:; fiso < 0:10; fem > 0:95

� Tracking electron-identi�cation: Strk < 10:(5:) in the CC(EC)

All energy corrections used for theW ! e� selection are applied to this sample as well.

A total of 12,938 events were selected in the run range 55217-59378, corresponding

to trigger versions 6.1-6.5, when the trigger used to select the background sample

(described below) was in place. The E/T distribution for these events is shown in

Figure 4.5. The large peak at low missing ET is due to QCD di-jet events; the

broader peak at high E/T comes from the W ! e� signal.

In order to measure the QCD contamination in the signal sample, an independent

sample of events is needed to measure the shape of the di-jet events. The electron
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isolation variable is used to obtain a sample of background electrons; by making an

anti-isolation cut (that is, by requiring the electron to be non-isolated), true elec-

trons are excluded from the sample. The background event selection is based on the

ELE MEDIUM �lter, which does not apply an isolation cut; this �lter was present

only in trigger versions 6.1 through 6.5, corresponding to runs 55217 through 59378.

The following cuts were used to select the background sample, after the standard

energy corrections were applied:

� Event passed ELE MEDIUM �lter

� One PELC in good �ducial region with ET > 25 GeV

� fem > 0:95, fiso > 0:15

These events contain one jet which 
uctuated to give an electromagnetic shower

and produce a PELC bank; the isolation fraction is high due to a large amount of

hadronic energy surrounding the cluster. There are 5655 events in this sample. The

E/T spectrum of this sample, shown in Figure 4.5, re
ects the shape of the di-jet

background, since isolation and E/Tare not correlated. All real W ! e� signal events

should be removed by the anti-isolation cut (note that there is no evidence for a

peak in the E/T signal region for the background sample); to check this, the analysis

was repeated with an anti-isolation cut of fiso > 0:25, and the results obtained were

consistent with the looser anti-isolation requirement.

The di-jet background is calculated separately for electrons in the CC and the

EC, to allow for variation of the QCD background with rapidity (due to either the

underlying physics or to variation in detector response). Furthermore, two di�erent

isolation cone sizes were used by the ELE HIGH �lter during di�erent periods in the

data-taking, Riso = 0:4 and Riso = 0:6; this di�erence impacts the amount of QCD

background, since the Level-2 isolation cut di�ers somewhat from the o�ine cut due

to di�erent clustering, and in the case of Riso = 0:6, the Level-2 cut was tighter. As a

result, the di-jet fraction must be calculated separately for the two trigger conditions.
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Figure 4.5: E/T spectra for the (a) signal and (b) background event samples

All in all, the signal sample is split into four sub-samples: CC(0.4), CC(0.6), EC(0.4)

and EC(0.6); the background sample is just split between CC and EC `electrons.'

The actual calculation of the QCD background is straightforward. For each of

the four conditions, the appropriate background sample is normalized to the signal

sample, using the region 0 - 10 GeV in E/T . The background fraction fqcd is then given

by the number of events in the background sample with E/T > 25 GeV scaled by the

normalization factor fnorm divided by the number of events in the signal sample with

E/T > 25 GeV:

fqcd =
Nbkg(E/T > 25) � fnorm

Nsig(E/T > 25)
; fnorm =

Nsig(E/T < 10)

Nbkg(E/T < 10)
(4.29)

where Nsig(E/T ) and Nbkg(E/T ) are the numbers of events in the speci�ed E/T range in

the signal and background samples respectively.

The results are summarized in Table 4.13. For the �nal QCD di-jet fractions, the

�rst error is statistical and the second is the systematic error due to the normalization

scheme. The statistical error is totally dominated by the small number of background

events in high E/T region. To measure the normalization error, the normalization
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Riso = 0:4 Riso = 0:6
CC EC CC EC

fnorm = Nsig(<10)
Nbkg(<10)

498
2611

= 0:191 891
1928

= 0:462 3362
2611

= 1:288 5440
1928

= 2:822

Nbkg(> 25) 35 9 35 9
fnormNbkg(> 25) 6.7 4.2 45.1 25.4
Nsig(> 25) 213 98 1580 639

fqcd � �stat 3:1 � 0:5 4:2 � 1:4 2:8 � 0:5 4:0 � 1:3
��syst (%) �0:1 �0:2 �0:1 �0:1

Table 4.13: Summary of the W QCD di-jet background calculation for the four
di�erent conditions (two isolation cone sizes, CC and EC calculated separately).

factor was calculated for two other intervals in E/T , 0 - 5 GeV and 0 - 15 GeV. The

systematic error was taken to be the largest di�erence between any two of the three

calculated normalization factors; the small error re
ects the good agreement in the

shape of the signal and background distributions in the normalization region. As

expected, there is less QCD background with Riso = 0:6, since that cut is tighter.

In order to obtain an overall QCD background fraction for theW sample, the four

numbers are combined, using the relative luminosity fractions to combine the values

for the di�erent cone sizes, then using the actual data distribution to combine the

CC and EC results. The amount of data taken using the two isolation cone sizes was

nearly equal, with 50.4% of the data taken with Riso = 0:6 and 49.6% taken with

Riso = 0:4. Then 70.5% (7,284/10,338) of the W candidates had the electron in the

CC while the remaining 29.5% (3,054/10,338) of the events had the signal electron in

the EC. Applying these weights leads to an overall QCD di-jet fraction of

fwqcd = 3:3 � 0:5%: (4.30)

It should be noted that this is expressed as a fraction of theW ! e� signal candidates

(including background), not as a fraction of the real W 's in the sample.
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Figure 4.6: Electron pT distribution for W ! � ! e events

4.4.1.2 W ! �� contamination

Another source of background comes from W ! �� events, with the subsequent

decay � ! e�. These events have the same signature as the W ! e� signal events,

a real electron and signi�cant E/T . Fortunately, the electron pT spectrum from these

events is much softer, since the electron comes from the secondary decay of the � , as

can be seen in Figure 4.6 [76]. Instead of the Jacobian peak atMW =2, the distribution

peaks at low momenta; due to the 25 GeV ET cut on the electron, this leads to a

greatly reduced kinematic acceptance for these events. The amount of W ! ��

contamination is further reduced by the � ! e� branching ratio of roughly 17% [33].

Since the event signatures are identical, the amount of background is determined

by the relative acceptances, modi�ed by the probability of the secondary � ! e�

decay. Assuming the W decays equally into electrons and taus,

fw� = Br(� ! e�) � A
�
W

Ae
W

(4.31)
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where Br(� ! e�) is the branching ratio, and A�
W and Ae

W are the W ! �� ! e��

and W ! e� acceptances respectively. The calculation of Ae
W has been described

earlier in this chapter; A�
W is calculated in the same way. Taking Br(� ! e�) = 17%

leads to the result

fw� = 1:9� 0:1% (4.32)

where the error is dominated by the Monte Carlo statistics. Note that this is a fraction

of true W ! e� events, not a fraction of the candidate sample.

4.4.1.3 Z ! ee and Z ! �� faking W ! e�

If one of the Z decay electrons enters a detector crack, there is a good chance

it will not be reconstructed as an electron; furthermore there is a good chance that

the energy will be mismeasured. Under these conditions, Z ! ee events form a

background to the W ! e� sample, since the �nal state is the same: one high-pT

electron and a lot of missing transverse energy. It is very di�cult to get a handle on

this background only based on data, so Monte Carlo data are used to estimate the

amount of background.

This study uses data processed by D�GEANT [77], which performs the full de-

tector simulation needed to accurately model the detector response to electrons in

badly instrumented regions, like the CC cracks or the inter-cryostat region. A total

of 10,000 Z ! ee events and 6,000W ! e� events were generated and passed through

D�GEANT. The two samples were then passed through the standard reconstruction,

and the W selection cuts were applied to each sample; 200 of the Z events passed the

cuts, while 1888 of the W events passed the cuts. The contamination is then simply

the production ratio times the ratio of the D�GEANT-based acceptances:

fwz =
�(p�p! Z ! ee)

�(p�p! W ! e�)
� AZ!W

AW
=

�(p�p! Z ! ee)

�(p�p! W ! e�)
�

200
10;000
1888
6000

(4.33)

where AZ!W and AW are the fractions of Z and W events that pass the W selection

cuts respectively.
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The production ratio �(p�p ! Z ! ee)=�(p�p ! W ! e�) is taken to be 0.1,

which is close to both experimental values and results of theoretical calculations;

a 10% error is assigned to this quantity. The calculation was performed with and

without making the standard E/T corrections; the error due to the E/T corrections is

taken to be the di�erence between the two results. Finally, including the statistical

error, the contamination in the W sample is found to be

fwz = 0:6� 0:1% (4.34)

Like the tau background, this is a fraction of real W bosons, not of the candidate

sample.

The process Z ! �� with at least one subsequent � ! e� decay can also contribute

to theW background. The electrons from the � decay have the same soft pT spectrum

as in theW ! � ! e events. Taking into account the soft electron and the additional

� ! e� branching ratio factor compared to the Z ! ee background, this background

source is negligible, and can safely be ignored.

4.4.2 Background in the Z ! ee Sample

The requirement of two clean, high-pT electrons in the Z selection forms a unique

signature; nevertheless, there are sources of background. The primary source of

background comes from QCD multi-jet events, where jets 
uctuate to fake electrons.

Drell-Yan events (where two real electrons are produced via a virtual photon) provide

another source of background. Another source of two real electrons is the process

Z ! �� ! ee��.

4.4.2.1 QCD Background

QCD processes form the primary background to the Z ! ee sample. There are

two sources: di-jet events, where both jets fake electrons, and direct photon events,

where the photon satis�es the cuts for one of the electrons and the other electron is
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really a jet. The invariant mass shape of the Z sample is used to measure the amount

of QCD background present, since the falling invariant mass spectrum of the QCD

processes di�ers greatly from the invariant mass peak at MZ due to the true Z ! ee

events. A good understanding of the shape of each sample (di-jet, direct photon and

signal) is necessary to perform this analysis.

The invariant mass shape of the di-jet events is measured using events selected

from the JET MIN trigger [78]. O�ine, the events were required to have two jets

with ET > 25 GeV in the �ducial region of the detector used for this analysis. The

spectrum is shown in Figure 4.7. The sample was normalized based on the luminosity

in the Z sample and the electron-fake rates measured for the speci�c selection cuts.

A two-parameter exponential �t to the distribution was performed in the mass range

65 - 250 GeV [79]:

Ndi�jet(m) = e0:776�0:0237m = 2:17e�0:0237m (4.35)

This �t is shown, superimposed over the data, in Figure 4.7.

The direct photon invariant mass spectrum has been measured and parametrized

by the D� direct photon group [80]. The spectrum is shown in Figure 4.8; it is

normalized to the Z sample luminosity, using a nominal jet-fake rate of 0.1%. The

superimposed �t is exponential:

N
�jet(m) = e0:736�0:0345m = 2:09e�0:0345m (4.36)

The PYTHIA event generator [81] was used to generate the full p�p ! Z=
 ! ee

mass spectrum, which contains the Drell-Yan and interference term contributions as

well as the pure Z term. Detector resolution and QED radiation e�ects were applied

to the sample, and then the appropriate kinematic and �ducial cuts were applied.

The resultant mass distribution, NZ=
(m), is shown in Figure 4.9.

In order to determine the amount of QCD background in the Z sample, a �t

is performed to the sum of the mass shapes of the signal and background. The

invariant mass distribution of the data Ndata(m) is expressed as the sum of the signal
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Figure 4.7: QCD di-jet invariant mass spectrum, with exponential �t superimposed.

Figure 4.8: The QCD direct photon invariant mass spectrum, with exponential �t
superimposed.



129

Figure 4.9: Z=
 invariant mass distribution.

and background distributions:

Ndata(m) = c1 �NZ=
(m) + c2 �Nbkg(m) (4.37)

where c1 and c2 are the normalization factors of the signal and background respec-

tively. The total number of data events (integrated over invariant mass) is known, as

is the integral of NZ=
(m) and Nbkg(m); integrating both sides of Equation 4.37 leads

to

N tot
data = c1 �N tot

Z=
 + c2 �N tot
bkg (4.38)

This equation is used to solve for c1 in terms of c2 and known quantities; inserting

this back into Equation 4.37 gives

Ndata(m) =
N tot
data � c2 �N tot

bkg

N tot
Z=


�NZ=
(m) + c2 �Nbkg(m) (4.39)

There is only one parameter, c2, to determine in the �t. A maximum likelihood �t is

performed to determine this parameter.



130

I. fbkg(m) = fdi�jet(m)
Mass Fitting Range c2
61.2 - 121.2 GeV 3:75� 1:00
71.2 - 121.2 GeV 3:70� 1:20

II. fbkg(m) = fdi�jet(m) + f
�jet(m)
Mass Fitting Range c2
71.2 - 121.2 GeV 2:75� 1:00
71.2 - 111.2 GeV 2:25� 1:06
75.2 - 121.2 GeV 1:38� 1:06
77.2 - 121.2 GeV 1:75� 1:13

Table 4.14: Summary of �t results for Z ! ee QCD background

First, the background was taken to be only QCD di-jets, so Nbkg(m) = Ndi�jet(m).

The results of the �t for two di�erent �tting ranges are shown in Part I of Table 4.14. If

the normalization procedures used in determining the background shape were correct,

then the value of c2 would be close to 1. In this case, however, the �tted value is

several sigma away from the expected result, indicating either poor normalization, or

that there is additional background to be taken into account.

Next, the shape of the background is taken to be the sum of the measured di-

jet and direct photon background shapes: Nbkg(m) = Ndi�jet(m) + N
�jet(m). The

results of the �t are shown in Part II of Table 4.14 for several ranges in invariant mass.

The results still suggest that the background normalization is too low, but considering

the error in the �t and the errors associated with the background normalization (such

as the errors in the electron-fake rate and in the di-jet cross section), the agreement

is reasonable.

The �tted value for c2 varies signi�cantly with the �tting range, due to 
uctuations

in the data sample at the edges of the selected ranges. For the actual calculation of

the amount of QCD background, the following nominal value is chosen:

c2 = 2:00 � 1:00 (4.40)
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Figure 4.10: Comparison of Z ! ee data (points) with Monte Carlo plus predicted
background (histogram), with c2 = 2:00.

Based on this value, the Z data are compared to the sum of the Monte Carlo signal

and predicted background in Figure 4.10; the agreement is good, with a �2 per degree

of freedom of 0.9. Integrating the background over the 75 - 105 GeV invariant mass

window used for the signal and multiplying by c2, the QCD background fraction is

found to be

f zqcd = 2:8� 1:4% (4.41)

By construction, this is the fraction of the signal candidates, not of real Z boson

events.

4.4.2.2 Drell-Yan

The same two-electron �nal state used to identify the Z events can be produced

by the Drell-Yan process, p�p! 
? ! ee; there is also a contribution from the Z � 


interference term. In order to measure the pure Z ! ee cross section, the data sample

must be corrected for the e�ect of this background.
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The signatures for the Drell-Yan and true Z ! ee events are identical, so it is

necessary to estimate the background using Monte Carlo techniques. Two 100,000

event samples were generated with the PYTHIA generator: one using the full Z �

 matrix elements (including interference), and one using only the pure Z matrix

element. Each sample was generated with a lower q2 limit of 50 GeV; the generated

samples correspond to cross sections of 15.76 nb for the full sample and 14.74 nb for

the Z only sample. For each sample, the z vertex and the electron energies were

smeared, then all kinematic and �ducial cuts were applied. To determine the Drell-

Yan fraction f zd�y (really the non-pure Z fraction), the ratio of cross sections inside

the 75 - 105 GeV invariant mass window is calculated:

1 + f zd�y =
j�(p�p! Z=
 ! ee)j75�105
j�(p�p! Z ! ee)j75�105 (4.42)

After all kinematic and �ducial cuts are applied to the smeared samples, there are

35,270 remaining events in the mass window from the full sample, while there are

37,218 remaining pure Z events. Thus,

1 + f zd�y =
(35; 270=100; 000) � 15:76 nb
(37; 218=100; 000) � 14:74 nb = 1:013 (4.43)

The statistical error associated with this result is negligible. To determine a sys-

tematic error due to the generator used, the calculation was repeated using ISAJET

[82], and the results were consistent. The results were calculated using di�erent com-

binations of kinematic and �ducial cuts, and the variation was small. Finally, the

Drell-Yan fraction is measured to be

f zd�y = 1:3� 0:1% (4.44)

This is expressed as a fraction of real Z bosons, not a fraction of the signal sample.

Another potential source of background is the Drell-Yan production of taus: p�p!

? ! �� . This background is negligible, because of the two electronic branching ratio

factors, and the soft spectrum of the decay electrons from taus.
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4.4.2.3 Z ! ��

Another potential background source comes from the process Z ! �� , where both

taus subsequently decay into electrons. The Z decays into taus at the same rate as

into electrons; however, the soft pt spectrum of the decay electrons and the additional

factors of the � ! e� branching ratio make this background negligible. To test this,

900 Z ! �� ! ee events were generated and passed through detector simulation.

Only one event from this sample survived the kinematic cuts and fell within the

invariant mass window. Taking into account the two 17% branching ratio factors, the

acceptance for Z ! �� ! ee is negligible, and this source of background can safely

be ignored.
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Chapter 5

Luminosity

One of the most important parts of any cross section measurement is the determi-

nation of the integrated luminosity, a measure of how many p�p interactions went into

the data sample used for the analysis. It is essential that this quantity is measured

as accurately as possible, since any error is transferred directly to the cross section

measurement itself. To calculate the luminosity, two inputs are needed: the total

number of p�p interactions used in the analysis, and the total p�p cross section visible

to the triggering system. Care must be taken to properly account for any dead time,

and careful data handling and bookkeeping is essential.

5.1 Instantaneous Luminosity

Hard-core, inelastic p�p collisions are detected with high e�ciency by the Level-�

trigger. The measured instantaneous luminosity is directly proportional to the �ring

rate RL� of the Level-� system:

Lm =
RL�

�L�
(5.1)

where �L� is the p�p cross section visible to the Level-� system (known as the Level-�

monitor constant) which is described below. For a given crossing, the Level-� system
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can either �re or not �re; there is no distinction made between a single-interaction

beam crossing and a crossing which contains multiple interactions. As a result, the

direct proportionality breaks down at high luminosity, where there is an appreciable

chance for such multiple interactions.

5.1.1 Multiple Interaction Correction

Poisson statistics can be used to determine a correction scheme to handle multiple

interactions. At a given luminosity, the average number of interactions per crossing

is given by [83]

�n = L � � � �L� (5.2)

where � is the time between beam crossings (� = 3:5 �s at the Tevatron) and L is

the true instantaneous luminosity. The measured number of interactions per crossing

ignoring multiple interactions is 1 � p(0), where p(0) is the Poisson probability of

having zero interactions in a crossing. The ratio of actual luminosity to measured

luminosity is given by the ratio of the average number of events per crossing:

L
Lm =

�n

1 � p(0)
=

�n

1� e��n
(5.3)

Incorporating the expressions given above for �n and Lm and doing a bit of algebra

leads to

L =
� ln(1�RL� � � )

�L� � � (5.4)

During collider running at the Tevatron, there are six bunches each of protons and

antiprotons, so for a given interaction point there are six distinct p�p bunch-pairs. In

general, the di�erent bunches are not equally populated, so the multiple interaction

probability can be di�erent for di�erent bunch-pairs. To deal with this situation, the

Level-� rate is recorded separately for each of the six bunches, so the correction can

be applied independently.



136

5.1.2 The Level-� Monitor Constant �L�

In order to calculate the luminosity, it is necessary to know the total p�p cross

section subtended by the Level-� system. The total cross section can be separated

into elastic and inelastic processes:

�tot = �el + �inel (5.5)

Furthermore, the inelastic part can be broken down into hard-core, single-di�ractive

and double-di�ractive processes:

�inel = �HC + �SD + �DD (5.6)

In p�p single-di�raction dissociation, either the p or the �p is transformed by a low-

momentum-transfer vacuum-exchange into an excited nucleon state, which then de-

cays into a shower of particles surrounding the beam-pipe. In double-di�raction pro-

cesses, both the p and the �p produce showers around the beam-pipe. The hard-core

scattering processes, which involve large momentum transfer and are highly inelastic,

produce the events that form the basis of the physics interest in p�p collider physics.

The Level-� trigger is designed to be very e�cient at detecting beam crossings con-

taining hard-core inelastic collisions; di�ractive and elastic scattering events rarely

form a coincidence. The Level-� luminosity constant �L� is obtained by applying

the measured e�ciencies and acceptances of the Level-� system to the various com-

ponents of the total p�p cross section at
p
s = 1:8 TeV.

The total p�p cross section �p�p has been measured independently by Fermilab ex-

periments E710 [84] and CDF [85]; D� forms a `world average' of these two measure-

ments. The cross sections reported by the two experiments are signi�cantly di�erent,

so some care was taken in combining them. In particular, the �2 of the probability

that the two combined values are the same within errors is calculated, and the errors

on the combined cross sections are scaled by � [83]. The total p�p cross sections are

summarized in Table 5.1.
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CDF E710 Combined Error Scale Final Average

�el 19.70 mb 16.6 mb 19.0 mb 1.7 19.02 mb
Error 0.85 1.6 0.8 1.28

�inel 60.33 mb 55.5 mb 58.9 mb 1.85 58.94 mb
Error 1.40 2.2 9.5 2.19

�SD 9.46 mb 11.7 mb 9.5 mb 1.0 9.54 mb
Error 0.44 2.3 0.4 0.43

Table 5.1: Total elastic, inelastic and single di�ractive cross sections at
p
s =

1:8 TeV. The Error Scale is de�ned in the text.

The �nal component that is needed is the double-di�ractive cross section �DD.

This quantity is not measured, but rather derived from the elastic cross section �el

and the single-di�ractive cross section �SD. Based on the idea of factorization (see

Figure 5.1), the following assumption is made:

�DD
�SD

� �SD
�el

(5.7)

The single-di�ractive cross section listed in Table 5.1 contains equal contributions

from either the p or �p di�racting; in calculating the double di�ractive cross section,

only half of the total single-di�ractive cross section should be used. This leads to the

following expression for the double-di�ractive cross section:

�DD =
�2SD
4�el

(5.8)

The calculation of the double-di�ractive cross section is summarized in Table 5.2. A

10 % systematic error is added to the �nal average to account for the factorization

assumption.

The part of the inelastic cross section that is relevant to the physics processes

being studied is the hard-core component �HC, which is just the total inelastic cross

section with the di�ractive parts subtracted out:

�HC = �inel � �SD � �DD (5.9)
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CDF E710 Combined Factorization Error Final Average

�DD 1.14 mb 2.1 mb 1.15 mb 1.15 mb
Error 0.12 0.8 0.12 0.115 mb 0.17

Table 5.2: Double-di�ractive cross section calculation.
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�p
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�p

p

�p

p

�p
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X
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�p

X

�p

p

�p

Figure 5.1: A schematic diagram illustrating the assumption that �DD=�SD =
�SD=�el, based on the idea of factorization (essentially, the p vertex is independent
of the �p vertex).
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Using the numbers from the tables above leads to the value �HC = 48:25 � 2:23 mb.

In order to use the above inelastic cross sections to calculate the Level-� luminosity

constant, it is necessary to determine the acceptance of the Level-� system for each

type of inelastic event, as well as measure the overall e�ciency of the system, given

that charged particles pass through both the north and south counter arrays. The

luminosity constant is calculated as follows:

�L� = �L�(ASD�SD +ADD�DD +AHC�HC) (5.10)

where �L� is the overall e�ciency of the trigger counters (given both counter arrays are

hit by charged particles), and ASD, ADD and AHC are the acceptances of the Level-�

system for single-di�ractive, double-di�ractive and hard-core events respectively (the

acceptance gives the fraction of a particular event type which have charged particles

pass through both counter arrays).

The Level-� e�ciency �L� is determined using data collected by triggering on

random beam crossings (zero-bias data). Events with no in-time hits on either end

are used to measure the pedestal of the Level-� signals. To study the e�ciency for

one end, events are selected using in-time hits on the opposite end; the pedestal is

subtracted, and the remaining fraction of events that have a good fast z signal is

taken to be the e�ciency for that end. The overall Level-� e�ciency is the product

of the e�ciencies for the two ends; the result is �L� = 0:95 � 0:02.

The acceptances for the inelastic p�p processes are studied using two independent

Monte Carlo generators, MBR [86] and DTUJET [87]. The MBR generator is based

on CDF multiplicity studies, while DTUJET is based on the dual parton model. Each

generator can generate single-di�ractive, double-di�ractive and hard-core events; a

1000 event data sample of each event type was generated using both generators (for

a total of six data samples). A full detector simulation (D�GEANT) was applied

to each sample, then they were run through the standard reconstruction software.

The measured acceptance was the fraction of events in each sample with a charged

particle passing through both Level-� counter arrays. The two generators agree fairly
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MBR DTUJET Combined

ASD 20:5 � 1:3 % 9:7� 0:9 % 15:1 � 0:8� 5:4 %
ADD 68:5� 1:5 74:7 � 1:6 71:6 � 1:1 � 3:1
AHC 95:2� 0:7 99:0 � 0:7 97:1 � 0:5 � 1:9

Table 5.3: Level-� Acceptances

well with each other; cross-checks against zero-bias data also show good agreement.

Results from the two generators are averaged to get the �nal acceptances; a systematic

error of half the di�erence between the results from the two generators is applied to

the result. The acceptances are summarized in Table 5.3.

Plugging all the numbers into equation 5.10, the Level-� luminosity constant �L�

is calculated to be 46:7� 2:5 mb. Roughly 95 % of that cross section is due to hard-

core processes; the remainder is due to di�ractive processes. The calculation of �L�

is summarized in Table 5.4.

ASD�SD ADD�DD AHC�HC
PA� �L� �L�

Value 1.44 mb 0.82 mb 46.85 mb 49.11 mb 0.95 46.65 mb
Error 0.53 0.094 2.39 2.45 0.02 2.53

Table 5.4: Calculation of �L�

5.2 Integrated Luminosity

In order to determine the total luminosity used in the cross section analysis, the

instantaneous luminosity L must be integrated over the live running time used to

collect the data. The information needed to calculate L is stored periodically; the

period is chosen to be small enough so that L does not vary signi�cantly, thus avoiding
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problems related to nonlinearity at high luminosities.

An important aspect of calculating the integrated luminosity is correctly determin-

ing the fraction of crossings for which the detector is \live." There are many sources

of dead time, such as main ring activity, Level-2 trigger saturation (where there are

no Level-2 nodes available to process an event), front-end busy (which means that

the front-end digitizing electronics is not ready to process data from the detector),

or a prescale (where only a certain fraction of events are given the chance to pass a

given trigger condition). In general, a physics run has several di�erent triggers; each

trigger can have di�erent live-times, and enough data has to be stored in order to

calculate each of those live-times separately.

5.2.1 Storing Luminosity Information

The instantaneous luminosity can be determined just by looking at the �ring rate

of the Level-� system on the 
y. In order to calculate the integrated luminosity, the

Level-� information must be stored periodically, so that the instantaneous luminosity

can be integrated over the running period. To facilitate the integration, the period is

chosen to be short enough so that L does not change appreciably, and the integration

becomes a simple sum: Z
L dt =

nX
i=1

Li ��ti (5.11)

where Li is the average instantaneous luminosity for the ith time period, �ti is the

time period between the ith and i+1th reading, and the sum goes over the period of

live data-taking.

The Level-� rates are tallied in scalers contained within the Level-1 trigger frame-

work. Separate counts are kept for each of the six p�p bunch-pairs, to allow for unequal

bunch population. Level-1 scalers also keep track of the number of bunch crossings

that are vetoed due to main ring activity, the inability of the data aquisition sys-

tem to accept another event (front-end busy, Level-2 busy, etc.), or other dead-time

sources not directly related to the physics requirements of the Level-1 triggers. Fi-
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nally, Level-1 scalers also keep track of the prescales applied to each of the Level-1

speci�c trigger bits (the scaler associated with a given trigger bit is only incremented

for an otherwise live crossing where the bit has been disabled due to a prescale).

The Level-1 scaler information, along with some other relevant information from

the accelerator and the data aquisition systems, is read out and stored roughly once

per minute by the Luminosity Database Server, a program that runs in the back-

ground on the online computer system. This program provides the information to

online monitoring systems, as well as storing the information in a database once ev-

ery ten minutes (which is a short time period compared to the typical lifetime of a

store, which can be on the order of a day). The database contains all the information

necessary to calculate the integrated luminosity for a selected Level-1 speci�c trigger

on a run-by-run basis.

5.2.2 Live-Time Determination

Ideally, D� would be ready to take data from any p�p crossing within the detector.

In reality, however, there are several sources of dead-time, which prevent collecting

data at 100 % e�ciency.

One of the main sources of ine�ciency is the presence of the Main Ring in the

coarse hadronic calorimeter. Losses from the beam in the Main Ring cause unac-

ceptable background in the regions of the calorimeter surrounding the Main Ring

beam-pipe; therefore, during periods of high main ring losses, the D� trigger is dis-

abled.

The �nite bandwidth of the data aquisition system is another signi�cant source

of dead-time. There are a limited number of Level-2 nodes available to process an

event that passes the Level-1 requirements; if all the nodes are busy (Level-2 busy),

the Level-1 trigger framework is disabled. The Level-1 system is also disabled if the

front-end digitizing electronics is not ready to process an event (front-end busy).

One �nal signi�cant source of dead-time comes from pauses in the run, or time
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between runs. The length of a run is limited, in order to keep conditions during

the run relatively constant, and because only a limited number (99) of �xed size

�les can be written by the data aquisition system for a given run. There are often

short pauses in a run, usually caused by the need to take care of a hardware problem

that compromises the quality of the data. The most common of these problems is a

detector high voltage trip.

In order to obtain an accurate integrated luminosity, it is essential to keep careful

account of the live-time. In principle, each Level-1 speci�c trigger bit can have a dif-

ferent live-time, due to di�erent trigger requirements. In practice, however, practical

considerations make keeping track of live-time separately for each trigger bit impos-

sible, due to hardware restrictions. Basically, there are not enough Level-1 scaler

channels available: for each of the 32 Level-1 trigger bits, six scaler channels (one per

bunch-pair) would be necessary. Furthermore, since the trigger conditions are de�ned

at run time, the logic driving the scalers would have to be fully programmable (to the

same level as the trigger-decision circuitry itself); at this time, the Level-1 framework

does not have such 
exibility.

Since it is not possible to treat each trigger bit independently with respect to

keeping track of the live-time, it is necessary to give up a bit of generality. In order to

make the live-time calculable, it is necessary to demand that all sources of non-physics

dead-time a�ect each Level-1 trigger bit the same. With this condition imposed, it

is possible to dedicate one of the Level-1 trigger bits (bit 30) to keeping track of the

live-time fraction. This trigger bit is set up so that it is not prescaled, contains no

physics conditions (as long as the detector is ready to take data for a given collision,

it will �re), and never generates an actual Level-1 trigger. The signal from bit 30

ANDed with the output of the Level-� system gives the number of live crossings

containing at least one detected interaction. This number, scaled by the Level-�

luminosity constant �L�, gives the integrated luminosity for a given time period, in

the absence of multiple interaction corrections.

It is often desirable (and necessary) to balance the available data aquisition band-
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width between the di�erent Level-1 speci�c triggers (that is, choose the important

physics triggers that should get most of the bandwidth). The requirement of symme-

try between the triggers precludes making several classes of Level-2 nodes (dedicating

more nodes to the important triggers), or reading out only a subset of the front-end

crates for some triggers (in order to reduce the bandwidth necessary to read out an

event). All Level-2 nodes (excluding SHADOW nodes, which are often used for Level-

2 testing, and do not generate a Level-2 busy) must be available to all Level-1 trigger

bits. Furthermore, the front-end busy signal must a�ect all Level-1 triggers the same,

so the same set of crates must be read out for all trigger bits during data-taking.

As a result, load balancing between Level-1 trigger bits must be accomplished either

through threshold adjustment, or by using a �xed prescale. Scalers for each Level-1

trigger bit count how many events make it through the applied prescale; by compar-

ing the counter for each physics speci�c trigger to the counter for the special trigger

bit 30 (which is unprescaled), the actual applied prescale can be calculated (and used

when calculating the integrated luminosity). Note that the prescale is assumed to be

independent of bunch (only one scaler is used for each speci�c trigger, instead of six).

The physics Level-1 triggers are based on either calorimeter or muon data (or

both), which is available (in some form) in time to make a trigger decision in the short

time available between crossings. Some speci�c triggers make further requirements,

not based on that physics data, such as requiring the Level-� system to indicate only

one vertex, or that there be no main ring activity at the time of the crossing. In

general, these requirements are not common to all the physics triggers; in order to

properly calculate the integrated luminosity for triggers making such requirements,

it is necessary to use scalers to keep track of the live-time losses due to the imposed

conditions, on a per-bunch basis. The scaler totals, ANDed with the Level-� output

and the special trigger bit 30, gives the correction to be applied to the appropriate

physics triggers.

All of the scaler values are stored in the luminosity database by the Luminosity

Server every ten minutes. With all the scaler information available, it is possible to
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do all the appropriate corrections, including the correction for multiple interactions.

5.2.3 Performing the Integration

The integral quoted previously (Equation 5.11) must be modi�ed to include the

live-time calculation. The total integrated luminosity recorded by the D� detector

for a given ten minute time period is given by the number of live crossings, divided

by the monitor constant. The calculation is done separately for each bunch:

�Lib =
Z ti+1

ti
L dt = N live

L� (i; b)

�L�
(5.12)

where

N live
L� (i; b) = N raw

L� (i; b)
Nlive(i) (5.13)

and b = (1; : : : ; 6) is the bunch-pair index, i is the time period index, N live
L� (i; b) is the

number of live crossings for bunch b in time period i, N raw
L� (b; i) is the total number

of crossings which pass Level-� and Nlive(i) is the total number of live crossings for

time period i. The product N raw
L� (i; b)
Nlive(i) gives the number of crossings where

the detector was live and the Level-� system �red for bunch b; the symbol 
 is used

here to indicate a logical AND instead of an arithmetic multiplication.

Several corrections must be applied to the above calculation. First of all, the lu-

minosity has to be corrected for multiple interactions, separately for each time period

(note that the full rate out of Level-� is used when calculating the multiples correc-

tion factor, not the rate convoluted with the live signal). For speci�c physics triggers,

corrections for non-physics terms are also applied separately for each time period.

Finally, the correction for prescaling is applied; this is assumed to be luminosity and

bunch independent, so it is applied after the sum over time periods and bunches has

been performed. For a given speci�c trigger T , the total integrated luminosity for a

run can be expressed as follows [88]:

Z
run
L(T ) dt =

0
@X

i;b

N live
L� (i; b)

�L�
�M(i; b) �NP (i; b; T )

1
A � P (T ) (5.14)
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where M(i; b) is the multiple interaction correction factor, NP (i; b; T ) is the correc-

tion for non-physics conditions appropriate to trigger T , and P (T ) is the prescale

correction (which can include both Level-1 and Level-2 prescales).

5.2.4 Alternative: Minimum-bias and Zero-bias events

An alternative approach to calculating the integrated luminosity for a run is to

count the number of minimum-bias events taken, and use the known minimum-bias

cross section to calculate the luminosity of the run. A minimum-bias event just

requires a good fast z signal from Level-�; needless to say, a large prescale is applied to

the minimum-bias trigger in order to keep the bandwidth used for these events small.

In order to handle the correction for multiple interactions, a Poisson distribution is

assumed for the number of interactions, and zero-bias events (events with no trigger

requirements at all, not even a good Level-� signal) are taken, which makes it possible

to calculate the probability that there are zero interactions in a crossing.

The integrated luminosity for a run is just the total number of interactions (includ-

ing multiples) divided by the luminosity constant. The total number of interactions

is the total number of crossings times the average number of interactions per crossing.

Furthermore, the total number of crossings is just the live-time for the run times the

crossing frequency. In summary:Z
run
L dt = f �N � tlive

�L�
(5.15)

where f is the crossing frequency (= 286275 sec�1) and �L� = 46:7 mb is the Level-�

luminosity constant described above.

Assuming Poisson statistics, the average number of interactions can be calculated

from the probability for zero interactions:

N = � ln(Prob(0)) (5.16)

The probability for zero interactions in a crossing is the complement of the probability

of there being at least one interaction in a crossing, which is calculable using the
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number of minimum bias and zero-bias events, and their associated prescales:

Prob(0) = 1 � NMB � PMB

NZB � PZB (5.17)

where NMB and NZB are the number of minimum bias and zero-bias events collected

for the run respectively, and PMB and PZB are the associated prescales (Level-1 and

Level-2 combined).

The zero-bias events are used to determine the total live-time for the run. The

number of live crossings is just NZB � PZB; dividing by the crossing frequency gives

the live-time:

tlive =
NZB � PZB

f
(5.18)

Combining everything leads to the following expression for the integrated lumi-

nosity for a run: Z
run
L dt = �NZB � PZB � ln(1� NMB �PMB

NZB�PZB
)

�L�
(5.19)

Since the minimum-bias and zero-bias events are of very little physics interest,

they are prescaled very heavily so that very little of the available bandwidth is used.

As a result, the integrated luminosity calculation based on these events has a large

statistical error, especially for short runs. For a large set of runs, the statistical error

becomes acceptably small, and this method is used as a valuable check of the lumi-

nosity calculated using the Level-1 scalers (and for runs where the scaler information

is not available for various reasons, the luminosity based on the minimum bias events

is used as the primary measure).

5.3 Luminosity Bookkeeping

The luminosity database is populated by the Luminosity Server, and contains the

raw information needed to calculate the integrated luminosity for each run. This

database is not very practical for physics analysis, however. In order to simplify the

determination of the integrated luminosity for physics analyses, the raw luminosity
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information is processed, and made available in a more useful location, the production

database. For a given run, this database contains information describing the run-time

conditions, as well as a record of what data processing has been done. Information

from this database can be easily accessed in a form directly useful for analysis.

5.3.1 Production Database

For a given run, a lot of information is stored in the production database: the

total number of events, luminosity information, trigger and �lter information, the

time of the run, and much more. In addition, the database contains a record of all of

the data �les available for the run, including the RAW data as written during data-

taking, STAndard output �les (STAs) and Data Summary Tapes (DSTs) produced

by the �rst-pass reconstruction of the data, as well as other �les produced by later

streaming or �ltering of the data. For each of the �les associated with a run, the

production database stores the number of events, as well as a history of how the �le

was produced (a trace back to the original RAW data �les).

For each run, the production database stores the integrated luminosity, calculated

using the Level-1 scaler information, as well as with the number of minimum bias

and zero-bias events. In addition, the production database stores all the necessary

corrections to the luminosity; these include corrections for multiple interactions, main

ring veto, central vertex cut and single interaction cut. The prescale factors are stored

along with the trigger and �lter information. The luminosity is corrected for multiple

interactions before it is stored in the database; all the other corrections are trigger or

�lter dependent, and must be applied separately.

The data for each run are split into many separate �les or partitions, to aid in

the handling and processing of the data. The integrated luminosity for each RAW

data �le is calculated based on the number of events in the partition and the total

luminosity of the run:

Li = Lrun � ni
nrun

(5.20)



149

where ni is the number of events in partition i, nrun is the total number of events in the

run, and Li and Lrun are the partition and total integrated luminosities, respectively.

The number of events in each RAW data partition is stored in the database; this

allows the luminosity to be calculated for all the other types of �les recorded in the

database, since they can be traced back to the corresponding RAW data �les. Note

that the data from a single partition of RAW data is never split into separate �les by

the reconstruction, streaming or �ltering processes.

Processing and handling all the D� data is a huge and complicated task. As a

result, events can be lost (perhaps due to a crash in the reconstruction program),

as well as whole partitions. The corresponding luminosity is lost for use in physics

analysis; it is necessary to be able to calculate how much luminosity is lost due to

such bookkeeping problems. This is easily done using the same principle outlined

above for calculating luminosities for the individual partitions { the fraction of the

run luminosity that is lost is equal to the fraction of the total events that are lost:

Llost
Lrun =

nlost
nrun

(5.21)

In practice, the �les used for the analysis are known, and the trick is to determine

what fraction of the events of a run are included. The total luminosity used is then

Ltot =
X
runs

Li � n
i
used

nirun
(5.22)

where the index i runs over all the runs used in the analysis, and Li includes all
corrections appropriate for the trigger used in the analysis. Using the �le information

in the production database, it is easy to determine nused for any given run (given the

list of �les used from that run).

5.4 Integrated Luminosity of the Data Samples

The W and Z event samples were selected from the ELF WZ stream, which was

�ltered by hand using only loose kinematic cuts to identifyW or Z candidates in the
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electron channel. The ELF WZ stream was selected from the DST �les produced by

the reprocessing of all the Run 1A data with version 11 of the standard reconstruction

program RECO. In order to calculate the luminosity used for the W and Z cross

section data samples, the DST �le list used for the ELF WZ streaming was used as

an input to the luminosity utilities.

As outlined in the previous chapter, both the W and Z selection is based on

the same Level-2 �lter (and hence the same Level-1 trigger): ELE HIGH. For the

most part, this �lter was not prescaled, although there were a few isolated runs

where a prescale was applied, so determining the prescale correction was necessary.

Furthermore, ELE HIGH was disabled during main ring activity, so a correction for

the main ring veto had to be applied.

The list of DST �les used for the ELF WZ streaming was used as an input for the

luminosity utilities; for each �le, the utility returned both the scaler-based luminosity

and the luminosity based on the number of minimum-bias and zero-bias events. For

the ELE HIGH �lter, these luminosities must be corrected for the Main Ring veto,

and for an occasional non-unity Level-1 or Level-2 prescale. The correction for the

Main Ring veto is extracted from the production database, and is calculated based on

Level-1 scaler information. For some runs, the scaler information is unavailable, due

mainly to computer problems at end-run time; for those runs, a nominal correction

of 0.92 was used. The Level-1 prescale factor is also obtained from the Level-1 scaler

information; if the scaler information is not available, then the prescale requested

in the trigger setup for the run is used [89]. The requested Level-2 prescale is used

for the correction factor, since there are no Level-2 scalers available to calculate the

actual applied prescale. For nearly all of Run 1A, ELE HIGH ran without a prescale,

so the prescale correction factor is very close to one.

A total of 1071 di�erent runs are included in the ELF WZ stream; 874 of these are

used for the cross section analysis. A total of 42,928 DST �les were used as input to

the ELF WZ streaming; 5,539 of these �les are from runs unused for the cross section

analysis, leaving 37,389 �les to be included in the luminosity calculation. Each of
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ELF WZ Sample Cross Section Sample

Number of Runs 1071 874

Number of DST �les:
Level-1 Scaler lum used 37,298 33,913
Minimum bias lum used 5,491 3,368
Zero Luminosity 139 108

Total number of DST �les 42,928 37,389

Raw Integrated Luminosity 14.89 pb�1 13.89 pb�1

Correction Factors:
Main Ring Veto 0.935 0.935
Level-1 Prescale 0.993 0.992
Level-2 Prescale 0.991 0.990

Total Correction Factor 0.920 0.918

Corrected Luminosity 13.69 pb�1 12.76 pb�1

Error (due to �L�) �0:73 �0:68

Table 5.5: Integrated Luminosity Results, using the �lter ELE HIGH

these DST �les corresponds to a single run partition, and represents a very small

chunk of luminosity. The �le luminosities had the appropriate corrections applied,

and then the numbers were summed to get a total integrated luminosity for the cross

section sample. The error on the result is solely due to the 5.4 % error on the Level-�

luminosity constant �L�; the error due to bookkeeping is negligible in comparison.

The luminosity results for the �lter ELE HIGH are summarized in Table 5.5; the

integrated luminosity for the cross section sample is measured to be:

Z
L dt = 12:76 � 0:68 pb�1 (5.23)

The Level-1 scaler-based luminosity was used whenever possible for the DST �le

luminosities; if the Level-1 scaler information was unavailable, the luminosity based

on minimum-bias event counts was used. A small fraction (about 0.3 %) of the �les

had either no luminosity available from the database, or the database indicated a zero



152

luminosity. Many of these �les did indeed have no luminosity { they represented the

last partition of the run, and happened to contain no events. The total luminosity

contained in these �les is very small (much smaller than the error due to the luminosity

constant), and was ignored. In addition, the Level-1 scaler luminosity and minimum-

bias luminosities were compared for all �les which had both pieces of information;

averaging over a sample of 37,200 �les, the luminosity based on the Level-1 scaler

information is about 2.4 % greater than the luminosity based on the minimum-bias

events. Since minimum-bias luminosities are used for less than 10 % of the �les used

in the cross section sample, the error due to the di�erence between the two luminosity

measurements is negligible compared to the overall luminosity error.
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Chapter 6

Results and Conclusion

All of the information necessary to calculate the p�p!W ! e� and p�p! Z ! ee

cross sections has now been presented. The results for the cross section times branch-

ing ratio are calculated, and compared with theoretical predictions. Conclusions that

can be drawn based on this comparison are discussed. Finally, the future prospects

based on a larger data sample are also discussed.

6.1 Cross Section Calculations

It is now straightforward to calculate the W and Z cross sections, since all of

the necessary information has been presented, including the number of signal events,

the estimated background, the selection e�ciencies, the acceptances, and �nally the

integrated luminosity. These calculations are described below.

6.1.1 Calculation of � �Br(p�p! W ! e�)

The following equation is used to calculate the cross section for W production

times the branching ratio for electronic decay:

� �Br(p�p! W ! e�) � (1 + fw� + fwz ) =
Nw
sig � (1� fwqcd)

Aw � "w �
R L dt (6.1)
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where fw� , f
w
z and fwqcd are the background fractions, Nw

sig is the number of signal

candidate events, Aw is the total acceptance, "w is the total selection e�ciency andR L dt is the integrated luminosity. Note the di�erent treatment of the background

fractions; the QCD di-jet background is measured and expressed as a fraction of the

signal sample, while the background from W ! � events and Z ! ee events faking

W bosons is determined as a fraction of the number of real W ! e� events in the

sample. The total background can be expressed as follows:

fwbkg = 1� 1� fwqcd
1 + fw� + fwz

= fwqcd + fw
0

� + fw
0

z (6.2)

where fw
0

� and fw
0

z are now fractions of Nw
sig. Using the fact that Nw = Nw

sig(1� fwbkg),
it is easy to show that

fw
0

� = fw� (1� fwbkg) = fw� �
1 � fwqcd

1 + fw� + fwz
(6.3)

fw
0

z = fwz (1� fwbkg) = fwz �
1 � fwqcd

1 + fw� + fwz
(6.4)

Using the combined background fraction, the cross section expression is somewhat

simpli�ed:

� �Br(p�p! W ! e�) =
Nw
sig � (1 � fwbkg)
Aw � "w � R L dt (6.5)

The quantities needed for the cross section calculation are summarized in Table 6.1.

Using these numbers, the total (CC and EC combined) cross section times branching

ratio is

� �Br(p�p! W ! e�) = 2:36 � 0:02 (stat)� 0:07 (syst)� 0:13 (lum) nb: (6.6)

The error due to the luminosity uncertainty is separated out since it is clearly domi-

nant. Even ignoring the luminosity error, the systematic error clearly dominates the

measurement, so it is not statistics-limited. However, additional statistics in the diag-

nostic sample used to measure the e�ciencies would signi�cantly lower the systematic

error.
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CC EC Total

Nw
sig 7,284 3,054 10,338

Backgrounds(% of Nw
sig; see text):

QCD Multijet (fwqcd) 2:95� 0:51 4:10 � 1:36 3:29� 0:54
W ! �� (fw

0

� ; see Eqn 6.3) 1:80� 0:09 1:78 � 0:37 1:79� 0:13
Z ! ee (fw

0

z ; see Eqn 6.4) 0:57� 0:09 0:56 � 0:09 0:57� 0:09
Total (fwbkg; see Eqn 6.2) 5:32� 0:51 6:44 � 1:38 5:65� 0:55

Acceptance Aw (%) 31:88 � 0:47 14:13 � 0:29 46:01 � 0:60
E�ciency "w (%) 71:6 � 1:9 67:6 � 2:9 70:4 � 1:7R L dt (pb�1) 12:76 � 0:68

Table 6.1: Summary of quantities needed to calculate the W ! e� cross section.
Note that there are no separate measurements of the CC and EC Z ! ee back-
ground, so the overall value of fwz is used for each of the cryostats; the value of fw

0

z

(measured as a fraction of the number of signal events instead of as a fraction of the
estimated number of true W bosons) di�ers slightly for the two cryostats since the
total background is di�erent (see text).

As a consistency check, � � Br(p�p ! W ! e�) can be calculated separately for

the CC and the EC:

CC : � �Br(p�p! W ! e�) = 2:37 � 0:03 � 0:06 nb (6.7)

EC : � �Br(p�p! W ! e�) = 2:34 � 0:05 � 0:11 nb (6.8)

where the �rst errors are statistical and the second are the uncorrelated system-

atic errors; errors from the common luminosity, acceptance and Level-� e�ciency

measurements have been dropped, since they do not a�ect the comparison. The

agreement is excellent, which adds con�dence that the quantities measured for the

separate cryostats are correct.
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6.1.2 Calculation of � �Br(p�p! Z ! ee)

The following equation is used to calculate the Z ! ee cross section times branch-

ing ratio:

� �Br(p�p! Z ! ee) � (1 + f zd�y) =
N z
sig � (1 � f zqcd)
Az � "z �

R L dt (6.9)

where f zd�y and f
z
qcd are the Drell-Yan and QCD di-jet background fractions respec-

tively, N z
sig is the number of candidate Z ! ee events, and "z, Az and

R L dt are the
overall selection e�ciency, acceptance and integrated luminosity respectively.

Once again, the overall background as well as the Drell-Yan background can be

expressed as a fraction of the number of candidate events N z
sig:

f zbkg = 1� 1� f zqcd
1 + f zd�y

= f zqcd + f z
0

d�y (6.10)

f z
0

d�y = f zd�y(1� f zbkg) = f zd�y �
1 � f zqcd
1 + f zd�y

(6.11)

Using the combined background fraction f zbkg, the cross section can be expressed

as:

� �Br(p�p! Z ! ee) =
N z
sig � (1� f zbkg)

Az � "z � R L dt (6.12)

The quantities needed for the calculation of the Z ! ee cross section times branching

ratio are summarized in Table 6.2. The Z ! ee cross section times branching ratio

based on the entire data set is

� �Br(p�p! Z ! ee) = 0:218� 0:008 (stat)� 0:008 (syst)� 0:012 (lum) nb: (6.13)

The error due to the luminosity uncertainty is dominant, although not so strongly as

for the W cross section. Also, due to the limited statistics in the signal sample, the

statistical error is comparable to the systematic error.

As a consistency check, the cross section times branching ratio can be calculated

separately for each cryostat combination:



157

CC-CC CC-EC EC-EC Total

N z
sig 402 296 77 775

Backgrounds(% of N z
sig):

QCD Multijet (f zqcd) 2:80 � 1:40

Drell-Yan (f z
0

d�y) 1:25 � 0:10
Total (f zbkg) 4:05 � 1:39

Acceptance Az (%) 17:97 � 0:26 14:71 � 0:18 3:63� 0:15 36:31 � 0:36
E�ciency "z (%) 73:8 � 2:2 73:4� 2:3 72:9 � 4:3 73:6 � 2:4R L dt (pb�1) 12:76 � 0:68

Table 6.2: Summary of quantities needed to calculate Z ! ee cross section. Note
that due to lack of statistics, there are no separate background measurements for the
di�erent cryostat combinations.

CC �CC : � �Br(p�p! Z ! ee) = 0:228 � 0:012 nb (6.14)

CC � EC : � �Br(p�p! Z ! ee) = 0:206 � 0:012 nb (6.15)

EC � EC : � �Br(p�p! Z ! ee) = 0:219 � 0:025 nb: (6.16)

Only the statistical errors are shown; the systematic and luminosity are taken to be

fully correlated and have been omitted since they do not a�ect the comparison. This

is not entirely true for the systematic errors from the selection e�ciencies; however,

due to the CC-EC events in the sample, there is no part of the selection e�ciency for

any one of the three cross section calculations that is wholly uncorrelated with the

e�ciencies used for both of the other values. The agreement is good, although not

quite as good as theW case. One possible source of disagreement comes from the use

of the same background fractions for all three �ducial samples. In any case, there is

no indication that the measured e�ciencies and acceptances are inconsistent.
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6.1.3 Statistical Error Calculation

Two comments need to be made about the calculation of the statistical error

for the cross sections. First, the statistical error only contains the error due to the

statistical variation of the signal sample; the statistical errors involved in determining

the e�ciencies and backgrounds are included in the systematic error.

Next, the e�ect of the various backgrounds on the statistical error must be handled

with care. The basic question is whether the statistical error on Nsig is reduced by

the background fraction fbkg. The statistical error on Nsig alone is
q
Nsig; consider

the numerator in the expression for the cross section (Equation 6.5 or Equation 6.12),

which gives the predicted number of real W or Z events in the sample (note that the

symbol � is being used here to denote the error, in order to avoid confusion with the

symbol � used to represent the cross section):

Nw or Nz = (Nsig �
q
Nsig) � [(1� fbkg)� �bkg] (6.17)

If this expression is taken purely at face value, the resultant error due to the statistical

variation of Nsig would be
q
Nsig � (1 � fbkg). This na��ve approach ignores the fact

that the statistical error depends on how the background is calculated; sometimes it

is incorrect to reduce the absolute statistical error by the background fraction. In

general, background calculations can be assigned to three di�erent classes [90]:

� Class I: The background is determined internally, from the signal sample itself.

In this case, statistical 
uctuations of the number of background events a�ects

the measured background fraction itself, and thus are included in the error on

the background fraction, �bkg. In this case, the statistical error is reduced by

the background fraction:

�stat(I) =
q
Nsig � (1 � fbkg) (6.18)

The relative error is
q
Nsig=Nsig.
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� Class II: The background is determined externally, based on an independent

data sample (possibly Monte Carlo), and subtracted as an absolute instead of a

relative contribution:

Nw or Nz = Nsig �Nbkg (6.19)

In this case, Nbkg=Nsig represents the expected average background fraction �fbkg

determined from the external set of events. The statistical 
uctuations of Nbkg

within the candidate sample do not manifest themselves in the error on the

measured background fraction, and must be included in the overall statistical

error. In this case, the overall statistical error is not reduced by the background

fraction:

�stat(II) =
q
Nsig (6.20)

The relative error in this case is
q
Nsig=[Nsig � (1 � fbkg)].

� Class III: The background fraction is determined externally as a fraction of the

total signal. This can be a problem, in that it assumes knowledge of what is being

measured in the �rst place, so care must be taken to avoid cheating. There are

cases for which this case is valid, however; for example, if the W ! �� and � !
e� branching ratios are known independently, then the W ! �� background in

the W ! e� sample falls into this category. In this case, the statistical error is

reduced by the background fraction as in Class I (see Equation 6.18), and the

relative error is once again
q
Nsig=Nsig .

In order to properly handle the statistical error, it is necessary to categorize each

of the backgrounds into the three possible cases. This can be somewhat di�cult,

since few of the backgrounds can be cleanly assigned to one category; most involve

elements of more than one case. For this analysis, a conservative approach is taken:

all backgrounds are assigned to Class II, which gives the largest error, except for those

backgrounds which are clearly either purely Class I or Class III.

For the case of the W ! e� backgrounds, all the backgrounds are taken to be

Class II, except for the W ! �� background, which clearly falls into Class III. The
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absolute statistical error on the predicted number of true W ! e� events is then

�stat(Nw) =
q
Nw
sig � (1� fw

0

� ) (6.21)

and the relative error is

�stat(Nw)

Nw
=

q
Nw
sig

Nw
sig

� (1� fw
0

� )

(1 � fwbkg)
(6.22)

For the Z ! ee cross section, the QCD di-jet background is taken to be Class I,

while the Drell-Yan background is considered Class II. The absolute statistical error

and the relative error are then

�stat(Nz) =
q
N z
sig � (1� f zqcd) (6.23)

�stat(Nz)

Nz
=

q
N z
sig

N z
sig

� (1� f zqcd)

(1� f zbkg)
(6.24)

For this analysis, due to the relatively small amount of background in the samples,

there is little di�erence between calculating the statistical error properly and just

taking the na��ve approach presented above. The maximum di�erence in the relative

error between taking the na��ve approach and using the most conservative method

(Class II for all backgrounds) is given by the total background fraction, around 5%.

The statistical errors for the cross section measurements are in general small, and in

any case are not the dominant error, so the details of the statistical error calculation

have no real impact on the overall measurement. Nevertheless, the calculation should

be done as correctly as possible.

6.2 Theoretical Calculations

The W and Z boson production cross sections have been calculated using code

from Hamberg, Matsuura and Van Neerven [31], which does a complete calculation

up to O(�2s). The following values were used for the Standard Model parameters:
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MZ = 91:190 GeV (6.25)

MW = 80:23 GeV (6.26)

sin2 �W = 1� M2
W

M2
Z

= 0:2259 (6.27)

where MZ comes from LEP measurements [33] and MW is based on an average of

UA2, CDF and D� data [34].

The calculation was performed for several di�erent parton distribution functions

(PDF's), in order to measure the variation of the cross section with PDF choice.

The PDF's considered are from the CTEQ and MRS collaborations, using PDFLIB

version 5.02 [67]. The CTEQ sets [30] incorporate the high statistics measurement

of the structure function F2(x;Q2) from the 1993 HERA run [91]. The MRSD0',

MRSD'- and MRSS0' sets [69] are based on a global analysis prior to the availability

of the HERA data, and the MRSH set is based on the F2 measurement from the 1992

HERA run [92]. Finally, the most recent MRSA set incorporates the high statistics

HERA F2 measurement, as well as the NA51 Collaboration's measurement of the

asymmetry in Drell-Yan production in pp and pn collisions [93] and the measurement

of the asymmetry of the W� rapidity distributions by the CDF collaboration [94].

The W and Z boson production cross sections for all the PDF's are summarized in

Table 6.3. More information on the selected PDF's can be found in D� Note 2733

[95].

The reference set for comparison with experiment is taken to be CTEQ2M. The

error on the production cross section due to PDF variation is taken to be given by the

extreme cross section values obtained with the chosen set of PDF's; the upper extreme

is obtained using CTEQ2ML, while the lower extreme is obtained with CTEQ2MS.

The errors due to PDF variation are summarized in Table 6.6, along with all the

other error sources for the predicted cross section.

Until recently, the error on the theoretically calculated cross sections was so dom-

inated by the variation due to PDF choice that other error sources could be ignored;
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PDF(group,set) �W (nb) �Z (nb) �W=�Z

MRSS0' (3,29) 22.11 6.63 3.334
MRSD0' (3,30) 22.15 6.68 3.316
MRSD'- (3,31) 21.81 6.56 3.326
MRSH (3,35) 22.04 6.59 3.343
MRSA (3,37) 22.05 6.65 3.316

CTEQ2M (4,24) 22.35 6.71 3.332
CTEQ2MS (4,25) 21.66 6.54 3.312
CTEQ2MF (4,26) 22.59 6.79 3.328
CTEQ2ML (4,27) 23.36 6.96 3.354

Table 6.3: Calculations of the W and Z boson production cross sections and their
ratio for several PDF's. All sets are in the MS renormalization scheme. The group
and set number given for each PDF identify the set within PDFLIB.

with the improved measurements of the F2 structure function and the W� asym-

metries, the choice of acceptable PDF's has been reduced to the point that other

sources of error must be considered. The additional sources of error considered here

are the use of next-to-leading order (NLO) PDF's instead of NNLO (which would

be appropriate to use in conjunction with the O(�2s) calculation), variation of �W

and �Z due to MW variation, and �nally the uncertainty due to the variation of the

renormalization and factorization scales.

While the W and Z boson total production cross sections have been calculated

up to O(�2s), the corresponding NNLO PDF's are not yet available. The error on the

calculated cross sections due to the use of NLO PDF's has been estimated [96] to be

3% at
p
s = 1:8 TeV.

The error on the measured W boson mass leads to an uncertainty in the value of

the W cross section, and to a lesser extent the Z cross section, since sin2 �W is varied

in conjunction with MW . The variation on the individual cross sections is small

compared to the variation due to PDF choice. The e�ect of the MW uncertainty is

shown in Table 6.4.
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MW (GeV) �W (nb) �Z (nb) �W=�Z

80.05 22.40 6.67 3.358
80.23 22.35 6.71 3.332
80.41 22.30 6.75 3.306

Table 6.4: Calculations of W and Z boson production cross sections and their ratio
for values of MW one standard deviation below and above the world average, using
the CTEQ2M PDF.

Scale �W (nb) �Z (nb) �W=�Z

MV =2 22.26 6.69 3.328
MV 22.35 6.71 3.332
2MV 22.42 6.72 3.339

Table 6.5: Calculations of W and Z production cross sections and their ratio for
di�erent values of the factorization and renormalization scales. The two scales are
taken to be equal and the nominal value of MW is used; MV is the mass of the
corresponding vector boson. The CTEQ2M PDF is used.

The last error source considered is the variation of the cross sections with factor-

ization and renormalization scales. It is customary to set both scales equal [96]; for

the calculation of the cross sections, both scales are set equal to the corresponding

boson mass. The variation due to scale variation is estimated by varying the scales

by a factor of two in either direction. The e�ect is shown in Table 6.5; it is small for

the individual cross sections.

The e�ect on the calculated cross sections due to all of the sources of error con-

sidered are summarized in Table 6.6. Using CTEQ2M for the central values, the

theoretical predictions for the production cross sections and their ratio at
p
s = 1:8

TeV are:
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Error Source ��W (nb) ��Z (nb) �(�W=�Z)

PDF Choice +1.01, -0.69 +0.26, -0.17 +0.022, -0.020
NLO pdf's �3 % (�0:67 nb) �3 % (�0:20 nb) �0:000

MW �0:05 �0:03 �0:026
Scale +0.07, -0.09 +0.017, -0.02 +0.007, -0.004

Total Error +1.21, -0.97 +0.33, -0.27 +0.034, -0.033

Table 6.6: Summary of estimated errors on the calculatedW and Z boson production
cross sections and their ratio. The separate errors are added to form a total error
assuming no correlation between error sources.

�W � �(pp! W +X) = 22:4+1:2
�1:0 nb (6.28)

�Z � �(pp! Z +X) = 6:71+0:33�0:27 nb (6.29)

�W=�Z = 3:33 � 0:03 (6.30)

In order to compare these theoretical calculations to the experimental measure-

ments, it is necessary to multiply the production cross sections by the appropriate

electronic branching ratio. Assuming lepton universality, the precise values that are

available for both the W and Z leptonic branching ratios can be used. For the W

boson, a higher-order theory calculation [32] gives Br(W ! `�) = 10:84 � 0:02%.

For the Z boson, precise LEP measurements [33] give Br(Z ! ``) = 3:367� 0:006%.

Applying these branching ratios to the production cross section results give:

�W �Br(W ! `�) = 2:42+0:13�0:11 nb (6.31)

�Z �Br(Z ! ``) = 0:226+0:011
�0:009 nb (6.32)

This prediction is compared to the most recent data at
p
s = 1:8 TeV in Figure 6.1;

the results of the current analysis are the left-most points. In Figure 6.2, the W and

Z cross sections times branching ratios are plotted as a function of
p
s, along with the

most recent measurements by the CERN SPS and Fermilab Tevatron experiments.
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Figure 6.1: Plot of cross section times branching ratio for inclusiveW and Z boson
production at

p
s = 1:8 TeV. The solid line gives the central value of the theory

prediction, and the shaded region indicates the associated error, as described in the
text. The left-most points (�lled circles) show the results of this analysis; the hollow
circles show the most recent results of other Tevatron W and Z boson cross section
measurements [97]. The outermost error bars give the total error; the inner tick marks
exclude the error due to the luminosity.
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Figure 6.2: Plot of the predicted cross section times branching ratio for inclusiveW
and Z boson production versus

p
s (bands), along with the most recent measurements

(points) [98][99] [97]. The width of the bands include contributions from PDF and
scale variation. Note that the UA2 cross sections have been increased by 4.2% to
re
ect a change from � = 0:24 to � = 0:15 [99].
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6.3 Cross Section Ratio

Since the W and Z cross sections are measured with the same data sample, the

dominant luminosity error cancels in the ratio. The cross section ratio R is de�ned

as follows:

R � �w �Br(W ! e�)

�z �Br(Z ! ee)
=
Nw

Nz
� Az

Aw
� "z
"w

(6.33)

where Nw and Nz are the estimated number of true W and Z bosons with the back-

ground removed, and the luminosity cancels completely, by construction. The values

necessary to calculate R are summarized in Table 6.7; the result for the electron

channel is

R = 10:82 � 0:41 (stat)� 0:30 (syst): (6.34)

where the statistical error is dominated by the size of the Z boson sample, and the sys-

tematic error includes contributions from the background, e�ciency and acceptance

measurements, but no luminosity error.

The ratio can be used to make an indirect measurement of �(W ), the total decay

width of the W boson:

�(W ) =
�w
�z
� �(W ! e�)

Br(Z ! ee)
� 1
R
: (6.35)

Alternatively, the branching ratio Br(W ! e�) can be calculated. The produc-

tion cross section ratio is taken from the theory calculation described above, using

CTEQ2M for the central value; this gives �w=�z = 3:33 � 0:03 including all error

sources. Using Br(Z ! ``) = 3:367 � 0:006% as given above and �(W ! `�) =

0:2252�0:0015 GeV based on a detailed higher order theoretical calculation [32], the

full W boson width is calculated to be

�(W ) = 2:06 � 0:08 (stat)� 0:06 (syst)� 0:01 (external) (6.36)

where the �nal error includes all contributions from the external inputs used to calcu-

late �(W ) from R; note that an anti-correlation of the variation due to �Mw between

�w=�z and �(W ! `�) has been taken into account, which reduces the error due to

the external inputs signi�cantly. This result is discussed in more detail elsewhere [76].
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Input Value
Nw 9754 � 100 (stat)� 57 (bkg syst)
Nz 744 � 27 (stat)� 11 (bkg syst)
Az=Aw 0:789 � 0:010
"z="w 1:045 � 0:019

Table 6.7: Summary of inputs used to calculate the cross section ratio R.

6.4 Conclusions

As can be seen from Figure 6.1, the agreement between theory and experiment is

excellent. The total experimental errors are comparable to the errors on the theory

calculations, especially if only the statistical and non-luminosity systematic errors are

considered.

The W and Z leptonic branching ratios are well known, so these measurements

can potentially shed some light upon the p�p ! W and p�p ! Z production rates

at
p
s = 1:8 TeV. The main uncertainty in the theory calculation comes from the

uncertainty in the PDF's; if the cross section measurement is su�ciently precise,

then the number of acceptable PDF choices can be reduced. Unfortunately, even

if the luminosity error is ignored or signi�cantly reduced, the errors on the current

measurement are too large to discount any of the PDF choices considered. However,

the good agreement between theory and experiment does add con�dence that the

set of PDF's used for the theory calculation is reasonable. With the larger data set

from Tevatron Run 1B, the statistical and non-luminosity systematic errors will be

reduced signi�cantly (see Section 6.5); if the luminosity error can be reduced as well,

it should be possible to reduce the number of satisfactory PDF's.

Unfortunately, the prospects for the improvement of the luminosity measurement

are unknown, especially since the measurement gets more and more di�cult as the

instantaneous luminosity increases. With higher luminosity, a larger fraction of cross-
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ings contain multiple interactions, and a larger correction must be applied to the

luminosity measured by the Level-� scalers, which register only once per crossing.

Some progress has been made towards using more of the information from the in-

dividual Level-� counters so that a smaller correction is necessary, and there is less

of a saturation problem [100]. However, the situation will always be worse at the

high luminosities typical of Run 1B compared to the relatively low luminosity run-

ning during Run 1A, where the majority of the crossings contained one or even zero

events.

One solution that has been proposed to handle the determination of the integrated

luminosity when there are typically several interaction vertices in each crossing is to

use the number of observed W ! e� events. That is, if � � Br(p�p ! W ! e�) is

known to some precision, then Equation 6.5 can be inverted to give the integrated

luminosity: Z
L dt = Nw

sig � (1� fwbkg)

Aw � "w � [� �Br(p�p! W ! e�)]
(6.37)

This approach has some bene�ts, and several di�culties. No correction would be

necessary for multiple interaction crossings, since each interaction in the crossing has

a chance of producing a W ! e� event, and the likelihood of multiple W events in

the same crossing is negligible. Furthermore, it would be possible to calculate the

integrated luminosity for triggers that do not require Level-� to �re, allowing study of

di�ractive physics, which is largely excluded by a Level-� requirement. Perhaps the

largest bene�t of using the number of W ! e� events as a luminosity monitor is that

data from di�erent experiments can be easily compared or combined, without having

to worry about the di�erences between the Level-�-type systems of the di�erent

experiments; of course, the systematics in measuring e�ciencies, backgrounds and

acceptances still exist, but they are unavoidable, and are (at least for the case of D�)

smaller than the luminosity error. For example, for a combined D� and CDF t�t cross

section measurement, it would be advantageous to use the observed W ! e� cross

sections to provide the normalization between the measured integrated luminosities
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of the two experiments.

However, there are serious di�culties associated with using W events as a lumi-

nosity monitor. First of all, in order to get a reasonably accurate measurement, there

must be a large enough sample of W 's to keep the statistical error down to the de-

sired level. Furthermore, there is the very real probability that the backgrounds and

e�ciencies vary as a function of instantaneous luminosity, due to the extra minimum-

bias events that accompany the signal W event for a multiple interaction crossing.

It is in principle possible to measure the backgrounds and e�ciencies as a function

of instantaneous luminosity, as long as care is taken to use an independent measure

of the luminosity so as to avoid a circular argument. A very large diagnostic sample

would be required in order to have enough statistics in each luminosity bin to provide

the desired measurement accuracy.

6.5 Future Prospects

Since the end of Tevatron Run 1A in May of 1993, roughly 100 pb�1 of additional

collider data has been recorded during Tevatron Runs 1B and 1C. The measurement

of the W ! e� and Z ! ee cross sections is in progress; due to the size of the

data sample, the measurement errors will be reduced signi�cantly compared to the

current analysis based on Run 1A. Both the statistical and systematic errors will be

reduced, due to the availability of a larger sample of diagnostic events. However, the

increase in statistics is not without cost; due to the high luminosities typical of the

later running, multiple interaction events become a serious problem, complicating the

determination of the e�ciencies, backgrounds and even the acceptance.

Estimates for the errors in the cross section measurement based on a 100 pb�1 data

sample are shown in Table 6.8, compared with the errors of the current measurement;

the luminosity errors are shown separately, since they are not expected to decrease.

With the increase in statistics, the total non-luminosity error is expected to decrease

by roughly a factor of two. Unfortunately, since the luminosity error is not expected
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�(�w �B)=�w �B (%) �(�z �B)=�z �B (%)
Error Run 1A Runs 1B/1C Run 1A Runs 1B/1C
Source (12.8 pb�1) (100 pb�1) (12.8 pb�1) (100 pb�1)

Statistical 1.0 0.4 3.6 1.3
E�ciency 2.4 1.0 3.3 1.9
Background 0.6 0.3 1.4 1.0
Acceptance 1.3 1.1 1.0 0.9

Total Non-luminosity 3.0 % 1.6 % 5.2 % 2.7 %
Luminosity 5.4 % 5.4 % 5.4 % 5.4 %

Total 6.2 % 5.6 % 7.5 % 6.0 %

Table 6.8: Comparison of the relative errors on the current Run 1A cross section
measurement compared with those expected for a 100 pb�1 data sample, roughly the
integrated luminosity recorded by D� during Tevatron Runs 1B and 1C. The error
due to the luminosity measurement is listed separately, since there is no foreseen
reduction in that error, and also to underscore the fact that the luminosity uncertainty
dominates the cross section error.

to change signi�cantly for the high statistics measurement, the total cross section

error will not decrease much.

For these estimates, the analysis is assumed to use the same selection criteria,

so the statistical error is expected to decrease as 1=
p
Rlum, where Rlum is the ratio

of integrated luminosities. The bulk of the e�ciency error is due to the size of the

diagnostic Z ! ee sample; that part of the e�ciency error is scaled down by the

same factor. The systematic error on the e�ciency is assumed to stay the same, with

small improvements in the background subtraction systematics expected to o�set

additional systematics coming from the high luminosity running. The background

errors, dominated by the errors on the QCD di-jet background for both the W and Z

cross sections, are also statistics-dominated, and are expected to decrease signi�cantly

for the larger data sample. Only small improvements are expected for the acceptance;

these are unrelated to the size of the data sample, but depend on the improved

knowledge of outside factors such as structure functions and the mass of the W
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�R=R (%)
Error Run 1A Runs 1B/1C
Source (12.8 pb�1) (100 pb�1)

Statistical 3.8 1.4
E�ciency 1.9 0.9
Background 1.6 0.8
Acceptance 1.3 1.1

Total 4.7 % 2.1 %

Table 6.9: Comparison of the relative errors on the current Run 1A measurement
of the cross section ratio R with those expected for a 100 pb�1 data sample.

boson. These improvements in the knowledge of the acceptance may be counteracted

somewhat by the e�ects of high luminosity running: the large fraction of multiple

vertex events causes problems in determining the correct vertex for the W or Z

event, which a�ects the determination of the transverse energy, and therefore can

a�ect the kinematic acceptance.

Since the total error in the absolute cross sections is not expected to decrease

signi�cantly, the larger data sample will still not be able to favor a particular set of

PDF's at
p
s = 1:8 TeV. However, measurements that do not involve the luminosity

will improve signi�cantly. The errors for the measurement of the cross section ratio

R are shown in Table 6.9, along with the errors estimated for the 100 pb�1 data

sample. Since the luminosity error cancels in the ratio, the total experimental error

in R decreases by more than a factor of two, to roughly 2%, which transfers directly

to an error in the indirect measurement of �(W ). Note that the total error on the

external quantities used to calculate �(W ) is 0.6%, which de�nes the practical limit

on the accuracy of the indirect W width measurement.

The additional data would also of course improve the measurement of the inte-

grated luminosity based on the number of W bosons, if a value for �w �Br(W ! e�)

is assumed or measured elsewhere. The accurate determination of the W -based lumi-
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nosity would aid in combining results from di�erent experiments. The primary future

role of the measurement of the W boson cross section may be use as a luminosity

monitor.
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