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Abstract

We describe a measurement of the charge asymmetry as a function of lepton

rapidity in W ! ��; e� produced in pp collisions at
p
s = 1:8 TeV. The data

sample collected by the CDF detector during 1992-1995 consists of � 110k events

corresponding to � 111 pb�1 of integrated luminosity. This is a �ve-fold increase

in statistics over the previous analysis [1]. A new analysis technique using silicon

tracking in conjunction with shower centroid determination is used to extend the

measurement to higher lepton rapidity up to jylj = 2:4. In addition, the forward

muon detector yields data at 1:9 < jylj < 2:5. The substantial reduction in the

errors and the large increase in the kinematic range have greatly improved the

discriminating power over various proton structure functions. The asymmetry

data constrain the slope of ratio of the d=u quark momentum distributions in the

proton over the x range 0:006 and 0:34 at Q2 � M2
W . Although the data in the

central region are reproduced by modern parton distributions, there are di�erences

in the high rapidity regions, which imply that further tuning of the the slope of

d=u versus x is required.
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Chapter 1

Introduction

Particle physics involves studies of the fundamental constituents of matter and

nature of interactions between them. Four types of known fundamental interac-

tions between particles exist. These are the electromagnetic, weak, strong and

gravitational interactions. The gravitational force between fundamental particles

is much weaker in magnitude compared with that of the other three types of forces

that it does not contribute signi�cantly to ordinary particle processes. Currently,

the collection of theories describing the other three types of interactions between

particles is known as the Standard Model. According to the Standard Model,

all matter is constructed from leptons and quarks which interact via exchange of

gauge bosons. The leptons and quarks have 1=2 unit of spin and are called fermions

while the gauge bosons are spin 1 particles. Table 1.1 lists the fundamental parti-

cles of the Standard Model. Among theories of the Standard Model, the Quantum

Chromodynamics (QCD) describes the strong interaction between quarks. The

Quantum Electrodynamics (QED) describes the electromagnetic interaction. The

Glashow-Weinberg-Salam theory of electroweak processes is a theory that describes

the uni�cation of electromagnetic and weak interactions. Together, these form our
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Fundamental Particles
Fermions Bosons

Quarks Q (jej) Leptons Q (jej) W�; Zo; 
;

u c t +2=3 �e �� �� 0 8 gluons (g)

d s b �1=3 e � � �1 Higgs (H)
� Quarks and gluons carry color (R,G,B)
� Leptons, W�,Z�, 
 are colorless
� The quarks and leptons also have antiparticle counterparts

Table 1.1: The fundamental particles of the Standard Model grouped by genera-
tion. Only the existence of the Higgs boson remain in doubt.

current understanding of basic interactions between fundamental particles.

Like any other successful theories of nature, the theories of particle physics

have always been driven by experimental results. Experimental research is car-

ried out in a variety of experiments designed to test our understanding of mat-

ter and to capture new phenomena. Over the years, the results of increasingly

more accurate measurements continue to con�rm the predictions of the Standard

Model. The early ep deep inelastic scattering experiments (DIS) in 1970 at Stan-

ford Linear Accelerator Center (SLAC) established the existence of structure in

the proton. The recent discovery of the Top quark at Fermilab concluded the

long journey of the veri�cation of the existence of all leptons and quarks in Ta-

ble 1.1. A little over a decade after their experimental discoveries at CERN, tens

of thousands of W bosons and millions of Z bosons have been produced. Today,

these data samples become the testing ground of precision studies of the Standard

Model predictions. The existence of gluons is best illustrated by the process of

e+e� ! three jets events at high center-of-mass energies, where the third jet

comes from the Bremsstrahlung gluon from either �nal state q or q. There are a

great deal of experimental evidence for the color degree of freedom of three colors
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in the quarks and gluons. If the Pauli Principle is to be maintained for baryons like

�++(uuu), an additional degree of freedom is needed in order to antisymmetrize

the wavefunction for these three identical fermions. The experimental cross section

for producing lepton pairs in hadron collisions (the Drell-Yan process) is consis-

tent with the prediction of quark-antiquark annihilation when a factor of 1/3 is

included in the cross section formulae. The measured �o lifetime agrees with the

calculation of �o ! quark loop ! 

 if there are three quark colors. Though

the Higgs particle, whose existence is required to explain the origin of mass of

particles, is yet to be found, the picture of particle physics has never been more

complete. It is accurate to say that the standard model, although not believed to

be the ultimate theory of particle physics, is built on the basis of overwhelming

experimental evidence.

The study of particle physics requires the use of high energy particle accelera-

tors. The interactions between higher energy particles probe structures at smaller

distance scale. New particles, whose existence is usually excluded below some mass

level, can only be produced at higher center-of-mass energy. Hadron colliders have

been at the energy frontier during the past decades. Fermilab's Tevatron collider is

currently world's highest energy pp collider at
p
s = 1:8 TeV. The next generation

of hadron collider, the Large Hadron Collider (LHC) at CERN, will be colliding

protons and anti-protons at
p
s = 14 TeV sometimes after year 2005. For these

pp experiments and other experiments that involve hadrons in the initial state,

experimentalists need to use parton distribution functions (PDFs) to calculate the

cross sections of all physical processes. The PDFs are parameterized distributions

of momentum densities of constituent quarks and gluons in a hadron. Typically

these distributions are measured from deep inelastic experiments where a high en-

ergy lepton (e,� or �) scatters o� a nuclear target. This thesis describes study of

PDFs using W bosons produced in the pp collisions at the Tevatron Collider.
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1.1 The Hadronic W Production and its Lep-

tonic Decay

Before the recent turn-on of the LEP2 run at CERN with e+e� center-of-mass

energy of 161 GeV, W bosons have been produced only in hadron colliders. In a

pp collider at Tevatron energy (
p
s = 1:8 TeV),W bosons are produced mainly by

quark anti-quark annihilations. Contributions from valence-valence and valence-

sea annihilations amounts to about 85% of the cross section [2] with the rest from

sea-sea quark-antiquark annihilations.

At
p
s = 1:8 TeV, W bosons are mainly produced by the annihilation of u and

d quarks. At the lowest order, the di�erential cross section of W+ bosons in pp

collisions can be described in the following,

d�

dy
(pp!W+X) = K(y)

2�GF

3
p
2
x1x2fcos2�c[u(x1)d(x2) + d(x1)u(x2)]

+sin2�c[u(x1)s(x2) + s(x1)u(x2)]g;

where y is the rapidity of theW (de�ned as y = lnE+Pz
E�Pz

), �c is the Cabibbo mixing

angle, GF is the weak coupling constant. The partons from the proton (antiproton)

carry momentum fraction x1 (x2). The u(x), d(x) and s(x) are all evaluated at

Q2 = M2
W . Here the K(y) factor includes �rst order QCD correction to the cross

section,

K � 1 +
8�

9
�s(M

2

W );

similar to K factor in the Drell-Yan process.

At lowest order and from direct momentum and energy conservation, x1 and
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x2 satisfy the following relationships:

x1x2 =
M2

W

s

and

x1 � x2 = xW ;

which yield:

x1;2 =
MWp
s
e�y:

This indicates that the momentum fraction of u and d quarks are related to the

rapidity of produced W 's.

In a hadron collider, W bosons are primarily reconstructed from W ! �� or

e� leptonic decays. The W ! qq hadronic decay is usually buried inside large

QCD background (pp ! jets), as are the � 's in W ! �� process. As shown in

Figure 1.1, W bosons produced at pp collisions in leading order (LO) are polarized

in the p direction. In theW rest frame, the di�erential cross section for the process

ud! l+� can be written as:

d�̂

d cos �̂
=
jVudj2
8�

 
GFM

2
Wp

2

!2
ŝ(1 + cos �̂)2

(ŝ�M2
W )2 + (�WMW )2

;

where ŝ is the subprocess kinematic invariant ŝ = (u+ d)2, �̂ is the angle between

the d and the l+ (in the W rest frame), Vud is the CKM matrix element and

�W is the W width. In a hadron collider, the longitudinal momentum of the

neutrino from the W decay is not measured. At Tevatron energies, the constraint

M2
W = (El + E�)2 � (~Pl + ~P�)2 does not result in single solutions. The four

momentum of W can not be determined. Therefore, it is not possible to work

in the W rest frame. In terms of the pseudorapidity of the W+ decay lepton
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Figure 1.1: W� ! l��. Arrows represent momenta and double arrows represent
helicities (spin in the case of the W ).

(yl � 1=2 ln j~P j+Pz

j~P j�Pz
= � ln tan(1=2�̂) in the lab frame, the angular distribution is:

d�+(�l)

d�l
= 1=3

Z 1

0

dx1

Z 1

0

dx2fcos2�c[u(x1)d(x2) + d(x1)u(x2)]

+sin2�c[u(x1)s(x2) + s(x1)u(x2)]g
"

d�̂

d cos �̂
sin2 �̂

#
;

where �l is related to �̂, x1 and x2 by:

etal = � ln tan(
�̂

2
) +

1

2
ln(x1=x2):



7

Therefore, the lepton pseudo-rapidity measured in the lab frame is the sum of the

pseudo-rapidity due to the V-A decay of the W and the rapidity of the W boson

production.

1.2 The W Charge Asymmetries

At Tevatron energies, W+ (W�) bosons are produced in pp collisions primarily by

the annihilation of u (d) quarks in the proton and d (u) quarks in the antiproton.

Because u quarks carry on average more momentum than d quarks, the W+'s tend

to follow the direction of the incoming proton and theW�'s that of the antiproton.

Therefore, aW production charge asymmetry exists. Figure 1.2 shows theW+ and

W� rapidity distributions from ResBos [5] Monte Carlo simulation of pp collision

at
p
s = 1:8 TeV.

We de�ne the W Production Charge Asymmetry as:

A(yW ) � �+W (y)� ��W (y)

�+W (y) + ��W (y)
;

where ��W (y) is the cross section for W+ or W� as a function of W rapidity. We

utilize the fact that W+ (W�) bosons are primarily produced by the annihilation

of u and d quarks and take an approximation of �W (y) / ud.

A(yW ) � u(x1)d(x2)� u(x2)d(x1)

u(x1)d(x2) + u(x2)d(x1)

� d(x2)=u(x2)� d(x1)=u(x1)

d(x2)=u(x2) + d(x1)=u(x1)
:

It is clear that A(yw) is related to the slope of the d=u ratio at high Q2 and in the

x region of W production at Tevatron.

Because the rapidity of W bosons is not experimentally measured, we measure
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W Rapidity Distributions
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Figure 1.2: The W rapidity distributions in pp collisions at
p
s = 1:8 TeV as

simulated by ResBos Monte Carlo. The W production charge asymmetry exists
because u quarks carry on average more momentum than d quarks.

the lepton asymmetry which is a convolution of theW production charge asymme-

try and the well known asymmetry from the V �A W decay. The two asymmetries

are in opposite directions and tend to cancel, especially in the forward direction.

However, since the V � A asymmetry is well understood, the lepton asymmetry

is equally sensitive to the parton distributions. The lepton charge asymmetry is

de�ned as:

A(yl) =
d�+=dyl � d��=dyl
d�+=dyl + d��=dyl

; (1.1)

where d�+ (d��) is the cross section for W+ (W�) decay leptons as a function of

lepton rapidity, with positive rapidity being de�ned in the proton beam direction.
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W Asymmetry
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Figure 1.3: The W production charge asymmetry as a function of W rapidity
compared with W -decay lepton charge asymmetry which is a convolution of the
W production charge asymmetry and the e�ect of the W V-A decay.

Figure 1.2 compares the di�erence between the W production charge asymmetry

and the W lepton charge asymmetry. Note that in the Monte Carlo, we have

applied the lepton kinematic cuts as we do in the analysis of W data. While the

W production charge asymmetry is not a function of lepton kinematic cuts, the

lepton charge asymmetry does depend on the cuts. This e�ect is fully estimated

from the Monte Carlo. This is discussed in Chapter 5 of this thesis.
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1.3 Parton Distribution Function (PDF) Con-

straint

Information on the d=u ratio in the nucleon mainly comes from measurements

done in deep inelastic scattering experiments (DIS). In these experiments, the cross

section ratio of lepton scattering o� Hydrogen and Deuterium targets is measured.

In particular, both the NMC [7] and the recent E665 [8] experiments perform

measurements of F �n
2 /F �p

2 = 2F �d
2 /F �p

2 � 1 � u+4d
4u+d

, which is correlated to the

magnitude of d=u ratio in the proton. This measurement, however, is subjected to

theoretical uncertainties from unknown higher twist and nonperturbative e�ects at

low values of Q2 [9] and from uncertainties in the corrections for deuteron binding

e�ects [10].

In the early papers [3] [4], the lepton charge asymmetry in the W boson decays

produced in pp collisions at
p
s = 1:8 TeV was shown to be sensitive to the slope

of the ratio of d and u quark distributions in the nucleon versus x, the fraction

of momentum carried by d or u quarks. The W asymmetry data at the Tevatron

(Q2 �M2
W ) are free from the theoretical uncertainties that a�ect the DIS data.

Figure 1.3 shows that various PDFs predict di�erent d=u slopes in the x region

of CDF W production. This is compared with predictions of W lepton charge

asymmetry calculated using the DYRAD Monte Carlo [6] with various PDFs as

input. There is strong correlation between the slope of the d=u quark distributions

in the proton and the W lepton charge asymmetry.

The CDF 1992-1993 W charge asymmetry data [1] demonstrated for the �rst

time the sensitivity of W charge asymmetry to the slope of d=u ratio. The use of

these previous data resulted in a reduction in the uncertainty from PDFs in the

W mass measurement [11] from 75 to 50 MeV=c2.
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Figure 1.4: In the left plot, the W lepton charge asymmetry as a function of W
rapidity calculated using the DYRAD Monte Carlo for various PDFs. In the right
plot, the d=u ratio of various PDFs. These calculations indicate that PDFs with
higher slope of d=u predict bigger W lepton charge asymmetry.

1.4 The Analysis Overview

In chapter 2, we brie
y discuss the the experimental setup and data collection.

The data analysis using central e, central � and plug e data samples are discussed

in Chapter 3 and 4. A brief summary is presented for the forward muon analysis

in Chapter 5. Chapter 6 discusses the W lepton charge asymmetry measurements

and the comparison between CDF data and predictions from various PDFs.



12

Chapter 2

Experimental Apparatus

The data used in this analysis were recorded by the CDF (Collider Detector at Fer-

milab) detector during the 1992-1995 Tevatron runs. We describe the experimental

apparatus in the following sections.

2.1 The Accelerator

The Fermilab Tevatron is currently the world's highest energy accelerator. It is

a synchrotron employing a ring of superconducting magnets two kilometers in

diameter. When it works in collider mode (as it was during 1992-1995 collider

runs), the Tevatron provides proton-antiproton collisions at center of mass energy
p
s = 1:8 TeV (1012 eV).

The protons and antiprotons undergo a staged acceleration in energy leading to

a �nal beam energy of 900 GeV. Figure 2.1 shows a schematic view of the facilities.

The whole process starts with a bottle of hydrogen gas. Inside a Cockroft-Walton

apparatus at the base of the Linear Accelerator (Linac), hydrogen atoms are ionized

with one extra electron and accelerated to an energy of 750 keV. These charged
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Figure 2.1: A schematic view of the layout of the facilities used to provide pp
collisions at a center of mass energy of 1.8 TeV.

hydrogen atoms are accelerated to an energy of 400 MeV by a 150 meter long linear

accelerator (Linac). At the exit of Linac, the ions are stripped of their electrons

by passing through a carbon foil and become protons. The resulting proton beam

is passed to the Booster Synchrotron Ring where the energy of protons is boosted

to 8 GeV. Inside the Booster, the protons are also coalesced into discrete bunches

for injection into the Main Ring.

The Main Ring and Tevatron are both located inside the same tunnel. The

Main Ring synchrotron accelerates proton bunches to 150 GeV in energy. In the

next stage, protons are directed either to the Tevatron or to a tungsten target to

produce secondary particles. In the latter case, protons accelerated in the Main

Ring to 120 GeV and are extracted, transported to the target area, and focused on
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the target. The collisions in the target produce a wide range of secondary particles

including antiprotons. Antiprotons are collected and transported to the Debuncher

Ring where they are reduced in momentum spread by a process called stochastic

cooling. Antiprotons are then transferred to the Accumulator Ring for storage.

Once a su�cient number of antiprotons is reached, they are reinjected to the Main

Ring to be accelerated to an energy of 150 GeV and are passed into the Tevatron

in the opposite direction of the proton beam. Both beams are �nally accelerated

to 900 GeV inside the Tevatron. They circulate inside the same magnetic and RF

�elds of Tevatron but in di�erent trajectories.

The two trajectories intersect at four points along the circumference of the ring.

The places where the beams intersect are called collision points. At two collision

points (B0 and D0) where the two major colliding-beam experiments are located,

four special quadrupole magnets are placed several meters on both sides of the

collision points. They focus the beams to a transverse size of � 40 �m transversely

in size thus boosting the luminosity of collisions. At two other points where no

experiments exist, electrostatic separators are used to prevent the collisions from

happening in order to extend the beams' lifetime. During 1992-1995 collider runs,

there were six bunches in each beam. As a result, proton and antiproton beams

collide at the CDF detector at a rate of once every 3:5 �s. Typically there are a few

1012 protons and a few 1011 antiprotons inside a bunch. The average instantaneous

luminosity was � 9� 1030cm�2s�1 during 1994-1995 Runs and � 3� 1030cm�2s�1

during 1992-1993 Runs.

2.2 The CDF Detector

The CDF detector is a general purpose detector built to exploit the Fermilab

Tevatron collider machine. The CDF detector has been described extensively in
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Figure 2.2: A cut-away diagram of the various components of the CDF detector
(the interaction point is in the lower right corner). The coordinate system is de�ned
by the proton beam being in the +z direction.

many publications and is summarized in reference [12]. Here we concentrate on

describing the relevant parts of the detector for the detection of high transverse

momentumPT leptons (the electrons, muons, and neutrinoes in this case) at CDF.

This is important for the W charge asymmetry analysis as described in the later

parts of this thesis. We start with a general overview of the detector followed by

more detailed descriptions of detector systems such as tracking, muon detection,

calorimetry, trigger, and data streaming.

2.2.1 Overview of the Detector

Figure 2.2 shows a cutaway view of a quarter of the CDF detector. Here only the

upper east quadrant of the detector is shown. The (x; y; z) axes and the (�; �)
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angles of the global coordinate system are also shown in the �gure. The origin

of the coordinates is de�ned to be the center of the detector which is close to the

center of the pp interaction region. The right-handed co-ordinate system has its

positive z direction (east) de�ned along the proton beam direction and its positive

x axis points outwards (north) of the Tevatron ring. As a result, positive y axis

points upwards. We de�ne the azimuthal angle (�) as the angle around the beam

line and the polar angle (�) is de�ned as the angle relative to the proton direction.

Because the "natural" phase space for energetic hadronic collisions is described in

rapidity, transverse momentum and azimuthal angle, the detector components are

chosen to be an approximately uniform segmentation in the (�; �) space, where �

is called pseudorapidity and is de�ned as:

� = �ln(tan �
2
).

The CDF detector is essentially symmetric in � and is also forward-backward

symmetric. It is divided into a central detector (10o < � < 170o) including the

end-plugs, and the forward/backward regions (� < 10o). The CDF detector is

particularly suited for the study of leptons with high transverse momentum. The

detector subsystems that are important for this analysis are described below.

2.2.2 Tracking

There are three separate tracking systems in the CDF detector in its 1992-1995

con�guration. Beginning at the collision point, particles traverse the Silicon Vertex

Detector (SVX), the Vertex Time Projection Chambers (VTX) and the Central

Tracking Chamber (CTC).
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The Silicon Vertex Detector (SVX)

The Silicon Vertex Detector (SVX) is located immediately outside the beam pipe.

The SVX is designed to track particles near the interaction point and has the

capability to distinguish sequential decay vertices at the tens of microns level in

the x� y plane. As is discussed later, it is an essential device for electron tracking

and charge determination at high pseudorapidity.

After the Tevatron 1992-1993 collider run (Run 1A) and prior to the 1994-

1995 collider run (Run 1B), the SVX was replaced by the SVX' (SVX prime)

because of the radiation doses that the SVX accumulated during the Run 1A.

The radiation damage resulted in increased leakage currents and the hit e�ciency

was signi�cantly degraded near the end of Run 1A. The SVX' and SVX are very

similar. The upgrade from the SVX to the SVX' involves the following changes: (1)

DC-coupled devices have been changed into AC coupled to reduce leakage current

and coherent noise; (2) the readout chips have been upgraded to be more radiation

hard for the increased luminosity of Run 1B; (3) the radius of the inner most layer

has been reduced from 3.00 cm to 2.86 cm to eliminate some geometrical cracks in

the inner most layer.

The SVX consists of two identical barrels placed at both sides of z = 0. Fig-

ure 2.3 shows an overall lay-out of one of its barrels. Each barrel is constructed

with four concentric radial layers of silicon strip detectors. These detectors are

arranged as a twelve sided barrel at each radial position. The inner layer starts at

r = 2:86 cm from the beamline, and the outer layer at a radius of r = 7:87 cm.

The detectors are electrically bonded to each other along beam direction in groups

of three. A group of three connected detectors is called a "ladder". As shown

in Figure 2.4, it is the basic subdivision of the device. These bonds are made

with 25 �m Aluminum wire which is ultrasonically fused to pads on the detector
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Figure 2.3: An overall lay-out of one of the two barrels of the SVX detector.

surface. Each detector is 8.5 cm long so that an individual readout channel sees

25.5 cm long strip. A 30o wedge consists of four such ladders with increasing width

from the inner layer to outer layer. The axial readout strips of each detector is

60 �m in width except the outer layer which has 55 �m strips. There are a total

of 46080 channels for the whole SVX detector. A typical SVX hit is a cluster of

several neighboring strips (usually two or three) and the charge weighted position

of the cluster has a position resolution � � 10 �m. Because pp interactions are

spread along the beamline with standard deviation � � 30 cm, the geometrical

acceptance of the SVX includes about 60% of pp interactions. The SVX covers

the pseudorapidity region j�j < 1:9 if four hits are required in a SVX track. The

coverage extends to j�j < 2:3 when three hit SVX tracks are included.
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Figure 2.4: Schematic view of a ladder.

The Vertex Time Projection Chambers (VTX)

The SVX is mounted inside the Vertex Time Projection Chambers (VTX). It

provides tracking information up to a radius of 22 cm and j�j < 3:25. The VTX

consists of a set of drift chambers organized into eight modules mounted end-to-

end along z axis and each module is segmented azimuthally into 8 wedges. The

primary goal of the VTX is to measure the location of pp interaction vertex along

the z axis. The wires are perpendicular to the beam line and the radial centerline

of the wedges. The radial and z position of sense wires combined with measured

drift distance along z axis provide track information in r� z view. A resolution of

1 mm along the z axis for pp interaction vertices is achieved.
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The Central Tracking Chamber (CTC)

The Central Tracking Chamber (CTC) is the main tracking device at CDF. Com-

pletely immersed in a 1:4116 Tesla superconducting solenoidal magnetic �eld, it

Figure 2.5: The end view of the Central Tracking Chamber showing the grouping
of stereo and axial cells into nine superlayers.

provides excellent momentum measurement of charged particles. The CTC is a

1.3 m radius and 3.2 m long cylindrical drift chamber which contains 84 layers of

sense wires grouped into nine "super layers". Five of the super layers consists of
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12 axial sense wires each; four stereo superlayers consist of six sense wires each

tilted by �3o relative to the beam direction. Figure 2.5 shows the endplate of the

chamber displaying 45o tilt of the superlayers to the radial direction to correct for

the Lorentz angle of the electron drift in the magnetic �eld. The drift trajectories

are approximately azimuthal inside the magnetic �eld. The resulting transverse

momentum resolution for CTC track alone is �PT
PT

2 � 0:002GeV �1c. It is improved

to �PT
PT

2 � 0:001GeV �1c when the beam position information is additionally used in

the track �t.

2.2.3 Muon Detection

At CDF, muons are identi�ed by a track in the CTC which is matched to a good-

quality track stub in one of the CDF muon detectors. These muon detectors are

divided according to their pseudorapidity coverage and are named accordingly the

central muon drift chambers (CMU), the central muon upgrade (CMP), the central

muon extension chambers (CMX) and the forward muon system (FMU) as shown

in Figure 2.2.

Central Muon Chambers (CMU & CMP)

The CMU and CMP muon detectors cover the pseudo-rapidity region (j�j < 0:6).

Both detectors consist of four layers of single wire drift chambers which measure

muon position in r � � plane from drift time information. Figure 2.6 shows a

sectional view of the CMU chambers. The actual wire measures 2.3 meters long.

The position resolution in r � � view is � 250 �m. The CMU additionally deter-

mines track z position by charge division. The CMU is placed between the central

hadronic calorimeter and the magnet return yoke, and the CMP is placed outside

the magnet return yoke. The amount of material before the CMU and CMP is 5
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Figure 2.6: The sectional view of the Central Muon Chambers. A muon track stub
traverses four layers of muon chambers.

and 8 interaction length, respectively.

Central Muon Extension (CMX)

The muon coverage is extended by additional muon chambers in the pseudorapidity

range 0:6 < j�j < 1:0. These are again constructed from single wire drift chambers.

There are scintillators on both sides of the CMX which are used for the CMX muon

trigger.

Forward Muon Detector (FMU)

The forward muon detector (FMU) consists of three sets of drift chambers sand-

wiched with two steel magnets (toroids) on each side of the detector. The anal-

ysis of the FMU data are described is a separate paper [13]. The FMU covers
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the pseudorapidity region of 1:9 < j�j < 3:6. Because of large backgrounds at

2:5 < j�j < 3:6, only data from 1:9 < j�j < 2:5 regions of the FMU are used in the

W asymmetry analysis.

2.2.4 Calorimetry

The CDF detector is equipped with both electromagnetic and hadronic calorime-

ters which together provide a 2� azimuthal coverage and a pseudorapidity coverage

of j�j < 4:2. The calorimeters have a projective tower geometry with a �ne gran-

ularity. They are separated into three regions: central, plug and forward. The

pseudorapidity coverage for each of these regions is j�j < 1:1, 1:1 < j�j < 2:4 and

2:4 < j�j < 4:2 separately. In all, seven calorimeter systems are involved, Central

Electromagnetic Calorimeter (CEM), Central Hadron Calorimeter (CHA), End-

plug Electromagnetic Calorimeter (PEM), Endplug Hadron Calorimeter (PHA),

Wall Hadron Calorimeter (WHA), Forward Electromagnetic Calorimeter (FEM)

and Forward Hadron Calorimeter (FHA). The Wall Hadron Calorimeter (WHA)

�lls the rapidity gap between Endplug Hadron Calorimeter (PHA) and Central

Hadron Calorimeter (CHA). An overview of the di�erent calorimeter components

is given in Table 2.1

Central Calorimeters

The central calorimeters cover a polar angle region of 39o < � > 141o (j�j <
1:1). They are azimuthally segmented into 15o wedges. There are 48 wedges

in all, with 24 wedges on each side of z = 0 plane. Each wedge consists of an

electromagnetic part and a hadronic part and is divided into 10 towers with �� =

0:11. For the electromagnetic part, lead sheets are interspersed with scintillator

as the active detector medium, and the hadronic calorimeter part consists of steel
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Calorimeter Geometric Coverage Energy Depth
Component � Range Resolution

CEM 0:0 < j�j < 1:1 13:5%
p
ET � 2% 18Xo

PEM 1:1 < j�j < 2:4 22%
p
E � 2% 18� 21Xo

FEM 2:4 < j�j < 4:2 26%
p
E � 2% 18Xo

CHA 0:0 < j�j < 0:8 50%
p
ET � 3% 4:7�abs

WHA 0:8 < j�j < 1:3 75%
p
E � 4% 4:5�abs

PHA 1:3 < j�j < 2:4 106%
p
E � 6% 5:7�abs

FHA 2:4 < j�j < 4:2 137%
p
E � 3% 7:7�abs

Table 2.1: The coverage and resolution of the CDF calorimeters.

plates interspersed with scintillator layers. Figure 2.7 shows a CEM wedge with

its light collection system. Placed near the shower maximumposition of the CEM,

the central strip chambers (CES) determine the shower position and transverse

shower pro�le at shower maximum. The position resolution for 50 GeV electrons

is � 2 mm in both r� � and z directions. The information from the CES is used

for electron identi�cation in the central region.

Plug and Forward Calorimeters (PEM,FEM)

The plug and forward calorimeters cover the polar angle region of 1:7o < � < 36o

and 144o < � < 178:3o. The segmentation is roughly 0.1 in pseudorapidity unit

and 5o in �. These calorimeters are all based on gas proportional chambers with

cathode readout. The cathodes are constructed with pads and strips etched on

printed circuit board in the chambers. For this analysis, only the central and plug

electron data are utilized. There was no trigger for FEM electrons because of the

high trigger rate. In addition, electrons in the FEM region are not covered by

tracking chambers.

The PEM consists of two 50 cm thick disc-shaped modules, covering both ends
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Figure 2.7: A wedge of CEM and its light collection system.

of the 3 m long solenoid in the CDF central detector (see Figure 2.2). Each of the

two PEM modules is formed by four quadrants of �� = 90o and each quadrant

consists of 34 layers of proportional tube arrays sandwiched between lead panels.

Figure 2.8 illustrates the construction of the proportional tubes. These tubes were

made of conductive plastic tubes of a square inner cross section of 7 mm� 7 mm.

Figure 2.9 shows the construction of one quadrant of the PEM. The pads are etched

out of the copper plating clad on G-10 panels on one side of every proportional

tube panel. They are segmented with boundaries de�ned by the polar coordinates

�,�, and z as shown in the top sketch in Figure 2.9. The segmentation in �

is roughly 0.1 unit of pseudorapidity and 5o in �. Longitudinally these pads are

ganged together at each of the polar coordinates (�,�) into three projective towers.

Besides the pads, the �rst ten layers of the second longitudinal segment have strips
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Construction of
Proportional Tubes

Figure 2.8: The PEM's sensitive layer is made of conductive plastic proportional
tubes sandwiched between lead absorber panels. The anodes of each layer are
ganged together in unit of a quadrant.

of in both � and � directions on the other G-10 panel of proportional tubes. These

strips cover between 1:2 < j�j < 1:8 and are segmented in �� ��� = 0:02 � 1o.

The pads and strips on printed circuit board are positioned to 0.1 mm. This is

important for precision position measurement of plug electrons. The energy in

each of the 34 layers of a quadrant is read out and provides measurement of the

plug electron's longitudinal shower pro�le. This information is used in the plug

electron trigger to suppress high rate due to neutron-induced large energy deposits

in a single PEM layer. All gas calorimeters employ a "gas gain control" system to

stabilize the gain variation from pressure and temperature changes.
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Figure 2.9: View of a PEM quadrant. Pads are segmented in 5 degree unit in �
and strips in 1 degree unit covering 1:2 < j�j < 1:8.
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2.2.5 Trigger and Data Streaming

At the Tevatron, bunch crossings at CDF happen at a rate of roughly once every

3:5 �s. With a pp total inelastic cross-section of 60 mb [14] at
p
s = 1800 GeV

and a typical luminosity of 1:0 � 1031cm�2s�1, the total inelastic interaction rate

is � 0:6MHz. This is almost two interactions per bunch crossing. In contrast, the

CDF detector is only capable of writing to tape up to 10 events per second. Note

the events from physics processes of interest occur at a much lower rate (less than a

few events per second). Both factors dictate the use of an online trigger in the data

taking. At CDF, a three level trigger is employed. Each level of trigger consists

of a set of logically OR'ed triggers. The levels of sophistication and the decision

time increase with the trigger level. The triggers are designed to select interesting

events while minimizing the dead time incurred during the decision process.

At level 1, the decision is made within the 3:5 �s time and therefore incurs no

dead time. The level 1 decision is based on the presence of energy cluster above

some energy thresholds in the ����� = 0:2� 15o trigger towers of calorimeters,

and on the presence of muon track segments in the muon chambers. This reduces

the event rate down to about a few kHz. The events that pass Level 1 trigger are

turned to the level 2 trigger processor.

At level 2, the decision time per event is about 20 �s and this incurs � 5%

dead time as events that come through level 1 triggers during the level 2 decision

time are ignored. Level 2 decisions are based on the presence of calorimeter energy

clusters, missing transverse energy in the calorimeters, sti� central tracks inside

CTC, and matching of CTC and level 1 muon chamber track stubs. The decision is

made by an Alpha processor which is fed with the above information. The energy

cluster information is gathered by a hardware cluster �nder, which searches in the

calorimeters for a seed tower with energy over a threshold and adds in neighboring
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tower energies above a lower threshold. The ET and mean � and � are calculated for

each cluster found. A rough missing transverse energy is calculated by the vector

sum of ET of all energy clusters in the calorimeter. The Central Fast Tracker

(CFT) �nds a list of sti� tracks with momentum resolution of �PT=PT
2 = 3:5%.

Furthermore, level 1 muon stub information is matched to CFT tracks to identify

muons. The event rate out of level 2 is typically 20 � 25Hz depending on the

instantaneous luminosity. A level 2 trigger pass initiates a full detector readout

which takes of the order a few ms per event. This results in a data acquisition

(DAQ) deadtime of about 5%.

Once a full event is read out and assembled in the event builder, it is passed

to one of a farm of Silicon Graphics processors for level 3 processing. The level

3 trigger is a software trigger, written in FORTRAN and running a scaled down

version of the CDF o�ine reconstruction code. Details of the event are calculated

and more complex triggers of a variety of physics interests can be constructed from

the calculated event characteristics. Level 3 rejects 60�80% of events passing Level

2 triggers. The event rate written to tape is of the order of a few Hz.

Events that pass Level 3 triggers are recorded separately into di�erent streams

depending on which sets of Level 3 triggers they pass. The data from di�erent

streams are processed separately o�ine. For Run 1B, there are two main streams,

the Stream A and Stream B. The Stream A, also called the EXPRESS stream,

usually contains events that pass the essential triggers. The event record for these

events is small enough that they can be processed o�ine a couple of days after

data-taking. The timely processing of the data allows for a quick identi�cation of

problems, as well as a prompt data analysis. The Stream B contains triggers with

much looser requirements and as a result, the event record is much bigger in size.

More detailed studies usually have to be done with the Stream B data.



30

Chapter 3

Central W ! l + � Analysis

When either the e or � are detected by the central electromagnetic calorimeter

(CEM) or central muon detectors (one or more of CMU, CMP and CMX), the

W ! l+� ( l = e or �) event is called a centralW . In this chapter, the centralW

data sample and event selection are discussed. Backgrounds in the centralW data

samples are listed and their magnitude is estimated separately. The uncertainty

in the momentum scale of the CTC, the energy scale of the CEM, and the rate of

charge mis-identi�cation in the CTC for central tracks are discussed. The o�ine

reconstruction does not correct for CTC wire misalignment, which if left uncor-

rected may potentially cause a charge-dependent momentummis-measurement. A

correction is derived from the central W electron data and is applied to the data.

Finally the CTC tracking, central e=� triggers, and the lepton identi�cation re-

quirements are veri�ed to be charge independent, and therefore not bias the charge

asymmetry measurement.
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3.1 Data Sample

The W ! l+ � events are signaled by the presence of a high ET lepton and large

missing transverse energy. We identify the central W ! e+ � events by requiring

the presence of a large electromagnetic energy cluster in the central electromagnetic

calorimeter (CEM) associated with a high PT CTC track, and presence of large

missing transverse energy in the event. The Run 1A and 1B central electron

triggers are similar. The central W electron analysis is based on the central W

electron dataset. For Run 1B, this dataset contains events in the express data

stream passing Level 3 triggers "CEM 22 W" and "CEM 25GeV W Notrk". The

"CEM 22 W" trigger requires ET > 22 GeV, 6ET> 22 GeV and CTC track PT >

13 GeV. The "CEM 25GEV W Notrk" requires ET > 25 GeV and 6ET> 25 GeV

but no CTC track requirement. The two triggers form two highly overlapping

data samples. The second trigger does not have CTC track requirement and this

provides an independent high ET electron sample for CTC tracking studies. The

W events mostly come in through Level 2 trigger "MET 20 CEM 16 XCES" which

requires 6ET> 20 GeV and ET > 16 GeV. The 88pb�1 of Run 1B data contain about

223 k Level 3 electron triggers. In the o�ine analysis, these events are pre-selected

by the following requirements:

Et(uncorrected) > 22 GeV

EHad=EEM < 0:125

PT (not beam constrained) > 13 GeV

6ET> 20 GeV

where the above cuts are made on variables calculated in the o�ine data recon-

struction. About 87 k W electron candidate events remain in the electron data

sample.
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The central W ! � + � events are 
agged by a muon track stub in one of

the CDF muon detectors, a high PT CTC track which matches the muon stub,

and large missing transverse energy. In addition, the energy deposits in both EM

and hadron calorimeter towers should be consistent with that of a single minimum

ionizing particle. The analysis is based on the inclusive high PT central � dataset.

The dataset is made from the express stream with events passing Level 3 triggers

and requiring � candidate events with PT > 18 GeV. There are a total of 628 k

events in the muon dataset. In the o�ine analysis, the events are pre-selected by

requiring:

Pt(corrected) > 20 GeV

EHad < 6 GeV

EEM < 2 GeV

EHad + EEM > 0:5 GeV

6ET> 20 GeV j�Xj <2 or 5 or 4 cm if CMU or CMP or CMX.

A total of 124 k W muon candidate events remain in the sample.

3.2 Event Selection

Central W ! e� Event Selection

The following selection cuts are made to form the �nal central W electron sample:

ET > 25 GeV: ET is the electron cluster energy transverse to the beam direction,

ET = Esin(�); (3.1)

where � is the polar angle of the associated CTC track and E is the cluster

energy.



33

6ET > 25 GeV: 6ET is the missing transverse energy ET in the event de�ned by,

6~ET = �X
i

Ei
T n̂i; (3.2)

where n̂i is a unit vector perpendicular to the beam axis and pointing at the

center of the ith calorimeter tower. The sum is over all calorimeter towers

with j�j < 3:6.

Ejet
T < 20 GeV: The ET refers to the biggest transverse energy of a jet. The

jet is measured in a cone of R = 0:7 (where R =
q
(��)2 + (��)2). This

reduces the di-jet background in the W sample.

P high
T < 10 GeV: The highest PT track not associated with the electron is re-

quired to be less than 10 GeV. This cut removes Z events as well as some

QCD background.

EHad=EEM : The ratio of the energy in the hadronic and electromagnetic sections

of the calorimeter associated with the energy cluster is required to satisfy,

EHad=EEM < 0:055 +
0:045 � E (GeV )

100 GeV
; (3.3)

where E is the energy of the cluster. The linear term takes into account of

the additional leakage associated with high energy electrons.

LShr < 0.2: This variable measures the energy sharing between the adjacent

towers and the CEM tower with the most of the energy in the electron show-

ers. It is de�ned as

LShr = C

P
i(Ei � Ti)

�
(3.4)
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where Ei � Energy in Adjacent Towers, Ti � Ei is the adjacent tower energy

as predicted by the measured lateral shower pro�le at testbeam and the mea-

sured z location from the CES, �i is the combined characteristic 
uctuation

of the energy excess (� Ei � Ti), C � Scale Factor = 0:14, and i is over all

adjacent towers in the electron shower.

Isolation < 0.1: The isolation variable is a measure of the energy surrounding

the electron. It is de�ned as,

Isolation =
ET (0:4)� ET

ET

(3.5)

where ET (0:4) is the energy in a cone of R = 0:4 in � � � space, and ET is

the electron's transverse energy.

�2

s < 10: The �2 of the lateral shower shape measured by the strip chambers is

required to be consistent with that of electrons measured at the testbeam.

0.5 < E=P < 2.5: The ratio of the cluster energy and the momentum of the

CTC track associated with the energy cluster is required to be consistent

with that of a single charged particle. On average this is 1.0 for electrons,

but because of the possibility for an electron to radiate photon, there is a

long tail in the distribution.

15 GeV < PT < 200 GeV: The transverse momentum (PT ) is required to be

consistent with a W decay electron as well as in a range where the charge

can be reliably determined. PT is measured relative to the beam line and is

determined by the track's curvature in the CTC.
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CurSig > 2.0: The curvature signi�cance is de�ned as,

CurSig = Cur=�cur (3.6)

where Cur is the curvature of the CTC track and �cur is the error on the

curvature measurement. This cut requires that charge is determined with

high certainty.

j�Xj < 1.5 cm: The di�erence between the X position measured by the strip

chambers and the extrapolation of the CTC track is required to be less than

1.5 cm.

j�Zj < 3.0 cm: The di�erence between the Z position measured by the strip

chambers and the extrapolation of the CTC track is required to be less than

3.0 cm.

jD0j < 0.2 cm: The absolute value of the impact parameter jD0j is the distance
of the closest approach of the track to the beam axis. This cut removes

events which are not consistent with originating from the interaction region

(such events are most likely decays in 
ight or cosmic rays).

jZ0j < 60 cm: The event vertex, as determined by the VTX, is required to be

within approximately 2� of the center of the detector.

jZCTC
0

� Z0j < 5 cm: The di�erence between the ZCTC
0 measured by the CTC

track and that measured by the VTX is required to be less than 5 cm. This

makes sure that the event vertex is determined correctly in the environment

of high instantaneous luminosity.

In addition, the electron candidate is required to be in the �ducial region of the

calorimeter wedge. The electron candidate is further required to pass the conver-
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sion cuts which reduce the QCD background. Also the runs are checked against a

list of known bad runs (i.e. runs where there were detector or DAQ failures). After

the above cuts, a total of 44196 events remain in the �nal electron data sample.

Figure 3.1 shows the transverse mass spectrum of the central electronW candidate

events (M2
T = 2Ee

TE
�
T (1 � cos��e�), where �e� is the angle between the electron

and neutrino).

The Z ! ee sample is frequently used in this analysis to check for e�ects

that may in
uence the asymmetry measurement. It originates from the Z electron

datasets passing the following Level 3 Z electron trigger, "CEM 22 Z". They are

selected by requiring:

First electron candidate:

Found in the CEM

ET > 22 GeV

PT > 13 GeV

EHad=EEM < 0:10

Second electron candidate:

ET > 20; 15; 10 GeV in CEM, PEM or FEM respectively

�2PEM < 3:0 if in the PEM

EHad=EEM < 0:05.

Both W and Z events are corrected for CTC wire mis-alignment determined from

central W ! e� events. This correction is discussed in a later section of this

chapter.

Central W ! �� Event Selection

The cuts made on the event variables Ejet
T , P high

T , CurSig, Z0 and ZCTC
0 are the

same as in the centralW ! e� analysis. In the following, we only list the variables
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Figure 3.1: The transverse mass spectrum of central electron W candidate events.
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that are speci�c for muon analysis.

25 GeV < PT < 150 GeV: The momentum of the CTC track is required to be

less than 150 GeV to allow the charge to be determined with high certainty.

This is slightly lower than electron analysis since cosmic ray background

which are rarely present in the electron sample, tend to appear in the muon

sample as high PT tracks.

6ET > 25 GeV: The 6ET is calculated (see Equation 3.2) after removing the energy

contained in the calorimeter tower traversed by the muon and then adding

the muon's PT , as measured by the CTC, to the ET in the calorimeter.

Isolation < 0.1: Isolation is de�ned as

Isolation =
ET (0:4)� E�tower

T

P �
T

(3.7)

where ET (0:4) � E�tower
T is the energy in a cone of radius R = 0:4 in � � �

space minus the energy in the tower traversed by the muon. P �
T is the muon's

transverse momentum.

EHad < 6 GeV, EEM < 2 GeV and EEM +EHad > 0.5 GeV: The energy

in the calorimeter tower (both EM and hadronic sections) traversed by the

muon is required to be consistent with a minimum ionizing particle.

CMU j�Xj < 2.0 cm, CMP j�Xj < 5.0 cm and CMX j�Xj < 4.0 cm: The

di�erence between the position in X of the reconstructed muon stub and the

extrapolated CTC track is required to be less than 2.0, 5.0 and 4.0 cm when

the muon is found in the CMU, CMP and CMX respectively.

jZV TX
0

� Ztrack
0

j < 5 cm: The z coordinate of the intercept of the track and the

beamline is required to be within 5 cm of the event vertex as determined by
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the VTX. This cut helps remove cosmic rays and decays in 
ight.

After the above selection, a total of 25538 events remain in the central W ! ��

sample. Figure 3.2 shows the transverse mass spectrum of the central muon W

candidate events.

3.3 W Backgrounds

W candidates are selected with a signature of an isolated electron and 6ET . This

signature can also be mimicked by other physics processes. The QCD process

(pp ! 2 jets) can lead to W backgrounds when a hadron jet containing the

electron or muon 
uctuates so that it appears to be an isolated electron or muon,

the 6ET comes about if the other jet is mismeasured (its energy is measured low) or

it falls into an uninstrumented region of the detector. The decays of Z ! l+l� or

Z ! �+�� ! l���X can be misidenti�ed as W 's if one lepton (muon or electron)

is detected and the other lepton falls into an uninstrumented region of the detector

(or the neutrinoes from � decays are su�ciently energetic). TheW ! ��� ! l���

can also fake W ! l� signals.

QCD Backgrounds

The electron in the hadron jets fall into three categories: (1) electrons which come

in e+e� pairs, either from a photon conversion or from Dalitz decays; (2) electrons

from heavy quark decays such as b ! ce� or c ! se�; (3) hadrons that fake

electrons, for example, a charged particle track (��) overlapping with �o. Note the

conversion electrons have been explicitly removed by searching for a second track

which, when combined with the primary electron track, is consistent with coming

from the conversion of a photon into an e+e� pair. This condition is determined by
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Figure 3.2: The transverse mass spectrum of central muon W candidate events.
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pairing the electron track with all other tracks of opposite charge. Two conditions

are then checked for each pair of tracks: the di�erence j�cot(�)j < 0:06 radians,

and S < 0:2 cm, where S is the distance, in the x-y plane, between the tracks at

the point where the two helixes are tangent.

The muon detectors are located behind 5 absorption length of material (CMP

is after 8 absorption length of material). Muons contained inside a hadron jet are

primarily from the decay-in-
ight of charged pions or kaons into muons or charged

hadron's "punch-through". Photon conversions into muons are much less likely

than to electrons because of the high muon mass.

The method of estimating the QCD background in the central W electron

sample is explained in the following. The same method is used to estimate the

QCD background in the central W muon sample. We start by selecting a sample

of non-W=Zo electrons from the inclusive central electron sample. Events which

have a second cluster which passes cuts of Had=EM < 0:1 and Isolation < 0:1 are

removed in order to reject electrons from Z ! e+e� and Drell-Yan pair production.

Figure 3.3 shows the isolation vs 6ET distribution in the sample. Events which

have 6ET> 10 GeV are rejected in order to remove electrons from W ! e� or

W ! �� ! e��� events. In addition, we require a hadronic jet with ET > 10 GeV

and electromagnetic fraction less than 0.8. This reduces the fraction of electrons

from weak boson decays. This is the �rst control sample. For reasons which will

be clear in the following section, we require further the hadronic jet with ET > 20

GeV to form a second control sample which is a subset of the �rst control sample.

We estimate the QCD background by extrapolating the isolation variable for the

electron from a region away from the W signal into the W signal region. We

identify four regions in the plot of isolation vs missing ET in Figure 3.3,

1) Isolation < 0:1 and 6ET < 10 GeV and at least one other jet
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2) Isolation > 0:3 and 6ET < 10 GeV and at least one other jet

3) Isolation > 0:3 and 6ET > 25 GeV

4) Isolation < 0:1 and 6ET > 25 GeV.

The region 4) is the W signal region. The requirement of one other jet in regions

1) and 2) is that one jet besides the jet containing the electron exists in the event.

The cut, Isolation > 0:3, de�nes a region which is supposed to be signal free.

In principle a W decay electron could radiate at a large angle and thus appear

non-isolated, resulting in an overestimate of the QCD background. This e�ect

was investigated and it was found that the background estimation was stable with

regard to this non-isolation criteria. The background in the signal region was then

determined by:

QCD contamination

#Events in region 3
=

#events in region 1

#events in region 2
( From control samples)

under the assumption that 6ET and Isolation are independent variables. Figure 3.3

shows the Isolation distributions for the control samples and the signal sample.

The same distributions for muons are shown in Figure 3.4 The average isolation

for low 6ET is essentially 
at, supporting the assumption used in this background

estimation.

We create two control samples in order to take into account of the fact that the

isolation of the electron on the one side of the QCD jet events is correlated with the

magnitude of the jet ET on the other side of the event. Because the mismeasured jet

ET is unknown, we average the results from two samples. The two control samples

yielded backgrounds of (0:88 � 0:11)% and (0:56 � 0:09)% for central electrons.

Taking the average of these numbers and interpreting the spread as a systematic

uncertainty, the QCD related background was found to be (0:7�0:2)% of the central

electron data sample. For the central muon sample, the two control samples give
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Figure 3.3: a) Isolation in a cone of R=0.4 (Isolation) for the two centralW QCD
background samples, b) for the signal sample (minus the isolation cut) and the
control sample 1. c) A scatter plot of Isolation vs 6ET in the inclusive central
electron sample and d) the average Isolation as a function of 6ET .
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Figure 3.4: a) Isolation in a cone of R=0.4 (Isolation) for the two centralW QCD
background samples, b) for the signal sample (minus the isolation cut) and the
control sample 1. c) A scatter plot of Isolation vs 6ET in the inclusive central
muon sample and d) the average Isolation as a function of 6ET .
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fractions of backgrounds as (0:77 � 0:09)% and (0:42 � 0:07)% respectively. The

QCD background in the central W muon sample is (0:6� 0:2)%.

W ! ��

The fraction of background from the process W ! �� ! l�� was estimated by

a Monte-Carlo calculation. It correctly handled the polarization of the � and W

and includes a simple detector simulation [15]. The same number of W ! e=�+ �

and W ! �� events are generated. The ratio of events passing the kinematic

requirements in � and e=� samples de�nes the fraction of W ! �� background.

The fraction of W ! �� background in the central W electron and muon samples

are estimated to be (2:0 � 0:2)%. The 0.2% systematic error is due to choice of

input PDFs.

Z ! ll

The fraction of background from Z ! l+l� (l = � or e) is estimated by a Monte

Carlo generator, HERWIG [16], plus the CDF detector simulation. In the W

electron data analysis, the events with invariant mass of the electron candidate

and any other EM cluster between 60 GeV and 120 GeV are already removed.

The additional requirement of P high
T < 10 GeV greatly reduces Z ! ee events.

These cuts are very e�ective considering the large calorimeter coverage for electrons

(j�j < 4:2). For Z ! �� events, muons at high detector rapidities are not fully

detected by the CTC tracking. The cut P high
T < 10 GeV becomes less e�ective

for detecting muons at high detector rapidities (j�j > 1:2) (The CTC tracking

e�ciency falls quickly as a function of detector rapidity j�j). As a result, a higher
background in the muon sample is expected. We generate W ! l� and Z ! ll

events in equal luminosity. The fraction (%) of Z events passing all requirements
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relative to W events is determined. It is found that the Z ! ee background is

(0:18 � 0:01)% of the central W electron sample. The Z ! �� background is

(4:7� 0:7)% of the central W muon sample.

Z ! �+��

Z ! �+�� events can fake aW when one of the � 's decays to an electron (or muon)

or its hadronic decay fakes an electron (muon). Again the HERWIG Monte Carlo

generator and detector simulation were used and the total number of Z ! �+��

events passing the selection cuts normalized to the generated W sample. The

background is estimated to be (0:07 � 0:01)% of the central W sample.

Cosmic Ray

If a cosmic ray muon passes near the beam line, it can look like a dimuon event.

Such events are characterized by two back-to-back tracks which are out of time

as measured by hadron calorimeter TDC's, because they do not originate from

the z axis. Often one of the muon tracks (entering track) is not found or has its

momentumbadly mismeasured because reconstruction code thinks it as originating

from the z axis thus time of 
ight correction is backwards. This results large

missing transverse energy and therefore the cosmic ray muon can fake a W muon

event. The muon candidates in the central W muon sample are further required

to pass the CDF cosmic ray �lter [17, 18]. The CDF cosmic ray �lter removes

the cosmic ray by rejecting events with a 2D or 3D CTC track PT > 10 GeV and

track azimuthal � within 2o of the identi�ed muon track. This removed most of

the cosmic ray background. The cosmic ray background in the central W muon

sample is further reduced by the o�ine cuts P high
T < 10 GeV, the CTC track

impact parameter jDoj < 0:2 cm cut, and jZo
vtx � Zo

trackj < 5 cm cut.
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Figure 3.5: The impact parameter distribution of central W muon candidate events.
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Because the cosmic ray muons do not originate from the z axis. The track

impact parameter Do has a 
at distribution while the real W muon events tend

to peak at z axis. This fact is used to estimate the fraction of cosmic ray muons

remaining in theW muon sample. Figure 3.5 shows the impact parameter distribu-

tion of the W muon events after releasing the impact parameter cut. Because the

real W muon events with poorly measured associated CTC tracks can have large

impact parameter value, these events appear at the tail in Figure 3.5. This can re-

sult in an over-estimate of the cosmic ray background. To identify these events from

the cosmic ray muons, a sub-sample of events with jDoj > 0:2 cm in the W muon

sample were visually inspected. Out of 240 events with jDoj > 0:2 cm scanned (the

total number is 835), only 24 were identi�ed as cosmic ray background. The num-

ber of cosmic ray events in the W muon data sample is estimated to be (33 � 7).

The fraction of the background in the W sample is (0:13 � 0:03)% and thus its

e�ect to the charge asymmetry is negligible.

3.4 Momentum and Energy Scale

We note in chapter 1 that the W lepton charge asymmetry is a function of lepton

transverse energy cut. The transverse energy of central electrons (ET ) is measured

by the CEM, and that of the central muons (PT ) is measured by the curvature

of the associated CTC track inside the solenoidal magnetic �eld. Here the ap-

proximation PT � ET for muons is made as the mass of muons is negligibly small

compared to the energy of the leptons from W decays. The uncertainty in both

the CTC momentum scale and the CEM's energy scale will a�ect the lepton charge

asymmetry measurement. The CTC momentum scale depends on the magnetic

�eld which is monitored by the electric current in the solenoid. It is checked using

J= ! �� events against the the world average value. A �t to the J= mass shows
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that it is known to be accurate to 0.1% [11]. It is worth noting that the 
 radi-

ated by muons traversing the detector material is not measured in the CTC track

momentum. This results in a muon momentum which is systematically lower by

an average of 100 MeV. Most of the 
 radiation by electrons, however, is accepted

by the calorimeter towers. This e�ect is fully taken into account by the quoted

momentum scale uncertainty.

The electron shower produces light in the scintillator. The light is collected

from either side of the tower in azimuth and measured by phototubes. For each

CEM tower, the geometric mean of the charge from the two phototubes is used

as the measure of energy. This reduces gain dependence on local shower position

due to light attenuation in the scintillator. The central electron energy cluster is

formed by a "seed" tower which has the biggest transverse energy in the cluster

and two "shoulder" towers on either side in the polar direction. In the case when

the cluster crosses the � = 0 boundary, only one "shoulder" tower is included

in the cluster. The energy of the cluster is the sum of "seed" and "shoulder"

tower energies. A few corrections are made on the cluster energy. The mapping

correction derived from the testbeam data 
attens out the energy response within

an individual tower. A tower-to-tower gain variation is corrected based on the E/P

calibration using central W electron data. The same E/P calibration is also used

to derive CEM's time dependence due to aging e�ects present in the scintillator.

After these corrections, a global energy scale correction factor determined from

Central-Central Z ! ee events is applied to bring CEM's overall energy scale to

within 0.5% of Z mass. Figure 3.6 shows the Z mass distributions measured from

a sample of Central-Central Z ! ee events after the above energy corrections.

The mean from a �t to the Z mass distribution is 91:42 � 0:08 GeV suggesting

that the CEM energy scale is correct to within 1% (the PDG Z mass value is at

91:187 � 0:007 GeV).
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Figure 3.6: The invariant mass distribution measured from a sample of Central-
Central Z ! ee events. The data are �t with Z ! ee Monte Carlo with radiative
correction taken into account. The detector simulation is included in the Monte
Carlo.

A 1% energy scale uncertainty is taken knowing that for muons the momentum

scale is known to be better than 1%. This is to be consistent with the electron

analysis as this 1% uncertainty causes only small systematic error in the lepton

charge asymmetry.

3.5 The Charge Identi�cation

The charge of central electrons and muons is identi�ed by the direction in � (in-

creasing or decreasing � direction) in which their associated CTC track bends.
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Variable Cut value
Z mass > 81 and < 101

First Leg:
ET > 25 GeV
PT > 13 GeV

EHad=EEM < 0:055 + 0:00045 � E
Isolation < 0:1
LShr < 0:2
�2s < 10
E=P < 1:8
E=P > 0:5
�X < 1:5
�Z < 3:0

Second Leg:
W cuts

Both legs:
jZ0j < 60 cm

common vertex j�Z0j < 10 cm
CurSig < 2:0

Conversion Cut

Table 3.1: Z ! e+e� I.D. Cuts.

Because of the �ne CTC momentum resolution ( �PT
PT

= 0:0010�PT in GeV/c with

beam constraint track �t), the charge of leptons from W decay is determined with

high certainty. However, a small rate of charge mis-identi�cation is expected for

electrons from the mis-association of CTC tracks to the energy cluster. These

tracks typically come from e+e� pair conversion of radiated photons which tend to

be close to the primary electron. Because the existence of charge mis-identi�cation

dilute the asymmetry, the rate needs to be estimated. The Central-Central Z sam-

ple is used to estimate the rate of charge mis-identi�cation. The events passed the

cuts listed in Table 3.1. From the rate of same-sign Z ! ee events, the charge

mis-identi�cation rate in the central region is determined to be (0:2�0:1)%, which
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is of negligible e�ect on the asymmetry measurement.

3.6 CTC Wire Misalignment Correction

The charge asymmetry may be introduced by a charge dependence of lepton Pt

measurement. This happens when there is "false curvature" in the tracking cham-

ber from a residual misalignment of the CTC wire positions. The result is to

increase the measured momentum of one charge while decreasing the other charge

thus introducing the asymmetry via lepton Pt cut. In the electron case, this e�ect

is minimal because Pt cut is at 13 GeV away from the ET > 25 GeV cut. In the

muon analysis, Pt cut is 25 GeV and therefore a correction is needed.

The following equations were used to correct the measured PT and E=P for the

false curvature in the CTC:

P cor
T = PT=(1 � charge � PT �KdC(x)) (3.8)�

E

P

�cor
=

E

P
� (1 � charge � PT �KdC(x))

KdC(x) =
1

2hET i�hE=P i
�(x)

where hET i = 36:0 GeV is the average ET of the W leptons, and KdC(x) is a

constant, K = 1=(0:0000149898 � 14:116), times the false curvature, dC, which

is a function of � and �. The false curvature coe�cients KdC(�) and KdC(�)

were derived from the central W electron data sample using the E=P method.

The top two plots in Figure 3.7 show the measured CTC false curvature as a

function of � (pseudo-rapidity) and � from the di�erence in E=P for positive

and negative charges from central electrons in the asymmetry sample. A linear

approximation is used to describe the "false curvature" as a function of � which is

believed to have come from a twist of the CTC endplates in � . The � dependence
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Figure 3.7: The di�erence hE=P+i� hE=P�i , as a function of � and �, is directly
related to the false curvature. The top two �gures show the false curvature before
any corrections while the bottom two show the false curvature after the � + �
dependent corrections.
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�� �(�) �� �(�)

0-30 -0.00739 180-210 0.02657
30-60 -0.01537 210-240 0.01890
60-90 -0.02691 240-270 0.01925
90-120 -0.01644 270-300 0.04010
120-150 -0.01190 300-330 0.00971
150-180 -0.01018 330-360 -0.00463

Table 3.2: The coe�cients determined from the di�erence in the E=P distributions
for central e+ and e� in the asymmetry sample.

of the "false curvature" is thought to have originated from mis-alignment of 12

30o segments during the construction phase of the CTC. These CTC segments in

� corresponds to 12 precision alignment holes on CTC. A look-up table of 12 �-

dependent coe�cients is constructed from the data. Table 3.2 lists the magnitude

of the false curvature in � . The bottom two plots in Figure 3.7 shows that the

� and �-dependent CTC false curvatures are removed after the corrections. It's

worth noting that the corrections in � and � are actually independent of each

other. The magnitude of this correction to the measured CTC momentum is less

than 1.5%.

3.7 Charge Independence Veri�cations

Experimentally the lepton charge asymmetry (de�ned in Equation 1.1) is calcu-

lated as:

A(yl) =
N+ �N�

N+ +N�
(3.9)

where N+ (N�) are number of positively (negatively) charged leptons in a par-

ticular lepton rapidity bin. This is based on the assumption that acceptance and

e�ciency are independent of lepton charge. It is important to verify that the
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assumption is valid.

Detector Acceptance

The detector acceptance of leptons is mainly a function of detector rapidity. The

charge dependence of detector acceptance for leptons can come if positively and

negatively charged leptons populate di�erent detector rapidity region. Tables 3.3

and 3.3 compares the mean and rms of detector rapidity � distributions for posi-

tively and negatively charged leptons in the �nal asymmetry sample. No charge

dependence of detector acceptance is evident.

Identi�cation E�ciencies

A charge asymmetry may be caused by a charge-dependent lepton identi�cation

requirements. To verify that the lepton identi�cation cuts are independent of

charge, a pure sample of W events is selected by requiring 6ET > 30 GeV, ET > 30

GeV, MW
T < 100 GeV and the highest ET jet < 5 GeV as well as �ducial cut in

the electron case. No charge dependence of the identi�cation cuts is evident from

the distributions of the electron and muon identi�cation variables for this sample

of good l+'s and l�'s from W decays as shown in Figure 3.8 and Figure 3.9.

Central W e=� Triggers

The central e=� triggers a�ect the asymmetry measurement in two ways. First,

if the trigger e�ciency is charge-dependent, a charge asymmetry would arise. Sec-

ondly, an ET or PT -dependent lepton trigger e�ciency can change the lepton asym-

metry through the asymmetry dependence on the transverse energy cut of leptons.

The Level 1 triggers for central W electrons have small ET threshold (8 GeV)
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Detector �
Event � Positive Charges Negative Charges

mean rms mean rms

0.0� 0.2 0.129 0.159 0.130 0.150
0.2� 0.4 0.315 0.132 0.318 0.130
0.4� 0.6 0.508 0.134 0.505 0.134
0.6� 0.8 0.699 0.121 0.702 0.122
0.8� 1.0 0.862 0.087 0.860 0.088
1.0� 1.2 0.946 0.044 0.944 0.046
0.0� -0.2 -0.111 0.159 -0.115 0.158
-0.2� -0.4 -0.302 0.136 -0.310 0.132
-0.4� -0.6 -0.489 0.136 -0.489 0.135
-0.6� -0.8 -0.686 0.123 -0.689 0.124
-0.8� -1.0 -0.861 0.091 -0.852 0.094
-1.0� -1.2 -0.947 0.045 -0.939 0.046

Table 3.3: Comparison of the mean and rms of detector rapidity distributions for
positively and negatively charged electrons in the �nal asymmetry sample.

Detector �
Event � Positive Charges Negative Charges

mean rms mean rms

0.0� 0.2 0.146 0.145 0.139 0.146
0.2� 0.4 0.312 0.143 0.308 0.144
0.4� 0.6 0.454 0.117 0.456 0.125
0.6� 0.8 0.722 0.116 0.724 0.113
0.8� 1.0 0.861 0.087 0.864 0.083
1.0� 1.2 0.928 0.054 0.911 0.046
0.0� -0.2 -0.117 0.152 -0.130 0.147
-0.2� -0.4 -0.285 0.144 -0.284 0.145
-0.4� -0.6 -0.441 0.125 -0.443 0.123
-0.6� -0.8 -0.705 0.117 -0.712 0.117
-0.8� -1.0 -0.852 0.092 -0.855 0.090
-1.0� -1.2 -0.926 0.046 -0.917 0.047

Table 3.4: Comparison of the mean and rms of detector rapidity distributions for
positively and negatively charged muons in the �nal asymmetry sample.
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Figure 3.8: Distributions of the central e identi�cation variables for a pure sample
W decay electrons. The solid histograms are for e+ and the dashed for e�, as
expected the distributions are the same for the two charges.
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Figure 3.9: Distributions of the central � identi�cation variables for a pure sample
of W decay muons. The solid histograms are for �+ and the dashed for ��, as
expected the distributions are the same for the two charges.
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and only muon stub information is employed in the muon Level 1 triggers. There-

fore, the above factors are not expected to a�ect the lepton asymmetry.

The primaryW electron trigger at Level 2 is "MET 20 CEM 16" which requires

6ET> 20 GeV and ET > 16 GeV. No charge dependence is expected because only

calorimetry information is used. Figure 3.10 shows the ET dependence of trigger

"MET 20 CEM 16". For electrons with ET > 25 GeV, it is not fully e�cient near

the threshold. However, because Level 2 electron triggers are logically "OR-ed"

with a few low ET electron triggers. The actual Level 2 trigger e�ciency is 
at

as a function of ET as shown in Figure 3.11 The primary W muon triggers at

Level 2 require the CFT PT > 12 GeV. There is a backup central electron trigger

"CEM 16 CFT 12" which requires electron ET > 16 GeV and CFT PT > 12 GeV.

Figure 3.12 shows the measured CFT trigger e�ciencies from central W electrons.

The overall trigger e�ciency is about 92% and it is 
at as a function of track PT

and there is no observed charge-dependence.

The Level 3 W triggers have also been checked for any ET and charge depen-

dence and no such dependence is found [19]. As a result, no corrections for a

possible charge bias in the triggers are needed.
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Figure 3.10: The e�ciency of "MET 20 CEM 16" trigger. The bottom two plots
are the corresponding trigger e�ciencies for electrons on East (� > 0:) and West
(� < 0:) detectors separately. No systematic di�erences are found for East and
West part of the detectors.
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Figure 3.11: The e�ciency of logically "OR-ed" central electron triggers is essen-
tially 
at as a function electron ET .
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Figure 3.12: The e�ciency of "CFT 12" trigger. The top plot shows the trigger
e�ciency for the combined plus and negative charges. The Bottom two are for the
positively and negatively charged tracks. They are 
at as a function track ET , and
there is no charge dependence in the e�ciencies.
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Chapter 4

Plug W ! e + � Data Analysis

The plug W 's are used for which the decay electrons (or positrons) are detected

by the Plug Electromagnetic Calorimeter (PEM). The plug data are important

for the asymmetry analysis, because plug electrons from W decays are at higher

lepton rapidity than central electrons. The charge asymmetry at high lepton ra-

pidity contains information about proton structure functions at smaller values of

x. Furthermore, the plug data cover over 1 unit of lepton rapidity, about the same

range of rapidity covered by the central W data.

In addition to the �ve fold increase in data over that of the previous anal-

ysis [20], introduction of a new charge determination technique using the SVX

in conjunction with the PEM shower centroid measurement doubles the amount

of usable plug data and extends the measurement to higher lepton rapidity (up

to jylj = 2:4). This is because the charge determination method using only CTC

tracks su�ers from a steeply falling track �nding e�ciency at high detector rapidity

and can not be used for electrons or positrons with j�j > 1:8.
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4.1 Plug Electron Reconstruction

A typical plug W event, as shown in Figure 4.1, consists of a large, isolated PEM

energy cluster plus missing transverse energy. Therefore, the principal part of the

plug W event analysis is the reconstruction of the plug electron. This includes

�nding the energy cluster, measuring the cluster energy and the cluster locations

in both � and �, and determining the lepton charge.

4.1.1 Plug Electron Clustering

The o�ine reconstruction of plug electrons starts with the PEM towers that have

energy deposits above a certain preset energy threshold. "Seed" towers { towers

with ET bigger than some threshold (typically 3 GeV) and with hadronic to elec-

tromagnetic energy ratio less than 0.125 are �rst identi�ed and ordered according

to the magnitude of their transverse energy (ET ). The cluster-�nder starts with

the tower with the biggest ET , forming clusters by adding adjacent towers to the

seed tower till the cluster reaches a preset cone size (3� 3 towers in � � � for the

PEM clusters). Towers that are already added to the clusters are removed from

the seed tower list. The procedure repeats until all towers on the seed tower list

are accounted for. A PEM energy cluster is formed by 3� 3 towers in ��� space.

4.1.2 Electron Energy Measurement

Once the cluster is identi�ed, the energy of the electron is just the sum of 3 � 3

tower energies. However, before the tower energies are actually added, the following

corrections need to be applied. The �rst correction is the so-called PEM tower

mapping correction. It is designed to take out tower gain variations between towers.

The tower gain variations (up to 10% between towers) are mostly due to variations
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PHI:

ETA:

  175.

 -1.23

 30.6

 DAIS E transverse Eta-Phi LEGO Plot
 Max tower E=  30.6 Min tower E=  0.50  N clusters= 

 METS: Etotal = 268.2 GeV,   Et(scalar)=  69.3 Ge
       Et(miss)=  39.1 at Phi= 347.2 Deg.        

PHI:

ETA:

  175.

 -1.23

 Run 70627 Evt 152197   NA.TEMP.EpmA5F]PWA_CCR949.DST  10JUL95 21:34:55 14-DEC-96

PHI:

ETA:

  175.

 -1.23

Et(METS)=  39.1 GeV  /                    
    Phi = 347.2 Deg  
 Sum Et =  69.3 GeV  

 Run 70627 Evt 152197   NA.TEMP.EpmA5F]PWA_CCR949.DST  10JUL95 21:34:55 14-DEC-96

PHI:

ETA:

  175.

 -1.23

PHI:

ETA:

  175.

 -1.23

 Run 70627 Evt 152197   NA.TEMP.EpmA5F]PWA_CCR949.DST  10JUL95 21:34:55 14-DEC-96

PHI:

ETA:

  175.

 -1.23

W0B0 

Et(METS)=  39.1 GeV  /                    
    Phi = 347.2 Deg  
 Sum Et =  69.3 GeV  

Figure 4.1: A typical plug W candidate event with an isolated PEM energy cluster
(ET = 32 GeV) at � = 1:23. The direction of the missing transverse energy
(6ET = 39 GeV) is indicated by the arrow in the r � � view. The strip cluster
energy pro�les are shown in the bottom left plot. For this particular event, an
associated CTC track is expected and found, also a 4-hit SVX track pointing to
the PEM cluster as shown in the two plots on the neighbouring side.
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in the thickness of glue between the pad (copper plating clad on the G-10 panel)

and the proportional tubes inside the PEM. The tower gain constants have been

measured for each PEM module using an electron test beam [21] [22]. The second

correction is the PEM's "dead layer" correction. Over the course of the PEM

construction and during the Tevatron runs, a few PEM layers have been electrically

disconnected because of high voltage (HV) problems. This results in a lower energy

measurement in the PEM quadrants that have disconnected layers. Therefore it is

necessary to correct for the e�ect of "dead layers" in the PEM quadrants based on

the average longitudinal shower shape measured with test beams [23]. The non-

linearity correction is applied to the measured energy to account for the PEM's

non-linear response at high energy due to the limited longitudinal depth of the

PEM. The last correction is for a quadrant-dependent energy scale. It arises from

the fact that the PEM quadrants have independent gas gain controls and high

voltage (HV) sources. Therefore, the quadrants can be di�erent. The scale factors

for the PEM quadrants are derived from a sample of Central-Plug Z's which has one

electron (or positron) in the CEM and one positron (or electron) in the PEM. The

invariant mass distribution of a sample of Central-Plug Z's is shown in Figure 4.2.

The mean Z mass (MZ = 90:84 � 0:08 GeV) from a �t to the invariant mass

distribution with a Z ! ee Monte Carlo indicates that the overall PEM energy

scale is within 1% of the known Z mass value of 91:17 GeV=c2.

The same central-plug Z sample is also used to check the PEM energy scale

as a function of time. As shown in Figure 4.3, the Z mass is stable to within

1% over the course of the run. This is an independent check on the PEM gas

gain system, which controls gas gain through a high-voltage feedback in response

to temperature and pressure changes. The gas gain system is also equipped with

Fe55 source mounted inside proportional tubes which closely monitor the gas gain

for each PEM quadrant. Data from the gas gain system show that there was a 2%
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Figure 4.2: The invariant mass distribution measured from a sample of Central-
Plug Z's. The data are �t with Z ! ee Monte Carlo which takes into account of
radiative correction. The detector response is also included in the simulation.

drop in gain at the beginning of Run 1B compared with that of Run 1A, which

remained stable to within 1% during the Run 1B data taking periods. This agrees

with results of the Z mass measurement from the Central-Plug Z sample.

4.1.3 Plug Electron Position Measurement

The electron shower centroid position measurements are important for two rea-

sons. The location of electrons in the PEM and at the primary interaction vertex
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Figure 4.3: In the top plot, Z mass measured from Central-Plug Z's is 
at as
a function of time. Each data point is the average of 25 Central-Plug Z's. The
bottom left plot shows that variation of the average is within 1%. The quadrant
dependence of energy scale (4 quadrants on each side) is removed by the energy
corrections as indicated in the bottom right plot.
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determine the direction of the plug electron momentum. The plug electron posi-

tion information is crucial to identify charge of plug electrons in conjunction with

the associated SVX tracks. In the latter case, the precise position measurement is

essential to reduce charge misidenti�cation of plug electrons or positrons.

The plug electron position in the PEM, or the shower centroid location, is

determined from the PEM transverse tower energy pro�le as the location of the

PEM towers are known. For electrons with the detector pseudo-rapidity j�j < 1:8,

the plug electromagnetic strip detector measures the strip cluster energy pro�les

in both � and � thus providing electron position measurements as well.

Electron Position Measurement Using PEM Tower Energies

There are a number of ways to extract shower centroid information from mea-

sured tower energies of an electromagnetic energy cluster. The method of energy

weighted mean (also frequently called center-of-gravity method) is often used. The

energy weighted mean position of shower ~Xo is de�ned as:

~Xo =

P9
i=1 Ei

~XiP9

i=1Ei

; (4.1)

where Ei's are the tower energies in the cluster and the ~Xi's are the center positions

of the towers. The energy weighted mean is equal to the true shower centroid only

when the transverse shower shape is uniform. The transverse EM shower, however,

is sharply peaked at the centroid (see discussions about transverse shower shape

later in this section). As a result, the shower centroid given by Equation 4.1 is

biased towards the center of the tower that has the biggest energy deposit. A

position resolution of the order of � 5 mm can be achieved for a tower of � 5 cm

or so [24]. As discussed in [24], a correction to the energy weighted mean can be

derived by assuming that the shower follows an exponential functional form. After
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this correction is applied, the positron resolution can be improved to of order of

� 2 � 3 mm.

The optimal way to use the tower energies is to �t the measured tower energies

with expected from a known shower pro�le. The electromagnetic (EM) showers are

formed by cascade of secondary particles (secondary electrons and photons) pro-

duced in the Bremsstahlung and pair production processes when primary electrons

or photons traverse dense calorimeter materials (e.g. Pb). The transverse shower

shape, which is usually expressed as the di�erential energy fraction as a function

of distance from the shower centroid, is mainly determined by the calorimeter con-

struction (which depends on the amount and composition of calorimeter materials

and the geometrical parameters). EM showers with energy bigger than 20 GeV

have stable transverse shower shapes which are almost independent of the energy

of the incident electron or photon. The amount of energy in the towers is just

the integrated energy over the towers' physical dimensions and is only dependent

on the location of the shower centroid when the shower pro�le and the tower di-

mensions are known. Therefore by comparing the measured tower energies and

the expected ones and varying the shower location, the precise shower centroid

position can be derived.

Because plug electrons land at the PEM at di�erent angles thus traversing

di�erent amount of calorimeter materials, the plug electron shower shape is a

function of pseudo-rapidity. Here we speci�cally look at position measurement for

the plug electrons with j�j > 1:8 where there is no strip detector coverage. Inside

this pseudo-rapidity region, the electron incident angle (with respect to the norm

of calorimeter surface) varies only between 11o�18o. For simplicity, a single shower

shape is used in the �t.

Although theorectical shower shape can be calculated with the EGS Monte

Carlo and a detector simulation, the complexity of putting in all minute details,
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i.e. from shower development to collection of charge, indicates that it is better use a

shower shape directly measured from real electron data. Since no deliberate e�orts

were made with test beam to measure the shower shape to the required precision

for this analysis, it is determined from the plug W electron data. Because the

transverse shower shape of high energy electrons is stable, only a handful of events

are needed for the shower shape tuning.

We start with an approximate functional form:

f(r) =
1

(r2 +R2
M)

�
; (4.2)

where f(r) is the di�erential energy fraction of the shower and r is the distance in

cm from the shower centroid. The RM and � are shower shape parameters where

RM = 1:7 cm (close to the Moliere radius of electron showers in the PEM) and

� = 1:8. The shower curve is shown in solid line in Figure 4.4.

We �rst describe how the �t is done. For the position measurement, we employ

a 5 � 5 tower array in � � � space instead of a 3 � 3 tower array in the energy

measurement. This reduces correlation between the � and � directions, especially

for high j�j energy clusters where the tower size is smaller. For simplicity, we �t the

� and � pro�les separately. Taking the �t in � direction as an example, energies

from �ve towers with the same � are summed to form � energy blocks. We �t the

shower position by minimizing the following �2 function:

�2 =
5X

i=1

(Emeasured
i � Eexpected

i )2

�2i
; (4.3)

where Ei's are measured or expected � or � block energies and �i is the error on

the measured energies. Note that Eexpected
i is calculated by integrating the shower

shape over the actual tower areas. These are functions of both the location of the
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Figure 4.4: The comparison between shower pro�les. The solid line is the pro�le
de�ned in Equation 4.2 and the dashed line is the one tuned to data with pseudo-
rapidity between 1.8 and 2.2. The plots are shown in log scale in the bottom
plot.
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shower centroid and the shower shape de�ned in Equation 4.1. The total sum of

the expected 5 energies is normalized to the corresponding measured energy sum

over the 5 � 5 towers. Here, �i is the error on Emeasured
i .

The shower shape is tuned in the following way. Starting with a shower shape,

we �t the measured tower energies by minimizing �2 as de�ned in Equation 4.3.

We compare event by event the measured and expected block energies and adjust

the shower shape accordingly. After several iterations, we reach the tuned shower

shape in Figure 4.4.

Note that the energy block with the biggest energy is most sensitive to im-

precision of the shower shape. The position information comes from imbalance of

energies on two sides of the center block rather than the center block energy. There-

fore, in the actual shower �t, we remove it from the �2 calculation in Equation 4.3

to further reduce the sensitivity to the shower shape. As will be shown later in

the later sections of this chapter, this procedure yields the position resolution of

� 1 mm for an average tower size of 5� 5 cm2.

There are many factors which may a�ect the position measurement of EM

showers. In practice, the total expected shower energy is normalized to the mea-

sured total. This removes to �rst order the sampling energy 
uctuations. The

electronics noise for the PEM for a typical 3 � 3 cluster is around 0.2-0.3 GeV.

However it is mostly coherent and is removed by the normalization thus its e�ect

on the energy balancing (which determines the position of EM showers) is small.

The variation in individual tower gain is mainly a function of time rather than

across towers (the mapping correction takes out tower variation to better than

0:2%) and thus it is also taken out by the normalization. A 1 mm position shift in

the shower centroid in the transverse plane causes a relatively stable shift in energy

deposition between two neighbouring towers in opposite direction by the amount

of � 0:2GeV . The current PEM energy measurement has energy sensitivity on
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this order.

Electron Position Measurement Using the PEM Strips

The PEM strip detector is available in the pseudo-rapidity region between 1:2 <

j�j < 1:8. It is divided into two parts, strips in � and � directions. The clustering

of strips is similar to that of towers. After a PEM energy cluster is found, we look

for strips with energy above some energy threshold in the vicinity. These strips are

ordered according to their energy deposits. The 11-strip energy cluster is formed

with the biggest energy strip at the center. Using the similar procedure, we �t

the strip energy pro�le with that calculated from the shower shape. Again, as is

shown later the average position resolution is of � 1:7 mm for strip width of 1:7 cm.

Although the strips are 5 times �ner in segmentation, the position resolution is not

as good as that with pads (towers). This is because the strips sample only a part

of the shower thus the shower pro�le is sensitive to the longitudinal 
uctuations

in EM showers.

4.2 SVX Standalone Tracking

The SVX is a precision tracking device that measures track position of charged

particle to better than � 10 �m. One bene�t of the SVX is its very �ne double

track resolution (� 200 �m) compared with that of the CTC (� 5 mm). This

is extremely useful in a high luminosity environment where the CTC su�ers from

a high density of soft tracks curling along the Z axis. Furthermore, the SVX

covers a pseudo-rapidity region up to j�j = 2:3. In contrast, the CTC only covers

a pseudorapidity range up to j�j = 1:8 and has a steeply falling track �nding

e�ciency at large j�j. This makes the SVX attractive for the high j�j electron
tracking.



75

The standard SVX tracking at CDF starts with a CTC track and searches for

SVX hits by extrapolating the CTC track into the SVX geometrical region. Here

we describe a track �nding procedure for electrons (or positrons) using only SVX

hits. We are interested in �nding a SVX track for electrons. The SVX Standalone

Tracker starts by collecting all SVX hits inside a 0.1 radian � cone centered on

the EM shower centroid. It then takes the beam position in the r � � plane and

calculates the � for each hit. The track searching begins with outer layer hits. For

each hit in layers 1, 2, and 3 (layer 0 is the inner most SVX layer), a 300 �m wide

road along the hit and the vertex is formed in the other layers and the closest hit

in each layer to the prediction within this road is selected. This de�nes a candidate

track. The candidate track is then �tted with a straight-line. The straight line is

a good approximation to circle, as the sagitta of a high Pt (> 10GeV ) track is on

the order of a few microns within the � 5 cm radial span of the SVX layers. If

there is a hit with a residual bigger than 50 �m (the position resolution of SVX

device is � 10�m), it is removed and a new line �t is done with the rest of the

hits. The impact parameter, which is de�ned as the distance from beam position

to the �tted line is required to be less than 150 �m for 3 and 4 hit SVX tracks and

100 �m for 2 hit tracks. Tracks sharing at least one SVX hit are merged according

to �t �2 because it is unlikely that a SVX hit is shared between two real SVX

stubs.

In Figure 4.5, the SVX track residual distributions as measured from a sample

of plug W 's are shown. The individual hit position resolution of � 10�m is

consistent with the expected SVX position resolution. Figure 4.6 shows the impact

parameter distribution. The spread with a standard deviation of � 50�m is

a combination of uncertainty in beam X � Y position of � 40 � 50�m plus

SVX track impact parameter resolution estimated to be � 10�m. Figure 4.6

indicates a small background for three and four hit SVX stubs. Figure 4.7 shows
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Figure 4.5: The residual distributions of di�erent SVX layers using SVX tracks in
the plug W electron sample. The magnitude of the residuals is as expected from
the SVX intrinsic spacial resolution of 10 �m.
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Figure 4.6: The impact parameter distributions for found 4, 3, and 2 hit SVX
tracks in the plug W electron sample. The existence of background in the 2 hit
SVX track is expected.
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the track �nding e�ciencies for tracks in the plug region (j�j > 1:1). These are

determined from a sample of Central-Plug Z's. The track �nding e�ciency is

de�ned as the fraction of plug electrons that have an associated track found by the

tracking algorithm (either SVX tracking or CTC tracking). The CTC track �nding

e�ciency diminishes quickly as a function of j�j and becomes zero at j�j = 1:8 while

the SVX stub �nding e�ciency is relatively 
at up to j�j = 2:3. The � 60% SVX

tracking e�ciency is expected from the limited SVX coverage in Z.

CTC
SVX Nhit.Ge.2
SVX Nhit.Ge.3

0

0.2

0.4
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0.8
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1 1.2 1.4 1.6 1.8 2 2.2 2.4

Figure 4.7: The track �nding e�ciencies for SVX and CTC as measured from a
sample of Central-Plug Z's. The CTC track �nding e�ciency falls quickly as a
function of pseudo-rapidity, while the SVX track �nding e�ciency stays relatively

at over the entire j�j region.

The SVX track is matched to the EM cluster in the r � � plane, because the
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Figure 4.8: The top plot shows the distribution of the minimum ionizing charge
deposition of the SVX track as measured from samples of central and plug W
electrons. The bottom plot shows the distributions after a correction for track
length in the SVX layer. All plots are normalized to the same area. The separation
of low and high j�j SVX stubs is clearly seen in the uncorrected charge distributions.
The corrected charge is required to be between 80 and 220. This reduces the mis-
associated SVX tracks that are inconsistent with the electron �.
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SVX detector does not provide Z information. The tracks that cross SVX layers at

di�erent angles (traversing di�erent amount of material) deposit di�erent amount

of energy through ionization. This fact can be used to determine the j�j range of
SVX tracks thus making matching of the SVX track and the EM cluster in the

� direction possible. This reduces the chance of mis-association of the SVX track

and the EM cluster. The charge deposition after a correction for track length in

the SVX layers is required to be within 80 and 220 ADC counts (which is the

expected average charge deposit for a normal incident track). Figure 4.8 displays

the charge deposition distributions of SVX tracks measured in the W electron

samples. This is an e�ective way to remove the events that have a SVX track

found but is inconsistent with originating from the � range of the EM cluster.

4.3 Charge Determination

The charge determination is an important part of this analysis. We begin by

discussing the charge determination using the SVX-PEM ��method. It is followed

by a discussion of charge determination using CTC tracks. Cross checks between

the two methods are made in the overlapping plug W electron samples and are

described in the end of the section.

Charge Determination Using SVX-PEM �� Method:

In the previous section, a SVX track �nder that is e�cient in �nding an SVX track

for plug electrons has been described. At CDF, positively (negatively) charged par-

ticles travel in increasing (decreasing) � inside the solenoidal magnetic �eld. This

fact can be used to determine the charge for electrons and positrons that have an

associated SVX track. The SVX track measures the precise initial track direction

(near the vertex point) in � while the EM shower centroid measurement combined
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with the location of the vertex position gives another measurement of track �.

The di�erence of the two � measurements determines the charge of the electron

(or positron). The SVX track measures a track � to an accuracy of � 0:3 mrad.

When extrapolated to the shower maximumposition of the PEM, this corresponds

to between 0:2 � 0:4 mm depending on the pseudo-rapidity. As discussed in the

previous section, The shower centroid is measured with strip position detector

placed at shower maximum in the pseudo-rapidity region between 1:2�1:8. In the

pseudo-rapidity region between 1:8 � 2:4, where there is no strip detector at the

shower maximum location, the centroid is measured from the calorimeter towers.

We use the ratio of ��measured=��expected where ��measured = �PEM � �SVX , and

��expected is calculated from the calorimeter energy and the radial location of the

electron. Since �� is inversely proportional to the transverse momentum of the

track, ��measured=��expected is just the ratio of E=P . This ratio is expected to peak

at +1 and -1 for positrons and electrons, respectively.

Figures 4.3 and 4.3 show the ��measured/j��exptedj distributions. The peaks

corresponding to positrons and electrons respectively are clearly seen. The width

of peaks in Figures 4.3 and 4.3 is from the ��measured resolution and is mainly

due to the position resolution of the PEM. Because the average �� of high j�j
tracks (1:8 < j�j < 2:4) is about 1

3
of that of low j�j tracks (1:2 < j�j < 1:8), the

resolution of ��measured/j��expectedj is worse for high j�j tracks though the PEM's

position resolution is better. The position resolutions of the PEM can be derived

from the widths of peaks in Figures 4.3 and 4.3 and the expected bending. The

average position resolution for plug electrons is 1.7 and 1.0 mm measured with

PEM strips and towers respectively. The position resolution measured with tower

energies is better although strips are segmented �ve times �ner. Strips only sample

a part of the EM shower. Therefore, its position measurement is prone to shower


uctuations. This clearly shows that �ne segmentation is not important for a single
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Figure 4.9: The distribution of ��measured/j��exptedj from the plug W electron
sample with j�j < 1:8. The �PEM is corrected for PEM mis-alignment. The
two peaks corresponding to electrons and positrons are clearly seen.
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Figure 4.10: The distribution of ��measured/j��expectedj from the plug W electron
sample with j�j > 1:8. The �PEM is corrected for PEM mis-alignment. The two
peaks corresponding to electrons and positrons respectively are clearly seen.
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shower position measurement.

Note that the �PEM in Figures 4.3 and 4.3 is already corrected for the PEM's

mis-alignment relative to the SVX. Although the internal alignment of pads and

strips in each quadrant is controlled to within 0:1 mm, the positioning of the EM

calorimeters usually have on the order of � 1 cm mechanical allowance in r � �

plane. Each time the EM calorimeter is pulled out for shutdown maintenance and

put back in, it ends up in a di�erent r � � position. Therefore, in situ position

alignment calibration is necessary in order for this technique to work. The PEM

position in r � � plane can be described by three parameters: o�-centerness in �x

and �y directions and a rotation ��o. The actual �cor and local � are related in

the following formula:

�cor = �� � x

R
sin�� � y

R
cos�� ��o; (4.4)

This technique is self-calibrating in that for each local � bin �cor corresponds to

center position of two peaks (e.g. Figure 4.3 and 4.3) and is easily determined.

A sample of electrons and positrons are employed for the calibration. Figure 4.11

shows (�cor � �) as a function of � for the west and east PEM separately. The

dashed lines are �ts to the data. The sine wave displayed in the alignment cor-

rection constants clearly indicates that both the west and east PEM are located

o�-center. The magnitude and direction of the o�-center locations can be de-

termined by the amplitudes and phases of the sine function �t to the alignment

constants. After some analysis, we �nd that the West PEM is o�-center by -

1.3 mm and 4.8 mm in the X and Y directions, respectively. The East PEM is

o� by 2.8 mm and 0.9 mm in the X and Y directions, respectively. It should be

noted that the magnitude of the PEM o�-center locations is within the mechanical

allowance. Each time the PEM is opened and closed, the alignment is expected to
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Figure 4.11: The PEM alignment constants as determined by centering the two
peaks for each 30o section at 0. The sine wave of the alignment constants shows
that both PEM modules are o�-center. The �nal correction includes an overall
o�-center correction and additional 24 30o section corrections which are plotted
here in circles.
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be di�erent. Fortunately, there was only one opening of the PEM in the very early

stage of Run 1B. Therefore, only one set of alignment calibration constants are

needed for Run 1B. The �nal PEM � correction includes an overall o�-centerness

correction plus 24 alignment correction constants, one for each 30o PES section.

Using this alignment technique, the position of calorimeters is known to better

than 0:5 mm.

The SVX track and the EM cluster can be mis-associated when the incorrect

track is taken for the EM cluster. The chance of a mis-identi�ed SVX track

(except in 2-hit case) is extremely small because of the precise position resolution

of SVX and the above SVX track requirements. When a mis-association happens,

in most cases, the right SVX track is actually not expected to be there. There

are two possibilities: (1) the primary Z vertex is wrongly associated with the

electron, which is actually not in the SVX �ducial region; (2) the EM cluster is

not an electron (background events). In both cases, such events are responsible

for the events at the tails of the ��measured=��expected plots. Figure 4.12 shows the

distribution of the �PEM ��expected (�expected = �SV X +Q � ��expected and Q is sign

of the charge) measured from a sample of plug W events. The events with mis-

association are 
atly distributed while the associated events are sharply peaked at

0. The fraction of mis-associated events in the plugW electron sample is estimated

to be (0:7� 0:1)%.

The rate of charge mis-identi�cation a�ects the asymmetry measurement. The

peaks in the ��measured/j��exptedj distributions are expected to be symmetric. This

fact can be used to derive the charge mis-identi�cation rate. It is determined by

counting the events at the tails and extrapolating to the overlapping region. After

subtracting the 
at background expected from mis-association of SVX tracks, the

charge mis-identi�cation fraction is determined to be 0:8� 0:2% for plug electrons

with j�j < 1:8 and 5 � 1% for j�j > 1:8, respectively.
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Figure 4.12: The distribution of �PEM��expected for a sample of plugW events. The
same plot is shown in log scale in the bottom plot. The fraction of mis-associated
events is estimated to be (0:7 � 0:1)%.



88

Charge Determination Using CTC Tracks:

The charge of plug electrons or positrons can be determined from the direction of

CTC track curvature. In this analysis, we determine the charge of a CTC track

using only the beam constrained track parameters. We estimate the charge mis-

identi�cation rate for this method from the central-plug Z sample. We apply the

W CTC sample cuts (discussed in the W event selection section) to the plug leg

and further require that the invariant mass of electron pairs be between 81 and 101

GeV. Out of 783 central-plug Z events passing the cuts, 13 are same sign events.

Therefore, the charge misidenti�cation rate is estimated to be 1:7 � 0:5% . If we

only require a beam constrained CTC track and drop the W CTC sample cuts, we

get 41 same sign events out of 887 central-plug Z 0s . The charge mis-identi�cation

rate increases and becomes 4:6� 0:7% .

Because of the presence of multiple interactions along Z, an incorrect primary

Z vertex for the plug electrons can be chosen. From the central-plug Z sample, we

estimate that 2% of time the wrong primary vertex is assigned. In order to estimate

this e�ect on the charge determination, we constrain the plug W electron tracks

manually to all primary vertices in each event. We �nd that less than 1% of tracks

have their charge 
ipped from constraining to a di�erent Z vertex. Therefore, this

has a negligible e�ect on charge determination.

Comparison Between the Two Charge Determination methods:

For the plug electrons that have both CTC and associated SVX tracks, the charge

can be determined in two ways. The dotted and dashed histograms in Figure 4.3

correspond to +1 and -1 charge as determined by the CTC track. The agreement

between the two methods is good. Using this sample, the charge misidenti�cation

rate of the CTC method can be determined separately for positrons and electrons.



89

AFTER the application of the W CTC sample cuts, the charge misidenti�cation

rate is estimated to be 0:50�0:2% and 0:2�0:1%, respectively, for plus and minus

charges. Taking the average of the two measurements, we get 0:40� 0:2%. This is

consistent with what we get using the Central-Plug Z sample (with the CTC cuts).

From the same sample but without the CTC cuts, the rates are higher as expected

(5:2� 0:4% and 3:5 � 0:3% for plus and minus charges, respectively). Taking the

average of two, we get 4:4�0:4% which is consistent with 4:6�0:7% measured from

central-plug Z sample. Note that this high charge mis-identi�cation is BEFORE

the application of the track quality cuts. Figure 4.13 is similar to Figure 4.3. The

small peaks in the dotted and dashed histograms correspond to the events for

which the charge as determined by the CTC track is mis-identi�ed.

4.4 Plug W Data Sample

Plug Electron Triggers

A description of the triggers is given in Chapter 1. The plug electron triggers

require energy deposition in 2 � 3 (�� � �� = 0:2 � 15o) trigger towers. At

level 1, the trigger tower energy is required to be at least 11 GeV. At level 2,

two plug electron triggers are employed; one is an inclusive plug electron trigger

which requires a transverse cluster energy ET > 20 GeV; the other is a W electron

trigger which requires missing transverse energy 6ET> 15 GeV in addition to the

cluster transverse energy ET > 15 GeV. Both triggers make use of a so-called

"spike-killer" algorithm which requires energy sum depositions in both even and

odd numbered PEM layers in a quadrant to be greater than some preset threshold

(typically 3 Gev). It e�ectively controls high rate false triggers due to neutrons

that deposited all their energy in one single PEM layer. The second trigger is more
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Figure 4.13: The distribution of ��measured/j��exptedj for the plug W electron sam-
ple. The W CTC sample cuts have not yet been applied to the events with a CTC
track. Without the track quality cuts, the CTC charge mis-identi�cation rate is
5:2 � 0:4% and 3:5� 0:3% for plus and minus charges, respectively. This is to be
compared with the 4:6 � 0:7% obtained using the central-plug Z sample. After
the applcaiton of the W CTC sample cuts, the charge mis-identi�cation rate is
(0:4� 0:2)%.
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e�cient for plugW electrons. However, because of its high rate at high luminosities

in Run 1B, it was prescaled most of the time. The �rst plug electron trigger was

only prescaled in the end of the Run 1B and at very high luminosities (< 5% of

total integrated luminosities). At level 3, there are two plug electron triggers with

essentially the same requirements as in Level 2. but using a calculation and more

accurate information available in Level 3. In Run 1B, the events passing the plug

electron triggers are written onto datasets.

PLug Electron Datasets

Two plug electron datasets are used for the Run 1B part of the analysis. The

StreamA plugW dataset include events passing Level 3 trigger "PEM 20 MET 20"

which requires ET > 20 GeV and 6ET> 20 GeV. Unfortunately, an additional re-

quirement j�j < 1:8 was present in Stream A. Therefore, the Stream B inclusive

plug electron dataset is used for the analysis of the plug electrons with the pseu-

dorapidity between 1:8 < j�j < 2:4.

4.5 Plug W Event Selection

The following requirements are applied to the above two datasets to select plug W

samples (the plug W sample cuts). The ET ,6ET ,E
jet
T ,EHad=EEM ,Isolation, P high

T ,

and jZ0j have been explained in Chapter 3 and are listed without explanation.

ET > 25 GeV

6ET > 25 GeV

Ejet
T < 20 GeV

EHad=EEM < 0.05
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Isolation < 0.1

P high
T < 10 GeV

jZ0j < 60 cm

�2

PEM < 3.0 The �2 of 3x3 pro�le of the EM shower is de�ned as,

�2PEM = 1=9

 
3�3X
i

 
Emeas
i � Epred

i

�Emeas
i

!!
;

where Epred
i is the expected energy in a tower based on the transverse shower

pro�les measured at the testbeam.

V TXocc > 0.5 The VTX occupancy is the ratio of expected to found hits on the

wires of the vertex detector along the \road" between the calorimeter cluster

and the event vertex. This requirement ensures the correct vertex is selected

for the plug electron.

In addition, the electron candidate is required to be in the �ducial region of the

calorimeter, which is de�ned as j�detj > 1:2 and the cluster centroid, as determined

by the PES, is greater than 5 cm from the nearest 90� crack (the PEM quad-

rant boundaries). These requirements result in one plug electron sample from the

Stream A dataset (j�j < 1:8), and one plug electron sample from the Stream B

(1:8 < j�j < 2:4) dataset. We call the plug electron events in the Stream B sample

the "High � SVX" sample because the electron charge can only be determined by

the SVX method. The plug electron events in the Stream A sample which also

have an associated SVX track for the electron are called the "Low � SVX" sample.

The plug electron events in the Stream A which do not have an associated SVX

track for the electron but have an associated CTC track are called the "Low �
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CTC" sample. The following additional cuts are further applied to each of the

samples.

The additional "Low � SVX" sample requirements are:

A 3 or 4 hit SVX Track

A PES � Strip Cluster

Emax > 5 GeV Emax is the energy deposition in the center strip of the 11-strip

cluster. This reduces the background from strip clusters which are not asso-

ciated with the plug electron cluster.

�2

� < 7:5 The � strip cluster energy pro�le is consistent with that of an electron.

The �2� is de�ned as:

�2� =

 
11X
i=1

 
Emeas
i � Epred

i

�Emeas
i

!!
;

where Emeas
i and Epred

i are the measured and predicted strip energy and

�Emeas
i is the error on the measured strip energy.

��measured=j��expectedj < 2:5 The ��measured and ��expected are de�ned in the

previous section. This removes background from the mis-associated SVX

tracks.

The additional "High � SVX" sample requirements are:

A 3 or 4 hit SVX Track

PEM �2

� < 3 This measures the shower �t quality in � block energies. The PEM

�2� is de�ned as:

�2� =

 
5X

i=1

 
Emeas
i � Epred

i

�Emeas
i

!!
;
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where Emeas
i and Epred

i are the measured and predicted PEM � block energy

and �Emeas
i is the error on the measured energy.

��measured=j��expectedj < 3 This quantity is cut at 3.0 instead of 2.5 because

the ��measured resolution is worse for high � electrons.

The additional "Low � CTC" sample requirements are:

1 GeV < PT < 200 GeV

j��j < 0.04 rad: The distance (in radians) between the extrapolated CTC track

and the position of the EM energy cluster centroid, as determined by the plug

strip chamber (PES), is required to be consistent with a high PT electron.

j�Rj < 10.0 cm: The distance (in cm) between the extrapolated CTC track and

the radial position of the EM energy cluster centroid, as determined by the

strip chamber, has a loose cut applied because the stereo reconstruction by

the CTC can be very poor in the plug region.

CurSig > 2.0.

The data are further required to originate from good runs (i.e. no known

hardware failures). After applying the above cuts, a total of 16235 events remain

in the plug W samples. The number of events is 9509, 2944 and 3782 for the "Low

� SVX", "High � SVX" and "Low � CTC" samples, respectively. Figure 4.14

shows the transverse mass distribution of all plug W events.
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Figure 4.14: The transverse mass spectrum of plug electron W candidate events.
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4.6 Plug W Backgrounds

QCD Background

The same method is used to determine the fraction of QCD background in the plug

W samples. Because the plug isolation variable is less restrictive (the 0.4 cone size

in the plug corresponds to smaller physical size than in the central region), the

isolation cut is chosen to be half the size (0.15 instead of 0.30). Figure 4.15 shows

the Isolation distributions for the QCD background control samples, and for the

signal sample.

The QCD background in the CTC W sample is estimated to be 2:9�0:4% and

2:5 � 0:3% using QCD samples I and II, respectively. This gives the fraction of

background in the CTC W sample 2:7� 0:5%. We estimate the QCD background

in the SVX sample to be 1:4� 0:1% and 1:3� 0:1%, using QCD samples I and II,

respectively. The average of two gives 1:4 � 0:1%. A larger QCD background is

expected in the plug W sample than in the central W sample, because the QCD

background is 
at as a function of �, while the W cross section drops quickly. The

SVX sample has smaller background as the SVX track requirement reduces the

background from photon conversions.

Other Backgrounds

Similar methods to those used for the central datasets are used to estimate the

fractions of the other backgrounds in the plug W samples. The W ! �� back-

ground is estimated to be (2:0 � 0:2)%. The Z ! ee background in the plug W

sample is (0:20� 0:06). The Z ! �+�� background is (0:10� 0:06).
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Figure 4.15: (a) Isolation in a cone of R=0.4 (Isolation) for the two plug W QCD
background samples, (b) for the signal sample (minus the isolation cut) and the
control sample 1. (c) A scatter plot of Isolation vs 6ET in the inclusive central
electron sample and d) the average Isolation as a function of 6ET .
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4.7 Charge Independence Veri�cations

Detector Acceptance

As is done for the central region, the detector acceptance for the plug W electron

events is checked for any charge bias. Table 4.1 compares the mean and rms of

detector rapidity � distributions for positrons and electrons in the �nal asymmetry

sample. No charge dependence of detector acceptance is evident.

Identi�cation Requirements

As in the central W case, the plug electron identi�cation requirements are checked

for any charge bias. The distributions of the plug electron identi�cation variables

are shown in Figure 4.16. No charge bias in the electron identi�cation requirements

is evident.

Plug Electron Triggers

There are two plug electron triggers, the "PEM 20" and "PEM 15 MET 15". The

"PEM 15 MET 15" trigger is prescaled at high luminosity due to its high trigger

rate. Figure 4.17 shows the trigger e�ciency for the primary plug electron trigger

"PEM 20". The trigger e�ciency is determined by using events that contains plug

electrons but are accepted by triggers other than the plug electron triggers. The

Z vertex information is not available in the Level 2 trigger thus ET is calculated

by assuming that event vertex is at Z = 0. This results in a slow "turn-on" of

the trigger e�ciency. The slight di�erence between the East and West PEM in

the trigger e�ciency curves is mainly due to the positive Z vertex distribution.

The trigger e�ciency curve of the OR of two triggers is shown in Figure 4.18.

The curves and their errors are used as input to determine the amount of needed
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Detector �
Event � Positive Charges Negative Charges

mean rms mean rms

Low � SVX Sample

1.0� 1.2 1.235 0.026 1.236 0.036
1.2� 1.4 1.306 0.064 1.305 0.063
1.4� 1.7 1.511 0.101 1.510 0.100
1.7� 2.0 1.719 0.058 1.716 0.057
-1.0�-1.2 -1.231 0.022 -1.241 0.037
-1.2�-1.4 -1.301 0.064 -1.304 0.063
-1.4�-1.7 -1.506 0.101 -1.500 0.102
-1.7�-2.0 -1.714 0.059 -1.716 0.057

High � SVX Sample

1.7� 2.1 1.915 0.079 1.911 0.078
2.1� 2.4 2.117 0.063 2.112 0.066
-1.7�-2.1 1.913 0.078 1.914 0.077
-2.1�-2.4 2.105 0.071 2.106 0.069

Low � CTC Sample

1.0� 1.2 1.283 0.061 1.283 0.054
1.2� 1.4 1.372 0.101 1.365 0.094
1.4� 1.7 1.448 0.117 1.454 0.115
1.7� 2.0 1.599 0.071 1.625 0.068
-1.0�-1.2 -1.274 0.044 -1.272 0.046
-1.2�-1.4 -1.352 0.088 -1.346 0.089
-1.4�-1.7 -1.416 0.111 -1.398 0.113
-1.7�-2.0 -1.601 0.064 -1.589 0.062

Table 4.1: Comparison of the mean and rms of detector rapidity distributions for
positrons and electrons in the �nal asymmetry sample.
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correction and the systematic error of the ET dependence of the trigger e�ciency.
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Figure 4.16: The distributions of the plug electron identi�cation variables. The
solid histograms and the dashed histograms are from the e+ and e� separately.
The distributions are the same for the plus and minus charges.
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Figure 4.17: The "PEM 20" trigger e�ciency requires the presence of a cluster
with ET > 20 GeV.
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Figure 4.18: The trigger e�ciency of the OR of the two plug electron triggers
"PEM 15 MET 15" and "PEM 20". (Note that ET > 25 GeV is required in the
analysis.)
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Chapter 5

Foward W ! � + �

The detailed analysis is documented in [13]. Here only a summary of the analysis

is described. The forward muon detector covers the pseudo-rapidity region 1:9 <

j�j < 3:5. In the pseudo-rapidity region 2:5 < j�j < 3:6 (uncovered by PHA),

charged pions contained in the QCD jets could decay into a muon before reaching

FHA. This results in large backgrounds in the forwardW muon sample. Therefore,

only data from 1:9 < j�j < 2:5 regions of the FMU are used in the W asymmetry

analysis. The prescaling in the forward muon trigger due to high trigger rate

reduces the total amount of FMU data to approximately 70 pb�1. The data sample

is selected with the same kinematic cuts, i.e. ET > 25 GeV and 6ET > 25 GeV. A

total of 2035 W candidates are in the �nal sample. The �+'s and ��'s are bent by

the toroids into di�erent regions of the detector, which results in the acceptance

di�erence across charge. In addition, the position of the muon detector is known

to certain precision in the trigger. In order to cancel the possible charge bias

between �+'s and ��'s in the detector acceptance and trigger e�ciency, the data

taken with toroids in both polarities are averaged. The asymmetry calculated with

Equation 3.9 is A(2:2) = �0:066� 0:025 � 0:016. The �rst error is statistical and
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the second is systematic uncertainty. The correction is made for the (10 � 1)%

QCD backgrounds in the W sample.
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Chapter 6

W ! l� Charge Asymmetry

The lepton charge asymmetry is de�ned in 1.1 as:

A(yl) =
d�+=dyl � d��=dyl
d�+=dyl + d��=dyl

;

where �+ and �� are simply the cross sections ofW decay leptons. Experimentally,

we measure the number of leptons within a particular lepton rapidity bin, i.e.

N+(yl) and N�(yl). Because the detection e�ciencies as well as acceptances for

l+'s and l�'s are equal as shown in Chapters 3 and 4, the lepton asymmetry is

simply

A(yl) =
N+(yl)�N�(yl)

N+(yl) +N�(yl)
;

where yl is the mean of the lepton rapidity for events in a rapidity bin.

Table 6.1 lists the categories of the 85,347 W lepton candidates in the Run 1B

data samples that are discussed in Chapters 3 & 4. Adding 2035 forward W muons

and 19,032 events from the Run 1A W samples, a total of 106,414 W candidate

events are used in the asymmetry analysis. Figure 6.1 shows the observed charge

asymmetry as a function of lepton rapidity from the Run 1B W samples.
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j�j bin h�i +Q/+Y -Q/+Y h�i -Q/-Y +Q/+Y Total

Central Electrons
0.0-0.2 0.10 2030 1936 -0.11 1897 1897 7760
0.2-0.4 0.30 2431 2218 -0.30 2178 2393 9220
0.4-0.6 0.50 2696 2251 -0.50 2087 2591 9625
0.6-0.8 0.70 2543 1987 -0.70 1929 2596 9055
0.8-1.0 0.89 1967 1486 -0.89 1541 2040 7034
1.0-1.2 1.05 382 288 -1.05 368 464 1502

Central Muons
0.0-0.2 0.11 1555 1531 -0.11 1359 1480 5925
0.2-0.4 0.30 2027 1766 -0.30 1744 1862 7399
0.4-0.6 0.48 1313 1112 -0.48 1080 1299 4804
0.6-0.8 0.71 1063 751 -0.71 816 990 3620
0.8-1.0 0.89 937 710 -0.90 740 971 3358
1.0-1.2 1.02 121 83 -1.03 94 134 432

Plug Electrons (Low � CTC)
1.0-1.2 1.13 295 197 -1.12 137 192 821
1.2-1.4 1.30 434 344 -1.30 267 329 1374
1.4-1.7 1.52 376 296 -1.51 261 297 1230
1.7-2.0 1.81 57 50 -1.79 43 49 199

Plug Electrons (Low � SVX)
1.0-1.2 1.17 74 52 -1.16 53 72 251
1.2-1.4 1.31 794 666 -1.31 604 812 2876
1.4-1.7 1.55 1231 953 -1.54 965 1283 4432
1.7-2.0 1.80 374 340 -1.79 389 457 1560

Plug Electrons (High � SVX)
1.7-2.1 1.94 495 487 -1.95 487 524 1993
2.1-2.4 2.21 204 230 -2.20 265 178 877

Table 6.1: Number of W lepton candidate events measured from the Run 1B W
data samples. There are 44,196 central electrons, 25,538 central muons, 3,624 CTC
plug electrons, 9,119 low � SVX plug electrons and 2,870 high eta plug electrons.
The total number of W ! e; �+ � candidate events is 85,347.
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Figure 6.1: The observed lepton charge asymmetry from the Run 1B W samples.

6.1 The Corrections and the Systematic Errors

There are several sources of experimental e�ects which modify the observed lepton

asymmetry. The backgrounds remaining in the W data samples act to dilute the

lepton asymmetry. Similarly the presence of charge misidenti�cation also dilutes

the measurement. The "turn-on" e�ect (versus transverse energy) in the plug elec-

tron triggers discussed in Chapter 4 results in a small modi�cation of the observed

asymmetry as well. Therefore, the measured asymmetry in Equation 3.9 needs to

be corrected for the known e�ects. The dominant uncertainty in the measurement

is the statistical error. The uncertainties in the estimation of backgrounds as well

as other experimental e�ects are included in the systematic errors.
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6.1.1 Trigger

The trigger e�ciencies for l+'s and l�'s are shown to be equal and therefore cancel

in the measurement of the asymmetry. The central lepton triggers have no ET

or PT dependence for leptons with ET > 25 GeV. Therefore, no correction is

needed in the central W lepton triggers. There is an ET dependence in the plug

W electron triggers. Therefore, a correction on the observed asymmetry is needed.

The DYRADMonte Carlo is employed in which the measured plug electron trigger

e�ciency curves are used as input. By comparing the calculated asymmetries with

and without taking into account the ET dependence of the trigger e�ciency, a

correction on the asymmetry is determined. The uncertainty on the correction is

estimiated from change in asymmetry by varying the estimated trigger e�ciency

curves within 1 � of the best �t. The correction extracted using di�erent PDFs is

only slightly di�erent, and is included in the uncertainty. The correction and its

uncertainty as a function of lepton rapidity are shown in Figure 6.2.

6.1.2 Energy/Momentum Scale

The uncertainty in the lepton energy or momentum scale a�ects the asymmetry

through the lepton transverse energy or momentum requirement. As discussed in

Chapters 3 & 4, there is a 1% uncertainty in the energy or momentum scale. The

uncertainty in the jet energy scale has a small e�ect on the asymmetry measure-

ment. In both cases, the uncertainties on the asymmetry is estimated from the

DYRADMonte Carlo calculation. The magnitude of these uncertainties are shown

in Figure 6.3.

6.1.3 Charge Mis-identi�cation

The charge mis-identi�cation rate is de�ned as the probability of a positively
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Figure 6.2: The corrections needed to account for the PEM electron trigger e�ects.
The uncertainty on the correction is mainly determined by the uncertainty in the
measured trigger e�ciency curve. The upper and lower curves are the asymmetry
predictions using di�erent PDFs. The third curves is the overall correction to the
measured asymmetry.

(negatively) charged track being wrongly identi�ed as a negatively (positively)

charged track. For the centralW ! e=�+� events, the good momentum resolution

of CTC tracking ensures charge identi�cation with high certainty. The charge is

mis-identi�ed in the rare case when a wrong CTC track is associated with the EM

cluster. The CTC tracking does not provide as good momentum resolution for the

plug W electrons as in the central region, but is still su�ciantly good to provide

charge identi�cation. The charge identi�cation using the SVX method is limited

by the PEM's position resolution in the high � region (j�j > 1:8), as discussed in

Chapter 4. In the presence of charge mis-identi�cation, the relation between the
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Figure 6.3: The uncertainty in asymmetry caused by the uncertainty in the en-
ergy/momenum scale of the detector is small.

observed charge asymmetry Aobs and the true asymmetry Atrue is:

Atrue =
Aobs

1� 2�
;

where � is the charge mis-identi�cation rate. The magnitude of the correction is

shown in Table 6.2.

6.1.4 PEM Alignment

After applying the alignment corrections discussed in Chapter 4, the PEM is

aligned to better than 0.5 mrad in �. In the case of using the SVX method to

identify the plug electron charge, a possible residual mis-alignment left in the
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Data Sample jylj Range Charge Mis-id Rate �A/Aobs

Central e=� jylj < 1:2 (0:2� 0:1)% (0:4� 0:2)%
Plug e (Low � CTC) 1:0 < jylj < 2:0 (0:4� 0:2)% (0:8� 0:4)%
Plug e (Low � SVX) 1:0 < jylj < 2:0 (0:8� 0:2)% (1:6� 0:2)%
Plug e (High � SVX) 1:7 < jylj < 2:1 (2:0� 0:2)% (4:0� 0:4)%

2:1 < jylj < 2:4 (10 � 1)% (25 � 3)%

Table 6.2: The charge asymmetry corrections due to charge mis-identi�cation for
the di�erent asymmetry samples.

PEM can cause a charge bias thus a�ect the charge asymmetry. This e�ect is neg-

ligible for the "Low � SVX" plug electron sample, because the two charges are well

separated in �. For the "High � SVX" plug electron sample, the two charges are

not completely separated. Therefore, the e�ect on the asymmetry measurement

is estimated using a Monte Carlo simulation. A total of 20 sets of alignment con-

stants are randomly generated with each constant varying according to a gaussian

distribution with a rms of 0.5 mrad. The measured asymmetry is re-extracted

using each new set of alignment constants. The variation in the observed asymme-

try is taken as the systematic error in the asymmetry from the uncertainty in the

alignment of the PEM. The errors corresponding to the two rapidity bins (1.7,2.1)

and (2.1,2.4) are 0.009 and 0.017 separately.

6.1.5 Backgrounds

Table 6.1.5 summarizes the various sources of backgrounds remaining in the W

samples. In the presence of background, the relation between the observed charge

asymmetry Aobs and the true asymmetry Atrue is:

Atrue = (1 + �)(Aobs � �Ab);
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Source Central e Plug-CTC e Plug-SVX e Central � Forward �
W ! �� 2:0� 0:2 2:0� 0:2 2:0� 0:2 2:0� 0:2 2:0� 0:2
QCD 0:7� 0:2 2:7� 0:5 1:4� 0:1 0:6� 0:2 10� 1

Z ! ee or �� < 0:2 < 0:2 < 0:2 4:7� 0:7 6:5� 0:6

Table 6.3: Backgrounds (%) in the W ! e� and W ! �� charge asymmetry
event samples. The values in boldface are used to correct the measurement in
conjunction with the background's charge asymmetry.

where � is the fraction of the background in the W sample and Ab is the charge

asymmetry in the background. The observed asymmetry is corrected.

QCD

The charge asymmetry in the backgrounds from mis-identi�ed QCD jets is ex-

pected to be zero. This agrees with a check with a sample of QCD jet events. The

e�ect of QCD backgrounds in the W sample on the asymmetry is removed by in-

creasing the observed asymmetry by a factor of �, the fraction of the mis-identi�ed

QCD jet events in the W sample.

W ! �� ! l��

The charge asymmetry in this contribution is calculated from Monte Carlo.

Figure 6.4 shows the expected charge asymmetry for this source. The two dashed

lines indicate the range of asymmetry due to di�erent PDFs. The e�ect of �

background is small, because the asymmetry is similar to that in the W ! l�

process.
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Figure 6.4: The calculated lepton charge asymmetry in the W ! �� ! l�� pro-
cess. The two dashed lines indicate the range of asymmetry predicted by di�erent
PDFs.

Z ! � + lost �

The asymmetry in the process Z ! � + lost � is calculated using the DYRAD

Monte Carlo. The CTC tracking e�ciency is assumed 100% in the central region

(j�j < 1:2). In the plug region (1:2 < j�j < 1:8), the tracking e�ciency is taken

from the Figure 4.7, where a 10% uncertainty is assumed. The Z asymmetry is

not sensitive to the PDFs. Therefore, the error on the asymmetry is entirely due

to the 10% uncertainty in tracking e�ciency. Figure 6.5 shows the expected lepton

charge asymmetry in Z ! �� events, where one of the �'s is undetected.
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Figure 6.5: The calculated lepton charge asymmetry in the Z ! �� process where
one of the �'s is lost. The two dashed lines indicate the range of asymmetry a�ected
by the �10% change in the CTC tracking e�ciency.

6.2 The Corrected Charge Asymmetry

Because the asymmetry at positive rapidity is equal in magnitude and opposite in

sign to that at negative rapidity, the asymmetry value at positive yl is combined

with that at negative yl. The above corrections are then applied as a function of

rapidity. The Run 1B asymmetry values are further combined with the published

Run 1A measurements. Figure 6.7 shows the corrected asymmetry as a function

of lepton rapidity jyj after all the data have been combined. The asymmetry

measured from the Run 1B data before and after the above corrections are shown

in Table 6.4. The statistical error remains the dominated uncertainty.
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Figure 6.6: The asymmetry predictions , compared to predictions of the old PDF's.
Also shown are the previous CDF data fully corrected for trigger and backgrounds
(systematic errors are included).

6.3 The Theorectical Predictions

The Dyrad W/Z Monte Carlo is used to calculate the theorectical predictions for

the lepton charge asymmetry using di�erent input PDFs. The Dyrad Monte Carlo

calculates the process pp!W +X ! l+�+X at next-to-leading order (NLO). It

includes the production of W plus 0 and 1 jet followed by the leptonic decay of the

W . The clustering of the jet energy in a R = 0:7 cone is included in the calculation.

The determination of 6ET takes into account of the detector limitation in in terms

of the � coverage (at CDF, 6ET is calculated from all energy within j�j < 3:6).

The NLO calculations do not reproduce the W PT correctly especially at very low
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Figure 6.7: The fully corrected charge asymmetry. Data from all the various
detectors for positive and negative y have been combined.

PT . Because theW lepton charge asymmetry may be somewhat a�ected by theW

production Pt spectrum, it is necessary to check how well NLO DYRAD calculation

compares to an independent calculation. The DYRAD prediction is compared to a

calculation using a gluon resummation technique [5] (ResBos) . The resummation

calculation takes into account of soft gluon radiation which (at Tevatron energies)

is mainly responsible for the PT of W 0s in the range of Pt < 30 GeV. Figure 6.7

also shows the comparison between predictions from DYRAD NLO and ResBos

for the CTEQ3M [25] structure functions. The di�erence between two calculations

is mainly at jylj > 1:7. It's worth noting that the disagreement between our data
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j�j bin hj�ji Araw(yl) Acor(yl) �stat
q
�2stat + �2sys

0.0-0.2 0.105 0.017 0.018 �0:009 �0:009
0.2-0.4 0.302 0.049 0.049 �0:008 �0:008
0.4-0.6 0.500 0.095 0.097 �0:008 �0:008
0.6-0.8 0.699 0.135 0.138 �0:009 �0:009
0.8-1.0 0.887 0.138 0.141 �0:010 �0:010
1.0-1.2 1.052 0.154 0.157 �0:018 �0:018
1.2-1.4 1.313 0.115 0.114 �0:015 �0:015
1.4-1.7 1.548 0.126 0.123 �0:013 �0:013
1.7-2.0 1.796 0.065 0.056 �0:024 �0:024
1.7-2.1 1.947 0.023 0.010 �0:022 �0:022
1.9-2.5 2.204 -0.095 -0.118 �0:022 �0:022

Table 6.4: Measured Run 1B charge asymmetry in the combined e and � channels.

and the resummed Monte Carlo calculation is even bigger at high lepton rapidity

than the disagreement with NLO DYRAD calculation.

The theoretical uncertainties arising from e�ect of the �nite charm quark mass

have been investigated and are found to be negligible. The asymmetry calcu-

lated with GRV92 [27] and massive charm is slightly higher than calculated with

GRV92 and massless charm by 0.002, 0.003 and 0.002 at yl of 0.55, 1.05 and 1.55

respectively [26]. The di�erences are much smaller than the measurement error

of 0.007,0.016 and 0.012 respectively.

6.4 Comparison with Predictions

The rapidity ofW 's which contribute to the lepton rapidity bin are estimated using

the DYRAD Monte Carlo and is summarized in Table 6.4. The CDF asymmetry

data probe the slope of d(x)=u(x) of the proton structure in the x range between

0.006-0.34.
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W+ W�

< yl > < xu > < xd > < xd > < xu >

-2.20 0.009 0.219 0.335 0.006
-1.54 0.016 0.129 0.225 0.009
-1.10 0.021 0.088 0.165 0.012
-0.49 0.038 0.051 0.099 0.021
0.49 0.099 0.021 0.038 0.051
1.10 0.165 0.012 0.021 0.088
1.54 0.225 0.009 0.016 0.129
2.20 0.335 0.006 0.009 0.219

Table 6.5: The x ranges of d and u in the nucleon that are probed by CDF W
asymmetry data.

Figure 6.6 shows the previous CDF 1992-1993 W lepton charge asymmetry

data along with DYRAD predictions with some of the old PDFs. The predictions

essentially have the same shape but a di�erent overall level, which is related to the

slope of the d/u ratio as shown in Chapter 1. These PDFs were extracted from

DIS data before the CDF 1992-1993 data were published. This is in contrast to the

predictions of the recent PDFs which have been extracted with the inclusion of the

CDF 1992-1993 asymmetry data. As shown in Figure 6.7, the predictions from the

recent MRS PDFs (i.e., the MRSA [28] and later ones), and from the recent CTEQ

PDFs (i.e., the CTEQ3M [25]) di�er to a much smaller extent. This shows the

unique power of W charge asymmetry data in constraining the proton structure

functions. The di�erence between the predictions of the recent PDFs and the CDF

1992-1995 data at large lepton rapidity (jylj > 1:2) exists. This �gure illustrates

the unique power of theW charge asymmetry data in constraining proton structure

functions. The di�erence between the predictions of the recent PDFs and the CDF

1992-1995 data at large lepton rapidity (jylj > 1:2) remains. The new data imply

that the slope of the d/u ratio in the proton at small x needs to be further tuned
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even for these most recent PDFs.
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Appendix B

A Compilation of Particle Physics

and CDF Terminology

Beam constrained �t The beam position in the transverse plan of the CDF

detector is known better than 50 �m on a run by run basis. This information

if added to the CTC track �t improves the CTC track momentum resolution

by 100%.

CDF The Collider Detector at Fermilab.

CEM The Central Electromagnetic Calorimeter.

CES The Central Electron Strip Chambers.

CHA The Central Hadron Calorimeter.

CMP The Central Muon Upgrade Chambers.

CMX The Central Muon Extension Chambers.

CMU The Central Muon Chambers.
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CTC The Central Tracking Chamber.

Depth of the Calorimeter Ameasure of the amount of material of the calorime-

ter in the direction of the incident particle (or particles). The electromagnetic

calorimeter is characterized by the radiation length, which is the mean dis-

tance over which a high energy electron loses all but 1

e
of its energy. The

hadronic calorimeter is measured by the interaction length, and is the corre-

sponding variable for high energy hadrons. The depth of the calorimeter is

just the number of radiation length or interaction length. Since the showers

(EM or hadronic) is characterized by their tail and large 
unctuation in the

energy at the tail, the adequate depth of the calorimeter is important for

both the linearity and the resolution of the calorimeter's energy response.

DIS Deep inelastic scattering.

EM Electromagnetic.

EGS A Monte Carlo program which similates electron and photon showers in the

material.

FEM The Forward Electron Calorimeter.

PDFs Parton Density Functions, the parameterized distributions of momentum

densities of constituent quarks and gluons in a hadron.

PEM The Plug Electron Calorimeter.

FHA The Forward Hadron Calorimeter.

Fiducial The geometric region of a detector where the normal performance is

expected.
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FMU The Forward Muon Chambers.

Integrated Luminosity A measure of the total number of collisions that have

occurred during the run.

Interaction Length See depth of the calorimeter.

Minimum Ionizing Particle The ionization energy loss by heavy particles is a

function of the speed of particles. When the speed reaches a certain value, the

energy loss reaches its minimum (minimum ionization). In practical cases,

most relativistic particles (e.g., cosmic-ray muons) have energy loss rate close

to the minimum, and are said to be minimum ionization particles, or mips.

MIP Minimum ionizing particle.

PES The Plug Electron Strip Detector.

Primary Z Vertex The Z vertex where particles from the pp collisions of interest

originate.

Ratiation Length See depth of the calorimeter.

Run 1A Tevatron Run during period of 1992-1993. A total of � 88pb�1 data are

colloected at CDF.

Run 1B Tevatron Run during period of 1994-1995. A total of � 20pb�1 data are

colloected at CDF.

The Standard Model The collection of theories describing the electromagnetic,

weak and strong interactions between particles, including Quantum Chromo-

dynamics (QCD), the Glashow-Weinberg-Salam theory of electroweak pro-

cesses.
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SVX The Silicon Vertex Detector.

Tower The calorimeters in a hadron experiment is usually segmented in the ���
space, and in a projective manner logitudinally. Each element is called a

tower.

Tracking Charged particles lose energy in the material it traverses (ionization

energy loss). The energy loss is localized along the particle track. Experi-

mentalists construct tracking devices to detect the location of the energy loss

thereby reconstructing the particle track. This process is called tracking.

Track Finding E�ciency A measure of probability of reconstructing a particle

track.

Trigger The set of conditions for selecting physics events of interest.

VTX The Vertex Time Projection Chambers.

WHA The Wall Hadron Calorimeter.


