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Abstract 

This thesis presents analyses of 7ro, 'f/, and direct photon production by 

515 GeV /c negative pion and 530 GeV /c proton beams incident upon hydrogen, 

beryllium, and copper targets. The data upon which these analyses are based 

were collected by experiment E706 at Fermi National Accelerator Laboratory 

during the 1990 and 1991 data acquisition periods using a finely segmented liquid 

argon electromagnetic calorimeter for photon detection. A description is given 

of the experimental apparatus and of the techniques used in data acquisition, 

reconstruction, and analysis. Inclusive differential 7r
0 , ry, and direct photon cross 

sections are presented as functions of transverse momentum and center-of-mass 

rapidity in the ranges pT > 3 GeV/c and -0.75 < YcM < 0.75. Measurements of 

the ry/7r ratio and a ratio of cross sections from the two beam types are presented. 

The nuclear dependence of these measurements is also reported. These results 

are compared with corresponding measurements by other experiments and with 

theoretical calculations. 
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Chapter 1 Introduction 

This thesis presents results obtained from data taken during the 1990-

1991 fixed-target run of experiment E706 at the Fermi National Accelerator 

Laboratory (Fermilab ). E706 is a second-generation experiment proposed to study 

direct photons, and the apparatus designed for this purpose was built according 

to specifications based on experience gained from the earlier experiments. 

The centerpiece of the E706 spectrometer, a finely-segmented Liquid Argon 

Calorimeter (LAC), provided good en~rgy and excellent position resolution for 

direct photons and their backgrounds. The 1988 fixed-target run, E706's initial 

run, provided an opportunity to evaluate the performance of various components 

of the spectrometer, and a number of important improvements were made prior 

to the 1990-1991 run. The results from the 1988 data, available via Refs. [1, 2, 3, 

4], provide a preview of the much larger and richer 1990-1991 samples. 

The following sections contain a brief discussion of the relevant theoretical 

framework, in addition to a discussion of the motivations for studying direct­

photon production. 

1.1 The Standard Model and Quantum Chromodynamics 

The Standard Model has been relatively successful in describing three of the 

four basic forces in nature, namely the electromagnetic, the weak, and the strong 

forces, leaving only gravitation yet to be assimilated. In the standard model, there 

are two families of fundamental spin-~ particles, namely leptons and quarks. As 

shown in Table 1.1, each family of fermions contains six particles1 categorized 

into three generations. Each leptonic generation consists of a charged lepton 

1 The corresponding antiparticles are implied. 
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Leptons Charge Quarks Charge 

Ve Vµ Vr 0 u c t +j 

e µ T -1 d s b 1 
-3 

Interaction Mediating Bosons Source 

Electromagnetism I Electric Charge 

Weak Force w± z0 
' 

Weak Charge 

Strong Force g ( 8 varieties) Color 

Gravitation graviton Mass 

Table 1.1 Fundamental fermions and gauge bosons. 

and a corresponding electrically neutral neutrino. Similarly, each of the three 

generations of quarks consists of a +j-charged quark paired with a quark with 

electric charge of -i for a total of six quark flavors. Interactions among these 

particles are mediated by the various gauge bosons, also shown in Table 1.1. 

Quantum ChromoDynamics (QCD), the theory which describes the strong 

interaction, derives its name from the designation of the strong charge as color. 

Color is a characteristic of a subset of the standard model fundamental particles, 

specifically the quarks and gluons, which collectively are referred to as partons. 

Hadrons, or particles composed of partons, are the bound states of two or more 

"valence" quarks; the binding force is mediated by gluons and thus the interior 

of the hadron is awash in gluons and gluon-produced virtual qq pairs (the "sea" 
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of quarks). Hadrons are observed to be colorless. Mesons are hadrons composed 

of a valence quark and a valence antiquark with opposite color charge. Baryons 

contain three valence quarks, with each of the color varieties represented, again 

producing a color singlet state. The hypothesis that a free, colored state cannot 

be produced is referred to as confinement. 

Exact calculations of cross sections for processes mediated by the strong 

interaction using QCD have not been accomplished. Instead, approximations 

to the cross sections are obtained using perturbation theory, with expansions in 

the strong coupling constant, as. To leading log2 in Q2 , 

2 1271" 
as(Q ) = (llnc - 2nr) ln(Q2 / A2 ) 

(1.1) 

where Q2 is the momentum transfer, A is a scale parameter used in the expansion,3 

nc is the number of QCD colors, and nr is the number of quark flavors. This 

equation illustrates the concept of asymptotic freedom, i.e. that as Q2 ---+ oo, 

as ---+ 0. Asymptotic freedom justifies the use of perturbative calculations of 

parton-level cross sections in the high-Q2 regime, and provides motivation for 

the investigation of interactions which produce particles with large transverse 

momentum (high pT). 

Outside the realm of the parton-level hard scatter, the perturbative 

calculations break down: when Q2 is small, as is of order unity or larger. 

For this reason, the non-perturbative regimes before and after the hard scatter 

2 "Leading log" refers to the procedure in which an expansion is summed to all 
orders, retaining only terms containing the leading-order logarithm. 

3 If it were possible to sum all terms in the expansion, as would be independent 
of A. Since this is not the case, A = 234 ± 26 ± 50 has been determined 
experimentally [5]. 
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are separated out of the calculation in a process termed factorization. The 

probability of finding within hadron I a parton i with a fraction Xi of the hadron's 

momentum is given by a Parton Distribution Function (PDF), which is designated 

by Gi11(xi, Q2). The process of hadronization, or the dressing of outgoing partons 

to produce hadrons, defines the fragmentation function: the probability that 

an outgoing parton i will produce a hadron I with a fraction z of the original 

parton momentum is designated by D11i(z, Q2 ). In factorization, fragmentation 

functions and parton distribution functions are assumed to be independent of 

the details of the interaction being investigated. 4 Using measurements from a 

variety of experiments, these functions can be constrained and our understanding 

of perturbative QCD can be advanced. 

Within the above framework, the inclusive cross section for initial particles A 

and B scattering to produce final particle C is given by 

du "J 2 2 Ee d3 C (AB~ CX) = L.J dxadxbdzcGalA(xa, Q )GblB(xb, Q ) 
p abed 

xDqc(zc, Q2
) : d~ (ab ~ cd)8(s + t + u) (1.2) 

Zc 7r dt 
where the assumption has been made that the interacting partons are colinear [6]. 

Here, s,t,and u are the Mandelstam variables defined by 

• 2 
t =(Pa - Pc) 

u =(Pa - Pd)2 

(1.3) 

(1.4) 

(1.5) 

and ~f is the parton-level cross section. The lower-case indices label the partons 

and summation over all possible parton combinations is implied. X represents all 

products of the interaction except C. 

4 To first order, even the Q2 dependence of the PDF's and fragmentation 
functions is small, a.nd these functions are said to scale. Higher order effects 
do, however, produce a dependence on Q2 , i.e. scaling violation. 
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1.2 Motivations 

The term direct photon refers to photons which are produced directly in 

the hard scattering interaction, as opposed to those which result from the 

decay of other particles produced in an interaction. Since high-Pr photons from 

neutral-meson decay mimic direct photons, detailed knowledge of neutral-meson 

production is an essential part of the careful study of direct photons. The following 

sections present some of the motivations for the study of direct-photon, 7ro, and 

17 production. 

1.2.1 Direct Photons 

The study of QCD processes in which quarks and gluons are the primary 

products of the hard scatter is complicated by the fragmentation of these colored 

particles. Experimentally, analysis of such data is sensitive to the details of 

the jet-finding algorithm; in general, it is not possible to define an algorithm 

that includes all products of a single parton's fragmentation while simultaneously 

excluding products of the other hard-scatter or spectator partons.5 In the case of 

direct photons, such an algorithm is unnecessary. The direct photon is the entire 

"jet" and an isolated photon provides a reasonably well-defined experimental 

signature. In addition, calculations concerning inclusive direct-photon production 

avoid the uncertainties and complexities associated with fragmentation, and since 

QED is well understood, the parton-level reaction kinematics are simpler and less 

uncertain. 

Experimental and calculational considerations would be meaningless if direct 

photons did not provide interesting constraints on the current understanding 

5 In fact, this very concept contradicts the color-neutralizing function of 
fragmentation. 
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of QCD. However, direct-photon measurements should in fact provide such 

constraints. Figure 1.1 shows diagrams of the two first-order processes 

contributing to direct-photon production; the Compton diagrams are sensitive 

to the gluon PDF while the annihilation diagrams involve the fragmentation of 

the emerging gluon. Thus, studies of direct photons may provide valuable insight 

into gluon behavior in QCD.6 

While the motivations for the study of direct photons are clear, there remain 

some experimental challenges. The chief among these is distinguishing the direct­

photon signal from the background due to electromagnetic decays of neutral 

mesons (in particular, 7r
0 's, but also rJ's, w's, etc.). These neutral mesons 

are products of the fragmentation of quarks and gluons and are produced at 

rates of ~100 times that of direct photons. However, the fragmentation process 

distributes the outgoing parton's transverse momentum among several particles; 

thus, the signal-to-background ratio for direct photons increases rapidly with 

Pr· In addition, the use of a finely-segmented calorimeter makes possible the 

reconstruction of many such mesons and therefore allows the rejection of much of 

the background from associated decay photons. 

1.2.2 Neutral Mesons 

Although meson studies are of primary importance in the rejection of the 

direct-photon background, it should be noted that such studies are also useful in 

their own right. The 7ro and 17 cross section measurements can be used either to 

test QCD or to constrain fragmentation functions. Neutral meson measurements 

using the E706 data set are quite interesting due both to their precision and large 

(and, in the case of the 7r- beam, unique) kinematic range. 

6 This is particularly true if these fundamental parton-level diagrams can be 
studied individually by using various incident beam particle types with different 
quark content; such a study is in progress [7]. 
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q y q y 

g q g q 

Compton Diagrams 

q g q y 

y q g 

Annihilation Diagrams 

Figure 1.1 The leading-order diagrams for the production of direct photons. 
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1.2.3 Nuclear Dependence 

The dependence of particle production on the target material can be 

parametrized in the form 

(1.6) 

where <Ti is the cross section per nucleus i of atomic mass Ai, <To is the nominal 

cross section for a free nucleon, and the parameter a may depend on transverse 

momentum and rapidity. In fact, at low pT, one might expect a :::::i j since the cross 

section should be proportional to the cross-sectional area of the nucleus. At higher 

Pr's, individual nucleons are probed, leading to an expectation of a :::::i 1. Several 

experiments [8, 9] have measured values of a for meson production exceeding unity. 

One explanation for this observed effect is multiple scattering (within the nucleus) 

of the partons involved in or produced by the hard scatter. E706 is a unique direct­

photon experiment in that it has targets of several different materials; therefore 

the E706 data can be used to measure a for direct-photon production and also 

can test the multiple-scattering hypothesis. Since it is unlikely that direct photons 

would rescatter, only the incoming parton might be affected, and thus one might 

expect that the measured a for direct-photon production would be closer to unity 

than the corresponding a:'s measured for neutral-meson production at high Pr· 

Calculations of a have been recently published [10], and will be compared to the 

E706 measurement. 

1.3 Direct Photon Experiments 

Table 1.2 presents a selection of the other direct photon experiments which 

have measured results comparable to those contained in· this thesis. The six 

experiments listed in the top portion of the table are fixed-target experiments; the 

remainder employ colliding beams. E706 and E629 were performed at Fermilab; 
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Experiment vs (GeV) Beam Target(s) XT Range 

E629 19.4 7r±,p c 0.22 - 0.52 

NA3 19.4 7r±,p c 0.26 - 0.62 

WA70 23.0 7r±,p H 0.35 - 0.61 

NA24 23.7 7r±,p H 0.23 - 0.59 

UA6 24.3 p,p H 0.28 - 0.58 

E706 31.1,31.6,38.8 7r±,p H,Be,Cu 0.21- 0.77 

R108 62 p p 0.17 - 0.42 

RllO 63 p p 0.14 - 0.29 

R806 31,45,53,63 p p 0.12 - 0.38 

Table 1.2 Selected direct photon experiments [11]. 
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the remainder were performed at CERN. It should be noted that there are a 

number of other direct-photon experiments, including several using very high .JS 
pp collisions to probe regions of very small XT. 

1.4 Thesis Overview 

This thesis will provide a description of the spectrometer, data selection and 

acquisition systems, event reconstruction methods, and analysis techniques used to 

study 7ro, 'TJ, and direct-photon production. For the E706 515 Ge V 71"- and 530 Ge V 

proton beams incident on the beryllium, copper, and hydrogen targets, measured 

cross sections, cross section ratios, and nuclear dependences will be presented 

and compared to data from other experiments and recent phenomenological 

calculations. 
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Chapter 2 The Spectrometer 

The various elements of the E706 spectrometer can be partitioned by function 

into three divisions. The first division, the beam transport system and target 

region, was designed to direct beams of various particles and energies onto a 

number of nuclear targets. The second, the tracking system, provided information 

concerning the trajectories of the charged particles emerging from interactions. 

The third division consisted of a series of calorimeters, which measured the 

positions and energies of neutral particles, which is vital information for the 

study of direct photons. For reference, Figure 2.1 displays the elements of the 

apparatus housed within the experimental hall, including spectrometer elements 

used primarily by E672. (Fermilab E672, which accumulated data concurrently 

with E706, employed a high-mass dimuon trigger to study J /,,P production in 

hadronic interactions.) 

The following sections will describe the three divisions, beginning with the 

production of the beam, and proceeding through the various subsystems of 

the apparatus roughly following the direction of the beam propagation, i.e. 

downstream. Within the experimental hall, the coordinate system chosen to 

describe the spectrometer has its origin in the vicinity of the targets. The nominal 

beam direction defines the z axis, with the beam travelling in the positive z 

direction. The y axis is in the vertical direction ("up" is positive), and the x 

axis is then determined by the right-hand rule. 
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2 .1 Beamline and Target 

2.1.1 Meson West Beamline 

During the 1990/91 fixed-target run, the Tevatron accelerated ~1013 protons 

per 58-second cycle. The acceleration of the protons to 800 Ge V / c occurred during 

the first 35 seconds. During the 23-second slow extraction period, or spill, these 

protons were extracted from the Tevatron and split among the three FN AL fixed­

target experimental areas, namely Meson, Proton, and Neutrino. The beam was 

distributed among the various experiments housed in these areas. Due to the RF 

structure of the Tevatron, beam protons were clustered in ~1 ns buckets separated 

by 19.1 ns. 

The Meson West beamline transported beam from the ma.m switchyard 

to MW9, the building which housed the E706 spectrometer. Three main 

types of beam1 were transported to MW9 during the 1990/91 run, namely 

800 Ge V / c primary protons and positive and negative polarity secondary beams 

at ~500 Ge V / c. The secondary beams were produced by 800 Ge V / c primary 

protons incident on a beryllium target 2 which was housed in MW6. The. beam 

momentum was selected by the optics of the secondary beamline between the 

primary target and MW9. The positive protons in the secondary beam had a 

mean momentum of 530 Ge V / c; the mean momentum of the pions in the negative 

beam was 515 GeV /c. Each secondary beam had a non-negligible momentum 

"bite" with the RMS half-width ~P ~ 6%. To generate the desired secondary 

1 For a summary of the data taken by E706 with the various beam types, see 
Table 5.1. 

2 This primary target was 1.14 interaction lengths in 1990 and 0. 75 interaction 
lengths in 1991. 
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beam rate3 of ~2 x 108 particles per spill required ~ 2 x 1012 primary protons 

per spill for positive polarity beam and ~6 x 1012 primary protons per spill for 

negatives.4 Radiation safety concerns and the instability in the extraction of 

very low intensity primary beam forced the use of higher intensity primary beam 

( ~s x 1011 protons per spill) and pin-hole collimators to achieve the desired beam 

intensities of ~2 x 108 for incident 800 Ge V / c beam. 

Associated with the production and transport of the secondary beams were 

hadronic particles which travelled parallel to the beamline at some distance from 

the beamline, forming what is referred to as the beam halo. Since halo particles 

impinging on the electromagnetic calorimeter mimicked high-pT showers, their 

ubiquitous presence could dominate a trigger designed to detect the relatively 

rare genuine high-Pr events unless steps were taken to reduce their frequency. 

To remove these beam halo particles, five spoiler magnets were installed in the 

secondary beamline. Each of these beamline elements generated a magnetic field 

which deflected halo particles away from the beamline while leaving the trajectory 

of central beam particles unchanged. In addition, a 900-ton steel hadron shield 

was placed just inside MW9. Measuring 3. 7 m high by 4.3 m wide by 4. 7 m long, 

the hadron shield had a beam hole through its center and a removable vertical 

stack of steel positioned above the beamhole so that the beam could be pitched 

up or down for calibration purposes. Immediately downstream of the hadron 

shield was a large tank of distilled water to moderate neutrons coming from the 

hadron absorber. Despite the spoiler magnets, a small number of muons survived 

to impinge upon the spectrometer. To detect these occurrences, large scintillation 

3 Based on limits imposed by the data acquisition speed. 

4 Radiation safety issues limited the primary intensity to 2 - 3 x 1012 for a fair 
fraction of the 1990 run (negative beam). 
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counters, termed veto walls, were positioned to sandwich the hadron shield. In 

1990, there were two veto walls placed downstream of the hadron shield and one 

upstream of it. Before the 1991 run, an additional upstream veto wall was added. 

Each veto wall consisted of four quadrants, and a coincidence between hits in 

corresponding quadrants of an upstream and a downstream wall was sufficient 

to reject an event. Veto wall information was also used later in the analysis to 

remove additional suspect apparently high-Pr events. (See Section 5.5.) 

2.1. 2 The 6 erenkov Detector 

Since the secondary beams were composed of pions, kaons, and protons (or 

antiprotons ), a differential Cerenkov detector (Figure 2.2) was placed in the 

beamline to tag the incident beam particle species. This detector, a 43-m long 

helium-filled cylinder, was placed in MW8, a region of the beamline designed to 

have minimal angular divergence of the beam. As a particle traverses a gas with 

sufficiently high velocity, it emits Cerenkov radiation at an angle which depends 

on the particle's mass and velocity and the index of refraction of the medium. 

In the E706 Cerenkov detector, the index of refraction could be adjusted by 

increasing or decreasing the helium pressure. At the optimal operating pressure, 

the angular separation of light from the three particle species is sufficiently large 

that, through the use of a spherical mirror on the downstream end of the detector 

and a sophisticated array of optics, light from each species impinged on its own 

circular array of photomultiplier tubes, effectively simultaneously tagging the 

incident beam particle species. Using the Cerenkov detector, the negative beam 

was found to consist of 973 7r-'s, 2.93 K-'s, and 0.13 p's. The particle fractions 

for the positive beam were 96.73 (proton), 2.83 (pion), and 0.53 (kaon) [7]. 
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Figure 2.2 A schematic drawing of the beamline Cerenkov counter. The numbers 

label the individual photomultiplier tubes, with 6 phototubes arrayed 

in each of the proton, kaon, and pion rings. 
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2.1. 3 The Beam and Interaction Counters 

The hodoscope, placed immediately downstream of the veto walls, was 

designed to detect beam particles incident upon the target region. The hodoscope 

consisted of three planes of scintillating counters, each of which was 2 mm thick 

and 35 mm long and consisted of 12 transverse elements. The eight central 

elements of each hodoscope plane were 1 mm wide to identify buckets containing 

more than one incident beam particle and to avoid detector rate limitations. Since 

the beam was considerably less intense near the edges of each plane, wider elements 

were employed near the planes' extremities. The elements adjacent to the central 

eight were 2 mm in width, and the edge elements were 5 mm wide. The three 

planes, labelled X, Y, and U, were oriented such that the Y plane was rotated by 

90° with respect to the X plane and the U plane was rotated by 45° relative to 

the others. 

The beamhole counter was a scintillating counter with a small hole cut in 

the beam region. This counter was used to define the transverse beam size to 

match the beam silicon strip detector acceptance and to veto events with multiple 

incident beam particles for which at least one particle was outside the hodoscope. 

In 1990, the beam hole counter was a single plane with a 1 cm hole in its center. 

In 1991, this single counter was replaced with four counters, each covering a 

quadrant. The interior corner of each of the four was removed such that when 

taken as a unit, the four planes formed a single beam hole with a diameter of 

1.2 cm. 

Two pairs of scintillating counters were employed to identify interactions. 

The first pair of interaction counters was downstream of the targets, between the 

silicon strip detectors and the magnet. Each of these planes was 7.6 x 15.2 cm2 
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and each had a semicircular beamhole of diameter 1.9 cm to avoid detection of 

non-interacting beam particles. The second pair of planes, located downstream of 

the magnet, were 10.2 x 20.4 cm2 with beam hole diameters of 3.8 cm. 

These various scintillation counters were used in the definition of a trigger 

(see Section 3.1.1). The individual scintillation elements of the hodoscope, beam 

hole counter, and interaction counters were read out for the 15 buckets roughly 

centered on the in-time, or triggering, bucket. In addition, numerous quantities 

based on the status of various scintillators and other trigger elements were sent to 

scalers and recorded. For example, BEAM and BEAMl (defined in Section 3.1.1) 

were scaled, along with quantities such as LIVE_BEAMl, which required BEAMl in 

conjunction with a computer-ready signal. These and other scaled quantities were 

used in the cross section calculations. 

2.1.4 The Targets 

During 1990, four targets were used; two cylinders of beryllium were 

downstream of the two thin copper targets. In 1991, the two similar thin copper 

targets were used and a liquid hydrogen target was installed between two beryllium 

targets. The sizes and locations of the targets in both configurations are tabulated 

in Table 2.1. 

2.2 The Tracking System 

The E706 charged-particle tracking system consisted of the Silicon Strip 

Detectors (SSD's), the analysis magnet, the Proportional Wire Chambers 

(PWC's), and the Straw Tube Drift Chambers (STRAW's). By identifying 

charged particles and measuring their momenta, the tracking system provided 

vital information for a variety of purposes. One such purpose was the 
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Data Run Material ZuPSTREAM Diameter Length 

(cm) (cm)· (cm) 

Cu -15.54 2.54 0.0780 ± 0.0005 

Cu -15.22 2.54 0.0781 ± 0.0005 
1990 

Be -14.65 2.08 3.7092 ± 0.0005 

Be -9.92 2.06 1.1201 ± 0.0005 

Cu -30.44 2.54 0.0780 ± 0.0005 

Cu -29.95 2.54 0.0781 ± 0.0005 

Be -28.36 8.1 0.249 ± 0.001 
1991 

H2 -26.9 6.35 15.3 

Be -10.52 9.9 0.282 ± 0.001 

Be -10.8 2.54 2.5397 ± 0.0005 

Table 2.1 Target materials, positions, and dimensions in the 1990 and 1991 
configurations. Note that the thickness of the hydrogen target is 
defined by a fiducial cut which excludes regions compromised by the 
proximity of the container material. See discussion in Section 5.5. 

reconstruction of primary and secondary vertices. A vertex is defined as a point 

from which multiple tracks are observed to diverge. The primary vertex results 

from the interaction of the incident beam with the target; the determination 

of the location of the primary vertex was necessary to calculate the kinematics 

of the resulting particles and to determine in which of the nuclear targets this 

initial interaction occurred. Secondary vertices, which are due to particle decays 

or interactions involving the products of the primary interaction, occur farther 

downstream. Another very significant use of this tracking information was in 
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Figure 2.3 The positions of the targets and SSD wafers in the 1990 configura­

tion. 

the calibration of the EMLAC energy scale. Since electrons' momenta can be 

independently determined by the tracking system, electrons were used in the 

initial stages of energy calibration. The final energy scale was confirmed by 

using the tracking system to reconstruct Zero-Mass Pairs (ZMP's) produced when 

one or both photons from 7ro decay converted in the target into e+e- pairs, and 

comparing the peak in the reconstructed 1e+e- or e+e-e+e- mass to the known 

7ro mass. Yet another important use of the tracking information was to identify 

and measure away-side jets. Although the analysis in this thesis does not directly 

incorporate the jet information, a number of other studies [4, 12, 13] have made 

use of the jet data. 
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Figure 2.4 The positions of the targets and SSD wafers in the 1991 configura­

tion. 

2.2.1 The Silicon Strip Detectors 

Silicon Strip Detectors (or SSD's) detect the passage of a charged particle by 

collecting the charge induced upon strips etched into silicon wafers. Eight pairs of 

silicon strip detectors were positioned along the beam axis near to the target region 

(see Figures 2.3 and 2.4). Three pairs upstream of the targets provided beam-track 

information; these SSD's were 3 x 3 cm2 in area. The remaining five downstream 

SSD pairs were 5 x 5 cm2 in area and were essential in vertex reconstruction. 

Each of these pairs consisted of an SSD with its strips etched parallel to the 

y axis and an SSD with its strips etched parallel to the x axis. The spacing 
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between strip centers, or pitch, was 50 µm for all SSD pairs except the first one 

downstream of the target; this pair had a pitch of 25 µm near the beam axis and 

50 µm at larger angles. All 16 SSD's, their front-end electronics, and the targets 

were contained in an aluminum box which provided both electronic shielding and 

physical protection. Further details on the construction and performance of the 

E706 SSD system may be found in Refs. [14] and [15]. 

2.2.2 The Analysis Magnet 

Positioned 2 m downstream of the target, MW9AN was a rectangular analysis 

magnet which provided charged particles with a momentum impulse of 450 Me V / c 

in the x-z plane. The magnet aperture was 35.6 x 25.4 cm2 on the upstream end 

and increased to 137.2 x 124.5 cm2 on the downstream end. The entire aperture 

was filled with a helium bag to minimize interactions in this region. Mirror plates 

were positioned upstream and downstream of the magnet to reduce the fringe field. 

This served both to reduce interference with the beam and interaction counters' 

photomultiplier tubes and also to simplify track reconstruction. 

2.2.3 The Proportional Wire Chambers 

Sixteen planes of proportional wire chambers [16], directly downstream of the 

magnet, were grouped into four modules. Each module contained an X, Y, U, and 

V plane, where the U planes were at an angle of +37° and the V planes were at an 

angle of -53° with respect to they axis (see Figure 2.5). The sizes and positions of 

the PWC modules are given in Table 2.2. The sense wires were made of gold-plated 

tungsten, and had a diameter of 20 µm and a pitch of 2.54 mm. The graphite­

coated mylar cathode was segmented into pads which allowed for independent 

control of the high voltage; this was particularly useful in desensitizing the beam 

region during high-intensity running. The active medium was a gaseous mixture 
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Module Number Height(m) Width (m) Z Position (cm) 

1 1.219 1.626 382 

2 2.032 2.032 475 

3 2.032 2.032 570 

4 2.438 2.438 663 

Table 2.2 The size and locations of the PWC modules. The size given is both 
the height and the width of the module and the z position given is 
an average of the four planes' positions. 

of 18% isobutane, 1.1% isopropyl alcohol, 0.1% freon, and 79.7% argon. The 

signals, from a total of 13440 channels, were amplified, latched, and read out 

using N anometrics5 electronics. 

2.2.4 The Straw Tubes 

To improve the resolution of the downstream tracking system, a straw tube 

drift chamber module was placed between PWC modules one and two, and 

another was placed downstream of the fourth PWC module [17]. Each of the 

two straw tube modules contained four X and four Y planes. To minimize the 

left-right ambiguity of the drift timing information (see below), the four planes in 

X (or Y) were offset relative to each other. As Figure 2.6 indicates, the second, 

third, and fourth planes were offset by ~' -,l, and i tube diameters, respectively, 

relative to the first plane. 20 µm gold-plated tungsten anode wires were threaded 

through the aluminized mylar tubes, which served as the cathodes. The tubes 

had diameters of 1.0 cm for the upstream module and 1.6 cm for the downstream 

5 Nanometric Systems, Inc., Oak Park Illinois 
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Figure 2.5 The proportional wire chambers, showing the relative orientations of 

the X, Y, U, and V planes. Also note that the beam and diffractive 

regions of the cathode planes were electrically independent from each 

other and from the main regions, allowing the desensitization of the 

beam region and preventing the high-intensity beam region from 

causing inefficiency in the main regions of the PWC's. 
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Figure 2.6 A cross-sectional view of a straw tube bundle. 

module. The active medium was an argon-ethane gas mixture. The STRAW 

signals were amplified and discriminated using N anometrics cards and were then 

fed into time-to-digital converters. This timing information was translated into 

the (unsigned) distance between the track and the wire, providing significant 

resolution improvements over the PWC's, albeit with an ambiguity due to the 

fact that a track passing the same distance from the wire but on the other side 

would elicit identical STRAW output. This ambiguity was overcome by using 

PWC space tracks to "seed" the STRAW tracking algorithm (see Section 4.1.2). 

2.3 Calorimetry 

The E706 spectrometer contained three calorimeters, the ElectroMagnetic 

Liquid Argon Calorimeter (EMLAC), the HAdronic Liquid Argon Calorimeter 

(HALAC), and the Forward CALorimeter (FCAL). All three of these calorimeters 
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measured energies of showers by sampling. In sampling calorimetry, layers 

of an active medium are interleaved between layers of an absorbing material. 

Much of the energy of a shower in a sampling calorimeter is deposited in the 

absorber, and a fraction of the shower's energy is measured by the active medium. 

Although sampling in this way reduces the maximum possible energy resolution 

of the calorimeter, it provides significant gains in terms of shower containment or 

detector size and economic feasibility. 

2.3.1 The Liquid Argon Calorimeter 

The EMLAC and the HALAC, together referred to as the Liquid Argon 

Calorimeter (LAC), were both contained within a cryostat, and this entire 

unit was suspended from the gantry (Figure 2. 7). The gantry was capable of 

motion transverse to the beam for calibration purposes. Within the cryostat, 

the components of the detector were immersed in liquid argon, the temperature 

of which was controlled by regulating the temperature of liquid nitrogen fl.owing 

through refrigeration coils. To exclude liquid argon from the region inside the 

cryostat in front of the EMLAC, a "filler vessel" was inserted in this region. 

Constructed of Rohacell foam coated with fiberglass and epoxy and encased in a 

thin steel skin, the filler vessel significantly reduced the energy lost in material in 

front of the active regions of the LAC. 

The EMLAC and the HALAC both used this liquid argon as their active 

media, with lead and steel, respectively, for absorber. As electrons and other 

charged particles passed through the argon gaps, they ionized the argon, producing 

electron-ion pairs. High voltage maintained across the argon gaps caused these 

electrons to drift toward the anode. The integrated electronic charge collected 

on the anode comprised the sampled signal; one may calibrate the detector by 

comparing the values of a known energy deposition and the resultant signal. 
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Figure 2. 7 A cut-away schematic view of the gantry and the LAC. 
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The Electromagnetic Liquid Argon Calorimeter 

The outer dimensions of the ElectroMagnetic Liquid Argon Calorimeter 

described a cylinder 160 cm in radius and 71 cm in length. A concentric cylinder 

of radius 20 cm defined the EMLAC's beam hole, which contained a second 

filler vessel to minimize interactions in this region. The beam filler vessel was 

constructed of stainless steel and contained gaseous helium. The EMLAC, as 

shown in Figure 2.8, was subdivided into four quadrants, each of which comprised 

33 composite layers in depth. Each of these layers contained, from front to back, a 

radial board (r-board), a lead sheet, an azimuthal board (</>-board), and another 

lead sheet, with 0.25 cm liquid argon gaps between each component. The EMLAC 

as a whole comprised ~30 radiation lengths. 

The r- and </>-boards were the octant-sized anodes, each of which was a sheet 

of GlO clad on both sides with copper. The r-boards were segmented into arcs 

of fixed distance from the beam axis, with 256 channels per r-board. A front­

most r-board had strips of width .5466 cm, and the strips on each succeeding 

r-board had the appropriate width and position such that a ray projecting from 

the target would impinge on the same-numbered strip on all r-boards. Due to this 

focussed geometry of the r-strips and to the physical boundaries of the EMLAC, 

not all r-boards had the same angular coverage; downstream r-boards did not 

have strips which corresponded to the outer strips of upstream r-boards, and 

inner strips on the downstream r-boards did not have corresponding counterparts 

in the upstream r-boards. 

Each </>-board was divided into an inner and an outer section; this design 

allowed for sufficiently fine resolution in the outermost portions of the EMLAC 

without overly-narrow strips in the innermost portions and also simplified the 
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Figure 2.8 The electromagnetic calorimeter, with a quadrant with splayed layers 

to show an r-board and a ef>-board. 
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correlation between rand</> energy depositions. The inner/outer boundary, which 

was focussed on the target in a similar fashion to the strips on r-boards, was at 

40.2 cm for the first </>-board, the radius that roughly corresponds to 90° in the 

center of mass reference frame for beams near 500 Ge V / c. The inner-</> strips 

subtended an angle of 7r /192 radians, and the outer-</> strips subtended an angle 

of 7r /384 radians. 

Readout of all strips of all layers independently would not have been feasible 

m terms of electronic noise, readout time, and/or cost. Nevertheless, some 

longitudinal segmentation is useful for a number of purposes: 

• Hadron rejection: hadronic shower maxima tend to be closer to 

the back of the detector than are electromagnetic shower maxima, 

providing discrimination. 

• Muon rejection: Since the angle of incidence with the face of the 

EMLAC is different between halo particles and particles coming from 

the target, discrimination against muons is possible if the shower 

position is measured as a function of longitudinal position within the 

EMLAC. 

• R-</> Correlation: Matching of the longitudinal development of the 

shower in the R- and </>views provided a constraint in the correlation 

routines. 

Therefore, readout of the EMLAC was performed in two longitudinal segments 

(or "sections") for each octant. The front section contained 11 of the composite 

layers described above, and the back section contained 22. In each of these 

. sections, all corresponding strips were connected together using wire braids called 

connector strings. For the r-boards, this "ganging" occurred along the quadrant 
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boundaries; for the ¢-boards, the braids were channeled along the inner and outer 

edges of the quadrant. The front- and back-section connector strings were attached 

to readout boards upstream and downstream, respectively, of the EMLAC. From 

the readout boards, low-impedance cables transported the signals through the cap 

of the cryostat to the LAC amplifier cards [18], or LACAMP's. LACAMP's (see 

Figure 2.9) were RABBIT [19] cards designed to provide three types of output: a 

fast energy measurement to be used for the trigger, a (longer-timescale) precision 

energy measurement, and a measurement of shower time-of-arrival via the Time­

to-Voltage Converters (TVC's ). These electronics were housed in a Faraday room 

mounted on the top of the gantry. Constructed of galvanized sheet metal walls, 

the Faraday room was designed to isolate the readout electronics from external 

electronic signals. Signals to or from the outside were communicated via optical 

cables or using pulse transformers, and power was supplied to the Faraday room 

electronics via transformers. 

The Hadronic Liquid Argon Calorimeter 

The HAdronic Liquid Argon Calorimeter (HALAC), positioned immediately 

downstream of the EMLAC, measured 4 min diameter and had a beam hole with 

a diameter of approximately 45 cm. This sampling calorimeter had 52 octagonal 

composite layers each of which consisted of a 2.5 cm stainless steel plate and 

a sampling unit called a "cookie" which contained 7 planes of G 10 and liquid 

argon gaps. The front section contained 13 full layers (plus an additional cookie 

appended to the very front of the HALAC) and the back contained the remaining 

39. The HALAC as a whole comprised ~8 interaction lengths. 

Since hadronic showers typically are broader than electromagnetic showers, 

the design specifications for spatial resolution of the HALAC were not as stringent 

as for the EMLAC; for this reason, the HALAC charge collection utilized a pad 
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Figure 2.9 A block diagram of the LAC amplifiers. 
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Typically 93% of a hadron's energy 
is contained in a 6-cell hexagon. 
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structure, as opposed to the finely-segmented r-</> structure of the EMLAC. This 

design removes the reconstruction complexity inherent in the correlation required 

by an r-</> or x-y geometry. The HALAC's pads were equilateral triangles (see 

Figure 2.10) and, being focussed on the target, the pads ranged in height from 

10.9 cm in the front to 13.3 cm in the back. As is shown in Figure 2.11, the charge­

collecting pads were cut into two single-sided copper-clad G 10 boards which were 

positioned back-to-back in the center of the cookie, separated only by GlO ribs 
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which provided structural rigidity. On each of these anodes, horizontal rows of 

triangular pads alternated with uninstrumented horizontal rows, leaving space for 

signal traces running to readout boards at the edge of the detector. The two 

back-to-back anodes were vertically offset by the height of one horizontal row so 

that each cookie instrumented its entire physical coverage. The uninstrumented 

rows were covered by GlO strips which not only inhibited charge collection directly 

onto the signal traces, but also acted as spacers for the 3 mm argon gaps. Across 

these argon gaps were double-sided copper-clad G 10 boards, with the side near 

the argon gap providing the high voltage and the other side held at ground. 

2.3.2 The Forward Calorimeter 

The Forward Calorimeter was designed to extend calorimetric coverage into 

the rapidity region left uninstrumented by the beamhole in the LAC, and thereby 

measure the energy of jets from spectator partons. Positioned 15 m from the 

target, the cylindrical FCAL had an outer diameter of 114 cm and a beamhole of 

diameter 3.2 cm, providing an additional :::::2.5 units of rapidity coverage. 

The FCAL consisted of three distinct but very similar modules, each of which 

was positioned along the beam axis (Figure 2.12). Each module was composed of 

interleaved plates of steel absorber (1.9 cm thick) and acrylic scintillator ( 4.8 mm 

thick). The upstream module contained 28 steel plates and 29 scintillator sheets, 

as did the middle module; the downstream module contained 32 layers of steel 

and 33 of scintillator. When taken together, the three modules constituted 10.5 

interaction lengths, sufficient to contain more than 983 of the energy due to an 

hadronic shower. 

On a grid with 11.4 cm spacing across the face of each module, 76 holes were 

drilled parallel to the beam direction. These holes provided space for acrylic rods 



Steel Absorber 

Figure 2 .12 The forward calorimeter. 
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which redirected the photons generated in the scintillator to the front and back 

of the module to be read out by photomultiplier tubes (PMT's). The passage of 

charged particles through the scintillator produced blue light, but since the PMT 

efficiency was higher for green light, the acrylic rods were doped with an organic 

dye (BBQ) which shifted the blue light· to green. The BBQ rods were also doped 

to absorb UV light, thereby reducing signals due to particles passing through the 

rods themselves. For the downstream module, the BBQ rods were read out by 

flash ADC's connected to PMT's on its downstream end; the other two modules' 

BBQ rods were read out on both ends. 
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Chapter 3 The Event Selection and Data Acquisition Systems 

3.1 The Trigger 

E706 was designed to study events containing high-Pr photons. Since particle 

production rates decrease rapidly with increasing Pr' and since the data acquisition 

system was limited to several hundreds of events per spill, it was essential to 

discriminate against events with low Pr· To this end, a trigger system was built 

which rejected nearly five orders of magnitude more events than it selected. The 

following sections briefly describe the E706 trigger system. 1 Section 5.3 describes 

the methods used to measure the efficiency of triggers in the turnon2 region. 

3.1.1 Beam and Interaction Definitions 

At a most fundamental level, the first requirement of the trigger system 

was that there exist an interaction in the target associated with beam from 

the beamline. This information was acquired using the beam and interaction 

scintillating counters. To be assured of beam entering the target region (a 

condition labeled BEAM), two of the three hodoscope planes were required to 

have registered one or more hits in the same 19-ns bucket. To guard against 

multiple beam particles within the same bucket, BEAMl required BEAM and not 

more than one plane registering multiple clusters of hits. 3 By allowing a single 

plane to have more than one cluster, this definition avoided vetoing on a noise hit 

1 For further details, consult Refs. [20, 21]. 

2 The "turnon region" is the transition pT range in which the a trigger efficiency 
changes from zero to one. 

3 A cluster is defined as one or more adjacent hodoscope elements containing a 
hit. 



The Event Selection and Data Acquisition Systems 38 

in a single hodoscope plane. To assure that beam particles passed through the 

target region, a hit in the beamhole counter (BH) was used as a veto. The INT 

signal was generated when two or more of the four interaction counters fired in 

the same bucket, in coincidence with BEAM. 

Temporal isolation of the interaction signal was required both to allow the 

PRETRIGGER electronics time to reset in the case when no trigger was satisfied 

and also to ensure that the recorded tracking information was associated with the 

triggering event. To this end, a requirement ( CLEANINT) was imposed that there 

be no interaction signals within ±3 buckets of the triggering interaction. Before 

further calculations involving EMLAC information were made, a potential event 

was required to satisfy 

BEAMl • BH • INT • CLEANINT 

where the • symbol is the logical AND, and a correlation in time is implied. 

3.1.2 The Pretrigger 

The PRETRIGGER was based on a fast estimate of observed LAC Pr· The 

PRETRIGGER rejected a large fraction of the very low-Pr events quickly without 

adding undue deadtime associated with the computation required to check the 

status of the other triggers. In addition, the PRETRIGGER provided timing 

information for the LAC signals. 

The trigger pT value was computed using the fast outputs of the LACAMP's of 

the r-view strips. These strip energies, obtained using only the leading ~180 ns of 

the energy deposition, were ~10t as accurately measured as the values obtained by 

the longer integration time used to get final photon energies. They were, however, 

sufficiently precise for the purpose of rejecting low-pT events. The fast-output strip 
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energies from pairs of neighboring channels were summed together. To acquire a 

Pr measurement, these strip-pair energies were then fed into Pr attenuator cards 

which weighted the energy by a factor proportional to sin 0, where 0 is the angle of 

the ray from the target to the strip pair relative to the beam axis. Summing over 

four of these weighted pairs produced a sum-of-eight; there were 32 sums-of-eight 

for each octant. These sums-of-eight were sent to the biased Pr adder cards and 

the local discriminator cards. 

The biased pT adder cards were designed to compute the total pT in each half­

octant. The resulting pT measurement was designated the "global4 Pr" for that 

half-octant. Blindly adding all appropriate sums-of-eight would have exposed 

the half-octant global Pr sums to the effects of coherent noise and image charge. 

"Image charge" refers to an effect in which a signal in one region of an octant causes 

shifts in the apparent pedestal level in another region, with the direction of the 

shift dependent on the relative timing of the two signals. To minimize sensitivity 

to image charge effects, the biased pT adder cards subtracted a small threshold 

(of a few hundred Me V) from each sum-of-eight and summed the resulting value 

only if it were larger than zero. The outputs of the adder cards were then sent to 

zero-crossing discriminators. These discriminators processed the global signal to 

provide a timing reference for the LAC signals which was relatively insensitive to 

nearby interactions and independent of the magnitude of the energy. The zero­

crossing time was then compared to the timing of the signal from the scintillation 

counters. 

The PRETRIGGER logic imposed several vetoes on the event. SCRKILL vetoed 

PRETRIGGERS in coincidence with Faraday Room power supply noise spikes. An 

4 Thus, "global" refers to the method of summing Pr's within an octant, and 
does not indicate that the measurement was made using information from the 
entire EMLAC. 
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early-Pr veto was imposed by requiring the absence of significant global Pr (in the 

PRETRIGGER octant) ~350 ns prior to the event. This was necessary in order to 

avoid signal pileup and image charge effects from previous showers in the LAC. 

Another requirement imposed by the PRETRIGGER used information from the 

veto wall quadrants associated with a potential PRETRIGGER octant. The veto 

logic used for each quadrant was 

(VWl + VW2) • (VW3 + VW4) 

where• and+ designate the logical AND and OR, respectively, and VWl indicates 

that the first veto wall was fired, VW2 indicates a hit in the second veto wall, 

etc. Note that correlation in time is assumed and that VW4 was installed after 

completion of the 1990 run. In the absence of these vetoing conditions, the 

PRETRIGGER logic compared the global half-octant Pr sums to thresholds in order 

to determine whether to complete the full trigger calculation. In 1990, these 

thresholds were ~2 GeV /c Pr and in 1991 they were slightly higher. When the 

PRETRIGGER was satisfied, signals were sent to latch the data in all systems. 

3 .1. 3 Triggers 

Due to the rapid falloff of particle production with pT, the vast majority 

of events selected by a trigger are very near that trigger's Pr threshold. Thus, 

to obtain significant reach in pT, it was necessary to employ several triggers 

with different thresholds. Of course, in order that the lower-threshold trigger 

not completely dominate the higher-threshold triggers, the low triggers needed 

to be prescaled. In addition to multiple thresholds, E706 employed multiple 

trigger types each of which was optimized for specific topologies and situations. 

Figure 3.1 pictorially demonstrates the essential differences between a local and a 

global trigger. Figure 3.2 shows the flow of information from the fast-outs to the 

discriminators. Discussion of the various trigger types follows. 
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Overlapping "sum-of-16" signals used for local trigger 

-- -·- --- -- --· -- --· --- ·- --- -- --- --- -· --- -·--·~ 

Global octant 
pT signal 

Figure 3.1 pT summing for the local and global triggers. A local trigger fired if in 

any octant, any one of the 31 overlapping 16-strip LOCAL's contained 

a PT deposition over threshold for that trigger. A global trigger 

utilized the cutoff-reduced global pT sum over the entire octant. 
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Figure 3.2 A block diagram of the trigger system. The LACAMPs' fast outputs 

are paired, summed, and attenuated to form 2-strip pT measurements. 

Combining four of these produced each of the 32 sums-of-eight. These 

sum-of-eight Pr's were summed in various ways to provide the basis 

for the PRETRIGGER and the local and global trigger decisions. 
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Three heavily prescaled triggers were recorded to study the lowest pT regions 

and to enable studies of the performance of the other triggers. Collectively 

known as the "Prescaled Triggers" ,5 the PRESCALED BEAM, INTERACTION, and 

PRETRIGGER constituted between 4% and 10% of the triggers written to tape. 

The PRESCALED BEAM required BEAM with early /late bucket cleaning similar to 

the high triggers. The PRESCALED INTERACTION was the same as the PRESCALED 

BEAM except for the additional INT requirement. Neither of the preceding low­

bias triggers used LAC information, which made them useful in studies of the 

LAC triggers. The prescaled PRETRIGGER provided access to the Pr range between 

the low-bias triggers and the low threshold triggers discussed below. 

Local triggers were designed to efficiently detect photons and high-energy 

71"0 's, which are associated with showers of relatively limited spatial extent. Each 

"LOCAL" within a local trigger consisted of a pair of adjacent sums-of-eight, and 

the Pr of this pair was compared to a threshold. Since there were 32 sums-of-eight 

in each octant, there were 31 overlapping LOCAL's per octant, and the local trigger 

was satisfied if any octant contained any LOCAL with a signal above threshold. 

Due to the restricted number of channels contributing to each LOCAL, the local 

triggers were less likely to be sensitive to noise or image charge elsewhere in the 

octant. In addition, since fewer strips contribute, the turnon of a local is rather 

narrow, resulting in a smaller Pr range over which the events are unusable or 

difficult to correct. The effective SINGLE LOCAL HIGH threshold (i.e. the 50%­

point) was ~4 Ge V / c. All triggers exhibited order ± 10% variations as a function 

of radius (the outer r typically turned on at higher Pr) and time (1991 triggers 

had somewhat higher thresholds). The SINGLE LOCAL LOW was introduced at 

5 Of course, the other low threshold triggers were also prescaled, just not as 
much. 
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run 9183 during the 1990 run; it turned on at ~2.75 GeV /c, and was prescaled by 

a factor of 40 in the 1990 run and by a factor between 200 and 280 for the 1991 

run. 

Global triggers were designed for better sensitivity to more diffuse topogra­

phies. 'f/'s, w's, and low-energy 7r
0 's, depending on the decay orientation and energy 

asymmetry, may deposit significant energy beyond the limits of any given 16-strip 

LOCAL. The Pr input into the global triggers' discriminators was the analog sum 

of the inner and outer global trigger Pr's for the corresponding half-octants which 

were used for the PRETRIGGER, viz. the sum of cutoff-suppressed fast-out Pr's 

greater than zero. An additional requirement of at least one LOCAL above the 

lower local threshold ensured that the event contained a minimum of one signifi­

cant shower and rejected events containing only noise or image charge. In 1990, 

the LOCAL GLOBAL LOW, prescaled by a factor ranging between 10 and 40, had a 

threshold of ~2.75 GeV /c. The 1991 LOCAL GLOBAL LOW threshold was slightly 

above 3 Ge V / c; the corresponding prescale factor was between 20 and 70. The 

effective LOCAL GLOBAL HIGH threshold was slightly larger than 4 GeV /c. 

The TWO GAMMA trigger was designed to select event topologies with two 

back-to-back pT depositions (e.g. parton-level diphoton events). To focus on these 

sorts of topologies, the TWO GAMMA required Pr depositions in two octants of 

the EMLAC, and further required that there be a minimum of two intervening 

octants between the two trigger octants (i.e. that the trigger octants are opposite 

each other or nearly so). The Pr threshold used in the TWO GAMMA was the 

same as for the SINGLE LOCAL LOW, but due to the topological requirements, no 

prescaling was necessary. 
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3.2 The Data Acquisition System 

Once the trigger was satisfied, signals were sent to each of four data acquisition 

subsystems to begin their readout. At the top end of three of these subsystems 

were PDP-11 computers attached to the experiments' CAMAC electronics. Two 

separate PDP's read out information from the FOAL and the E672 spectrometer. 

The third read out the data provided by several important systems. Trigger­

related data, termed Discrete Logic information, read out by this PDP-11 included 

the status of the triggers and numerous trigger components by octant and 

time histories of the various scintillation counters. PWC and SSD hits and 

Cerenkov information was also read out by the same PDP. The fourth subsystem, 

based on FASTBUS electronics, read out and buffered the STRAW and LAC 

information. In addition, the FASTBUS system monitored and calibrated the 

RABBIT system between spills, performing checks on cable continuity, amplifier 

gains and pedestals, amplifier crate temperatures and voltages, and RABBIT card 

inventory [22]. After all four of the subsystems had completed their respective 

readout tasks, a COMPUTER READY signal was sent to the trigger, receipt of which 

was necessary before the trigger electronics would once again be "Live", i.e. ready 

to evaluate other interactions as trigger candidates. Output from the four data 

acquisition subsystems was coordinated by a µVAX running VAXONLINE [23], 

a FNAL data acquisition software package, which examined various headers to 

ensure that the four inputs were from the same event. Fully concatenated events 

were then written to a pair of 8mm tape drives. A schematic of the data acquisition 

system is shown in Figure 3.3, and a complete description of the data acquisition 

system can be found in Refs. [22], [24], and [25]. 
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Figure 3.3 A block diagram of the E706 data acquisition system, showing 

the pathway of the information from various spectrometer elements 

through FASTBUS and the PDP's to the 8 mm tape on a MicroVAX. 
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Chapter 4 Data Reconstruction 

The reconstruction of the E706 data sample was accomplished by a large 

software package organized around a program called MAGIC. MAGIC, in response 

to user inputs, sequenced the various parts of the reconstruction and provided 

numerous "hook" routines to allow users to access the data at various stages of 

reconstruction. The reconstruction itself was split into a number of subpackages. 

The EMLAC, the HALAC, the tracking spectrometer, the FCAL, and the trigger 

and Cerenkov information were independently handled by EMREC, HCREC, 

PLREC, FCREC, and DLREC, respectively. DLREC was responsible for 

decoding the discrete logic information which included data from the various 

scintillation counters, the status of various trigger logic units, and the outputs 

of the Cerenkov detector. DLREC output information on readout failures 

and compared information from different units, performing consistency checks. 

Further details on DLREC [20], FCREC [26], and HCREC [27] are provided in 

the references. The salient features of the reconstructors most relevant to this 

analysis are discussed in the ensuing sections. 

The large amounts of computing resources required to reconstruct the 1990-

1991 data samples were provided by several FNAL SGI1 farms. Each of these 

farms consisted of a single 1/0 node and numerous "worker" nodes, and the 

reconstruction proceeded in a parallel fashion. The I/O node read events from 

raw data tapes, distributed these raw events individually to worker nodes, later 

received the reconstructed results from the worker nodes, and wrote the results to 

Data Summary Tapes (DST's ). Within a farm, each worker node processed only 

one event at a time, albeit in parallel with ~8 other similar nodes. 

1 Silicon Graphics, Inc. 
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4.1 PLREC - PLanes REConstruction 

PLREC (the PLanes REConstruction package) was designed to use infor­

mation from the SSD's, the PWC's, and the STRAW tubes to reconstruct the 

trajectories of charged particles produced in interactions in the target. The SSD 

information was used to reconstruct the location of the primary vertex (i.e. the 

point at which the beam interacted.) The degree to which a particle was observed 

to bend as it passed through the analysis magnet was used to determine the mo­

mentum and sign of the associated charged particle; this information was used in 

analysis of the charged-particle component of jets, in calibration of the EMLAC, 

and to tag depositions in the EMLAC due to charged particles. 

The first step in reconstruction of the tracking information was to translate 

the planes' strip or wire hits to spatial coordinate hits. To accomplish this, it 

was necessary to determine the positions and orientations of the various elements 

in the tracking system to very fine accuracy. After this alignment, tracks were 

reconstructed in each subsystem. PLREC then "linked" the tracks from each 

subsystem to reconstruct the full trajectory of charged particles. The following 

sections give a general description of the methods used in tracking reconstruction; 

further details are available in Ref. [28]. 

4 .1.1 Beam Tracking 

The three X and three Y planes of beam SSD's were designed to measure the 

direction of the incident beam particle as it entered the target region. View tracks 

(i.e. tracks found in only one view) were reconstructed first by least-squares fitting 

of three-hit tracks. These three-hit tracks were located by selecting candidate 

pairs of hits in the first and third beam SSD chambers, and searching for a hit 

in the second chamber within 75 µm of the hypothesized track. After removing 
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all hits associated with a three-hit track, two-hit tracking was implemented, thus 

accounting for inefficiencies in the planes. To minimize the inclusion of spurious 

two-hit tracks due to noise, a two-hit track was accepted only if its slope was small 

(less than 2 milliradians ). Approximately 20% of the beam tracks were two-hit 

tracks. Beam tracks were used in vertex reconstruction and in the identification 

of downstream tracks from non-interacting beam particles. 

4.1.2 Downstream Tracking (PWC and STRAW Tracks} 

As can be seen in Figure 2.1, the downstream PWC system consisted of four 

modules. Each module contained four planes, corresponding to X, Y, U, and V 

views. Reconstruction of the PWC tracks occurred in three iterations, and each 

iteration consisted of two phases, namely view track reconstruction and space 

track reconstruction. 

To find 4-hit view tracks, hits in modules 1 and 4 were hypothesized to form 

tracks and modules 2 and 3 were searched for hits within ±1 wire spacing of the 

supposed track. If four hits were found, a fit was performed; a 4-hit track was 

saved if the x2 per degree of freedom (xtoF) was below the accepted cut and 

if the tracks did not share too many hits with other 4-hit tracks. To find 3-hit 

tracks, hits in modules 1 and 3 (and later, modules 2 and 4) were hypothesized 

to form tracks and the remaining two views were searched for corroborating hits 

(within ±1 wire spacing). 3-hit tracks with reasonable xtoF were also saved if 

they shared no more than one hit with a 4-hit track. 3-hit tracking reduced the 

effects of local inefficiencies on the track-finding efficiency. 2-hit tracking was 

performed using the first two modules in the X- and Y-views only. No sharing of 

hits was allowed in the 2-hit tracks, and in addition, the 2-hit X-view tracks were 

required to be outside the acceptance of modules 3 and 4 and the 2-hit Y-view 

tracks were required to point toward the target region. 
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The second phase of PWC track reconstruction began with the hypothesized 

pairing of each X-view track and each Y-view track. The U and V planes were then 

searched for hits within 1.5 wire spacings of this postulated space track. Then the 

XY /UV roles were reversed: hypothesized UV space tracks were projected onto 

the X and Y planes in search of confirming hits. A final space track was one which 

did not share too many hits with competing tracks and which passed cuts based 

on number of hits and the fit's x2 per degree of freedom (xtoF). 

During the first iteration, space tracks with overall hit multiplicities of 14, 

15, and 16 and XboF < 3 were retained. PLREC also saved 13-hit tracks with 

XboF < 2. The second iteration was performed excluding the hits used in tracks 

found in the first iteration. 10-hit tracks which passed outside the acceptance 

of either the first or the last module and 11- and 12-hit tracks were retained if 

XboF < 1.5. After excluding all hits from accepted space tracks found in the first 

two iterations, the final iteration accepted tracks with as few as 6 hits with the 

following three stringent requirements: xtoF < 1.5, the projection of the track 

missed both of the two downstream modules, and that the track pointed back to 

the target in the Y-view. Approximately a third of the PWC space tracks had 16 

hits, and another third had 15 hits. Of the remainder, only ~3% had fewer than 

13 hits. These numbers are consistent with an average PWC plane efficiency of 

~94%. 

Since the STRAW chambers were built with X and Y views only, it was 

impossible to reconstruct space tracks solely based on STRAW information. 

Therefore, existing PWC tracks were used to correlate X and Y view STRAW 

information. In order to associate the straw hits with PWC tracks, it was 

necessary to overcome both the PWC projection errors and the inherent left­

right ambiguity of the STRAW hits. (Since a STRAW's time-to-distance relation 



Data Reconstruction 51 

provides only the distance between the central wire and the charged particle track, 

it is impossible to know a priori on which side of the wire the particle passed.) To 

resolve these ambiguities, an algorithm processed the hits in the following steps: 

1) Project the PWC track into both STRAW chambers searching for 

STRAW hits within a certain window, not allowing STRAW-hit 

sharing. 

2) For tracks with a sufficiently large number of associated STRAW hits 

in each view, refit the track using all PWC and STRAW hits, choosing 

the left/right STRAW hits which minimized the x2. 

3) Iterate the two previous steps with a smaller search window to refine 

the track parameters. 

4) After removing STRAW hits associated with previously-found STRAW 

tracks, iterate the previous three steps with less stringent requirements 

on the number of associated STRAW hits. 

A track which was refit using STRAW information was called a STRAW track; 

approximately 75-80% of the final downstream tracks were STRAW tracks. The 

spatial resolution of STRAW tracks was improved by a factor of 2.5 relative to 

tracks which used only PWC information. 

4.1.3 Upstream Tracking and Linking 

To reconstruct downstream SSD view tracks, each pair of hits from different 

planes in the same view was postulated to form a track. Projecting these 

postulated tracks into the other three planes in that view, a search was performed 

for corroborating hits within 75 µm. Hits associated with four- and five-hit view 

tracks reconstructed in this fashion were excluded and three-hit tracks were then 

identified using the same procedure. Since the five planes of SSD's downstream 
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of the target had only X and Y views, it was impossible to reconstruct space 

tracks from SSD information only. To correlate the X and Y view tracks, SSD 

view tracks were linked to PWC and STRAW space tracks by requiring a spatial 

match at the center of the magnet, where a match is defined via a window, the 

size of which depended on momentum and whether the linking track was a PWC 

track or a STRAW track. In cases in which more than one SSD track matched 

with a PWC/STRAW track, the closest match was termed the "best-linked" SSD 

track. 

4.1.4 Vertex Finding and Relinking 

The SSD tracks were used to reconstruct vertices, first in the X and Y views, 

and then using information from both views together to get the spatial position 

of the vertices. At least three SSD tracks were required for a vertex to be found in 

a view. All best-linked tracks with three, four, or five hit were used. If necessary, 

extra links and unlinked tracks, were included; however, if three SSD tracks were 

still unavailable, no vertex was found. The position of the vertex was determined 

by minimizing 

2 - '"' bf x - L.J 2 
(F. 

i 1 

( 4.1) 

where <Fi is the projection uncertainty of track i and bi is the impact parameter of 

track i with respect to the hypothesized vertex location. If the resulting x2 was 

large, the worst track was excluded and the vertex was refit. Consequently, tracks 

associated with a secondary vertex would be excluded from the calculation of the 

primary vertex position. If a pointing beam track was found, it was included in 

the vertex position fit. Having located the X and Y vertices, the Z position was 

determined as the weighted average of the positions calculated in the two views. 

Having located one vertex, a second iteration was performed after excluding all 
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SSD tracks associated with the first vertex. If more than one vertex was found, 

the one further upstream was assumed to be the primary vertex. 

In a procedure designated "relinking", the SSD track's impact parameter 

relative to the primary vertex was used as an additional constraint. This procedure 

improved the linking and therefore also improved the resolution of the tracking 

momentum measurement. Using the full detector simulation in the Monte Carlo 

(see Section 5.4), the momentum resolution was determined to be 

ap/p ~ 0.0076 + 0.00026p (4.2) 

where p is the momentum in units of Ge V / c. 

4.2 EMREC - ElectroMagnetic REConstruction 

4.2.1 Unpacking 

The electromagnetic reconstruction began with the unpacking of the ADC 

counts for each R and <fa strip in the detector, and the rearrangement of these 

counts into orderly arrays based on quadrant, view, 2 strip, and section. 

The next task of the unpacker was to convert from ADC counts to energy units. 

The first step in this process was the subtraction of the measured pedestal for each 

strip. A pedestal for a given channel is the value that is read out for that channel 

in the absence of an energy deposition. At intervals of approximately 8 hours 

during the data aquisition, a special LAC calibration task was performed. This 

task, performed between spills, read each amplifier channel 128 times; the initial 

pedestal value was computed as an average of these readings. Upon investigation 

2 There were four views per quadrant, namely an r-view associated with each 
octant, and the inner and outer ¢-views common to both octants. 
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of the data taken under normal running conditions, minor offsets in the pedestals 

were observed; therefore the pedestal values were further refined by examination 

of beam triggers. In this analysis, channels containing energy from showers were 

ignored, and the remaining strips contributed to a measurement of the average 

pedestal values [25]. 

After subtraction of the pedestal value, a number of multiplicative corrections 

were applied. One factor was a correction for variations among the gains of 

various channels. Another factor accounted for the observed time-dependent 

energy response of the EMLAC illustrated in Figure 4.1. Finally, a global factor 

for the conversion of ADC counts to energy in Ge V was applied. It should be noted 

that these factors did not provide the final energy calibration, but did correct for 

the majority of the variations in the energy response of the EMLAC. 

f2.2 FREDPED 

Although the pedestal tasks described above were necessary to remove un­

correlated strip-to-strip variations, they were not sufficient to correct correlations 

among the pedestals on an event-by-event basis. Events were observed to con­

tain ramps or steps in the apparent pedestal values. The frequency and size of 

these occurrences were correlated with the severity of extreme variations in the 

instantaneous intensity of the primary beam. At its worst, this spill structure 

wreaked havoc with the entire spectrometer, and caused significant pileup in the 

LAC which translated to severe pedestal and LAC trigger complications. 

To remove the underlying structures in the pedestals, a package of routines 

called FREDPED was called after the unpacker and before the photon 

reconstruction. FREDPED used an iterative procedure in which each succeeding 
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Figure 4.1 The time dependence of reconstructed 11'"0 and 'f/ masses (in ratio 

to accepted values [5]) during the 1990 and 1991 running periods. 

The open triangles represent the energy detected by the EMLAC for 

50 Ge V / c incident electron test beam. It should be noted that the 

time values on the abscissa were only incremented during periods in 

which beam was present and the EMLAC high-voltage was on. 
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cycle refined the determination of the pedestal values. Each iteration consisted of 

the following steps: 

1) Locate and remove groups, or ranges of strips associated with energy 

depositions. 

2) Perform a linear fit to the remaining strips, i.e. the pedestal strips. 

3) Correct the data by subtracting the fit from it. 

In R views, the first iteration identified groups by calculating the difference 

between adjacent strips. A large difference corresponded to significant energy 

deposition, whereas the noise in the pedestals produced smaller differences. 

In subsequent iterations, groups were identified by requiring the existence of 

a number of strips above threshold, a minimum summed group energy, and 

a minimum peak strip energy. Early iterations utilized relatively high group 

thresholds and later iterations refined the measurement of the pedestal level 

through the use of progressively lower thresholds. This iterative process was 

required because, prior to correction, worst-case pedestals could have very large 

differences or offsets from zero. The difference-based group-finding process 

was performed first since it showed the least sensitivity to large differences or 

offsets. Although some energy from the tails of showers influenced the fit m 

this iteration, a majority of a large ramp or offset was removed in this iteration. 

By then using the threshold-based group-finding with decreasing thresholds, each 

successive iteration was less sensitive to energy from showers' tails influencing the 

determination of the pedestal level. The final fits were performed on pedestal 

strips determined with a threshold just above the level of pedestal noise, thereby 

minimizing the effects of shower tails on the fit. 

The outer </; view of each quadrant was split into two parts at the octant 

boundary since the pedestal effects were clearly distinct in the two halves. For 
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each half, a special preprocessor was invoked that used the information from the 

corresponding r-view to acquire a zeroth-order correction. This preprocessor first 

calculated the total energy correction to the outer portion of the corresponding 

R view. It then applied a level-offset correction to the outer ¢ half-view strips 

in proportion to the total R view correction. (The constant of proportionality 

was determined by measuring the mean of the distribution of the ratio of the 

total energy correction in the corresponding outer Rand </J strips when the offsets 

were large and well-measured.) By so doing, a majority of a large offset in the 

outer </J was removed. The refinement of the outer </J view correction, including 

a determination of the slope of the pedestals, was accomplished through several 

iterations of the threshold-based group-finding process described above. 

Part of the reason for the preprocessor in the outer ¢ view was the fact that 

the measurement of the R view correction, based on a total of ~256 strips, was 

frequently more robust than the outer ¢ correction which was based on ~96 

strips for each half-view. (Of course, the presence of showers in a view subtracts 

significantly from the number of strips available for pedestal determination.) This 

problem is most acute, however, in the inner </J half-views each of which contains 

only ~48 strips and frequently contains several showers in the busier events. Thus, 

in the inner ¢, frequently very few strips could be of use in the pedestal fitting, 

making the fitting procedures an unreliable means of determining the pedestal 

level. A better result was obtained by using the approach similar to the outer ¢ 

preprocessor. Since the inner </J views rarely had significant slopes, the level offset 

provided by the preprocessor was used as the final correction. 

Figure 4.2 shows an example of an event with significant pedestal level 

complications, most notably the ramp in the "left R view" and the step in 

the "outer </J view", although there is clearly an offset also in the "right R 
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Figure 4.2 One quadrant of a raw event with significant pedestal shifts, before 

application of FREDPED. (Energies in GeV). Note ramp in the Left 

R View, offset in Right R View, and step in Outer ¢> View. The 

FREDPED-corrected event is shown in Figure 4.3. 



(/) 2.8 
Q) 

·0i2.4 
...... 

~ 2 
w 
0...1.6 

:.s 1.2 
(/) 0.8 

0.4 

0 

-0.4 

(/) 
Q) 

CJ'J ...... 
~ 0.8 
W0.6 
0... 
·co 4 -+-' • 

(/) 0.2 

0 

-0.2 

-0.4 

0 

0 

(/) 
Q) 

CJ'J 2 
...... 

~ 1.6 
w 
o_ 1.2 
·c 
U1 0.8 

0.4 

0 

-0.4 
100 200 0 

Left R View 

(/)1 . 75 
Q) 

·c;, 1.5 
...... 
ID1 .25 
c 
w 1 

·§>.75 
-+-' 
(/) 0.5 

0.25 

0 

-0.25 

20 40 60 80 0 

Inner cp View 

Data Reconstruction 59 

100 200 

Right R View 

40 80 120 160 

Outer cp View 

Figure 4.3 The raw data from the same quadrant for the same event shown in 

Figure 4.2, but after FREDPED had been invoked, correcting for the 

ramp and shifts in the pedestals. (Energies in GeV.) 
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view". Figure 4.3 shows this same event after FRED PED corrections. Although 

this event dump demonstrates the effectiveness of the FREDPED package on a 

single event, it does not reflect the size of the typical FREDPED corrections. 

Typical events required much smaller corrections. The average value of the 

FREDPED corrections depended on octant, section (front/back), and view (r/</J), 

but generally was less than or of order 20 MeV per strip. 

4,2.3 Group and Peak Finding 

The first step in electromagnetic shower reconstruction was the identification 

of groups in each view. This process was similar to the FREDPED threshold-based 

group finding. Each group was required to satisfy the following criteria: 

• 3 or more strips with energy greater than 80 MeV (2 or more strips 

with energy greater than 95 Me V for outer <P groups since the strips 

are wider) 

• total energy of at least 600 Me V 

• at least one strip with energy greater than 300 MeV (350 MeV for 

outer <P) 

Having found all groups in a view, EMREC then located peaks, or local 

maxima, within the groups. By comparing the height of the peak to that of the 

surrounding valleys (defined as the minimum between peaks or the end strip of the 

group), a quality factor was computed to determine whether a local maximum was 

a significant peak or merely an energy fluctuation. This process of peak finding 

was repeated in the front and back sections in order to split peaks that coalesced 

in the sum section. In such a case, the peak energy in the sum section was split 

in proportion to the energies of the observed peaks. 
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This peak-finding technique was frequently insufficient to locate a low energy 

shower which impinged on the EMLAC very near to a high energy shower. Since 

the asymmetric decay of a high energy 7ro presents precisely this scenario, special 

routines were developed to detect these low energy peaks, or shoulders. For groups 

containing a single peak with energy greater than 25 Ge V, a shoulder was located 

by observing a change in the sign of the logarithmic derivative of the strip energies. 

These shoulder peaks were then subjected to peak-significance criteria to avoid 

the inclusion of energy fluctuations as peaks. 

After locating the peaks, preliminary estimates of the energy and position 

were calculated for each one. The energy was computed as the sum of the strip 

energies between the peak's minima. The position was estimated as the energy­

weighted average position of the peak strip and the strips on either side of the 

peak strip. 

4,2.4 Gamma Reconstruction 

Single-view photons, or gammas, were formed by fitting a parametrized shower 

shape to the peaks. This shower shape was determined by measuring the fractional 

energy deposition as a function of the distance from the center of the shower 

for well-isolated Monte Carlo photons. The shower shape was parametrized 

independently in both the front and the back, since the energy deposition in the 

back section was considerably wider than in the front. The sum-section shower 

shape parametrization was formed using the formula 

Esum = 0. 7Efront + 0.3Eback ( 4.3) 

based on the observed typical Errontf Esum ratio. In the sum section, the shower 

shape was observed to be nearly energy-independent. Comparison of these shower 

shapes to those obtained by examining well-isolated photons in data demonstrated 
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consistency between the Monte Carlo and data shapes. Of course, the shower 

shape was less suitable for accurate measurement of showers due to particles 

other than photons. "Gammas" due to electrons required a separate energy scale 

correction and the energy measured for an hadronic "gamma" frequently depended 

on the shower shape only for a small tail-energy correction, as described below. 

The :fitting procedure minimized the x2 , computed as 

( 4.4) 

The index i labels all strips in the central portion of the peak; to avoid the 

fluctuations in these low energy tails, a strip near an edge of the peak was included 

only if its energy was greater than twice the group energy threshold. For strip i, 

ei is the observed energy deposition, Zi is the fraction of the shower's energy as 

predicted by the shower shape, and u[ is a parametrization of the estimated LAC 

energy resolution, given by 

u 2(E) = (0.22)2 + (0.16)2 E + (0.01) 2 E2 (4.5) 

where Eis in GeV and u 2 is in GeV2 . In this formula, the first coefficient is the 

noise term, the second is the "sampling" or resolution term, and the third is the 

"constant" or gains term. 

Since the shower shape was parametrized as a function of the distance from 

the center of the shower, the :fitting of a peak in the</> view required some estimate 

of the radial position of the shower. This estimate was obtained by making use of 

the correlation between the observed width of the shower and the radial position 

of the </> peak. After correlation of gammas in the r- and </>-views, the </> gammas 

were refit using the radial position of the corresponding r-view gamma. 
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The first step in the fitting process used the estimated peak energy and 

computed the x2 for shower positions in the vicinity of the estimated peak position. 

Using the position associated with minimum x2 , the next step fit for the energy of 

the gamma. For multiple-peak fitting, a x2 definition (similar to Equation ( 4.4)) 

was used which compared the strip energies to the sum of N shower shapes (for 

N peaks), and the minimization was performed with respect to the energies and 

positions of all peaks. 

In the case of hadronic showers, which are often significantly wider than the 

photon showers for which the shower shape was measured, the x2 of the fit was 

frequently larger than 5. Therefore, for "gammas" (in this case, hadronic showers) 

with x2 > 5, an estimate of the energy was made by summing the energy in the 

peak strips and then adding the fit's estimated energy contribution due to tails: 

Etail = Efit{ 1 - L Zi} 
i 

( 4.6) 

When the gamma was close to a fiducial boundary, a correction was made for the 

energy outside the acceptance of the EMLAC. Similarly, if the tails of a gamma 

crossed an internal boundary (i.e. the inner/outer <P boundary or the left/right r 

boundary), and if the tail of the shower was not reconstructed as second gamma 

on the other side of the boundary, a correction based on the fit was applied to 

the gamma energy. Since this fitting process was performed in the front and back 

sections as well as the sum section, a calculation of the angle of incidence of the 

showering particle provided discrimination against muons travelling parallel to the 

beam at large radius. 3 

3 See discussion of directionality in the Section 5.5.2. 



Data Reconstruction 64 

4-2.5 Gamma Correlation and Photon Reconstruction 

To reconstruct the full energy and position of photons in the EMLAC, 

correlation of the r- and </>-view gammas was necessary. Although correlation was 

performed quadrant by quadrant, the geometry of the views reduced the gamma 

combinatorics. For example, an r-view gamma with r > 40 cm would correlate 

only with a gamma in the outer-</> view. Along with this constraint, the correlation 

routines were guided by matching of the total gamma energies ( Er;2E4>) and the 

longitudinal shower development (EEfront ). Photon correlation was an iterative 
total 

process in which the correlation window (i.e. the amount correlated gammas were 

allowed to disagree) was expanded for each successive iteration. 

Special routines were developed in order to deal with each of the diverse 

configurations of gammas to be correlated. The simplest case corresponds to 

one r-gamma and one </>-gamma, termed a 1-1 correlation. For 1-1 correlations, 

EMREC merely checked that the two gammas could have come from the same 

subquadrant and that their energies and EErront were consistent within the current 
total 

iteration's limits. If these constraints were satisfied, the </> gamma was refit using 

the newly determined radial position, the two gammas were considered correlated 

and were excluded from further consideration. A more complicated configuration 

occurred when two photons had very nearly the same radial position, which is 

frequently the case for a low-asymmetry decay of a high-energy 7ro. In this case, 

called 1-2 correlation, two</> gammas were required to match with oner-gamma. 

When this correlation type occurred, the r-gamma was refit assuming two gammas 

with energies matching the </>-gammas' energies. Similarly, when two distinct r­

gammas were associated with a single </>-gamma, the 2-1 correlation routines split 

the observed </>-gamma, and resulted in two fully correlated photons. A similar 

situation occurred when a photon was incident near an internal boundary. For 



Data Reconstruction 65 

example, if a photon hit the inner/outer </> boundary, gammas from both the 

inner </> and the outer </> were correlated with a single r-gamma. Yet higher 

levels of complexity were required for the rarer multiple-photon cases of 1-3, 

3-1, 2-2, 1-4, and 4-1 correlations. These correlation types were attempted 

only after the simpler correlations failed to locate additional gamma pairs which 

matched according to the current iteration's criteria. When, possibly after several 

iterations, all gammas had been correlated or only gammas with highly disparate 

energies remained, the first correlation pass was complete. Since the fit energy of 

a </>-gamma depends on the radial position used, the </>-gamma fit energies were 

known to better precision after the first correlation pass. A second correlation 

pass was performed using the improved </>-gamma energies. 

4.2.6 Photon Timing Information 

Time-of-arrival information for photons was acquired through the use of Time­

to-Voltage Converters, or TVC's. Four EMLAC strips fed into each TVC channel. 

In order to avoid firing on noise, an energy of at least 4 Ge V was required to engage 

the timing circuit. To assign a time to a photon or gamma, the times derived from 

TVC channels associated with the energy deposition were sorted into :::::J21 ns bins. 

The best time was calculated as the energy-weighted average of the TVC values 

in the bin with highest population. In the case of two bins with identical number 

of TVC channels, the bin with the highest energy was chosen, since the TVC 

resolution improved with energy. The efficiency likewise was energy dependent, 

with efficiencies around 50% at 16 GeV and at 100% by 50 GeV. Because low 

energy depositions in the outer portion of the detector have higher Pr's than 

similar deposition in the inner portion of the detector, the energy-dependence of 

the TVC's makes their use in cross section measurements difficult. Nevertheless, 

the photon timing information was very useful in trigger studies (where timing 

plays a significant role) as well as in the understanding of muon rejection cuts. 
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Chapter 5 Analysis 

5.1 The Data Sample 

Table 5.1 provides an inventory of the events written to tape for E706 during 

the 1988, 1990, and 1991 data acquisition periods, and furnishes an estimate of the 

corresponding sensitivity. The analysis presented in this thesis utilizes the 1990 

data from 7r- on beryllium and copper targets and the 1991 data from 515 GeV /c 

7r- and 530 GeV /c p beams incident on beryllium, copper, and hydrogen targets. 

5.2 The EMLAC Energy Scale 

The setting of the "energy scale" is the task of constructing a set of photon 

energy corrections so that the final reconstructed photon energy is an accurate 

reflection of the energy of the real photon incident on the EMLAC. 1 Minimization 

of energy scale uncertainty is extremely important: as Figure 5.1 illustrates, the 

fractional uncertainty in the cross section measurement as a function of Pi- is 

roughly an order of magnitude larger than the fractional systematic energy scale 

uncertainty because of the rapid change in the cross section versus Pi-· 

The energy scale calibration relied heavily on the 'YI mass peaks from 7ro and 

'r/ decays. A number of additional checks were performed, including examination 

of the w mass in the 7ro/ mode and the 7ro mass in the 7ro --+ /I mode, where 

one of the photons converts into an e+e- pair and the ZMP2 information was 

evaluated using the tracking system. The following paragraphs indicate the 

1 Smearing due to nonzero energy resolution is not dealt with by the "energy 
scale." See Section 5.5.7. 

2 A ZMP (Zero Mass Pair) is a low-mass e+e- pair, i.e. a converted photon. 
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Run Interaction Beam Momentum Number of Events Sensitivity 

(GeV /c) (millions) ( events/pb) 

7r-Be 0.5 
2 

?r-cu 0.1 
1988 500 

(p,7r+)Be 0.75 
3 

(p,7r+)cu 0.1 

7r-Be 8.6 
1990 515 30 

7r-cu 1.4 

pBe . 7.3 

pCu 800 23 1.8 

pH 1.5 

(p,7r+)Be 6.4 

1991 (p,7r+)cu 530 14 1.6 

(p,7r+)H 1.3 

7r-Be 1.4 

7r-cu 515 4 0.3 

7r-H 0.3 

Table 5.1 Number and types of events recorded by E706. 
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Figure 5.1 The systematic uncertainty in the cross section for 0.53, 1.03, and 

2.03 systematic uncertainties in the calibration of the EMLAC energy 

scale, as measured for inclusive 7ro production by 515 Ge V / c 71"- beam 

incident on beryllium. 
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general procedure used in calibrating the energy scale; the details of this algorithm 

are available elsewhere [25, 29, 30]. 

The first step in the determination of the energy scale was a correction for the 

observed time-dependence of the EMLAC energy response, as discussed previously 

(see Figure 4.1). The 7ro and T/ samples used in the evaluation of the remaining 

corrections were defined by the following cuts: 

• Both photons must be within the fiducial volume of the same octant. 

• Erront > 0.2 for each photon. 
Etotal 

• Neither photon has a charged track within 1 cm. 

• A < 0.5, i.e. requiring a low energy asymmetry of the decay. (The 

energy asymmetry is defined as A = I~~ ~~~I). 

The following steps were then performed: 

1). Using low-Pr 7r
0 's (1991) or rJ's (1990), correct for the average octant­

to-octant variations. 

2) Use E = 2ER (rather than E = ER + Eqi) for photons within 5 cm of 

the inner-outer </> boundary, since the </> energies of these photons were 

compromised due to the proximity of the boundary. 

3) Correct for the mean energy lost due to showering in the material 

before the active region of the EMLAC. This correction, shown in 

Figure 5.2, was determined as a function of the reconstructed energy 

using a Monte Carlo simulation of the EMLAC response. 

4) Use 7r
0 's (with Pr> 2 GeV /c for 1990, and Pr> 3 GeV for 1991) to 

parametrize and correct for the dependence of the measured photon 

energy on radius for each octant independently. Figure 5.3 illustrates 

the magnitude of this correction, averaged over all octants, for the 
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Figure 5.2 The average energy lost by photon (solid line) and electron (dashed 

line) showers in the material in front of the active region of the 

EMLAC, as determined from the Monte Carlo. 

full sample of 1991 data. The radial dependence of the EMLAC 

energy response was attributed to differences in shape between the 

data signals and the gains-calibration pulses [31]. Figure 5.4 shows 

the shape of the radial dependence for the various E706 data samples, 

demonstrating a correlation between the radial energy-dependence and 

the choice of charge-integration times [29, 31]. 

5) Correct for residual octant-to-octant variations to establish the final 

scale. 

Figure 5.5 shows the final mass distributions in the signal regions of the ?ro 

and 'T/ (in the // mode) and of the w (in the ?ro/ mode) for the full 1991 data 

sample after completion of the energy scale calibration. The final fit values of 
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Figure 5.3 The radial dependence of the EMLAC energy response is demon­

strated here by plotting the ratio of reconstructed masses to the nom­

inal values given by the Particle Data Group (PDG) [5] for the 1991 

data. Corroborating evidence is supplied by overlaying the radial de­

pendence of E/P (the ratio of the EMLAC energy to the tracking 

system momentum measurement) for a sample of ZMP electrons. 
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Figure 5.4 Observed radial dependence of the reconstructed ?ro mass shown for 

various BEFORE/ AFTER gate settings. The BEFORE/ AFTER 

gate defined the charge-integration time. 
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Figure 5.5 The // mass distributions in the 7!"
0 and rt signal regions and the 

11"
0

/ mass distribution in thew signal region, along with fitted central 

values and widths. 
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Sources (Masses given in Me V / c2
) 

Meson 
PDG Value 1990 Data 1991 Data 

7ro 134.976 ± 0.001 135.15 ± 0.02 134.93 ± 0.03 

T/ 547.45 ± 0.19 547.5 ± 0.2 547.4 ± 0.3 

w 781.94 ± 0.12 781.3 ± 2.8 778.2 ± 2.5 

Table 5.2 Comparison of the PDG [5] value to the masses of the 7ro and T/ mesons 
obtained after all corrections were applied. 

the three meson masses for both 1990 and 1991 are given m Table 5.2; these 

measured values are consistent with the values published by the PDG when the 

quoted energy scale uncertainty of 0.5% is taken into consideration. The linearity 

of the calibrated energy response is illustrated in Figure 5.6; the mass of the T/ is 

quite flat versus both energy and pT. 

5.3 Trigger Efficiency Measurement 

Due to sharply falling production spectra, the majority of events selected 

by a trigger have transverse momenta relatively close to the trigger threshold. 

Figure 5. 7 demonstrates this fact by overlaying 7ro number distributions before 

trigger corrections were applied for events selected by various triggers. In the 

interest of maintaining high statistics, it is therefore necessary to investigate the 

performance of the trigger near its threshold. Since the author had primary 

responsibility for the 1991 trigger analysis, the following sections relate some of 

the details of the methods used. 
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Figure 5.6 The mass of the rJ in the 1991 sample (relative to the PDG value) 

after the final energy scale calibration versus energy (top) and versus 

!\- (bottom). 
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Figure 5. 7 The number distribution of 7r
0 's prior to trigger corrections. In regions 

of!\- overlap between two triggers, trigger corrections can allow for the 

use of the higher-threshold trigger, along with its higher statistics. 
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5.3.1 Event-wise Trigger!\- Reconstruction: General Methods 

The method chosen to evaluate the E706 trigger efficiencies was based on our 

event-by-event reconstruction of the trigger !\-· Since this method is independent 

of the final physics analysis, trigger studies need not be repeated for each new topic 

or method (e.g. different particle type, different cross-section binning, etc.). The 

"trigger !\-" used for the functional dependence of the efficiency evaluation was 

reconstructed by summing the LACAMPs' 800 ns outputs over the appropriate 

number of strips, with the signal from each strip3 weighted by an appropriate 

trigger gain. Significant effort was expended to, as closely as possible, match 

the reconstructed trigger pT with the online trigger !\- since significant variations 

between these variables increase possible bias in calculated trigger efficiency. 

The general procedure employed in the evaluation of the efficiencies of all 

E706 triggers is given below. Of course, vagaries of specific triggers required 

special handling for certain data samples, some of which will be discussed in the 

following section. 

1) Identify a sample of events with an appropriate !\- range which is 

unbiased with respect to the trigger being analyzed. For high4 triggers, 

events selected by the corresponding low trigger in the same octant 

were employed in this manner, since the low trigger was typically 

fully efficient in the turnon region of the high trigger. For the low 

3 The strip energies were uncorrected for the EMLAC time-dependent energy 
response. This is important because the online trigger thresholds did not scale 
continuously with the EMLAC energy, and using corrected strip energies would 
have caused spurious time-dependence in the trigger. 

4 A "high trigger is one with a relatively high threshold, typically around 
5 GeV /c. "Low" triggers' thresholds were around 3 GeV or so. 
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triggers, a special "opposite octant" sample was used to avoid trigger 

bias. For each high-triggered octant, the octant of the remaining seven 

which contained the largest amount of pT was designated an "opposite 

octant." In fact, these octants often contained showers from the recoil 

jet, and were therefore frequently directly opposite to the triggering 

octant. 

2) Apply the same vetoes and requirements as the online trigger (e.g. veto 

wall, early Pr' and SCRKILL for the pretrigger analysis). 

3) Divide the data sample into "trigger sets," or regions in which the 

trigger's response was constant. Changes in thresholds or vetoes, 

replacement of electronic modules, or other relevant alterations in the 

experimental apparatus constitute reasonable locations and times to 

insert a "trigger break." 

4) Select the event sample corresponding to each individual trigger 

discriminator (e.g. an octant or a LOCAL), histogram the trigger Pr 

distribution for all events (denominator) and the trigger Pr distribution 

for events satisfying the trigger (numerator), and take the ratio to 

calculate the efficiency as a function of trigger pT. Parametrize the 

efficiency by fitting to an error function. 

Once the appropriate efficiencies have been evaluated as outlined above, given 

an octant selected by the trigger in question and given the associated trigger 

Pr' one may query the appropriate error function( s) to calculate the a priori 

probability of having fired the trigger. The inverse of this probability can be 

used as a weight to account for events at that particular trigger Pr which were not 

selected by the trigger. Since a local trigger status in an octant depends on the 

status of all LOCAL's in that octant, the calculation of the trigger weight must 
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in principle query error functions associated with each of the 31 LOCAL's. The 

probability P for firing a local trigger is 

31 

P=l-rr(l-pi) (5.1) 
i=l 

where Pi is the probability that LOCAL i fired. 

5.3.2 Image Charge and other Trigger Challenges 

There are a number of challenges associated with the evaluation of trigger 

performance near threshold for the E706 triggers. Since the online trigger used 

strip energies measured by the LACAMP fast-outs and the reconstructed trigger 

~ was based on the 800 ns outputs, any effect which was dependent on signal 

timing could broaden the measured turnon curves or otherwise compromise the 

analysis if the sample selected was inappropriate. Of particular consequence was 

the effect denoted "image charge" in the E706 parlance. Image charge effects were 

due to the propensity for a signal in one region of the detector to capacitively 

induce "image" signals in other regions. During the time of signal collection, 

this generally had the effect of reducing the apparent pedestal values across the 

octant. Approximately 300 ns later, however, the apparent pedestal values5 were 

above zero due to "overshooting" as the high voltage recovered from the induced 

signal. Thus, depending on the relative timing of two signals, one signal could 

increase or decrease the apparent size of another. Indeed, image charge was the 

reason for global cutoffs and for the early-~ veto, as mentioned in Section 3.1.2. 

Nevertheless, since this effect was very sensitive to signal timing and integration 

length, it represented a significant challenge in the analysis of the trigger. 

5 It should be noted that the correlated pedestal shifts (which FREDPED was 
designed to remove) were likely due, at least in part, to image charge effects from 
out-of-time events. 
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Several pieces of information relating to the timing of energy depositions 

(or potential energy depositions) were available for studies and cuts in the 

trigger analysis. The beam and interaction counters provided such information 

for ~100 ns before and after the interaction of interest. Photon TVC values 

provided another valuable source of such information. Finally, for all of 1991, 

and the later portions of 1990, the early-~ veto status was latched for all 

octants, furnishing some information concerning the status of the detector several 

hundred nanoseconds prior to the "in-time" event. Each of these sources of timing 

information was used to study the various triggers, and with special attention paid 

to avoiding topological bias when using the TVC's, timing cuts were imposed to 

reduce the dependence of the trigger analysis on out-of-time ~ depositions. The 

local triggers, with more limited spatial extent, were somewhat less susceptible 

to image charge effects than were the globals, and thus the local analyses were 

simpler in that regard. 

Another complexity in the analysis of E706 triggers was due to the difficulty 

m determining the trigger gains which weighted the strip energies to compute 

the trigger pT. Of course, improper variations of these gains would broaden 

the trigger turnon and bias the efficiency measurements. Periodically, gains 

calibration data were taken when the experiment was not receiving beam; a pulse 

was generated in the LACAMP's and measurements were made of the observed 

reconstructed trigger~ and the adder cards' analog output (for the global triggers) 

and the threshold location for an applied threshold voltage (for the local triggers). 

Although this data provided an estimate of the gains at the time of calibration, the 

trigger gains were susceptible both to changes in the electronics over time and to 

differences between the conditions during gains measurements and the conditions 

during data acquisition. The methods used in addressing these residual gains 

variations depended somewhat on trigger type, and are therefore discussed below. 
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5. 3. 3 The Local Triggers 

As discussed previously, each EMLAC octant contained 31 overlapping 16-

strip LOCAL's. The online local triggers for an octant were satisfied if any of 

the 31 LOCAL's contained !\- in excess of its threshold. For each LOCAL, a 

discriminator status bit was recorded to provide the capability to calculate a 

turnon for each LOCAL, and local trigger !\- was calculated from the front and 

back energies of the 16 strips corresponding to a given LOCAL. Careful analysis 

of the 1991 local turnons revealed that residual gains corrections were necessary 

to optimize the efficiency measurements. To accomplish this task, four turnons 

were computed for each LOCAL: one turnon from events dominated by trigger 

!\- in the front of the innermost 8 strips, a second corresponding to the front 

outermost 8 strips, a third for the back inner, and the fourth for the back outer. 

By iteratively correcting the trigger !\- contributions to these four regions so that 

the corresponding turnons occurred at the same location in trigger !\-' the effective 

average gains were corrected. Another difficulty was due to the fact that the 

online local trigger discriminators were subtly different than the latched status 

bits because the acceptance of the two sets of discriminators depended differently 

on the relative signal timing. This challenge was met by judicious application of 

timing cuts on the sample used to measure the turnons, as discussed above. 

The SINGLE LOCAL HIGH efficiency analysis utilized events selected by the 

SINGLE LOCAL LOW and the TWO GAMMA triggers as the unbiased (with respect 

to the SINGLE LOCAL HIGH) sample, with the following exceptions. In 1990, 

the SINGLE LOCAL LOW trigger was not installed until late in the run, so the 

TWO GAMMA was used exclusively, and during the early portion of the 1991 run, 

the TWO GAMMA was particularly susceptible to noise-type events (due to the 

extracted spill structure during that part of the run) and thus was not used until 
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after run 13598. The SINGLE LOCAL LOW turnons were computed using opposite 

octants. Figure 5.8 shows some typical turnons for the 1991 local triggers. 

5. 3.4 The Global Triggers 

By definition, the trigger J\. input to global trigger discriminators is directly 

dependent upon information from many more strips than the corresponding signals 

for local triggers. Thus, by their very nature, global triggers are even more 

susceptible both to gains variations and to image charge effects than are the local 

triggers. Tuning of the zero-cross discriminators' timing and the installation of 

the global pT cutoffs reduced the sensitivity of the online global triggers to image 

charge. However, these steps generated additional challenges in the offi.ine analysis 

of these triggers. 

Image charge m the offi.ine analysis was, to a large extent, controlled by 

the application of various signal/timing cuts to the event sample accepted for 

analysis; however, these cuts reduced the efficacy of the trigger correction by 

effectively decreasing the resolution of the trigger pT calculation. The high-pT 

biases of these effects could be removed only by means degrading the corrections 

at lower J\.'s. This trade-off was, of course, most properly accepted, since lower­

threshold triggers provided coverage in regions for which the higher trigger became 

significantly biased. 

The global pT cutoffs presented a challenge due to the fact that although 

the voltages associated with these cutoffs were measured, the conversion factor 

between the units of the voltage measurements and the units of trigger pT (i.e. 

the "cutoff scale") was difficult to determine precisely. By plotting the adder 

card output (in ADC counts) versus the reconstructed trigger J\. for the gains 

calibration data, and then extrapolating a linear fit of the high-J\. data to the 
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Figure 5.8 SINGLE LOCAL LOW (top) and SINGLE LOCAL HIGH (bottom) turnons 

for selected inner and outer LOCAL's as a function of trigger Pr· The 

error bars above the turnon region are intended to provide an estimate 

of the statistical uncertainty of the measurement, and should not be 

taken to imply that the efficiency could exceed 100%. 
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ADC axis, an estimate of the cutoffs was made. In 1990, this method of analysis 

produced reasonable estimates for the cutoff scale; difficulties arose in certain 

regions where electronic modules were changed during the course of the run. For 

these regions, the cutoff scale was determined by comparing the turnons in which 

few sums-of-eight contributed to turnons in which many sums-of-eight contributed. 

For cutoff scales much smaller (larger) than appropriate, all calculated trigger nr's 

would be too large (small), but the "many-groups" trigger Pr would be affected 

the most. By requiring correspondence between the two turnons, a data-derived 

estimate of the cutoff scale was determined; for regions of overlap, the two methods 

agreed within errors. Due to its efficacy and to its ease of use, the latter method 

was used exclusively in the 1991 analysis. 

For 1990, the LOCAL GLOBAL HIGH trigger corrections were analyzed using an 

event sample selected by the LOCAL GLOBAL LOW, and the LOCAL GLOBAL LOW 

analysis used the "opposite octants." To date, corrections have not been evaluated 

for either of these triggers in the 1991 sample. The 1990 and 1991 PRETRIGGER 

correction analysis also made use of the opposite octants. For all the global 

triggers, the turnons were found to be somewhat dependent on event topology. 

For this reason, turnons were fit for each octant as a function of the number of 

sums-of-eight (front and/or back) contributing to the turnon. In addition, the 

PRETRIGGER analyzed separately for the inner and outer half of each octant due 

to observed differences in the turnons between the two half octants. Figure 5.9 

contains typical turnons for the 1991 pretrigger. The 1990 PRETRIGGER analysis 

was hampered by the unavailability of the early Pr veto status for much of the run. 

The effect of this veto, however, was determined to be Pr-independent. Thus, the 

turnons were fit to an error function with a floating normalization and then the 

function was scaled so that the high-Pr efficiency was 100%. 
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Figure 5.9 Selected inner (left) and outer (right) PRETRIGGER turnons for few 

(solid) and many (dashed) sums-of-eight. 



Analysis 86 

5.4 The Monte Carlo 

A Monte Carlo simulation of events in our detector furnished corrections for 

several effects in the data. Subsequent sections in this chapter. discuss the role 

of the Monte Carlo simulation in the calculation of the various reconstruction 

efficiencies and in the correction for direct photon backgrounds. This section 

provides an overview of the Monte Carlo package and a comparison of the Monte 

Carlo results with data. 

5.f 1 The Monte Carlo: Event Generation and Reconstruction 

The event generator selected for our Monte Carlo simulation was HERWIG 

[32]. HERWIG was chosen primarily because, among the generators available 

to us, it compared most favorably with our data in terms of both charged 

and neutral multiplicities. HERWIG was used to generate separate samples 

dominated by 7r0 's, rJ's, and direct photons. To evenly populate the entire range 

of transverse momentum, event samples were generated with various minimum-pT 

thresholds. To reduce biases due to these generated-pT thresholds, events with 

reconstructed nr's less than 0.5 GeV /c above the generation threshold were not 

used in the evaluation of corrections. The Monte Carlo events were weighted as a 

function of Pr and rapidity to match the inclusive neutral meson and direct photon 

distributions measured in the data. 

Events generated by HERWIG were propagated through a simulation of our 

detector using the GEANT [33] package. Certain GEANT routines allow for 

the definition of "volumes" or physically homogeneous and spatially contiguous 

elements of a detector; other routines simulate the propagation of particles through 

the volumes of the spectrometer and the interaction of particles with the material 

in each volume. Using GEANT and the specifications of the various components 
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of the spectrometer, a virtual E706 spectrometer was constructed, tuned, and 

tested. Then, in order to reduce the amount of time necessary to produce Monte 

Carlo events, certain approximations were tested; approximations determined to 

be inconsequential to the final results were implemented in the final Monte Carlo 

code. For example, by reducing the number of volumes, the computational time 

could be reduced; therefore, instead of using copper-clad G 10 readout boards in 

the EMLAC, homogeneous "GlO" boards with greater density and width were 

substituted, significantly reducing the number of distinct volumes. A substantial 

reduction in computing time was also obtained by raising the threshold below 

which GEANT stopped tracking individual particles. This threshold was increased 

from 1 Me V to 10 Me V and a simpler routine was used to deposit the remaining 

energy. 

The simulation in GEANT was "perfect" in the sense that the detector 

was idealized; for example, inefficiencies and time dependences in the various 

spectrometer components were not included in the simulation. A separate 

package, the "preprocessor", added such effects and introduced real-world 

complexities to the Monte Carlo simulation. (The imposition of these effects 

on the Monte Carlo in the preprocessor stage allowed tuning of the preprocessor 

parameters without necessitating the repetition of the time-consuming process of 

generating the Monte Carlo events.) After this preprocessor was invoked, Monte 

Carlo events followed the data stream through MAGIC and DST production, with 

the exception that, since the effects necessitating the use of FREDPED were not 

introduced into the Monte Carlo, FREDPED was not invoked on the Monte Carlo 

events during reconstruction. 

The generation and reconstruction schemes outlined above were twice 

performed in full: once using a simulated incident 530 Ge V / c 7r- beam and 
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spectrometer parameters matching the 1990 configurations, and once with an 

800 GeV /c proton beam with the 1991 spectrometer's parameters. To acquire 

Monte Carlo coverage for the 1991 secondary beam samples, the events generated 

at 530 Ge V / c for the 1990 samples were re-reconstructed using the simulation 

of the 1991 spectrometer. By doing this, substantial time was saved in the 

generation of completely new samples; since all Monte Carlo events are weighted 

in transverse momentum and rapidity bins so that the Monte Carlo cross sections 

match those in the data, these Monte Carlo samples behave properly with respect 

to the corresponding data. Small additional samples of Monte Carlo for the 1991 

secondary beams were generated and reconstructed to study and account for any 

residual bias due to these approximations. 

5.4.2 Comparisons of Monte Carlo and Data 

Verification that the Monte Carlo provides an adequate representation of the 

data is important for building the confidence necessary to use the Monte Carlo 

for corrections of the data. The major sources of direct photon background are 

7r
0 's (and to a lesser degree, 'IJ's, w's, etc.) for which only one of the decay 

photons is reconstructed and coalesced 7r
0 's (i.e. 7r

0 's whose decay photons 

were reconstructed as a single photon). Figure 5.10 is a comparison of the 

shape of data and Monte Carlo energy asymmetry6 distributions, demonstrating 

reasonable consistency between the Monte Carlo and data results and providing 

assurance that the reconstruction program had a similar level of difficulty in 

reconstructing high-asymmetry coalescence-prone 7r0 's for the Monte Carlo as 

for data. Figure 5.11 shows comparisons of the shapes of the 7ro and 'IJ signal 

reg10ns and backgrounds in the data and Monte Carlo, demonstrating that the 

6 See Section 5.5.3 for discussion of asymmetry distributions in the data. 
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Figure 5.10 A comparison of the shapes of data and Monte Carlo 7ro asymmetry 

distributions. 7r0 's contributing to this plot were those in the 1990 

data sample and the associated Monte Carlo sample with 3.5 < pT < 
4.0 GeV /c. 

significant features of the EMLAC are well modelled. Finally, Figure 5.12 shows 

the longitudinal development of photon showers in data and Monte Carlo events; 

the agreement here not only builds confidence in the Monte Carlo simulation as a 

whole, but also demonstrates the reliability of the Monte Carlo correction for the 

Errontf Etotal requirement on the data. 

5.5 Analysis Methods 

The following sections describe the various requirements, corrections, and 

methods used to determined the 7ro, q, and direct photon cross sections, nuclear 

dependences, and cross-section ratios. 
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Figure 5.11 A comparison of the shapes of data (histogram) and Monte Carlo 

(points) II mass distributions in the 11"
0 and 17 signal regions. 
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Figure 5.12 A comparison of the shapes of data (histogram) and Monte Carlo 

(points) photon EfrontfEtotal distributions in six photon energy bins. 
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5.5.1 Vertex Requirements and Related Corrections 

A reconstructed vertex in. the target reg10n was required in each event 

which was to contribute to the cross-section measurements. Figure 5.13 shows 

the longitudinal vertex position distribution for the 1990 and 1991 target 

configurations for events containing a high-pT diphoton mass in the 7ro signal 

region. To make these plots, weights 7 were applied to account for beam absorption 

by targets and other materials upstream of the reconstructed vertex and for 

photon conversion in materials downstream of the reconstructed vertex. The 

various targets and the SSD wafers are clearly visible, and from plots such 

as these, appropriate longitudinal-position cuts were determined to distinguish 

among events from different target materials. The hydrogen target, for example, 

required fiducial cuts to exclude the peaks near each end. (These peaks are due 

primarily to the beryllium windows which were part of the structure containing 

the hydrogen target and its peripherals.) 

A transverse target fiducial requirement was imposed on the reconstructed 

vertex position. A correction was then made for the beam outside of this 

fiducial volume. This cut and correction avoided bias in the normalization of the 

measurements due to the counting of beam which did not impinge on the target. 

The correction was made by counting vertices in the upstream set of beam SSD's 

inside and outside of the transverse target fiducial region and adjusting the beam 

count accordingly. For 1990, the size of this correction, which was computed as a 

function of run number, was ~l.35; in 1991, this correction was close to unity. 

Additional corrections were necessary to account for inefficiency in vertex­

finding and to account for vertices reconstructed in locations outside of the 

7 See Section 5.5.6 for a description of these corrections. 
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Figure 5.13 The weighted longitudinal distribution of reconstructed vertices for 

1990 (top) and 1991 (bottom) spectrometer configurations. The 

events contributing to these plots were selected by requiring a rr 
pair with pT > 4.0 GeV /c with a mass in the 7ro signal region. 
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longitudinal fiducial regions associated with the target in which the interaction 

actually occurred. The latter correction, the "tail correction," actually had two 

partially cancelling terms: the correction for losses due to tails outside of the 

longitudinal target fiducial cuts and the correction to remove contributions from 

the tails associated with nearby targets. The longitudinal extent of the target 

region in the 1990 configuration was relatively small; in this case, the vertex 

reconstruction efficiency was very high and the resolution was relatively good as 

well, resulting in small corrections for both effects. Using the HERWIG Monte 

Carlo (see Section 5.4), the vertex reconstruction efficiency in 1990 was found to 

be 99.6%. The tails corrections, which were estimated by fitting and extrapolating 

visible tails in the data, were 1.01 for copper and 0.998 for beryllium. In 1991, the 

copper targets and the upstream beryllium target were both significantly farther 

upstream than the 1990 targets. In this case, the tail corrections for these targets 

were estimated at 1.025; the efficiency, as measured by the ratio of cross sections 

calculated from the upstream and downstream beryllium targets, was 94.5%. The 

reconstruction efficiency use for the 1991 downstream beryllium targets was 99.6%; 

tail losses and gains were negligible. The combined tail correction and efficiency 

for the hydrogen target was 0.945. 

The above cuts and corrections were sufficient to provide relatively small 

vertex-related systematics in the measm;ement of cross sections. However, 

the systematics associated with the measurement of nuclear dependence (see 

Section 6. 7.2) are dominated by vertex-related uncertainties. For this reason, 

a number of additional cuts were imposed in the nuclear dependence analysis 

which reduced the potential for confusion in the vertex reconstruction. A cut 

was imposed on the timing information from the interaction counters; this cut 

removed events containing out-of-time interactions which occurred within the 

timing window of the tracking system. The beam hodoscope information was used 
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to further reduce the incidence of events in which more than one beam particle 

impinged on the target. (Of course, the BEAMl requirement imposed by the 

trigger helped in this regard; however, the definition used for the cut in the nuclear 

dependence measurement rejected events in which the hodoscope had even some 

small indication of multiple beam particles.) An additional cut, which rejected 

very few events, required that the data acquisition system performed adequately 

for both the trigger-related scintillation detectors and the tracking system. None 

of these cuts depend on the target material associated with the vertex; since the 

nuclear dependence measurement depends on cross-section ratios between targets, 

no correction was necessary. 

5.5.2 Muon Bremsstrahlung Rejection 

As discussed in Chapter 2, some halo muons produced upstream of the 

spectrometer were incident upon the EMLAC. Spoiler magnets were placed in 

the beamline to steer many of the muons away from our spectrometer, and veto 

wall scintillation counters were installed to veto potential triggers associated with 

the remaining muons. Due to inefficiencies in these counters, some halo muons 

still generated triggers by producing showers in the EMLAC via the process of 

bremsstrahlung. Although this occurred rarely, these muon-induced showers at 

large radii simulated high-Pr photon showers, which also occur relatively rarely. 

To avoid large backgrounds in the 7ro and photon cross-section measurements, 

several cuts were imposed to identify and remove muon-triggered events from the 

data set. 

Off:l.ine Veto Wall Cut 

The online veto wall inefficiency was due in part to the tight timing employed 

in the online veto coupled with the challenge of timing the many veto wall elements 
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precisely. The veto wall status was latched for offiine investigation; it contained 

useful information for removing additional muons. The same logic was applied, 

namely 

(VWl + VW2) • (VW3 + VW4) (5.2) 

where • and + designate the logical AND and OR, respectively. (In the 1990 

data, the fourth veto wall did not exist, but the logic was otherwise unchanged.) 

In the offiine analysis, the normal bucket-wise timing correlation requirement 

was replace with a ±1 bucket requirement which allowed for timing variations 

among the signals. In addition, only buckets 4 through 12 were used in the 

offiine veto because hits in the buckets outside this range did not correlate with 

energy depositions in the LAC. Figure 5.14 demonstrates that while this cut is 

effective, significant muonic background remains at high pT, making the additional 

muon-rejection tools discussed below valuable in further reducing the remaining 

background. 

Directionality Cut 

The comparison of the reconstructed shower positions in the front and back 

section of the detector provides some information concerning the angle of incidence 

of the showering particle. Since the halo muons do not emanate from the target, 

but impinge on the EMLAC approximately perpendicular to its face, information 

regarding the angle of incidence can be used to reject showers associated with 

these muons. To this end, directionality is defined as 

D 
Zfront = rfront - --!back 
Zback 

(5.3) 

where Ifront and rback are the reconstructed radial positions and Zfront and Zback 

are the z positions of the first layers of the front and back sections of the EMLAC. 
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Figure 5.14 The effects of the muon bremsstrahlung rejection cuts on the 1990 

II mass distribution in the vicinity of the 7ro peak for II Pr in the 

range 7 to 9 Ge V / c in two rapidity bins. The top plots have no muon 

rejection criteria, the middle satisfy the offiine Veto Wall cut, and the 

bottom plots additionally satisfy the directionality, balanced-Pr, and 

x2 /E requirements. 



Analysis 98 

Figure 5.15 shows the distributions of directionality for muon showers and for 

single photon showers. 

The cut on directionality is not imposed upon showers with Pr less than 

3.0 GeV /c, due to large production cross sections at these Pr's. Near the inner 

part of the EMLAC, the angle of incidence of particles from the target becomes 

more nearly perpendicular; thus, in this region, the discrimination provided by 

directionality is reduced. Since, in addition, the more significant halo muon 

population is in the outer portions of the detector, it is sufficient to use a 

directionality cut which depends on radius: 

Dcut = 0.193 

Dcut = 0.0048 X R 

for R < 40.175 cm 

for R 2'.: 40.175 cm 

where photons with directionality greater than Dcut were considered likely to be 

muons, and thus excluded from the photon candidate pool. 

x2 /E Cut 

Further discrimination against muons was provided via the x2 of the fit 

performed by EMREC. Since the shower shape was determined for photons coming 

from the target, showers induced by muons travelling parallel to the beamline 

were not well fit by the EMREC shower shape, resulting in large fit x2• Since 

the x2 of the fit scales with energy, x2 /E was chosen as a less biased variable, 

and Figure 5.15 demonstrates that events with x2 /E > 0.1 are predominantly 

associated with muons.8 For Pr's above 3 GeV /c, this cut was therefore applied. 

8 This cut also excludes some hadronic showers, since they often are poorly fit 
by the photon shower shape. 
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Figure 5.15 Comparisons of muon and photon distributions of directionality, 

x2 /E, and balanced-pT. The muon sample was selected by requiring 

veto wall hits, and the photon selection for each cut utilized a 

combination of the other cuts. 
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Balanced-& Cut 

Given conservation of momentum, the pT of a triggering particle should be 

balanced9 by a jet of particles in the opposite direction. Since muonic showers are 

not strictly correlated in time and space with the rest of the recorded event, their Ilr 

is generally not balanced by away-side particles. To employ this muonic signature, 

the Pr's of charged and neutral particles in the away-side jet were summed and 

this sum was divided by the Ilr of the particle in question. By comparing the 

distribution of this variable when the veto walls indicate the presence of a muon 

to the same distribution in the absence of veto wall hits (Figure 5.15), the following 

criterion was indicated: 

L:i Ilri > 0.3 
pTIL 

(5.4) 

where i labels tracks and/ or showers in the 120° opposite the potential muon. For 

reasons stated above, this cut was also applied only for showers with Ilr > 3 Ge V / c. 

Corrections for Muon Cuts 

In order to correct for the improper rejection of photons by the various muon 

cuts, the following procedure was followed: 

1) Using particularly harsh versions of the other muon-rejecting cuts, 

acquire a pure sample of photons containing a negligible amount of 

muons, which is unbiased with respect to the cut in question. (For 

example, reduce the coincidence requirements on the veto walls.) 

2) Apply the muon rejection criterion in question to this photon sample, 

and calculate the correction as the fraction of photons cut. 

3) Investigate the potential Ilr and rapidity dependence of the cuts. 

9 These comments are not strictly true when kT is considered, but the general 
argument remains valid. 
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The product of the corrections for the muon cuts is ~5% around 4 GeV /c pT 

both for 7ro and T/ mesons and for direct photons. The functional dependence of 

the corrections is the same for 7r
0 's and T/'s: at ni.'s above 7 GeV /c, the correction 

is ~9%. The direct photon correction, instead of increasing with Pr' decreases to 

less than !% for :nr's above 7 GeV /c. 

5.5.3 Energy Asymmetry Cut 

The neutral meson analyses depend on the reconstruction of the two decay 

photons (from 7ro ~ II and T/ ~ II). The energy asymmetry of the photon pair 

is defined as 

A= IE1 - E21 
Ei +E2 

(5.5) 

where Ei and E2 are the energies of photons 1 and 2. Using the kinematics of the 

Lorentz boost, it can be shown that 

A= f3 cos()* (5.6) 

where ()* is the angle between the direction of meson propagation in the lab frame 

and the direction of decay photon emission in the meson center-of-mass frame, and 

for our purposes, f3 ~ 1. Since spin-0 mesons decay isotropically, the distribution 

of cos(()*), and therefore that of energy asymmetry, is essentially fl.at. 

Figure 5.16 shows the effect of requiring A :S 0.75 on the II mass distribution 

in the 7ro ~nd 'r/ mass regions. This energy asymmetry requirement clearly enhances 

the signal to background ratio. Since the correction for an asymmetry cut is trivial, 

and the requirement significantly improves the signal-to-noise ratios, the 7ro and 

T/ analyses included a cut of A :S 0. 75, and a corresponding correction factor of 

1.333. 
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Figure 5.16 The II mass distribution before (solid) and after (dashed) an 

asymmetry cut of 0. 75 from the 1991 data. The signal-to-noise ratio 

is significantly enhanced. 

5.5.4 Longitudinal Shower Development Cut 

Hadronic showers tend to develop more slowly than those precipitated by 

electrons and photons. More definitely, an electromagnetic shower which deposits 

less than 80% of its energy in the front section of the EMLAC is relatively rare, as 

opposed to hadronic showers which frequently have more than half of their energy 

in the back section, as shown in Figure 5.17. Therefore, for the purpose of hadron 

rejection, a requirement that 

Errant > 0_2 
Etotal 

(5.7) 

was imposed for these analyses, and the correction for this cut was a component 

of the reconstruction efficiency calculated from the Monte Carlo (see Section 5.4). 



Analysis 103 

A further benefit of this cut was additional muon rejection; this is due to the 

fact that, since the back section of the EMLAC has twice as many layers as the 

front, showers associated with muon bremsstrahlung will frequently have small 

ErrontfEtotal ratios. 

5. 5. 5 The Fiducial Gut and the Geometric Acceptance Correction 

Showers that impinged near the edges of the live portions of the EMLAC lost 

a fraction of their energies to dead regions, causing both the energy and position 

of the reconstructed showers to be compromised. For this reason, the requirement 

that the shower location be at least two strips away from any octant edge was 

imposed. In addition, this fiducial cut rejected showers closer than two strips from 

the partial strips in the outer r. Figure 5.18 is a scatter plot of the positions of 

photons from 7r0 's which pass the fiducial cut. 

A simple Monte Carlo was employed in order to correct for situations in which 

one or both of the photons from a meson decay were outside the fiducial volume 

of the EMLAC. 7ro and 1J mesons were generated, and then allowed to decay with 

asymmetries less than 0. 75. The resulting photons were then projected to the face 

of the EMLAC. The ratio of the number of mesons for which both photons passed 

the fiducial cut and impinged on the same octant to the number of generated 

mesons provided the geometrical acceptance correction, which was binned in 

the transverse momentum, the lab-frame pseudorapidity, 10 and the longitudinal 

location and transverse offset (relative to the beam axis) of the vertex. The 

geometric acceptance correction for a given event was calculated by interpolation 

between the values for bins in these four input variables. Determination of the 

10 The lab-frame pseudorapidity was used to allow this calculation to be valid 
irrespective of the incident beam type. 
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Figure 5.17 The Erront/Etotal distribution for showers associated with all tracks 

(top) and electrons only (bottom). A shower with large ErrontfEtotal 

is likely to be of electromagnetic origin. 
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Figure 5.18 The fiducial volume of the EMLAC. Plotted here are the positions of 

photons from 7r
0 's which satisfy the fiducial requirement. 
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geometric acceptance for single photons followed the same general procedure, with 

the simplification that only one photon need pass the fiducial cut. Figure 5.19 

compares the 7ro, 'r/, and single photon acceptance versus rapidity, for two bins in 

meson transverse momentum, averaging over vertex position. 

5.5.6 The Corrections for Photon Conversion and Beam Absorption 

Photons originating at or near a vertex within the target region had a 

significant amount of material to traverse before being detected by the EMLAC. 

Some fraction of these photons therefore converted to e+e- pairs while passing 

through matter associated with the target or the spectrometer. If this conversion 

occurred before the magnet, the trajectories of the electron and positron diverged 

and a photon was not directly reconstructed in the EMLAC. For this reason, it 

was necessary11 to correct for the fraction of mesons or direct photons lost due to 

the conversion of one or more photons before the downstream end of the magnet. 

To this end, a comprehensive list of materials, their properties, and their 

positions was compiled, and each surviving photon (meson) entry in the cross 

section calculation was weighted to account for the fraction of entries lost due to 

conversion, based on the material through which the photon( s) passed. 

A similar method was used to compute the correction for beam absorption. 

The weight applied to a cross section entry was the inverse of the calculated 

fraction of beam not absorbed by materials (i.e. SSD's, targets, etc.) upstream 

of the reconstructed vertex. 

11 Actually, if both the electron and positron showers were reconstructed 
properly, the photon could still be found. However, the conversion correction 
method used in this analysis had lower associated uncertainties. 
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Figure 5 .19 The geometric acceptance for single photons (thick histogram) and 7ro 

and 17 mesons at high and low ~ (thin solid and dashed histograms, 

respectively). The abscissa is the center-of-mass rapidity, and the 

dotted lines at Y CM = ±0. 75 delimit the rapidity region used in this 

analysis. 



Analysis 108 

Target Configuration Beam Conversion 
and Material Absorption (per photon) 

Be 1.06 1.09 
1990 7r-

Cu 1.02 1.19 

H 1.04 1.11 

1991 7r- Be 1.08 1.08 

Cu 1.01 1.16 

H 1.03 1.11 

1991 p Be 1.08 1.08 

Cu 1.01 1.16 

Table 5.3 Average weight for beam absorption and photon conversion for the 
various materials in the 1990 and 1991 target configurations. 

The size of each of these corrections is dependent on the reconstructed vertex 

position and, for conversions, the reconstructed photon position. Table 5.3 con­

tains average weights for the various targets in the 1990 and 1991 configurations. 

5.5.1 The Reconstruction Efficiency 

As mentioned above, one of the primary purposes for the significant effort 

expended on the Monte Carlo simulation of our data was to provide a means of 

studying the efficiency of our reconstruction of mesons and photons. To calculate 

the 7ro I 'fl I/ reconstruction efficiency, a sample of Monte Carlo 7ro I 'fl I 'Y events 

satisfying certain criteria was assembled. These criteria included the asymmetry 

cut for the mesons and the requirement that decay or direct photons were within 

the EMLAC's fiducial volume and that they did not convert in front of the 
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magnet; by imposing these criteria on the sample used, double-correction for 

these effects was avoided. Using this sample and binning in both transverse 

momentum and rapidity, the reconstruction efficiency was then calculated as 

the ratio of the number of reconstructed 7ro /rJ/'y's to the number of generated 

7ro /rJ/1's. The reconstructed events in this ratio were required to satisfy two 

additional requirements. The first, which required Efront/Etot > 0.2 for each 

photon, was included in order to correct for photons removed by this hadron­

rejecting cut. The second required that the calculated trigger efficiency for the 

trigger octant be greater than ten percent. In order to avoid fluctuations due to 

excessively large trigger weights on individual events, this method corrected by 

an appropriate average. 

As shown in Figure 5.20, the untriggered 7ro reconstruction efficiency dips 

both at high ~ in the forward rapidities and at low pT in the backward rapidities. 

The former is due to the coalescence of the two photons. (In the inner portions 

of the detector, the distance between the two photons from 7ro decay is quite 

small, frequently causing the two photons to be reconstructed as a single photon.) 

The latter case is due to the fact that low-~ objects in the outer portion of the 

detector have relatively low energies and are therefore more difficult to reconstruct. 

The "untriggered" efficiencies are those calculated without invoking the minimum 

trigger efficiency requirement discussed above. Of course, introduction of the 10% 

trigger efficiency cutoff into the calculation decreased the calculated reconstruction 

efficiency at ~'sat or below the trigger threshold. The 7ro reconstruction efficiency 

for the SINGLE LOCAL HIGH trigger is shown in Figure 5.21. 

It should be stressed that the reconstruction efficiency also accounts for 

differences between generated and reconstructed variables. Specifically, given 

a sharply falling pT spectrum and a non-negligible energy resolution, any given 
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Figure 5.20 The untriggered 71"0 reconstruction efficiency (and unsmearing correc­

tion) for the proton beam data as a function of transverse momentum 

and rapidity. Note the suppressed zero. 
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Figure 5.21 The SINGLE LOCAL HIGH trigger 7ro reconstruction (and unsmearing 

correction) efficiency for the proton beam data as a function of 

transverse momentum and rapidity. Note the suppressed zero. 
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reconstructed pT corresponds more frequently to a lower generated pT than to a 

higher one. Calculating the reconstruction efficiency in the method described 

above effectively corrects for the effects due to this sort of resolution smearing. 

The single photon reconstruction efficiency, shown in Figure 5.22, is dominated 

by this "unsmearing." 

5.5.8 Selection of Valid Trigger Ranges 

At sufficiently low P.r' despite all trigger corrections, any given LAC trigger 

becomes systematically unreliable. That point in pT is dependent both on position 

(octant and rapidity) and time (run number). For this reason, it was necessary to 

construct a map which indicated which trigger was to be used in the cross section 

analysis for any given location in the detector during any given run. This map 

was constructed by looking at cross sections as a function of rapidity, transverse 

momentum, and trigger type. Where a higher-threshold trigger could be shown 

to be relatively free of trigger bias when compared to a lower-threshold trigger, 

the higher-threshold trigger, and the accompanying higher levels of statistics, 

was chosen. In addition, the trigger map contained information to statistically 

correct for "dead" regions of the EMLAC trigger, regions which were not reliable 

for measurements at any P.r· Thus the trigger map provided the means to keep 

systematics to a minimum, while maximizing the use of available statistics. 

It should be noted that one may not be able to minimize the overall (statistical 

E9 systematic) uncertainty for all measurements using a single trigger map. 

Although a single trigger map is used for most calculations, rare exceptions do 

exist. One such example involves the rJ/7r measurement in the 1991 data. In 

the 1991 data, the trigger corrections for the LOCAL GLOBAL LOW trigger have 

not been computed. However, the global structure of this trigger provides better 

acceptance for 'r/'s due to the relatively large separation of the 'r/ decay photons. 
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Figure 5.22 The SINGLE LOCAL LOW trigger single photon reconstruction effi­

ciency (and unsmearing correction) for the proton beam data as a 

function of transverse momentum and rapidity. Note the suppressed 

zero. 



Analysis 114 

In addition, the prescaling factor of the LOCAL GLOBAL LOW was smaller than 

that of the SINGLE LOCAL LOW. Since in the 'f//7r measurement, the inefficiencies 

(as a function of pT) in the LOCAL GLOBAL LOW largely cancel, use of a trigger 

map which included the LOCAL GLOBAL LOW trigger at low pT reduced the overall 

uncertainty on the measurement of the 'T// 7r measurement. 

5.5.9 The Beam Contamination Correction 

The possibility of muon contamination in the secondary beams was investi­

gated by the author [34]. The forward calorimeter was used as an instrumented 

beam dump during the taking of two sets of data. Running with the collimators 

closed provided the first data set and the second data set was acquired under 

normal beamline conditions. By applying appropriate cuts on the trigger scintil­

lator signals, events used in this analysis were required to have one non-interacting 

beam particle. The collimator-closed sample was used to isolate and define a muon 

signature in the FCAL, and a search for this signature in the data acquired under 

normal running conditions provided an estimate of the muon contamination of 

the beam for both secondary beam types: for 7r- data, the muon contamination 

level was 0.5%, and for the positive polarity secondary beam the contamination 

was measured to be 0.3%. 

5. 5.10 The Pointing-Track Cut 

The EMLAC does not provide information concerning the electric charge of 

the particle precipitating the shower. Electrons or other charged particles from 

hadronic decays potentially contribute to meson and direct photon backgrounds. 

For the 7ro analysis, the effect of charged particles may be minimized by using the 

mass distribution of the signal and the background. The direct photon analysis, 

however, is not similarly protected. In addition, charged particles have been 
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shown to adversely affect the 'f/ analysis, due to the following scenario. Photons 

converting before the magnet produce widely separated e+ and e- showers. If 

these showers are reconstructed with the assumption that each was due to a 

photon originating from the vertex, the "11 mass" tends to occur near the high­

mass tail of the 'f/ signal. 

For these reasons, it is beneficial to utilize the tracking system to identify 

showers due to charged particles. Figure 5.23 is the result of projecting 

reconstructed tracks to the face of the EMLAC and plotting the square of the 

distance between showers and the closest charged particle. For all three analyses, 12 

showers having a pointing track within 1 cm were not considered photons. The 

occurrence of accidental overlap between photon showers and charged tracks was 

relatively rare. Using the 7l'o signal as a gauge, a weight was applied to correct 

for exclusion of real photons. For the 1990 data, the correction for mesons varied 

slightly with pseudorapidity from 1.5% to 3.0%; in 1991, the meson corrections 

were in the range 1.8 to 3.9%. The corrections for photons were calculated as the 

square root of the corresponding meson correction. 

5. 5 .11 Normalization 

In order to calculate an absolute cross section, it is necessary to acquire a 

count of the beam particles impinging on the target while the experiment was 

"live" (ready to take data). This "Live Triggerable Beam" count, N1TB, was 

calculated run by run using several scaled quantities. 

N1TB = fc1EANINT · fcoMPUTERREADY · fPRETLIVE · fTRIGGERLIVE · NBEAMl·BH 

(5.8) 

12 The 7l'o was included for consistency. 
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Figure 5.23 The distribution of ~R2 , the square of the distance (at the face of 

the EMLAC) between a photon shower and the projected position of 

the nearest charged track. 
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• fcLEANINT is the correction for the fraction of the interactions vetoed 

by the CLEANINT requirement. 

• fcoMPUTERREADY is the fraction of clean interactions for which the 

data acquisition system was ready to accept triggers. 

• fPRETLIVE corrects for the dead time due to occasions when a 

PRETRIGGER decision cannot be made because the PRETRIGGERlogic 

is already busy evaluating a previous interaction. 

• fTRIGGERLIVE is the fraction of interactions surviving the trigger­

related vetoes such as signals from the veto walls, early Hr' or SCRKILL. 

• NBEAMl·BH is the number of occurrences of BEAMl · BH, which is the 

fundamental count of the incident beam. 

Since fTRIGGERLIVE has elements which vary from octant to octant, the 

normalization was evaluated for each octant independently. 

5.5.12 Meson Signal Definition 

The // mass distributions in the 7l'o and 'f/ signal reg10ns are shown in 

Figures 5.24 through 5.26, where all cuts, corrections, and weights have been 

applied. The method used to measure the meson signals was as follows: 

1) Delineate a // mass band containing the meson signal. 

2) Define "side-band" regions (i.e. regions to either side of the signal 

region) which contain background // combinations similar to those 

underneath the signal peak. The width of the sidebands (together) is 

chosen to match the signal band width. 

3) Sum the weighted// combinations from the signal region and subtract 

from this total the weighted side-band combinations. 
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Figure 5.24 For the 1990 7r- beam data, the // mass distribution for two pT 

ranges in the 7ro and T/ meson signal regions. The full set of cross­

section weights have been applied to the events entered into these 

plots. Note that these plots are not background subtracted. 
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Figure 5.25 For the 1991 7r- beam data, the II mass distribution for two pT 

ranges in the 7ro and 'T/ meson signal regions. The full set of cross­

section weights have been applied to the events entered into these 

plots. Note that these plots are not background subtracted. 
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Figure 5.26 For the 1991 530 GeV /c proton beam data, the II mass distribution 

for two Pr ranges in the 7ro and 1J meson signal regions. The full set 

of cross-section weights have been applied to the events entered into 

these plots. Note that these plots are not background subtracted. 
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Signal Side-bands (MeV /c2) 
Meson 

(MeV /c2
) Low Mass High Mass 

7ro 100-180 70-100 190-240 

T/ 450-650 350-450 650-750 

Table 5.4 Signal and sideband mass ranges for ?ro and T/ meson analysis. 

The use of this technique13 effectively accounts for the uncorrelated 'Y'Y background 

observed under the signal peaks. The signal and sideband mass regions are 

displayed in Table 5.4. 

5. 5.13 Direct Photon Signal Definition 

A direct photon candidate in the E706 data sample comes from an event 

satisfying all the criteria discussed in the above sections. In addition, such 

a photon does not combine with another photon in the octant to form a 

reconstructed 7ro or T/ with an asymmetry within a certain range. As described 

throughout this thesis, during all stages of this experiment, from detector 

design and construction to data reconstruction and analysis, significant efforts 

were invested to minimize the number of unreconstructed mesons resulting in 

background to the direct photon signal. Despite the success of these efforts, 

some fraction of the direct photon candidates were actually photons from the 

electromagnetic decay of various particles (mostly 7r
0 's). 

13 Incidentally, the technique of fitting the signal over background has been 
shown to give results consistent with the above method. However, since side­
band subtraction is both easily automated and generally robust, it remains the 
method of choice. 
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The Herwig Monte Carlo described earlier was used to estimate the fractional 

contribution from these "fake direct photons." Using the full set of reconstruction 

and analysis techniques described above, the direct photon candidate spectrum 

was measured from Monte Carlo samples containing no generated direct photons. 

A "/fake/'1r" ratio was calculated by dividing this distribution by the 7ro 

distribution from the same Monte Carlo events. The /fake/7r was fit in Pr 

and rapidity, and the resulting function was multiplied by the 7ro cross section 

measured in the data. This product was subtracted bin by bin from the weighted 

direct photon candidate distribution to statistically subtract the backgrounds to 

the direct photon signal. 

Two techniques were used to define direct photon signals in this analysis. 

Denoted 758 and 90N, these two techniques differed in two respects. First, the 

numerical portion of the labels of the two techniques refers to 100 times the 7ro 

asymmetry cut: a photon which, when associated with any other photon in the 

octant, forms a // pair with mass in the 7ro signal band and with asymmetry 

less than this cut was not considered a direct photon candidate. (For example, 

a photon forming a 7ro with asymmetry 0.8 would be cut from the direct photon 

sample in the 90N scheme; however, the 758 scheme would retain this photon as 

a direct photon candidate.) In both cases, the cut on 17 candidate asymmetry 

was 0. 75. The second difference between the two schemes concerns the fact that 

by removing all direct photon candidates which form // mass combinations in 

the meson signal regions, one is ignoring the fact that some of the background 

underneath the signal could be due to direct photons in combination other photons 

in the octant. In the "8" scheme, therefore, direct photon candidates in the meson 

side-bands are weighted by a factor of 2 to correct for the removal of direct photons 

in the 7ro background under the signal. The "N" technique does not. Of course, 

the reconstruction efficiencies and /fake/7r ratios for the two schemes are calculated 
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independently to properly correct for the different efficiencies and contamination 

rates. Although the /fake/7r ratios and reconstruction efficiencies of the 758 and 

90N techniques differ by as much as 30% and 10% respectively, the corrected 

cross sections obtained agree to within ~7%, well within the quoted systematic 

uncertainty of ~10 - 15%. The direct photon results presented in the following 

chapter were obtained using the 90N direct photon definition. 

For the 7r- and proton beams, respectively, Figures 5.27 and 5.28 show the 

unsubtracted / /7r along with the /fake/7r versus pT, for the 90N direct photon 

definition. 

5.5.14 Cross Section Calculation 

The invariant cross section per nucleon for inclusive particle production can 

be expressed as 

where 

N~rr(:(:lr, Y CM) 

NLTB 

• ..6..pT is the width of the transverse momentum bin 

• ..6.. Y CM is the width of the center-of-mass rapidity bin 

• p is the target density 

• 1 is the target length 

• NA is Avogadro's Number 

• NLTB is the live triggerable beam defined in Section 5.5.11 

(5.9) 

• N~rr is the corrected number of occurrences of particle X m the 

specified pT and Y CM bin. 

The corrections, excluding background subtraction, applied to acquire N~rr 

are listed, along with their values and the variables upon which they depend most 

strongly, in Table 5.5. 
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Figure 5.27 For the 515 GeV /c 7r- beam incident on beryllium, the unsubtracted 

/ /7r along with the corresponding /fake/7r computed from the Monte 

Carlo. 
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Figure 5.28 For the 530 GeV /c proton beam incident on beryllium, the 

unsubtracted / /7r along with the corresponding /fake/7r computed 

from the Monte Carlo. 
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Correction Range Dependencies 

Muon Bremsstrahlung 1.00 - 1.09 pT, YcM 

Pointing Track 1.01 - 1.04 YcM 

Trigger Weights 1.0 - 1.5 Pr' YcM 

Transverse Target 1.00 - 1.35 target, configuration 

Vertex-related Weights 0.95 - 1.09 target, configuration 

Muon Contamination 1.003, 1.005 p, 7r- incident beam 
I 

Branching Ratio 1.012, 2.571 7ro, T/ production 

Asymmetry 1.333 meson production 

Geometric Acceptance (See Figure 5.19) 

Reconstruction Efficiency (See Figures 5.20 - 5.22) 

Beam Absorption (See Table 5.3) 

Photon Conversion (See Table 5.3) 

Table 5.5 Corrections applied to the meson and direct photon cross sections. 
Ranges or values of the corrections are given, along with the variables 
upon which the corrections depend most strongly. References are 
given to corrections tabulated or displayed elsewhere. 
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5.5.15 Combining 1990 and 1991 7r- Beam Results 

As is clear from Table 5.1, 515 GeV /c 7r- data were taken during both the 

1990 and 1991 runs. To account for differences in the experimental apparatus, the 

two samples were analyzed independently. Since, however, the two samples can 

be used to measure the same quantities (except for the additional hydrogen-target 

information in 1991), statistical combination of the 1990 and 1991 7r- samples is 

desirable. 

Many of the corrections which are expected to differ between the samples 

(trigger efficiencies, energy scale, etc.) were calculated independently. At this 

time, however, a few corrections for the 1991 7r- sample have not yet been 

independently evaluated. To compensate for these, corrections from samples 

expected to have very similar values to the 1991 7r- sample were used. The 

//7r associated with the 1990 7r- sample and the efficiencies and muon corrections 

calculated for the 1991 proton sample were used for the 1991 7r- beam cross 

section measurements. 

Figure 5.29 shows the ratios of cross sections measured using the 1990 and 

1991 7r- data samples. The agreement in the the cross sections measured 

from the two samples is quite impressive, well within the quoted systematics 

of our measurements. Shape differences between these measurements in various 

projections have been taken into account in the calculation of systematic 

uncertainties. 

The good agreement between the 1990 and 1991 result improves the confidence 

m our measurements and permits the combination of the two samples. In 

most regions in pT and Y CM, the 1990 sample, which has significantly greater 

sensitivity, dominates the measurement. However, in certain low-pT regions, the 



Analysis 128 

1991 analysis utilized a trigger with a smaller prescale factor; in such cases, the 

1991 measurement dominates the combined result. 
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Figure 5.29 Ratios of direct photon (top) and 7ro (bottom) cross sections 

obtained from the 1991 (numerator) and 1990 (denominator) 7r­

beam incident upon beryllium, showing very good agreement between 

these independent measurements. Error bars represent statistical 

uncertainties only. 
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Chapter 6 Neutral Meson and Direct Photon Results 

The following sections contain the results obtained via the methods described 

in the previous chapter. The first section presents the 7r
0 , 'TJ, and direct photon 

cross sections. The next two sections show the measurement of the 7J/7r ratio and 

the ratios of cross sections from the two beams. The fourth section presents an 

analysis of the nuclear dependence of the various production spectra. The fifth 

and sixth sections utilize the measured nuclear dependence in the comparison 

of E706 results to measurements made by other experiments and to Next to 

Leading Log (NLL) QCD calculations, respectively. The uncertainties quoted 

in the plots and tables of the first six sections are statistical only; the seventh 

section contains a discussion of the systematic uncertainties. The final section 

presents the conclusions of this analysis. 

6.1 Invariant Cross Sections 

This section contains graphical projections of the inclusive cross sections 

measured for the production of 7r
0 's, 'T/'s, and direct photons by 515 GeV /c ?r­

and 530 Ge V / c proton beams incident upon hydrogen, beryllium, and copper 

targets. (The cross-section data in these plots are presented in tabular form in the 

appendix.) The fractional uncertainties in the low-Pr cross-section measurements 

are larger than those at higher pT because the reconstruction efficiency corrections 

for the low-Pr data are extrapolations. As a consequence, certain low-pT data are 

shown in the cross-section plots for illustration purposes and excluded from the 

detailed tables. 

Figures 6.1 through 6.6 display the cross sections versus transverse momen­

tum. These measurements are averaged over the center-of-mass rapidity interval 
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-0.75 < Y CM < 0.75. The abscissa value for each of the points was determined 

by computing the average Pr in the bin based on an exponential fit to the cross 

section. From these plots, a number of generalizations can be made. Each of 

these cross sections is a steeply falling function of pT, with the slope becoming less 

extreme with increasing Pr· As one would expect, the cross section (per nucleus) 

at a given pT is larger for nuclei with higher atomic mass; the shapes of the cross 

section as functions of pT, however, are quite similar for data from each of the three 

targets. The cross sections for incident 7r- are less steep than the corresponding 

cross sections from proton beam. For both beam types, the T/ production rate is 

roughly half that of 7r
0 's at any given pT, whereas the slope of the direct photon 

cross sections is significantly less steep than that of the corresponding 7ro. 

Figures 6. 7 through 6.9 present the rapidity dependence of the cross section 

(using the high-statistics beryllium-target sample) in several pT bins. In general, 

the rapidity distributions are relatively fl.at at the lowest Pr's. Progressively 

higher Pr bins show more strongly peaked rapidity distributions. The proton 

data is generally centered on Y CM = 0, but the cross sections for incident 7r- are 

significantly shifted toward forward (or positive) rapidities. This is not surprising, 

since partons in the 7r- meson (having two valence quarks) would be expected to 

have a harder distribution than the partons in the target baryon (with its three 

valence quarks). 
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Figure 6.1 The invariant differential inclusive 7ro cross sections per nucleus as 

functions of the 7ro transverse momentum for 515 GeV /c 7r- beam on 

copper, beryllium, and hydrogen targets. 
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Figure 6.2 The invariant differential inclusive 7ro cross sections per nucleus as 

functions of the 7ro transverse momentum for 530 Ge V j c p beam on 

copper, beryllium, and hydrogen targets. 
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Figure 6.3 The invariant differential inclusive 17 cross sections per nucleus as 

functions of the 1J transverse momentum for 515 Ge V / c 7r- beam on 

copper, beryllium, and hydrogen targets. 
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Figure 6.4 The invariant differential inclusive 11 cross sections per nucleus as 

functions of the 1J transverse momentum for 530 Ge V / c p beam on 

copper, beryllium, and hydrogen targets. 
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Figure 6.5 The invariant differential inclusive direct photon cross sections per 

nucleus as functions of the direct photon transverse momentum for 

515 GeV /c 7r- beam on copper, beryllium, and hydrogen targets. 
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Figure 6.6 The invariant differential inclusive direct photon cross sections per 

nucleus as functions of the direct photon transverse momentum for 

530 GeV /c p beam on copper, beryllium, and hydrogen targets. 
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Figure 6.7 The invariant inclusive 7ro cross section per nucleon for 515 GeV/c 

7r- (left) and 530 Ge V j c proton (right) beams incident on beryllium, 

as a function of Y CM for several pT intervals. 
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Figure 6.8 The invariant inclusive 17 cross section per nucleon for 515 Ge V / c 7r­

(left) and 530 Ge V / c proton (right) beams incident on beryllium, as 

a function of Y CM for several pT intervals. 
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Figure 6.9 The invariant inclusive direct photon cross section per nucleon for 

515 GeV/c 71"- (left) and 530 GeV/c proton (right) beams incident 

on beryllium, as a function of Y CM for several pT intervals. 
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6.2 The 'f//7r0 Ratio 

Figure 6.10 displays the ratios (as functions of pT) of the 'f/ and 7ro cross sections 

for both the 7r- and proton beams incident on beryllium. The measured 'f//7r0 ratio 

does not show a significant dependence on Pri for Pr> 3.5 GeV /c, 

'f//7r = 0.48 ± 0.01 for 7r-Be interactions 

'fJ/7r = 0.44 ± 0.01 for pBe interactions 

as determined by the fits shown. The mean values obtained are compared to 

measurements by other experiments in Figure 6.11; the E706 'f//7r0 ratios are 

consistent with the other measurements. 

6.3 Beam Particle Dependence 

Figure 6.12 presents ratios of direct photon (and 7r0 ) production cross sections 

from the negative pion and proton beams incident on beryllium. . Both the 

direct-photon and the 7ro cross-section ratios rise with increasing pT; this trend 

is consistent with the expectation that the parton momentum distribution should 

be harder in the 7r- than in the proton, just from considerations of the number 

of valence quarks. 
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Figure 6.10 The ratio as a function of Pr- of the 'r/ and 7ro cross sections for 

515 GeV /c 7r- beam (top) and for 530 GeV /c proton beam (bottom) 

on the beryllium target. The ratio is essentially independent of pT; 

the dashed line indicates the measured ratio. 
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Figure 6.11 The 'TJ / 7r
0 ratio versus mean XT = 2pT/ y's for measurements made 

by various experiments. The overall trend is relatively flat and the 

E706 points are quite consistent with other measurements in our XT 

reg10n. 
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Figure 6.12 The ratio of the cross section from 515 GeV /c 7r- beam and 

530 Ge V / c proton beam on beryllium for direct photons (top) and 

7r
0 's (bottom). 
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6.4 Nuclear Dependence 

The cross-section measurements in the Section 6.1 were presented in units of 

pb/GeV2 per nucleus. To first order for hard scatters, one would expect that the 

cross sections from a given target nucleus would scale with the number of nucleons 

in the target nucleus. There are, however, effects such as multiple scattering of 

partons within a nucleus which could alter these naive expectations. As discussed 

in Section 1.2.3, the nuclear dependence of a cross section may be parametrized as 

in Equation (1.6). Given cross-section measurements from any two targets, here 

labeled Tl and T2, one can rewrite the formula as 

O"Tl AT1 
a=l+ln-/ln-A 

D"T2 T2 
(6.1) 

where o-x is the cross section per nucleon for target X. 

Equation (1.6) does not necessarily hold for all nuclei. One may expect small 

differences in measured cross sections depending on the relative populations of 

protons and neutrons in the target nuclei. (For example, for both copper and 

beryllium, Z/ A ~ 0.45, whereas for hydrogen, Z/ A = 1.) In addition, the nucleons 

in copper and beryllium nuclei are constantly interacting, quite unlike the isolated 

proton which makes up a hydrogen atom's nucleus. Thus, it is quite reasonable 

to use the copper and beryllium data to determine O'.Be/Cu, and then compare the 

result to the measured cross section for the hydrogen target. 

Figures 6.13 and Figure 6.14 display aBe/Cu measured for ?ro production by 

the proton and pion beams, respectively, versus pT and Y CM· Figures 6.15 through 

Figure 6.18 show the measured aBe/cu's for 17's and direct photons. At high Pr' 

aBe/Cu exceeds one, consistent with the hypothesis of multiple scattering in the 

nucleus. The dashed lines are one-parameter fits to the measurements over the 
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Beam Particle aBe/Cu 

I 1.06 ± 0.01 

7r- (515 GeV /c) 7ro 1.114 ± 0.005 

'f/ 1.16 ± 0.03 

I 1.07 ± 0.01 

p (530 GeV /c) 7ro 1.133 ± 0.004 

'f/ 1.13 ± 0.04 

Table 6.1 The nuclear-dependence parameter aBe/Cu measured 
and direct photon production by 7r- and p beams. 
uncertainties only.) 

for 7ro, 'f/, 

(Statistical 

range indicated. For production of both mesons and direct photons by positive 

and negative beams, aBe/Cu does not appear to depend strongly on Y CM· 

Table 6.1 summarizes the results of the aBe/Cu fit values for ~ > 4 GeV /c. 

The cross-section enhancement due to nuclear effects is approximately twice as 

large for the mesons as it is for the direct photons. This observation is also 

in accord with the hypothesis that the nuclear dependence is due to multiple 

scattering at the parton level. Rescattering of the incident parton occurs in both 

meson and direct-photon production; after the interaction, however, the direct 

photon does not rescatter, whereas the parton which fragments to an observed 

meson has the potential for rescattering within the nucleus. 

Figure 6.19 compares the pT dependence of the measured aBe/Cu for 7ro 

production by the 530 Ge V / c 7r- beam with that of the a measured by Frisch et 

al. [9] for charged pion production by 200 GeV /c 7r- beam. The measurements 

are quite consistent at all ~'s. The lowest-pT E706 data shown is from a separate 
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analysis [35]. These data show that at relatively low ~' the measured o:Be/Cu is 

less than unity, as expected from nuclear shadowing. 

Figure 6.20 compares the measured direct photon o:Be/Cu to calculations 

performed by Guo and Qiu [10]. The calculated result is consistent with the 

data to within the uncertainties. 

Figures 6.21 and 6.22 use the model in Equation (1.6) to extrapolate from 

the cross sections measured on beryllium and copper targets to the cross section 

measured on the hydrogen target. For both beam polarities, the hydrogen-target 

cross section is larger than the extrapolated result but within ~10% of the that 

result. As discussed previously, one might expect some differences, since the 

hydrogen nucleus does not contain any neutrons and since its lone proton is 

not constantly interacting with other nucleons. However, the current level of 

systematics1 associated with target definition and vertex-finding (especially for 

the hydrogen target) do not preclude consistency. 

1 See Section 6.7.2. 



Neutral Meson and Direct Photon Results 148 

= 1.4 
~ 

<!) 

i::Q 1.3 t5 
a = a0 A a T t for Be and Cu Targets 

0 arge 
1t production by 515GeV/c1t- beam 

1.2 ClpIT = 1.114 ± 0.005 

1.1 

1.0 

-+--+--+--+--+-~~=-i-=~----t--------r---

0.9 
-0.75 < y < 0.75 

0.8 
1 2 3 4 5 6 

= 1.4 
~ 

<!) 

i::Q 1.3 t5 

1.2 

1.1 

1.0 

0.9 

0.8 
4.0 < T < 4.5 GeV/c 

-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 

YCM 

Figure 6.13 The nuclear-dependence parameter aBe/Cu as a function of pT and 

rapidity for 7ro production by 515 GeV /c 71"- beam. The dashed lines 

represent the mean value over the range indicated. (See Table 6.1.) 
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cr = cr0 A a Target for Be and Cu Targets 
n° production by 530 Ge V /c p beam 
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Figure 6.14 The nuclear-dependence parameter aBe/Cu as a function of pT and 

rapidity for ?ro production by 530 Ge V / c proton beam. The dashed 

lines represent the mean value over the range indicated. (See 

Table 6.1.) 
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Figure 6.15 The nuclear-dependence parameter l¥Be/Cu as a function of pT and 

rapidity for rJ production by 515 GeV /c 7r- beam. The dashed lines 

represent the mean value over the range indicated. (See Table 6.1.) 
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Figure 6.16 The nuclear-dependence parameter aBe/Cu as a function of pT and 

rapidity for T/ production by 530 Ge V / c proton beam. The dashed 

lines represent the mean value over the range indicated. (See 

Table 6.1.) 
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cr = a0 A a Target for Be and Cu Targets 
Direct photon production by 515 GeV/c n:- beam 
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Figure 6.17 The nuclear-dependence parameter aBe/Cu as a function of ~ and 

rapidity for direct photon production by 515 GeV /c 7r- beam. The 

dashed lines represent the mean value over the range indicated. (See 

Table 6.1.) 
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Figure 6.18 The nuclear-dependence parameter aBe/Cu as a function of pT and 

rapidity for direct photon production by 530 Ge V / c proton beam. 

The dashed lines represent the mean value over the range indicated. 
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(See Table 6.1.) 
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Figure 6.19 A comparison of the nuclear-dependence parameter a measured for 7ro 

production by a 515 GeV /c 7r- beam and for charged pion production 

by 200 GeV /c 7r- beam. The 515 GeV /c results are those measured 

in this thesis with additional low-pT points from the low-bias trigger 

analysis by Kuehler [35], and the 200 GeV /c results were measured 

by Frisch et al. [9]. 
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Figure 6.20 aBe/Cu measured for direct-photon production by 515 GeV /c 7r­

beam (top) and by 530 GeV/c proton beam (bottom), compared to 

theoretical expectations [10]. 
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Figure 6.21 The hydrogen-, beryllium-, and copper-target cross sections per 

nucleon for 7ro and direct-photon production by 515 Ge V / c 7r- beam 

averaged over -0.75 < Y CM < 0.75 and Pr> 4 GeV /c. The dashed 

lines are fits to the copper and beryllium data; the slope of the line 

is a:Be/Cu - 1. 
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Figure 6.22 The hydrogen-, beryllium-, and copper-target cross sections per 

nucleon for 7ro and direct-photon production by 530 Ge V j c proton 

beam averaged over -0.75 < YcM < 0.75 and Pr> 4 GeV/c. The 

dashed line are fits to the copper and beryllium data; the slope of the 

line is O'.Be/Cu - 1. 
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6.5 Cross Section Comparisons to other Experiments 

In Figure 6.23, the 7ro cross section from the 515 GeV /c 7r-Be interactions is 

compared to 7ro production by 7r- beams at similar momenta as measured by other 

experiments. The cross sections are presented per nucleon and corrections for the 

nuclear dependence have been applied to results obtained using nuclear targets. 

The E706 measurement, which is the highest vs incident 7r- beam measurement 

to date, clearly has exceptional statistical precision and Pr range. Taking all of 

the data together, a trend toward larger cross sections at larger vs is observed. 

Figure 6.24 similarly compares the 7ro cross section from the 530 Ge V / c proton 

beam incident on the beryllium target to measurements published by various other 

experiments with similar beam momenta. For comparison purposes, the E706 

cross section was measured for the range -0.5 < Y CM < 0.5. The E706 result 

was also corrected by a factor of 1;90:-l so that direct comparison can be made 

with the proton-on-proton results. Once again, a larger vs generally corresponds 

to larger cross sections. 

Figures 6.25 and 6.26 display the measured direct photon cross sections as 

functions of Pr in comparison with direct photon cross sections published by other 

experiments. The E706 515 Ge V / c 7r- beam measurement is the highest vs 
meson-induced direct photon measurement to date. Once again, the E706 data 

has impressive range in pT and relatively high statistics. Although these data are 

integrated over different rapidity intervals, the expected trend toward larger cross 

sections at higher vs is observed in the direct photon data as well. 
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Figure 6.23 7ro production by 7r- beams at various values of JS. Cross sections 

measured by NA24 [36], WA70 [37], Elll [38], and NA3 [39] are 

compared to the E706 results. The uncertainties shown are statistical 

only, and nuclear dependence (where applicable) has been taken into 

account, using the a measured in this analysis. 
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Figure 6.24 Pion production by proton beams at nearby values of .JS. Cross 

sections measured by R806 [40], CCRS [41], CCOR [42], and CP 

[43] are compared to the E706 results_ The uncertainties shown 

are statistical only; in the case of the Chicago-Princeton result, 

the uncertainties shown are the spread in the 7r± results. Nuclear 

dependence has been taken into account for the E706 data. 
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Figure 6.25 Direct-photon production by 7r- beams at various values of .JS. 
Cross sections measured by NA24 [44], NA3 [45], and WA70 [46] are 

compared to the E706 results. The uncertainties shown are statistical 

only, and nuclear dependence (where applicable) has been taken into 

account, using the a measured in this analysis. 



,-.., 10 5 
~ 
0 
(!) -u s 10 4 

;..... 
(!) 
0, 

N 

~ 103 

Q 
..0 
E; 
~ 10 2 

~ 
b 
~ 

"'O 10 
~ 

1 

-1 
10 

-2 
10 

-3 
10 

3 

Neutral Meson and Direct Photon Results 162 

<> Rl 10 y production from pp at -..J s=63 Ge V 
... R806 y production from pp at -V s=63 Ge V 
"' R108 y production from pp at -..J s=62.4 Ge V 
• E706 yproduction from pBe at -'1s=38.8 GeV 
o E706 yproduction from pBe at -'1s=31.6 GeV 

•. o UA6 yproduction from pp at-'1s=24.3 GeV 
0

o~··~ o NA24 yproduction from pp at -'1s=23.8 GeV 

* 0000••( 

+ .fl t 0000 -~ * 
... ~~ 0000 •• ~ + 

I i~~ o o l • e \,i + 
I '• • 'I 0 0 • \ + j + 

t t 0 : • i 

t + 

..- WA 70 y production from pp at -'1s=22.9 Ge V f 
* NA3 yproduction from pC at-'1s=19.4 GeV 
* E629 yproduction from pC at -'1s=19.4 GeV 

4 5 6 7 8 9 10 11 12 

pT (GeV/c) 

Figure 6.26 Direct-photon production by proton beams at various values of ylS. 

Cross sections measured by RllO [47], R806 [48], R108 [49], UA6 

[50], NA24 [44], WA70 [51], NA3 [45], and E629 [52] are compared 

to the E706 results (including preliminary 800 GeV /c results). The 

uncertainties shown are statistical only, and an adjustment for nuclear 

dependence (where applicable) has been made. 
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6.6 Comparison of Cross Sections to NLL QCD Calculations 

Next to Leading Log (NLL) calculations have been performed for 7ro, 'T/, 

and direct photon cross sections for comparison to our data. The theoretical 

calculations for inclusive direct photon cross sections shown in this section were 

performed using a package developed by Qiu (unpublished) which was based on 

an earlier package by Aurenche, et al. [53]. The meson cross-section calculations 

were performed using code due to Aversa, et al. [54]. For both the direct photon 

code and the meson code, the QCD calculations model the beryllium target by 

initiating the hard scatter on a proton i of the time and on a neutron ~ of the 

time. Since this model does not include nuclear effects, the QCD calculations have 

been adjusted for these effects using the measured results reported in Section 6.4. 

Inputs to these calculations include not only the appropriate .JS and ~ and 

Y CM ranges for our data, but also a choice of parton distribution functions 

(PDF's), renormalization scales (µR), factorization scales (mF ), and, for meson 

production, fragmentation functions (FF's) and fragmentation scales (µF ). In 

principle, were the perturbative calculation performed to all orders, the resulting 

predictions should not depend on the choice of scale. One method of measuring the 

sensitivity of the predictions to the various inputs is to perform two calculations, 

holding most inputs constant and using two reasonable choices of scale2 and 

computing the fractional difference in the resulting predictions. Figures 6.27 and 

6.28 use this method to illustrate the sensitivity of the calculated cross sections to 

these scales (top two plots) by holding one or two scales constant and varying the 

other( s) by factors of 2. The bottom plots compare the cross sections obtained 

2 Q = µR = mF = µF = ~ is typically considered the "natural" scale, although 
since measurements by many experiments prefer low scales, the choice of Q = ~PT 
is not considered unreasonable. 



Neutral Meson and Direct Photon Results 164 

using several PDF's, namely ABFOW [55], MRSG [56], and CTEQ3M [57]. The 

dependence of the calculated cross section on the various scales is significant, 

with smaller scales producing larger cross section expectations. The dependence 

on choice of PDF is less significant, with typical variations less than 20%; this is 

not necessarily surprising since the determinations of the various PD F's are based 

on very similar data sets. Nevertheless, the combined variation in the calculations 

associated with reasonable choices is quite large; thus, to fully realize the potential 

of the data to constrain the theory will require additional efforts in reducing the 

uncertainties associated with the theory and its use. 

In spite of significant variations in the calculations due to moderate changes 

in these inputs, if the scales are constrained to reasonable ranges, the calculations 

are not in good agreement with the direct photon cross sections. Due to 

the existence of additional degrees of freedom associated with the choice of 

fragmentation functions, fragmentation scales, or other fragmentation-related 

inputs, QCD calculations for meson production can be made to match the 

data. The discrepancies between the direct photon data and the corresponding 

calculations can be parametrized using kT smearing. (kT is the intrinsic transverse 

momentum of the scattering partons. By estimating the impact of kT on the 

theory, one may be able to account for some of the higher-order effects that 

NLL QCD theory does not address.) Plots are included which show that good 

agreement between theory and data can be obtained for both direct photons 

and ?r0 's with a choice of relatively small scales, a sensible ?ro fragmentation 

function, and kT ~ 1.4 GeV /c. (Values of kT in this range are similar to direct 

measurements of kT in our experiment, which yield values in the range between 

1.0 and 1.6 [58].) 

One variation not addressed by Figure 6.27 concerns the choice of fragmen­

tation function. Figure 6.29 compares two NLL calculations (using ABFOW and 
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ABFKW [59] PDF's) with the 7ro cross section for incident 515 GeV /c 7r- beam. 

One calculation employs the BKK [60] FF and the other uses the CGGRW [61] 

FF. It should be noted that the scales Q µy = µR = my = !Pr have been cho­

sen, since otherwise the predictions would be significantly (~ x2) lower. Given 

these low scales, the calculated result using the CGGRW fragmentation function 

matches well with the data. However, the same cannot be said for the 7ro cross 

section calculations for incident 530 GeV /c protons, as can be seen in Figure 6.30. 

An even lower scale would have to be used to cause the calculation to match the 

data. 

As in the case of the 7ro, the 'r/ calculations have a number of fragmentation­

related input parameters, and judicious choices among these and the various scales 

allow one to find a calculation which agrees with the measured cross section. 

Figures 6.31 and 6.32 compare the 'r/ cross sections (for pion and proton beam, 

respectively) with NLL QCD calculations using Q = !PT' ABFOW j ABFKW 

PDF's, and CGGRW FF's [62] with two choices of the parameter 6. ( 6 is the cone 

size used in assigning final state 'r/'s to fragmenting partons.) The theory and 

the data agree quite well, but the multiplicity of adjustable calculational inputs 

reduces the significance of the agreement. 

NLL calculations for direct photon production do not have fragmentation­

related input parameters; thus, comparison of calculations with measured direct 

photon cross sections is a more direct test of the theory. Figure 6.33 demonstrates 

that even with the both scales set to !Pr, the NLL prediction for direct-photon 

production by 515 GeV /c 7r- beam on beryllium falls significantly short of the 

data. A similar discrepancy also occurs in the comparison of the direct photon 

cross section from the proton beam data and the corresponding theory (see 

Figure 6.34). Since calculations beyond NLL order are not currently available and 
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one of the effects of higher-order terms is to give partons transverse momentum 

(through gluon radiation), one could parametrize the higher-order effects by 

adding an effective kT smearing to the NLL calculation. Allowing the colliding 

partons to have intrinsic transverse momentum (or kT) for the purposes of the 

calculation causes the calculated cross section to be increased since the production 

cross section is steeply falling and thus kT predominantly smears low-Pr production 

to higher pT's. Figure 6.35 (for the 7r- data) and Figure 6.36 (for the proton data) 

demonstrate that with reasonable choices of scales, FF's, and PDF's, along with 

kT ~ 1.4 Ge V / c, the calculations are consistent with the measured 7ro and direct 

photon cross sections for both beam types. 



Neutral Meson and Direct Photon Results 167 

Theoretical Sensitivities 
(].) 
() 

i= 1.0 ~ illp=0.5 PT 
~ 
4-1 

p +Be~ n° + X at 530 GeV 

....... 
illp= 1.0pT Q 

0.0 ........ 
~ 
i= illp= 2.0pT 0 ....... ....... 
() -1.0 ~ 

~ 
Fragmentation Scale 

1.0 µ=0.5 PT 

0.0 
µ = 1.0pT 

µ= 2.0pT 

-1.0 Factorization I Renormalization Scale 

1.0 

ABFOW 
0.0 

CTEQ3M 

-1.0 MRSG Parton Distribution Function 

3 4 5 6 7 8 9 10 

pT (GeV/c) 

Figure 6.27 The fractional difference between 7ro cross-section calculations, 

illustrating the calculations' sensitivity to choice of fragmentation 

scale (top), factorization and renormalization scales (middle), and 

choices of a few recent PDF's (bottom). 
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Figure 6.28 The fractional difference between direct photon cross-section calcula­

tions, illustrating the calculations' sensitivity to choice of factoriza­

tion scale (top), renormalization scale (middle), and choices of a few 

recent PDF's (bottom). 
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1( +Be~ rc0 + X at 515 GeV/c 
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Figure 6.29 Comparison of the invariant 7ro cross section for 515 Ge V / c 7r­

beam on beryllium to calculations employing BKK (dashed) and 

CGGRW (dotted) fragmentation functions. Both calculations were 

performed with ABFOW / ABFKW parton distribution functions and 

with Q = nr/2, and both were corrected for the observed nuclear 

dependence. 
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p +Be~ rc0 + X at 530 GeV/c 
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Figure 6.30 Comparison of the invariant 7ro cross section for 530 Ge V / c proton 

beam on beryllium to calculations employing BKK (dashed) and 

CGGRW (dotted) fragmentation functions. Both calculations were 

performed with ABFOW parton distribution functions and with Q = 

pT/2, and both were corrected for the observed nuclear dependence. 
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Figure 6.31 QCD calculations with Q2 = ~Pr compared to the measured "I 

cross section for 515 Ge V / c 7r- beam incident on beryllium. The 

CGGRW [62] fragmentation function depends on the parameter 8, 

which corresponds to a cone size used in assigning final state "l's to 

fragmenting partons. 



~ 
0 
<l) -u 
;::I 
~ 

b 
°" ..----

N 

> <l) 

Q 
~ 

8 
r'"l 

.§" 
~ 

r'"l 
"'O 
l:il 

10 5 

10 4 

10 3 

10 2 

10 

-1 
10 

-2 
10 

-3 
10 

-4 
10 

+ ' ·. ' .. ' .. 
~ 

' .. ' ·. 
',~ 

' '. ' .. 
',~ 

' . ' ·. ' .. ' ·. 

Neutral Meson and Direct Photon Results 172 

p + Be ~ 11 + X at 530 Ge V /c 
-0.75 < YCM < 0.75 

--··-··-- 8 = 0.40 
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Figure 6.32 QCD calculations with Q2 = ~Pr compared to the measured 'f/ cross 

section for 530 Ge V / c proton beam incident on beryllium. The 

CGGRW [62] fragmentation function depends on the parameter 8, 

which corresponds to a cone size used in assigning final state 'f/'s to 

fragmenting partons. 
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n- +Be~ y+ X at 515 GeV/c 
-0.75 < y < 0.75 
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Figure 6.33 Comparison of the invariant direct photon cross section for 515 GeV /c 

7r- beam on beryllium to calculations employing ABFOW / ABFKW 

parton distribution functions with Q = Pr (dotted) and Q = n.r/2 

(dashed). 
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p + Be ~ y + X at 530 Ge V /c 
-0.75 < y < 0.75 

····.~', ------

---- Q = pT/ 2 
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Theory adjusted by A a-l 
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Figure 6.34 Comparison of the invariant direct photon cross section for 530 GeV /c 

proton beam on beryllium to calculations employing the ABFOW 

parton distribution function with Q = Pr (dotted) and Q = Pr/2 

(dashed). 



,-.._ 
~ 
0 10 5 Cl) 

.......... 
() 

§ 
10 4 !-< 

Cl) 
O.; 

N 
I 

10 3 > 
Cl) 

0 
,..0 10 2 8 

('<") 

O.; 

~ 10 I:) 
('<") 

"'O 
~ 

-1 
10 

-2 
10 

-3 
10 

-4 
10 

-5 
10 

' ' ' ' ' . 
' ' 

y/100 

' 

Q = pT/ 2 
Theory adjusted by A a-l 

Neutral Meson and Direct Photon Results 175 

1( +Be~ n°, y+ X at 515 GeV/c 
-0.75 < YCM < 0.75 

········ ~ = 1.4 GeV/c 

---- ~ = 1.0 GeV/c 

' ·. ' ·. ',·. 
' ·. ,·· .. 

' ·. ' ·. ' ·. ' ·. ' ·. ' · . 
rr0 uses BKK fragmentation function 

ABFKW/ABFOW parton distribution function 

... ....... 

4 6 8 10 12 

pT (GeV/c) 

Figure 6.35 The 7ro and direct photon cross sections for 515 GeV /c ?r- beam 

on beryllium compared to calculations which included kT's of 1.0 

(dashed) and 1.4 GeV /c (dotted). 
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p +Be~ n°, y+ X at 530 GeV/c 
-0.75 < Y CM< 0.75 

···-···· ~ = 1.4 GeV/c 

---- ~ = 1.0 GeV/c 

rc0 uses BKK fragmentation function 

ABFOW parton distribution function 

4 6 8 12 
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Figure 6.36 The 7ro and direct photon cross sections for 530 GeV /c proton beam 

on beryllium compared to calculations which included kT's of 1.0 

(dashed) and 1.4 GeV /c (dotted). 
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6.7 Systematic Uncertainties 

As previously stated, the uncertainties shown in all data plots in this thesis 

reflect statistical uncertainties only. This section contains a discussion of the 

important sources of systematic uncertainty and provides estimates of their 

contributions. It should be noted that the various measurements presented in 

this thesis do not all share the same sensitivity to a given systematic uncertainty. 

For example, the uncertainty in the normalization contributes directly to the 

uncertainty in a cross-section measurement, whereas it is frequently insignificant 

in ratio measurements such as the nuclear dependence. 

6. 7.1 Uncertainties in the Cross Sections 

The largest components of the systematic uncertainty in our cross-section 

measurements are due to energy scale calibration, normalization, signal defini­

tion/background subtraction, reconstruction efficiency, and the trigger. By com­

paring results of various scalers and cross-checking samples in which the normal­

izations are calculated independently, the uncertainty in the normalization proce­

dure is conservatively estimated to be ±10%. The systematic uncertainty due to 

uncertainties in the calibration of the energy response depends on pT: for neutral 

meson cross sections the associated contribution is ~±6% for pT's around 4 GeV /c 

and~± 9% for Pr's around 8 GeV /c, whereas for the direct photons, the contri­

bution is ~ ± 5% for Pr's around 4 GeV /c and ~ ± 7% for Pr's around 8 GeV /c. 

The uncertainty associated with the reconstruction efficiency (which includes the 

unsmearing function) is ~ ± 11 % for the 7ro and direct photon cross sections and 

~±15% for the 'f/· Uncertainties due to the trigger map add an additional ~±5% 

uncertainty for the 7ro and direct photon cross sections at low pT's; the TJ, due to 

the wider average separation of its photons, has a local-trigger-related uncertainty 
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Cross Section PT~ 4 GeV/c pT ~ 8 GeV/c 

I 23% 21% 

71"0 18% 18% 

11 22% 21% 

Table 6.2 Combined systematic uncertainty contributions (added in quadra­
ture) for the direct photon, 71"

0
, and 17 inclusive cross sections. 

of ~10% at low pT. For direct photon cross-section measurements, the uncertainty 

in the I /7r background contributes uncertainties of order~± 15% for ~'s around 

4 GeV /c and~± 10%for ~'s around 8 GeV /c. Sideband subtraction in the 71"
0 and 

17 cross sections is relatively robust except in regions of extremely low statistics; 

the associated systematic uncertainty is estimated to be ~ ± 3%. 

There are several sources which contribute somewhat smaller systematic 

uncertainties (up to ~3% ). These include the systematics associated with the 

corrections for the muon cuts, beam absorption, acceptance, photon conversions, 

transverse target acceptance, and vertex reconstruction efficiency. In addition, 

the Monte-Carlo-to-data surfaces, the vertex resolution (i.e. target material 

definition), and the existence of minority particles in the beam contribute 

systematics of this order. 

Table 6.2 shows the approximate size and PT-dependence of the systematic 

uncertainty in the direct photon, 71"
0

, and 17 inclusive cross sections. The 

systematics do not differ significantly between 1990 and 1991 or between 71"- and 

proton data. 
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6. 7.2 Uncertainties in Various Cross-Section Ratios 

The largest of the systematic uncertainties in the cross sections, namely energy 

scale and normalization uncertainties, are generally negligible in measurements 

based on ratios, such as the nuclear dependence, the 77/7r0 , and the beam 

dependence measurements. Systematics associated with these measurements are 

therefore dominated by the largest uncertainties which are not equal in the 

numerator and the denominator. 

For the measurement of the nuclear dependence, the systematic uncertainty 

in the measurement of o:Be/Cu is estimated to be ~ ± 2%. This uncertainty is 

dominated by contributions from the longitudinal target definitions and associated 

corrections for the tails and the longitudinal dependence of the vertex-finding 

efficiency and background. The longitudinal dependence of beam absorption and 

photon conversion corrections, target material specifications, and the transverse 

target fiducial cut and correction all contribute less significantly to the systematics 

of this measurement. It should be noted that since the largest contributors to the 

systematics of this measurement effect the mesons and the direct photons in the 

same way, the difference between the o:'s measured for mesons and direct photons 

has somewhat less uncertainty, of order 0.01. 

Since the hydrogen target is the least dense of the three targets employed 

in this experiment, vertex-related backgrounds are likely to affect the hydrogen 

cross-section measurement more than the others. For this reason, the systematic 

uncertainty on the hydrogen measurement relative to the projection from the 

o:Be/Cu is approximately 5%. Projection errors due to uncertainty in the beryllium­

copper fit comprise an additional 2% for the 7ro comparison and 4% for the direct 

photon comparison. 
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The systematic uncertainty associated with the 77/7r0 measurement is 

estimated to be ±103. This number is dominated by uncertainties associated 

with the trigger and the reconstruction efficiency. 

Since the normalization and energy scale of the two samples used to 

measure the beam dependence are not identical, there is no exact cancellation 

of uncertainties in a ratio of cross sections from different beams. However, since 

the methods used for the analyses were the same in both cases, some of the 

uncertainties are correlated between the two samples; thus, this measurement is 

assigned a systematic uncertainty of ~153. 

6.8 Conclusions 

This thesis presents the results of studies of high-pT 7r0 , 77, and direct 

photon production by 515 GeV /c 7r- and 530 GeV /c proton beams incident 

on hydrogen, beryllium, and copper targets. The inclusive cross sections 

were measured for Pr's above 3.0 GeV /c in the center-of-mass rapidity interval 

-0. 75 < Y CM < 0. 75. These data were collected by experiment E706 at Fermilab, 

a second-generation direct photon experiment which used a finely-segmented lead­

liquid argon electromagnetic calorimeter for detection of photons and a precision 

tracking system for the detection of charged particles. 

The ratio of 1J to 7ro production (for meson pT's greater than 3.5 GeV /c) was 

measured to be 0.48 ± 0.01 ± 0.05 and 0.44 ± 0.01 ± 0.05 for the 7r- and p beams, 

respectively, incident on the beryllium target. These findings are consistent with 

similar measurements performed by other experiments. The ratio of cross sections 

produced by the proton and negative pion beams were also presented for 7ro and 

direct photon production. The trends versus Pr are consistent with expectations 

from simple arguments based on leading-order parton-interaction diagrams. 
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The nuclear dependences of the measured cross sections were parametrized 

in the form A a. E706 is the first experiment capable of measuring the nuclear 

dependence of direct photon production. This measurement provides unique 

insights into the mechanisms responsible for the nuclear enhancement of high-Pr 

particle production. a: was measured using the beryllium and copper data for high­

Pr TJ, 11"
0 , and direct photon production by both the proton and the negative pion 

beams. For direct photons, the average a: for pT > 4.0 GeV /c was measured to be 

1.06±0.01±0.02 for the 11"- beam and 1.07±0.01±0.02 for the proton beam. The a: 

measurements for the 11"
0 and TJ meson production by both beams were quite similar 

to each other; the average for pT > 4.0 GeV /c was ~l.13±0.02(systematic). These 

measurements indicate approximately twice the nuclear enhancement in meson 

production as in direct-photon production, an observation which is consistent with 

the multiple-scattering model of nuclear dependence. Using the beryllium and 

copper data, a simple extrapolation to the hydrogen cross section was made. This 

extrapolation did not take into account differences in Z/ A ratios or modifications 

of the nucleon parton distribution functions due to the interactions among the 

nucleons within a nucleus. The measured hydrogen cross sections are within 

~103 of these extrapolated values. 

NLL QCD calculations were compared to the measured 11"
0 , TJ, and direct 

photon cross sections. The calculations are quite sensitive to choice of scales and, 

in the case of the mesons, choice of fragmentation-related parameters. By making 

full use of the flexibility in the calculations due to variations in the inputs, one 

can tune the NLL QCD calculations for neutral mesons to the measured neutral 

meson cross sections using scales of order !PT· The direct photon calculations have 

fewer tunable inputs, and thus comparisons with direct photon cross sections 

are more significant probes of the status of these NLL QCD calculations. The 

measured direct photon cross sections are poorly matched by the corresponding 
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NLL QCD calculations even with scales significantly lower than ~PT' indicating the 

need for further theoretical efforts in the evaluation of direct photon production, 

perhaps incorporating higher-order terms in the calculations. The effect of these 

higher-order terms may be roughly parametrized through the introduction of a 

kT smearing; using kT ~ 1.4 Ge V j c and scales of order ~Pr results in agreement 

between the calculation (with the kT enhancement) and our measured inclusive 7ro 

and direct photon cross sections for incident 7r- and proton beams at 0.5 TeV /c. 
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Appendix: Measured Cross Sections 

This appendix contains the measured cross sections in tabular form. (See 

Figure 6.1 and following for a graphical representation of this data). Errors given 

are statistical only; for systematics, consult Table 6.2. 
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pT Range Ed3 o-/dp3 (Be) 
(GeV /c) (pb/GeV2

) 

3.000 - 3.100 134300 ± 4900 
3.100 - 3.200 96100 ± 2200 
3.200 - 3.300 73000 ± 1900 
3.300 - 3.400 50400 ± 1400 
3.400 - 3.500 36700 ± 1100 
3.500 - 3.600 27320 ± 730 
3.600 - 3.700 20520 ± 490 
3.700 - 3.800 15620 ± 320 
3.800 - 3.900 11420 ± 280 
3.900 - 4.000 8740 ± 190 
4.000 - 4.100 6384 ± 71 
4.100 - 4.200 4824 ± 56 
4.200 - 4.300 3678 ± 27 
4.300 - 4.400 2889 ± 23 
4.400 - 4.500 2219 ± 19 
4.500 - 4.600 1701 ± 16 
4.600 - 4.700 1310 ± 14 
4.700 - 4.800 1018 ± 11 
4.800 - 4.900 786.1 ± 9.9 
4.900 - 5.000 628.8 ± 8.8 
5.000 - 5.100 496.l ± 7.5 
5.100 - 5.200 383.6 ± 6.4 
5.200 - 5.300 309.4 ± 5.7 
5.300 - 5.400 248.6 ± 5.1 
5.400 - 5.500 203.1 ± 4.5 
5.500 - 5.600 157.4 ± 3.9 
5.600 - 5.700 122.7 ± 3.4 
5.700 - 5.800 95.4 ± 3.0 
5.800 - 5.900 80.3 ± 2.7 
5.900 - 6.000 61.3 ± 2.4 
6.000 - 6.125 47.0 ± 1.9 
6.125 - 6.250 38.7 ± 1.6 

P. Range Ed3 o-/dp3 (Cu) T 
(pb/GeV2

) (GeV /c) 
3.000 - 3.125 168000 ± 13000 
3.125 - 3.250 97200 ± 4700 
3.250 - 3.375 70800 ± 3700 
3.375 - 3.500 51600 ± 3600 
3.500 - 3.625 32500 ± 1900 
3.625 - 3.750 21700 ± 1100 
3.750 - 3.875 16260 ± 590 
3.875 - 4.000 11320 ± 440 
4.000 - 4.125 7950 ± 150 
4.125 - 4.250 5630 ± 140 
4.250 - 4.375 3912 ± 64 
4.375 - 4.500 2836 ± 52 
4.500 - 4.625 2051 ± 39 
4.625 - 4.750 1509 ± 32 
4.750 - 4.875 1113 ± 27 
4.875 - 5.000 831 ± 23 
5.000 - 5.125 596 ± 19 
5.125 - 5.250 419 ± 16 
5.250 - 5.375 325 ± 13 
5.375 - 5.500 270 ± 12 
5.500 - 5.625 190 ± 10 
5.625 - 5.750 139.5 ± 9.3 
5.750 - 5.875 98.4 ± 6.7 
5.875 - 6.000 75.0 ± 6.1 
6.000 - 6.250 54.3 ± 3.5 
6.250 - 6.500 29.2 ± 2.5 
6.500 - 6.750 17.3 ± 1.9 
6.750 - 7.000 9.5 ± 1.5 
7.000 - 7.500 4.63 ± 0.67 
7.500 - 8.000 1.99 ± 0.48 
8.000 - 9.000 0.41 ± 0.18 
9.000 - 10.000 0.071 ± 0.050 

6.250 - 6.375 30.1 ± 1.4 
6.375 - 6.500 24.1 ± 1.3 
6.500 - 6.625 17.7 ± 1.1 
6.625 - 6.750 14.93 ± 0.96 

P. Range Ed3 o-/dp3 (H) T 
(pb/GeV2 ) (GeV /c) 

6.750 - 6.875 10.78 ± 0.81 3.5 - 4.0 13500 ± 1700 
6.875 - 7.000 8.2 ± 0.71 4.0 - 4.5 3814± 80 
7.000 - 7.250 5.82 ± 0.42 4.5 - 5.0 1042 ± 30 
7.250 - 7.500 3.76 ± 0.35 5.0 - 5.5 319 ± 15 
7.500 - 7.750 1.65 ± 0.22 5.5 - 6.0 107.6 ± 8.3 
7.750 - 8.000 1.06 ± 0.17 6.0 - 6.5 33.5 ± 4.3 
8.000 - 8.500 0.576 ± 0.094 6.5 - 7.0 11.4 ± 2.3 
8.500 - 9.000 0.226 ± 0.052 7.0 - 7.5 4.9 ± 1.5 
9.000 - 10.000 0.047 ± 0.023 7.5 - 8.5 1.69 ± 0.57 

10.000 - 12.000 0.0029 ± 0.0029 8.5 - 10.0 0.32 ± 0.23 

Table 6.3 Invariant differential cross sections per nucleon as functions of PT 

for inclusive 7ro production in the range -0. 75 < Y CM < 0. 75 by 
515 GeV /c 7r- beam incident upon hydrogen, beryllium, and copper 
targets. 
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pT Range Ed3 a /dp3 (Be) 

(GeV /c) (pb/GeV2
) 

pT Range Ed3 a /dp3 (Cu) Ed3 a/dp3 (H) 
(GeV /c) (pb/GeV2 ) (pb/GeV2

) 

3.500 - 3.625 31800 ± 2000 22800 ± 2000 
3.500 - 3.600 30600 ± 1100 3.625 - 3. 750 22200 ± 1500 16700 ± 1400 
3.600 - 3.700 20690 ± 770 3.750 - 3.875 13500 ± 780 10280 ± 750 
3.700 - 3.800 16360 ± 630 3.875 - 4.000 10010 ± 370 8120 ± 280 
3.800 - 3.900 12150 ± 420 4.000 - 4.125 6943 ± 88 5520 ± 92 
3.900 - 4.000 8259 ± 85 4.125 - 4.250 4986 ± 70 3875 ± 73 
4.000 - 4.100 6092 ± 45 4.250 - 4.375 3326 ± 51 2675 ± 54 
4.100 - 4.200 4612 ± 37 4.375 - 4.500 2373 ± 41 1806 ± 43 
4.200 - 4.300 3467 ± 29 4.500 - 4.625 1650 ± 32 1279 ± 37 
4.300 - 4.400 2546 ± 24 4.625 - 4. 750 1166 ± 26 947 ± 26 
4.400 - 4.500 1926 ± 19 4.750 - 4.875 792 ± 20 684 ± 22 
4.500 - 4.600 1446 ± 16 4.875 - 5.000 581 ± 17 489 ± 18 
4.600 - 4.700 1104 ± 13 5.000 - 5.125 419 ± 14 358 ± 15 
4.700 - 4.800 833 ± 11 5.125 - 5.250 295 ± 11 268 ± 12 
4.800 - 4.900 633.0 ± 9.4 5.250 - 5.375 212.2 ± 9.4 201 ± 12 
4.900 - 5.000 483.7 ± 8.0 5.375 - 5.500 161.3 ± 8.3 129.3 ± 8.1 
5.000 - 5.100 379.7 ± 7.0 5.500 - 5.625 107.3 ± 6.5 116.3 ± 8.0 
5.100 - 5.200 285.5 ± 5.8 5.625 - 5. 750 78.2 ± 5.5 68.7 ± 5.8 
5.200 - 5.300 221.1 ± 5.3 5. 750 - 5.875 52.7 ± 4.6 62.4 ± 5.4 
5.300 - 5.400 170.2 ± 4.3 5.875 - 6.000 41.2 ± 3.8 44.5 ± 4.9 
5.400 - 5.500 133.2 ± 3.9 6.000 - 6.250 25.4 ± 2.0 27.6 ± 2.5 
5.500 - 5.600 100.6 ± 3.3 6.250 - 6.500 16.4 ± 1.7 14.1 ± 1.9 
5.600 - 5.700 71.7 ± 2.9 6.500 - 6.750 6.1 ± 1.0 7.4 ± 1.2 
5.700 - 5.800 62.6 ± 2.6 6.750 - 7.000 4.23 ± 0.76 5.6 ± 1.0 
5.800 - 5.900 51.1 ± 2.3 7.000 - 7.500 1.86 ± 0.36 1.64 ± 0.38 
5.900 - 6.000 40.6 ± 2.0 7.500 - 8.000 0.61 ± 0.20 0.84 ± 0.27 
6.000 - 6.125 30.0 ± 1.5 8.000 - 9.000 0.156 ± 0.064 0.22 ± 0.11 
6.125 - 6.250 22.4 ± 1.3 
6.250 - 6.375 15.5 ± 1.1 
6.375 - 6.500 12.99 ± 0.97 
6.500 - 6.625 7.87 ± 0.72 
6.625 - 6.750 6.15 ± 0.65 
6.750 - 6.875 5.71 ± 0.62 
6.875 - 7.000 4.39 ± 0.53 
7.000 - 7.250 2.74 ± 0.30 
7.250 - 7.500 1.25 ± 0.20 
7.500 - 7.750 0.51 ± 0.13 
7.750 - 8.000 0.312 ± 0.099 
8.000 - 8.500 0.204 ± 0.054 
8.500 - 9.000 0.043 ± 0.025 
9.000 - 10.000 0.0102 ± 0.0072 

Table 6.4 Invariant differential cross sections per nucleon as functions of Pr 
for inclusive 7ro production in the range -0. 75 < Y CM < 0. 75 by 
530 Ge V / c p beam incident upon hydrogen, beryllium, and copper 
targets. 
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P. Range Ed3 c; /dp3 (Be) T 
{GeV /c) (pb/GeV2 ) 

pT Range Ed3 c; /dp3 (Cu) Ed3 c;/dp3 (H) 
{GeV /c) {pb/GeV2 ) {pb/GeV2 ) 

3.000 - 3.200 62000 ± 14000 
3.200 - 3.400 22600 ± 3100 
3.400 - 3.600 15900 ± 1900 
3.600 - 3.800 8570 ± 980 
3.800 - 4.000 4240 ± 780 
4.000 - 4.200 3220 ± 430 
4.200 - 4.400 1320 ± 270 
4.400 - 4.600 960 ± 170 
4.600 - 4.800 562 ± 26 

3.0 - 3.5 49000 ± 18000 -
3.5 - 4.0 9800 ± 1700 -
4.0 - 4.5 2910 ± 700 1340 ± 230 
4.5 - 5.0 677 ± 47 376 ± 95 
5.0 - 5.5 204 ± 16 124 ± 30 
5.5 - 6.0 59.6 ± 8.1 20 ± 18 
6.0 - 7.0 18.9 ± 2.4 8.1 ± 5.0 
7.0 - 8.0 2.87 ± 0.77 -
8.0 - 10.0 0.29 ± 0.16 -

4.800 - 5.000 348 ± 16 
5.000 - 5.250 190.3 ± 9.4 
5.250 - 5.500 114.8 ± 6.5 
5.500 - 5.750 67.7 ± 4.7 
5.750 - 6.000 33.6 ± 3.1 
6.000 - 6.500 20.3 ± 1.5 
6.500 - 7.000 6.59 ± 0.76 
7.000 - 7.500 1.68 ± 0.40 
7.500 - 8.000 0.87 ± 0.23 
8.000 - 9.000 0.250 ± 0.087 
9.000 - 10.000 0.042 ± 0.040 

Table 6.5 Invariant differential cross sections per nucleon as functions of pT 
for inclusive 17 production in the range -0. 75 < Y CM < 0. 75 by 
515 Ge V / c 7r- beam incident upon hydrogen, beryllium, and copper 
targets. 
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pT Range Ed3 cr /dp3 (Be) Ed3 cr /dp3 (Cu) Ed3 cr/dp3 (H) 

(GeV /c) (pb/GeV2 ) (pb/GeV2
) (pb/GeV2 ) 

4.0 - 4.5 1360 ± 350 2640 ± 900 -
4.5 - 5.0 336 ± 14 366 ± 34 282 ± 27 
5.0 - 5.5 101.4 ± 5.4 118 ± 12 83 ± 11 
5.5 - 6.0 29.6 ± 2.7 42.5 ± 6.8 25.1 ± 4.9 
6.0 - 7.0 5.82 ± 0.62 7.3 ± 1.5 2.6 ± 1.4 
7.0 - 8.0 0.30 ± 0.15 0.96 ± 0.36 0.41 ± 0.33 
8.0 - 10.0 0.029 ± 0.027 0.098 ± 0.092 -

Table 6.6 Invariant differential cross sections per nucleon as functions of Pr 
for inclusive 1J production in the range -0.75 < Y CM < 0.75 by 
530 Ge V / c p beam incident upon hydrogen, beryllium, and copper 
targets. 
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pT Range Ed3 u /dp3 (Be) P. Range T Ed3 u /dp3 (Cu) Ed3 u/dp3 (H) 
(GeV /c) (pb/GeV2

) (GeV /c) (pb/GeV2 ) (pb/GeV2 ) 

4.000 - 4.125 611 ± 15 4.0 - 4.5 525 ± 16 519 ± 31 
4.125 - 4.250 493 ± 12 4.5 - 5.0 166.1 ± 6.3 184 ± 12 
4.250 - 4.375 356.9 ± 8.7 5.0 - 5.5 69.5 ± 3.3 73.1 ± 6.8 
4.375 - 4.500 278.0 ± 7.2 5.5 - 6.0 32.2 ± 1.9 28.4 ± 3.9 
4.500 - 4.625 220.5 ± 5.7 6.0 - 6.5 11.6 ± 1.1 14.4 ± 2.4 
4.625 - 4.750 165.0 ± 4.7 6.5 - 7.0 5.77 ± 0.68 6.1 ± 1.5 
4.750 - 4.875 137.3 ± 4.1 7.0 - 7.5 2.91 ± 0.44 5.1 ± 1.3 
4.875 - 5.000 104.0 ± 3.5 7.5 - 8.5 1.12 ± 0.18 1.41 ± 0.44 
5.000 - 5.125 85.7 ± 3.0 8.5 - 10.0 0.089 ± 0.054 0.14 ± 0.14 
5.125 - 5.250 72.1 ± 2.6 10.0 - 12.0 0.014 ± 0.011 -
5.250 - 5.375 52.7 ± 2.2 
5.375 - 5.500 41.9 ± 1.9 
5.500 - 5.625 37.2 ± 1.7 
5.625 - 5.750 32.2 ± 1.5 
5.750 - 5.875 24.5 ± 1.3 
5.875 - 6.000 21.0 ± 1.2 
6.000 - 6.250 14.16 ± 0.66 
6.250 - 6.500 9.56 ± 0.53 
6.500 - 6.750 6.32 ± 0.41 
6.750 - 7.000 4.37 ± 0.33 
7.000 - 7.500 2.48 ± 0.17 
7.500 - 8.000 1.34 ± 0.11 
8.000 - 9.000 0.503 ± 0.046 
9.000 - 10.000 0.092 ± 0.019 

10.000 - 12.000 0.0081 ± 0.0034 
12.000 - 15.000 0.0010 ± 0.0010 

Table 6. 7 Invariant differential cross sections per nucleon as functions of ~ 
for inclusive / production in the range -0. 75 < Y CM < 0. 75 by 
515 Ge V j c 7r- beam incident upon hydrogen, beryllium, and copper 
targets. 
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P. Range 
T 

Ed3 u /dp3 (Be) P. Range 
T 

Ed3 u /dp3 (Cu) Ed3 u/dp3 (H) 

(GeV /c) (pb/GeV2
) (GeV /c) (pb/GeV2 ) (pb/GeV2 ) 

4.000 - 4.125 567 ± 13 4.0 - 4.5 374 ± 11 387 ± 12 
4.125 - 4.250 379 ± 10 4.5 - 5.0 108.4 ± 4.4 122.6 ± 5.1 
4.250 - 4.375 311.3 ± 8.0 5.0 - 5.5 38.6 ± 2.1 41.5 ± 2.5 
4.375 - 4.500 215.2 ± 6.3 5.5 - 6.0 13.2 ± 1.1 14.1 ± 1.3 
4.500 - 4.625 167.1 ± 5.2 6.0 - 6.5 5.06 ± 0.61 5.78 ± 0.75 
4.625 - 4.750 111.1 ± 4.1 6.5 - 7.0 1.87 ± 0.33 2.23 ± 0.43 
4.750 - 4.875 91.6 ± 3.5 7.0 - 7.5 0.36 ± 0.15 0.79 ± 0.23 
4.875 - 5.000 65.0 ± 2.9 7.5 - 8.5 0.234 ± 0.071 0.239 ± 0.089 
5.000 - 5.125 52.0 ± 2.4 8.5 - 10.0 0.043 ± 0.024 -
5.125 - 5.250 41.4 ± 2.1 
5.250 - 5.375 32.7 ± 1.8 
5.375 - 5.500 23.5 ± 1.6 
5.500 - 5.625 18.9 ± 1.3 
5.625 - 5.750 15.9 ± 1.1 
5.750 - 5.875 11.93 ± 0.97 
5.875 - 6.000 8.51 ± 0.82 
6.000 - 6.250 5.17 ± 0.45 
6.250 - 6.500 3.85 ± 0.35 
6.500 - 6.750 2.6 ± 0.27 
6.750- 7.000 1.72 ± 0.22 
7.000 - 7.500 0.85 ± 0.10 
7.500 - 8.000 0.391 ± 0.064 
8.000 - 9.000 0.095 ± 0.021 
9.000 - 10.000 0.0098 ± 0.0062 

10.000 - 12.000 0.0014 ± 0.0014 

Table 6.8 Invariant differential cross sections per nucleon as functions of ~ 
for inclusive I production in the range -0. 75 < Y CM < 0. 75 by 
530 Ge V / c p beam incident upon hydrogen, beryllium, and copper 
targets. 
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'Y Production Ed3 cr/dp3 (pb/GeV2
) vs. Y CM and P. (GeV /c) T 

YcM Range 4.0 <PT< 4.5 4.5 <PT< 5.0 5.0 < P. < 7.0 T 7.0 < P. < 8.0 T 
-0.750 - -0.625 353 ± 46 66.1 ± 4.5 6.07 ± 0.66 0.51 ± 0.13 -0.625 - -0.500 417 ± 48 59.3 ± 3.7 7.97 ± 0.73 
-0.500 - -0.375 372 ± 40 84.4 ± 3.9 9.73 ± 0.83 0.97 ± 0.18 -0.375 - -0.250 379 ± 17 100.8 ± 4.3 12.71 ± 0.92 
-0.250 - -0.125 431 ± 16 107.1 ± 4.5 15.4 ± 1.0 2.57 ± 0.28 -0.125 - 0.000 490 ± 16 124.3 ± 4.6 16.9 ± 1.1 
0.000 - 0.125 486 ± 16 134.7 ± 4.6 17.8 ± 1.1 2.01 ± 0.26 0.125 - 0.250 472 ± 16 119.7 ± 4.6 19.7 ± 1.1 
0.250 - 0.375 447 ± 17 133.5 ± 4.8 19.9 ± 1.1 2.98 ± 0.30 0.375 - 0.500 431 ± 18 126.4 ± 4.8 19.7± 1.1 
0.500 - 0.625 460 ± 18 135.1 ± 4.8 21.5 ± 1.2 2.07 ± 0.29 0.625 - 0.750 450 ± 17 127.4 ± 4.7 16.3 ± 1.1 

11'
0 Production Ed3cr/dp3 (pb/GeV2

) vs. Y CM and pT (GeV /c) 

YcM Range 4.0 <PT< 4.5 4.5 <PT< 5.0 5.0 <PT< 7.0 7.0 <PT< 8.0 
-0.750 - -0.625 2140 ± 130 404 ± 12 23.2 ± 1.5 0.77 ± 0.18 -0.625 - -0.500 2820 ± 110 506 ± 11 32.9 ± 1.5 
-0.500 - -0.375 3523 ± 46 596 ± 10 39.2 ± 1.7 2.42 ± 0.31 -0.375 - -0.250 4027 ± 45 672 ± 10 47.2 ± 1.8 
-0.250 - -0.125 4298 ± 40 749 ± 10 54.9 ± 2.0 3.17 ± 0.37 -0.125 - 0.000 4502 ± 40 803 ± 10 59.1 ± 2.0 
0.000 - 0.125 4668 ± 38 838 ± 10 67.1 ± 2.1 4.61 ± 0.42 0.125 - 0.250 4678 ± 39 833 ± 10 63.7 ± 2.0 
0.250 - 0.375 4719 ± 40 841±10 63.1 ± 2.0 3.67 ± 0.41 0.375 - 0.500 4500 ± 41 816 ± 11 54.9 ± 2.1 
0.500 - 0.625 4281 ± 41 766 ± 11 57.6 ± 2.1 3.06 ± 0.43 0.625 - 0. 750 3882 ± 40 677 ± 10 44.4 ± 1.9 

1J Production Ed3 cr/dp3 (pb/GeV2
) vs. Y CM and pT (GeV /c) 

YcM Range 4.0 <PT< 4.5 4.5 <PT< 5.0 5.0 < P. < 7.0 T 
-0. 750 - -0.625 890 ± 320 160 ± 43 12.3 ± 2.4 -0.625 - -0.500 165 ± 30 
-0.500 - -0.375 720 ± 230 231 ± 28 17.1 ± 2.4 -0.375 - -0.250 280 ± 23 
-0.250 - -0.125 1390 ± 200 357 ± 27 29.5 ± 2.5 -0.125 - 0.000 351 ± 25 
0.000 - 0.125 1550 ± 190 343 ± 24 27.1 ± 2.6 0.125 - 0.250 402 ± 28 
0.250 - 0.375 2190 ± 200 436 ± 27 35.5 ± 3.0 0.375 - 0.500 447 ± 28 
0.500 - 0.625 2280 ± 210 417 ± 25 28.5 ± 2.8 0.625 - 0.750 382 ± 23 

Table 6.9 For several pT bins, the invariant differential cross sections per nucleon 

as functions Y CM for inclusive direct photon, 7ro, and T/ production 
by 515 GeV /c 7r- beam incident upon beryllium. 
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'Y Production Ed3 cr/dp3 (pb/GeV2
) vs. Y CM and P. (GeV /c) T 

YcM Range 4.0 <PT< 4.5 4.5 <PT< 5.0 5.0 < P. < 7.0 T 7.0 < P. < 8.0 T 
-0.750 - -0.625 358 ± 20 60.5 ± 3.8 3.34 ± 0.50 
-0.625 - -0.500 363 ± 22 56.0 ± 3.6 5.5 ± 0.59 0.47 ± 0.10 
-0.500 - -0.375 369 ± 19 69.1 ± 3.8 5.88 ± 0.65 
-0.375 - -0.250 366 ± 19 75.9 ± 4.0 7.56 ± 0.75 
-0.250 - -0.125 371 ± 17 85.8 ± 4.3 7.55 ± 0.79 0.79 ± 0.14 
-0.125 - 0.000 416 ± 17 73.3 ± 4.2 8.32 ± 0.83 
0.000 - 0.125 384 ± 16 76.4 ± 4.0 8.01 ± 0.78 
0.125 - 0.250 392 ± 15 74.9 ± 3.9 7.85 ± 0.78 0.56 ± 0.11 
0.250 - 0.375 440 ± 15 83.2 ± 3.8 8.13 ± 0.78 
0.375 - 0.500 341 ± 14 84.4 ± 3.8 6.47 ± 0.72 
0.500 - 0.625 318 ± 14 75.0 ± 3.7 7.24 ± 0.74 0.66 ± 0.14 
0.625 - 0.750 299 ± 14 62.2 ± 3.6 6.09 ± 0.70 

7ro Production Ed3cr/dp3 (pb/GeV2
) vs. Y CM and pT (GeV /c) 

YcM Range 4.0 <PT< 4.5 4.5 <PT< 5.0 5.0 <PT< 7.0 7.0 <PT< 8.0 
-0. 750 - -0.625 2611 ± 66 421 ± 13 19.4 ± 1.5 0.54 ± 0.18 -0.625 - -0.500 3329 ± 71 514 ± 12 22.8 ± 1.4 
-0.500 - -0.375 3860 ± 62 581 ± 11 31.6 ± 1.6 1.15 ± 0.23 -0.375 - -0.250 4324 ± 60 648 ± 11 36.0 ± 1.7 
-0.250 - -0.125 4510 ± 49 681 ± 10 38.6 ± 1.7 2.44 ± 0.33 -0.125 - 0.000 4532 ± 45 716 ± 10 40.8 ± 1.8 
0.000 - 0.125 4528 ± 43 690.3 ± 9.8 38.1 ± 1.6 1.60 ± 0.26 0.125 - 0.250 4218 ± 40 663.3 ± 9.5 37.6 ± 1.7 
0.250 - 0.375 3914 ± 37 617.5 ± 9.2 36.2 ± 1.6 0.94 ± 0.22 0.375 - 0.500 3557 ± 38 524.9 ± 8.9 30.1±1.5 
0.500 - 0.625 2966 ± 36 445.5 ± 8.6 21.9 ± 1.5 0.55 ± 0.20 0.625 - 0.750 2395 ± 34 326.6 ± 7.8 13.2 ± 1.2 

1J Production Ed3cr/dp3 (pb/GeV2
) vs. YcM and pT (GeV/c) 

YcM Range 4.0 <PT< 4.5 4.5 <PT< 5.0 5.0 <PT< 7.0 
-0. 750 - -0.625 123 ± 28 7.2 ± 2.8 -0.625 - -0.500 1080 ± 630 164 ± 35 
-0.500 - -0.375 184 ± 28 8.9 ± 2.7 -0.375 - -0.250 226 ± 26 
-0.250 - -0.125 740 ± 730 259 ± 24 16.6 ± 2.5 -0.125 - 0.000 292 ± 26 
0.000 - 0.125 280 ± 25 18.4 ± 2.3 0.125 - 0.250 2320 ± 850 232 ± 22 
0.250 - 0.375 233 ± 23 17.5 ± 2.2 0.375 - 0.500 234 ± 22 
0.500 - 0.625 1280 ± 780 244 ± 23 13.9 ± 2.0 0.625 - 0.750 157 ± 20 

Table 6.10 For several pT bins, the invariant differential cross sections per nucleon 

as functions Y CM for inclusive direct photon, 7ro, and 'r/ production 
by 530 Ge V / c proton beam incident upon beryllium. 




