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Abstract 

The BO lJo mixing parameter, X, has been measured in elL events in proton-antiproton 
collisions at a center of mass energy of 1800 GeV. The experiment has been performed 
at the Fermi National Accelerator Laboratory in the United States using the Tevatron 
accelerator. The data were collected with the Collider Detector at Fermilab (CDF) 
during the 1992-1993 Tevatron collider run. The corresponding integrated luminosity is 
20 pb- I . 

The B OlJo mixing is a process by which neutral B-mesons oscillate into their anti­
particles (BO 

t-+ lJO). In the absence of mixing, the direct semileptonic decay of a bb pair 
produced in pp collisions results in a pair of leptons with opposite charge. The B O or lJo 
may undergo mixing, resulting in a like-sign (LS) lepton pair. The magnitude of mixing 
is determined from the ratio of like-sign dilepton pairs to opposite-sign (OS) dilepton 
pairs. In this thesis, electron-muon pairs were used as the dilepton pairs. 

The CDF detector is a general purpose detector built to explore pp collisions. It covers 
almost the full solid angle around the pp interaction point. The CDF detector consists 
of tracking detectors and calorimeters for measurements of the particle momentum and 
energy. In order to identify muons, muon detectors are installed at the outside of the 
detector. Electrons, photons, muons, neutrinos, hadrons and jets are identified using 
these detector components. 

We describe identification of muons and electrons, and then event selection of bb 
events. To remove events in which both leptons are produced by one B meson, it is 
required that an opening angle of the electron and muon is large enough. We apply 
the requirement that the transverse momentum of leptons to jet axis, Pfel , is large 
enough for bb events. This requirement significantly reduces background and systematic 
uncertainty. 1710 opposite-sign and 861 like-sign elL events are found after the event 
selection. 

Then the estimation of the background is described. We estimate the fraction of fake 
elL events using J /1/J, KIJ and <p samples, minimum bias data and Monte Carlo simulation. 
Most of the background for elL events are pairs of real-electron and fake-muon. The main 
source of the fake muons is decay-in-flight of hadrons. The systematic uncertainty in 
estimating the fake muon fraction is substantially reduced by using a newly installed 
muon detector. 

Like-sign lepton pairs are also produced by semileptonic sequential decays of BO or 
lJo mesons. The fraction of sequential decays is estimated from Monte Carlo bb events by 
taking into consideration the uncertainties in the structure functions and fragmentation 
functions. The fraction of direct cc production is estimated directly from data by fitting 
the Monte Carlo Pfel distribution of leptons from direct and sequential decays as well 
as from cc production to the observed spectra. 

From the above analysis, we obtain 

x = 0.130 ± O.OlO(stat.) ± O.OlO(syst.). 



This result improves the previous CDF result by a factor of 3 and is one of the most 
accurate measurements of X at the present time. It is consistent with other measurements 
and also with the expectations from the standard model. 

Since both neutral B mesons, B3 and B~, are produced in pp collisions, the mixing 
parameter for Bs , Xs, is estimated by using the mixing parameter for Bd measured by 
the ARGUS and the CLEO groups in e+e- collisions and by assuming the fractions of 
B~ and B~ mesons produced in bb events. 
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Chapter 1 

Introduction 

1.1 Standard Model 

The Standard model is a model which can explain well all the observed phenomena 

at high energies in the present time. In the model, matter interacts with each other 

through three force mediators. The matter consists of quarks and leptons which are 

spin 1/2 particles and are called fermions. The mediators are spin 1 particles and 

are called gauge bosons. Correspondingly to the gauge bosons, there are three types 

of interactions: the strong (gluon), electromagnetic (photon) and weak (W's and Z) 

interactions. The standard model does not include gravitational interaction, but the 

observed phenomena are explained well without it because the effect of the gravitational 

interaction is negligibly small. 

The quarks and leptons form sequential doublets as shown in Table 1.1. The common 

sequential structure ofleptons and quarks is often called the family structure. The quarks 

and leptons of the three families are directly and/or indirectly confirmed experimentally. 

The top quark was observed by CDF and DO experiments in last spring [1, 2]. The 

mass of the top quark is measured to be 176 ± 8 10 GeV/c2 by the CDF experiment. 

The weak isospin eigenstates of quarks (q') are not identical to the mass eigenstates 

(q). They are related by a unitary mixing matrix called Cabibbo-Kobayashi-Maskawa 
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Leptons (;~) (;~) (;=) 

Quarks (~) ( : ) ( ! ) 
Table 1.1: Leptons and quarks of the Standard Model 

(CKM) matrix [3] by 

d' 

8' 

b' 

Vud Vus Vub 

Vcd Vcs Vcb 

Vtd Vts Vtb 

d 

(1.1)s 

b 

The values of the matrix elements are not calculable in the standard model but must be 

determined experimentally. The 90% confidence limits on the magnitude of the matrix 

elements are listed below [4]. 

0.9747 to 0.9759 0.218 to 0.224 0.002 to 0.005 

(1.2)0.218 to 0.224 0.9738 to 0.9752 0.032 to 0.048 

0.004 to 0.015 0.030 to 0.048 0.9988 to 0.9995 

Due to the unitarity, the elements can be parameterized [3, 5] in terms of three angles 

and one phase: 

.8 "8 (1.3)81 C2 Cl C2C3 - 8283e Cl C283 + 82C3e' 

C2 c 3 ei88182 C182C3 +C283ei8 C1828 3 

where c. = cosO., 8. = sinO. for i = 1,2,3. 
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1.2 Basic formalism of mixing mechanism 

In this section we describe basic formulas of neutral B meson mixing [6]. The mix­

ing proceeds by a second order weak interaction as described by the "Box-diagrams" 

(Figure 1.1). The BO jjO system is given by the phenomenological Hamiltonian matrix 

H: 

H ( ~o ) = ( M ir/2 M12 - ir12/2 ) ( ~o ) . (1.4) 
B O B OM* - ir* /2 M ir/212 12 

The diagonal terms describe the decay of the neutral B mesons with M being the mass 

of the flavor eigenstates B Oand jjO and r their decay width. The off-diagonal terms 

are responsible for the B OEO transition. M12 and r 12 can be determined from theory 

by evaluating the box-diagrams. M12 corresponds to virtual BOEO transitions while r 12 

describes real transitions due to decay modes which are common to the BO and EO, 

such as BO, EO ~ 1["+1["- or D+D-. In contrast to the case of the K OkO system, these 

common decay modes are Oabibbo suppressed and therefore represent only a very small 

fraction of the total B decay rate. The term r 12 in the BOEO system can therefore be 

neglected in practical calculation. Diagonalization of the Hamiltonian matrix leads to 

the OP eigenstates Bl and B2 which are linear combinations of the flavor eigenstates. 

Neglecting OP violation, we obtain: 

(1.5) 

(1.6) 

with masses Ml 2 and r 12:, , 

M ±!J.M (1.7)
2 

!J.r 
(1.8)r± 2 
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The mass difference llM and the decay rate difference llr are given by: 

(1.9) 


and 

llr = -4Imj(M12 - ir12/2)(Mi2 - iri2/2). (1.10) 

The mass difference llM is a measure of the oscillation frequency to change from a BO 

to a iJo and vice versa. This is easily seen from the time evolution of one particle which 

at time t 0 is a BO. The probability to find a BO (iJO) at a time t is given by WBo(t) 

(Wjjo(t)): 

WBo(t) 41 
[e:cp( -rIt) + e:cp( -r2t) + 2e:cp( -rt)cosllMt] (1.11) 

WBo(t) = 41 
[e:cp( -rIt) + exp( -r2t) 2exp( -rt)cosllMt] (1.12) 

The measurements of these time dependences allow us to extract the values of llM, r 1 

and r 2 • From time integrated rates N(BO) and N(iJO) 

00° 1 1 1 1 2r (1.13)N(B ) = WBo(t)dt = -[-r + -r + r2° 4 1 2 + 

2r-0) 1= ( 1 1 1N(B = WBo t)dt = r + r (1.14)
° 4 1 2 r 2 + (IlM)2] 

we can determine the parameter r: 

N(iJO) (IlM)2 (~r)2 
(1.15)

r = N(BO) = 2r2+ (IlM)2 2(¥)2 

With llr ~ 0 as a consequence of r 12 ~ 0 for BOiJo system, the determination of r gives 

a measurement of the ratio of the oscillation frequency and the decay width: 

(1.16) 
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with 
flM 

(1.17)r 

The pji colliding experiments can measure the ratio l' and the time dependent proba­

bilities. The ratio is measured by using events in which both bottom quarks decay to 

leptons without knowing secondary vertex points. The time dependent probabilities are 

able to be measured by measuring the secondary vertex in events in which both bottom 

quarks decay to leptons. 
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, I 

B~ ~: :~ B~ 
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~: , :~ Bs 
Ib - --- L s b 

- I , 
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! 

Figure 1.1: Feynman diagrams for the BOlJo mixing process. 
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Chapter 2 

Mixing in Neutral B Mesons 

2.1 B meson production 

2.1.1 bb production 

In lowest order QeD, bottom quarks can be produced via gluon or a quark fusion 

mechanism, as shown in Fig. 2.1. Since the strong production process conserves fla~ 

vor quantum number, b and I:, quarks are always produced in pairs. The gluon fusion 

processes dominate at the Tevatron collider energy. 

In the c and b quark productions, we have to take into consideration next-to-Ieading 

order diagrams, as shown in Fig. 2.2. The reason why higher order processes are as 

important as the lowest order ones is due to the large gluon~gluon scattering cross 

section. The process 99 -t 99 has a cross section about 100 times that of 99 -t bl:,. 

Even though the 9 -t bb branch.ing fraction is only 1%, th.e bl:, production from the gluon 

splitting process is competitively as large as the lowest order contribution. 
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2.1.2 b quark fragmentation 

When heavy quark Q hadronizes, the heavy quark fragmentation function can be written 

as 

(2.1) 

where EH and EQ are the energies of the hadron H and the quark Q, l!f is the mo­

mentum component of the hadron H parallel to the quark momentum (PQ) direction 

and z (EH + l!f)/(EQ + PQ). The DlJ(z) is the probability that the heavy quark Q 

fragments to hadron H with value z, where f is a constant proportional to 1/M~. The 

normalization constant NH is determined by 

'LJ Dg(z)dz = 1, (2.2) 
H 

where the summation is over all hadrons containing the heavy quark Q. This formula 

agrees well with experimental measurements for b and c quarks. The measured value of 

f for b quarks [7] is 

fb = 0.006 0.001 ± 0.002, (2.3) 

where the first is a statistical uncertainty and the second is systematic. The fragmen­

tation function DlJ (z) for b and c quarks are shown in Fig. 2.3. We can see that the 

bottom quark fragmentation is much harder than that of the charm quark. The hard 

fragmentation for b quark clearly favors the detection of its daughter leptons at high PT. 

2.2 BO EO mixing 

Especially in the case of Bq mesons where q stands for either an 8 or d quark, Eq. (1.17) 

is written by 

(2.4) 
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Another parameter describing time-integrated mixing is Xq. This parameter describes 

the probability that a produced Bg will have mixed into a ng by the time it decays. 

(2.5)
N(BO) +N(BO) 

N(Bg --7 ng) 
= (2.6)

N(Bg --7 Bg) + N(Bg --7 Bg) 
Tq 

(2.7)
1 + Tq 

2x q (2.8) 

The possible range of these parameters are 

0::; Tq ::; 1 (2.9) 
1 

0-:; X <- (2.10)- q - 2· 


The time dependence of the (BO
--7 nO) probabilities is rewritten as 


(2.11) 

(2.12) 

Figure 2.4 shows the probabilities of finding B O and n° in an initially pure B O state for 

B~ and B~ mesons. 

When B meson mixing occurs by the second order W exchange, as shown in Fig. 1.1, 

any of the quarks t, c, 'U can participate in the box diagram but the t quark is expected 

to be dominant due to its high mass. When the matrix elements are evaluated [8], one 

find 

(2.13) 

where q stands for either an s or d quark, GF is the Fermi constant, TB is the B O lifetime 

and "IQeD is a correction from the mass scale dependence ofthe strong coupling constant. 
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Taking B~ as an example, we review the current knowledge of these parameters: 

TBa 	 1.29 ± 0.5 psec [4] (2.14) 

MBa 	= 5.278 GeV [4] (2.15) 

• 	 A(Zt)/Zt is a slowly decreasing monotonic function varying from 1 at mtop 0 to 

about 0.6 at mtop = 150 GeV, where Zt = m;Jmiv. 

• TfQCD is a QCD correction and is estimated to be about 0.85. 

• 	 BB . f~ describes the uncertainty about the hadronic matrix elements. The QCD 

coupling becomes large for low momentum transfer and thus perturbation theory is 

not applicable. This means that the value cannot be directly calculated. However, 

calculations using lattice QCD can estimate an approximate number. The standard 

value, combining the available theoretical and experimental information [8] is; 

(2.16) 

The IYtdl is estimated to be rv 0.004 by putting the above values, the top mass 

measured by CDF and the Zd measured by ARGUS and CLEO [9, 10]. 

There are many uncertainties in the calculation of Xq but they all cancel when we look 

at the ratio of B~ mixing and B~ mixing. If we assume that the above five parameters 

are the same for B3 and B~ mesons, we find 

(2.17) 

The only factor that remains is the ratio between the CKM matrix elements. From the 
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unitarity of the CKM matrix:, the ratio is estimated to be [8] 

{3:::;0.17 (2.18) 

If we use this parameter to makt~ a relationship between Xd and XS we find 

(2.19) 

Since B~ and B~ mesons are produced in pp collisions and since flavor tagging is 

made by looking at the charge of leptons, we define the mixing parameter, X, by 

N(b --t BO --t BO --t 1+) 
x (2.20)

N(b --t 1*) 

where N(b --t 1*) is the number of b quarks directly decaying to leptons and N(b --t 

BO --t BO --t 1+) is the number of b quarks directly decaying to leptons via BO BO mixing 

process. The denominator includes all possible hadrons formed with the b quark, i.e, 

B~, B;;, B~, etc. Since we do not distinguish between B~ and B~, the mixing parameter 

is written as 

N(b _ BO _ BO _ 1+) 
x (2.21)

N(b -1*) 
N(b)prob(b - B;;)prob(B;; - B;t;)Br(B;t; - 1+) 

N(b)prob(b - Bu )[prob(.8; - BJ)Br(BJ - 1+) +prob(Bu - Bu )Br(Bu - I-)J 
+N(b)prob(b _ B~)prob(iJ~ - B~)Br(B~ - 1+) 

+N(b)prob(b - B~)[prob(B~ - B~)Br(B~ - 1+) +prob(B~ - B~)Br(B~ - I-)J 

+N(b)prob(b - B~)prob(B~ - B~)Br(B~ _ 1+) 
+N(b)prob(b _ B~)[prob(B~ _ B~)Br(B~ _ 1+) +prob(B~ - B~~-)B-r-(:--'B~~---l--=-=)] 

+N(b)prob(b - Baryonb)prob(Baryonb - BaryonlJBr(BaryoRb - 1+) 
+N(b)prob(b - Baryonb)[prob(Baryonb - Baryon,JBr(Baryon/) - 1+) 

(2.22) 

where N(b) is the number of b quarks, prob(b --t Bq) is the production probability for 
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Bq, prob(Bq -4 Bq) is the probability that a produced Bq will have mixed into a Bq and 

Br(Bq -4 I) is a branching ratio for Bq -4 I decays. Since 

prob(B;: -4 B~) = prob(Baryonb -4 Baryonb) = 0, 

prob(B~ -4 B~) = xs 

and 

for b hadrons, 

we obtain 

N(b)prob(b ~ B~)XdBr(B~ ~ 1+) +N(b)prob(b ~ B~)XsBr(B~ ~ 1+)
x N(b)Br(b ~ I±) 

= N(b)prob(b ~ B~)xdBr(B~ ~ 1+) N(b)prob(b ~ B~)XsBr(B~ ~ 1+) 
N(b)Br(b ~ l±) + N(b)Br(b ~ l±) 

-0 Br(B3 ~ 1+) -0 Br(B~ ~ 1+) 
= prob(b ~ Bd) Br(b ~ I±) Xd +prob(b ~ Bs) Br(b ~ I±) XS 

where 

Br(b ~ l±) = 

prob(b ~ B;:)Br(B;: ~ 1-) + 

prob(b ~ B~)[prob(B~ ~ B~)Br(B~ ~ 1+) +prob(iJ~ ~ B~)Br(B~ ~ r)] + 

prob(b ~ B~)[prob(iJ~ ~ B~)Br(B~ ~ 1+) + prob(iJ~ ~ B~)Br(B~ ~ r)] + 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

Xd(s) (2.32) 
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(2.33) 

and 
-0 Br(B~(s) ~ l+ X) 

(2.34)Pd(s) = prob(b ~ Bd(s)) Br(b ~ l±X) . 

When a pair of bb quarks is generated and both directly decay to leptons (b ~ l+X), 

there are three different cases: (1) neither b nor bquark undergoes mixing, (2) either b or 

bquark undergoes mixing, and (3) both band bquarks undergo mixing. The fraction of 

case (1), (2) and (3) are (1-X)2, 2X(1-X) and X2, respectively. Taking into account the 

fact that the lepton charge flipps if the mixing occurs, one can easily find that a ratio of 

the number of like-sign (LS) dilepton event to that of opposite-sign (OS) dilepton events 

is expressed by the mixing parameter X as 

the number of LS dilepton events 2X(1 X) 
(2.35)

the number of as dilepton events - X2 + (1 - x)2' 

Therefore, the mixing parameter can be derived by measuring the ratio of LS to as 
dilepton events. 

The mixing parameter, X, can be estimated from Eq. (2.35) in principle, but some 

complications arise in actual analysis, due to sequential decay processes and background 

contributions. 

2.2.1 	 Previous measurements of mixing in the B~ and B2 sys­

tem 

Observation of B~fJ~ mixing at Y(4S) [6] 

The study of the B~fJ~ mixing phenomenon is particularly simple at the Y(4S) which 

decays about a half of the time into a B OfJo pair. 

Since no other particles are produced besides this pair, the Y(4S) is a clean source 

of B~ mesons which can be reconstructed or efficiently tagged. Background from e+e­
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continuum contributions under the T ( 48) can be studied experimentally at the center-of­

mass energies below the T(48) mass. The investigation of the BdBd mixing phenomenon 

on the T(48) has led to its observation by ARGUS and CLEO. 

On the T(48) the straightforward strategy to study BB mixing is to reconstruct 

completely the two neutral Bd mesons in the T(48) decay. This, however, is not trivial 

because of the small reconstruction efficiency. Nevertheless, the approach of fully recon­

structing T(48) decays into B~B~ or B~B~ pairs led to the discovery of BdBd mixing. 

ARGUS succeeded in reconstructing a decay T(48) ~ B~BS completely, where both B~ 

mesons decayed into D*-l+v with the following decay chains: 

and 

" K+""'­~ 1 "I 

In this simple event (Fig. 2.5) all particles were well identified and the masses of the 

intermediate states agreed well with the particle data table values. Kinematic consider­

ations showed that the event is complete. The background for this event was considered 

to be completely negligible. 

This one event demonstrated that the phenomenon of B3BS mixing must exist. How­

ever, a determination of the B~B~ mixing strength needed other methods which provide 

much better statistics. One of the most efficient methods is the flavor tagging of B 

mesons through their semileptonic decays. A B meson will decay into an e+ or p,+ plus 

a neutrino and hadrons with a branching ratio of about 10%. Likewise a Bd meson will 

yield an e- or p,- in its semileptonic decays. A search for mixing can thus be made by 

looking for events of: T(48) ~ l±l± + X. Besides the tagging of B mesons through 

leptons, other particles which originate frequently in the weak decay of the b quark can 

be used to tag the b flavour of the decaying B meson. For example, D*+, Ac and D; 

from b quark decay products can be used as the tagging particles since they can be fully 

reconstructed. 

ARGUS and CLEO have investigated events containing lepton pairs originating from 

14 




T(4S) decays. Due to the fact that the Bd mesons were nearly at rest, two leptons from 

different mesons were uncorrelated. The dilepton events still included backgrounds from 

J/'lf; decays. 

BOiJo mixing is studied by tagging the flavor of the other BO mesons by a fast 

lepton. The BO mesons were most efficiently reconstructed in the channel BO ----+ D*-l+v 

where the undetectable neutrino was inferred from the missing mass squared against the 

D*-l+ system, M M2, which had to be consistent with zero for BO mesons originating 

from T(4S) decays. The quantity M M2 was given by the beam energy and the known 

energies and momenta of the D*- mesons and the 1+ lepton: 

(2.36) 

As signature for the decay BO ----+ D*-l+v they obtained a prominent peak at M M2 O. 

The momenta of D*- meson can be estimated by the pion momentum, in the decay 

D*- ----+ jj0 7r-. When BO ----+ D*-l+v ----+ jj°7r-l+v, right-sign combination oflepton and 

pion is 1+7r-. 

The M M2 spectra for events with (l-7r+)I- and (l-7r+)I+ are shown in Fig. 2.6 and 

the momentum spectra of the additional leptons are shown in Fig. 2.7. The mixing 

parameter X is given by: 

(2.37)
Xd = (N(B~I-) + N(B~I+)) + (N(B~I+) + N(B~I-)) 

where N(iJ~I-)+N(B~I+) are given by the contents in the peak at MM2 = 0 in Fig. 2.6 

a) and N(iJ~I+) +N(B~I-) by the corresponding one in Fig. 2.6 b). 

From these measurements, they estimated Xd = 0.162 ± 0.043 ± 0.039 (ARGUS) [9] 

and Xd = 0.149 0.023 ± 0.021 (CLEO) [10]. 
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Figure 2.1: Feynman diagrams for lowest order bb production 
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Y(4S) decays. Due to the fact that the Bd mesons were nearly at rest, two leptons from 

different mesons were uncorrelated. The dilepton events still included backgrounds from 

J /1/1 decays. 

BOlJo mixing is studied by tagging the flavor of the other BO mesons by a fast 

lepton. The BO mesons were most efficiently reconstructed in the channel BO ........ D*-l+II 

where the undetectable neutrino was inferred from the missing mass squared against the 

D*-l+ system, M M2, which had to be consistent with zero for BO mesons originating 

from Y(4S) decays. The quantity M M2 was given by the beam energy and the known 

energies and momenta of the D*- mesons and the 1+ lepton: 

(2.36) 

As signature for the decay BO ........ D*-l+ II they obtained a prominent peak at M M2 = O. 

The momenta of D*- meson can be estimated by the pion momentum, in the decay 

D*- ........ iJ°1r-. When BO ........ D*-l+1I ........ iJ°1r-1+1I, right-sign combination of lepton and 

pion is 1+1r-. 

The M M2 spectra for events with (l-1r+ )1- and (l-1r+ )1+ are shown in Fig. 2.6 and 

the momentum spectra of the additional leptons are shown in Fig. 2.7. The mixing 

parameter X is given by: 

(2.37)
Xd = (N(B~l-) + N(B~l+)) + (N(B~l+) + N(B~l-)) 

where N(.B~l-)+N(B~l+) are given by the contents in the peak at MM2 oin Fig. 2.6 

a) and N(lJ~l+) + N(B~l-) by the corresponding one in Fig. 2.6 b). 

From these measurements, they estimated Xd = 0.162 ± 0.043 ± 0.039 (ARGUS) [9J 

and Xd = 0.149 ± 0.023 0.021 (CLEO) [10]. 
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Observation of BE mixing on ZO and in pp colliders [6]. 

In pP colliders, the BE mixing were observed with the like-sign dimuon events by UAl. 

At LEP, the BE mixing has been studied using the ZO ~ bb process. In this case b 

quarks fragment into a mixture of B hadrons containing B~ and B2 mesons for which 

mixing can occur, which is a different point from the BdEd mixing at the T(4S). 

The fractions Pd and Pe of these incoherently produced B~ and B~ mesons are es­

timated from measurements of B~ and Ag production in ZO decays and were found to 

be: P s = 0.152 ± 0.042 and Pbaryon = 0.146 ± 0.033 [6]. Assuming Pd = P u , we gets 

Pd = 0.351 0.027. 

In time integrated measurements the B mesons are tagged by their semileptonic 

decays and experimental signature for B~E~ or B2 E2 mixing is given by an excess of 

like sign lepton pairs over the predicted number of like sign lepton pairs from background 

processes. 

The leptons which are used to tag the b flavor are again subject to backgrounds from 

other lepton sources like charm decays, converted photons or hadrons faking leptons. 

These backgrounds can be suppressed by requiring large momenta and large transverse 

momenta PT for both leptons with respect to the jet axis. The cut on large PT exploits 

the heaviness of the B mesons compared to charm particles. 

The amount of BSES and B2 E2 mixing is determined from the like-sign and opposite­

sign lepton pairs by 

(2.38) 

where No (N,) is the predicted opposite-sign (like-sign) dilepton rate in the case of no 

mixing. No is given by the number of primary lepton pairs originating from b ~ 1-X, 

b~ 1+ X decays, while N{ is given by the like-sign lepton pairs from b ~ 1-X, b~ eX, 

e ~ 1- X decays. 

The ALEPH and DELPHI used the jet charge technique for tagging b flavor. The 
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Experiment Year Value of mixing parameter (X) 
ALEPH [11] 
L3 [12J 
DO [13J 

OPAL [14] 

DELPHI [15J 
UA1 [16] 
CDF [17J 

1994 
1994 
1993 

1993 
1993 
1991 
1991 

0.114 ± 0.014 ± 0.008 
0.123 0.012 ± 0.008 
0.13 ± 0.02 ± 0.05 

0.143~g:g~1 ± 0.007 
0.121 ± 0.016 0.004 ± 0.004 
0.148 0.029 0.017 
0.176 ± 0.027(stat.) ± 0.022(syst.) ± 0.032(model) 

Table 2.1: Mixing parameter, X. 

jet charge Qjd is defined by 
Eo qilPiejl'"

Qjet 	 (2.39)
Ei IPiejl'" 

where i is the particle momentum, qi its charge and ej the unit vector in the direction 

of the jet. If, is a calibration constant of the order of unity and was obtained from Monte 

Carlo studies. The resulting mixing parameter X using the jet charge technique are 

consistent with the ones using dilepton events but have larger uncertainties. 

Results of the mixing parameter, X, from different experiments are summarized in 

Table 2.1. 

The previous CDF result [17] is based on ep. events in 2.7 pb-1 of data collected 

during 1988-89 run. The major improvement of the present analysis from the previous 

one are: 

• Almost 	three times e-p. events are collected in this experiment. This reduces the 

statistical uncertainty by 1/v'3. 

• 	 Background e-p. events from direct cc production and also sequential semileptonical 

decays are reduced by requiring large transverse momenta for leptons with respect 

to the jet axis. 

• 	 By using data from the new muon detector, the uncertainty in estimating the fake 

lepton event fraction is reduced. 
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Figure 2.1: Feynman diagrams for lowest order bb production 
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Figure 2.2: The example of l''eynman diagrams for next leading order bb production 
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Figure 2.3: Fragmentation functions for b and c quarks. 
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Figure 2.4: The solid lines show time dependent probabilities of finding BO and 13° in 
an initially pure BO state for Bd and Bs mesons. The dotted lines show the total decay 
probabilities. We assume !l.M/r 0.67 (5.0) for the B~ (B~) meson. 
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Figure 2.5: The completely reconstructed event consisting of the decay T(4S) _ BOBO. 
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Figure 2.6: MM2 spectra for 1+7r- (points with error) for events with an additional 
lepton with momentum 1.4 < PI < 2.5: background (dotted histogram) and the result 
of the fit (full histogram) a) for like-sign leptons; b) for opposite-sign leptons. 
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Figure 2.7: Efficiency corrected spectrum of additional leptons in tag events, for a) 
opposite-sign and b) same-sign leptons. Superimposed are fits (solid) to a primary 
lepton spectrum (dashed) plus a secondary spectrum (dash-dot). 
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Chapter 3 

Apparatus 

This experiment was performed at the Fermi N &tional Accelerator Laboratory (Fermilab) 

in Batavia, illinois, U.S.A. using the Tevatron accelerator which gave proton-antiproton 

collisions at a center-of-mass energy of 1.8 Te V. Particles which were produced by the 

collisions were detected by the Collider Detector at Fermilab (CDF). The Tevatron 

accelerator and CDF detector are described below emphasizing what we used in our 

analysis. 

3.1 Tevatron 

The Tevatron accelerator produces the world highest energy proton-antiproton collisions 

at a center-of-mass energy of 1.8 TeV. Six accelerators of which the Tevatron accelerator 

consists are illustrated in Fig. 3.1. First, negatively charged hydrogen ions are injected 

to a DC voltage accelerator, Cockcroft-Walton electrostatic accelerator (C-W), and are 

accelerated to 750 keV. These particles are accelerated to 200 MeV in 500 foot-length 

linear accelerator (LINAC). The two electrons are then stripped off the hydrogen ions, 

leaving bare protons, which are injected into the booster ring, a synchrotron with a 

diameter of 500 feet. The protons are accelerated up to 8 GeV in the booster ring and 

are injected to the main ring. The main ring, a synchrotron with a diameter of two 
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kilometers, is composed of water-cooled magnets. After being accelerated to 150 GeV 

in the main ring, protons are injected to the Tevatron ring which is the same diameter 

with the main ring. The Tevatron ring is composed of superconducting magnets and 

can accelerate protons to 900 Ge V. 

Protons accelerated to 150 GeV in the main ring are also used to initiate production 

of antiprotons. Every two seconds, approximately two trillion protons are accelerated 

to 120 GeV in the main ring and then directed to an antiproton production target. Of 

the many particles and antiparticles of different types produced in collisions the protons 

make in the target, about ten million antiprotons are collected in a debuncher ring. The 

captured beam of antiprotons, circulating in the debuncher ring, is then made more 

dense by a process called stochastic cooling. The antiprotons are then transferred to 

the accumulator ring. The antiprotons merged into a single beam, cooled further, and 

stored in the accumulator ring. The debuncher and accumulator rings operate at 8 Ge V. 

The antiprotons are accelerated by the main ring and the Tevatron ring in the opposite 

direction against the protons. Protons and antiprotons are collected into 6 bunches, so 

that a beam crossing occurs every 3.5 psec. 

The 1992-1993 run (RUN-Ia) started in April 1992 and ended in May 1993. The 

Tevatron provided about 25 pb-1 and the CDF has collected an integrated luminosity 

of f Ldt 20 pb- l
. 

3.2 Collider Detector at Fermilab 

The Collider Detector at Fermilab (CDF) is a general purpose detector located at the BO 

interaction region of the Tevatron ring, where collisions between protons and antipro­

tons occur. A perspective view of the CDF detector is shown in Fig. 3.2. The detector 

consists of 2 parts: the central detector and the forward and backward detectors. Fig­

ure 3.3 shows the location of each detector component. The tracking chambers consist 

of the silicon vertex detector (SVX), the vertex chamber (VTX) and the central tracking 
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chamber (CTC). They are azimuthally symmetric around the beam axis. The solenoidal 

magnet which surrounds the tracking chambers generates 1.4 T magnetic field along the 

beam axis. The calorimeter used to measure energy of particles surrounds the solenoidal 

magnet. The calorimeter consists of the central electromagnetic calorimeter (CEM), the 

central hadronic calorimeter (eHA), the endwall hadron calorimeter (WHA), the plug 

electromagnetic calorimeter (PEM), the plug hadronic calorimeter (PHA), the forward 

electromagnetic calorimeter (FEM) and the forward hadron calorimeter (FHA). The 

muons which passed through the calorimeters reach muon chambers. The muon detec­

tors consists of the central muon system (CMU), the central muon upgrade (CMP), the 

central muon extension (CMX) and the forward muon system (FMU). The beam-beam 

counters (BBC) are placed in front of the forward and backward calorimeters and are 

used for luminosity monitor and trigger. The detectors and detector components most 

relevant to this analysis are briefly reviewed in the following sections. 

The CDF coordinate system is taken as follows. The origin is the center of detector, 

the nominal collision point, and the z-axis is the proton beam direction. The x-axis points 

to the outside of the Tevatron ring and the y-axis points toward vertically upward, so as 

to make a right-handed coordinate system. The azimuthal angle 4> is an angle measured 

from the positive x-axis toward the positive y-axis. The pseudo-rapidity 11 is defined by 

11 == -In(tanO/2), where the polar angle 0 is an angle from the proton beam direction 

( the positive z-axis). The radius r is a distance from the beam axis in x-y plane. The 

central detector and the forward (backward) detector cover regions 10° < 0 < 170° and 

o< 10° (0 > 170°), respectively. 

3.2.1 Beam-beam counters 

The beam-beam counters (BBC) are planes of scintillation counters which are located 

at the front face of each of the forward and the backward calorimeters. A beam's-eye 

view of the one of the BBC's is shown in Fig. 3.5. They provide a minimum-bias trigger 

for the detector in addition to a role of the luminosity monitor. The timing resolution of 
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the counters is less than 200 psec. They cover the polar angle region from 0.32° to 4.47° 

along either the horizontal or vertical directions, corresponding to a pseudo-rapidity 

range of 3.24 to 5.90. 

3.2.2 Tracking detectors 

Silicon Vertex detector (SVX) [18] 

The SVX consists of two cylindrical modules placed end-to-end with their axes coincident 

with the beamline. The total longitudinal coverage is 51 cm (2 x 25.5 cm with 2.15 cm 

gap). Because pp interactions are spread along the beamline with standard deviation 

(j ........ 
 30 cm, the geometrical acceptance of the SVX is about 60% for pp interactions. 

Each module consists of four radial layers (numbered 0-3 from beam pipe) of silicon strip 

detector. The inner and outer layers are at radii of 3.005 cm and 7.866 cm, respectively. 

Figure 3.6 shows a view of one cylindrical module of the SVX. For layers 0, 1 and 2 

of the silicon strip detector, the strips are on a 60 pm pitch along the beam axis. For 

layer 3 they are on a 55 pm pitch. The resolution for high PT tracks is 10 pm afterI"V 

correction of the alignment of the SVX geometry by using real track data. 

Vertex chamber (VTX) 

The VTX is designed primarily to determine the event vertex position in the longitudi­

nal z direction. The VTX provides tracking information up to a radius of 22 cm and 

1171 < 3.25. The VTX consists of vertical planes of drift chambers along the z direction, 

with each individual z slice being radially divided into octants. The individual chamber 

octants have sense wires arranged tangentially to the beam, providing track hit infor­

mation mainly in (T, z) coordinates. The typical resolution of vertex point turned out 

to be about 1 mm in the z direction. 
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Central Tracking Chamber (CTC) [19] 

The CTC is a 1.3 m radius and 3.2 m long cylindrical drift chamber which gives precise 

momentum measurements in the angular region 40° < () < 140° (-I < 11 < 1). In 

this region the momentum resolution is better than DPTjp} :$ 0.002 {GeV jctl. The 

chamber contains 84 layers of the sense wires grouped into 9 "superlayers". Five of 

the superlayers consist of 12 axial sense wires; four stereo superlayers consist of 6 sense 

wires tilted by ±3° relative to the beam direction. Figure 3.7 shows an endplate of the 

chamber displaying the 45° tilt of the superlayers to the radial direction to correct for 

the Lorentz angle of the electron drift in the magnetic field. 

Leading electrons drift into the azimuthal direction with a maximum drift distance 

being less than 40 mm, corresponding to a drift time 800 ns. The axial superlayer signals 

give a picture of the event in r - 4; plane. The stereo superlayer signals give a picture 

of the event in r z plane in cooperation with the axial superlayer signals. 

3.2.3 Calorimeters 

In order to contain showers produced by particles from pP collision at the nominal in­

teraction point a "tower" geometry was chosen for all calorimeters as shown in Fig 3.4. 

The coverage of the calorimeter towers in 11 4; space is shown in Fig 3.8. Each tower 

has an electromagnetic shower counter in front of a corresponding hadron calorimeter, 

so that one can make a detailed comparison of electromagnetic to hadronic energy on a 

tower-by-tower basis. The towers are projective, i.e., they point at the interaction region, 

and are 0.1 units of 11 wide by 15° (central region) or 5° (plug and forward regions) in 4;. 

The physical size of a tower ranges from about 24.1 cm (11) x 46.2 cm (4;) in the central 

region to 1.8 cm x 1.8 cm in the forward region. Geometric coverages in 11 direction 

and absorption thickness for calorimeters are summarized in Table 3.1. The absorp­

tion thicknesses in Table 3.1 are given in radiation lengths, Xo, for the electromagnetic 

calorimeters or in pion absorption lengths, Aabs, for the hadron calorimeters. 
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Calorimeter Geometric coverage Absorption 
component 

CEM 
in 'TI direction 
0.0 < I'TII < 1.1 

thickness 
18Xo 

PEM 1.2 < I'TII < 2.4 18 ­ 21Xo 
FEM 2.4 < I'TII < 4.2 18Xo 
CHA 0.0 < I'TII < 0.8 4.7Aabs 
WHA 0.8 < I'TII < 1.3 4.5Aabs 
PHA 1.3 < I'TII < 2.4 5.7Aabs 
CHA 2.4 < I'TII < 4.2 7.7Aabs 

Table 3.1: Geometric coverage in 'TI direction and absorption thickness for calorimeter 
components. 

Central calorimeters: Central electromagnetic calorimeter (CEM), Central 

hadron calorimeter (CHA) and Endwall hadron calorimeter (WHA) 

The central calorimeters cover a polar angle region of 39° < e < 141° ( I'TII < 1.1 ). It 

is azimuthally segmented into 15° wedges. There are 48 wedges in all, 24 on each side 

of the z 0 plane. A perspective view of one central calorimeter wedge is shown in 

Fig. 3.9. Each wedge has an electromagnetic part and a hadronic calorimeter part, and 

is subdivided along the z-axis into ten projective towers, numbered from 0 to 9, where 

tower 0 is at 90° polar angle. The size of the central calorimeter tower is approximately 

15° in <p and 0.11 units in'TI. 

The CEM [20] consists of 31 layers of 5 mm polystyrene scintillator interleaved with 

30 layers of 1/8 inch lead. Total thickness of CEM module is approximately eighteen 

radiation lengths. Using the test beam electron with an energy range of 15-100 GeV, 

the energy resolution of the CEM was measured [21J as 

il.E 13.5% 
( E in GeV), (3.1)E - -yrE=s=i=n=e 

where the sine reflects the change of the sampling thickness seen by the electron emitted 

at a polar angle e. 
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The CEM has a gas proportional wire chamber with cathode strip embedded approx­

imatelyat the EM shower maximum, 5.9 radiation lengths including the solenoid. The 

central strip chamber (CES) consists of wires along the beam direction for tP measure­

ments and cathode strips perpendicular to wires for z measurements. The CES provides 

a precise determination of shower center and shower shape. The position resolution is 

about 2.2 mm in the wire (tP) view and 1.4 mm in the strip view for 50 GeVIc electrons. 

The CHA [22] consists of 32 layers of 10 mm plastic scintillator interleaved with 

32 layers of 25 mm iron. The WHA consists of 15 layers of 10 mm plastic scintillator 

interleaved with 15 layers of 50 mm iron. Total material thickness is 4.7 units of pion 

absorption lengths for CHA and 4.5 units for the WHA. The CHA has 9 projective 

towers numbered from 0 to 8 along z-axis. The WHA has 6 projective towers numbered 

from 6 to 11 along z-axis. The number 6 (7, 8) tower of the CHA occupies the same 

tower in 11 tP plane as the number 6 (7, 8) of WHA in the same wedge. The energy 

resolution for the CHA is given by 

AE 75% 
--- ( E in GeV) (3.2)
E VEsinf) 

from test beam pion data with an energy range of 10-150 GeV [23]. From the same 

beam test, the energy resolution for WHA is given by 

( E in GeV). (3.3) 

Plug calorimeters: plug electromagnetic calorimeter (PEM) and plug hadronic 

calorimeter (PHA) 

The PEM [24] is an annular shaped detector which covers a polar angles region of 

10° < f) < 32°. This polar angle region covers the end of the CTC. The PEM is 

a gas-based calorimeter using conductive plastic proportional tube arrays (7 x 7 mm) 

interleaved with 0.27 cm x 34 lead absorber panels and read out by cathode pads. Shower 

profiles can be measured with a resolution of 2 mm by this calorimeter [24, 25]. The 
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tower segmentation in the plug calorimeter region is Al1 0.9 and Ac/J !".J 50, finer than!".J 

that in the central region. The energy resolution was measured in an electron test beam 

with an energy range of 20-200 GeV to be [26] 

AE 28% 
( E in GeV). (3.4)

E -.IE 

The PHA is located behind the PEM, forming a partial conical shape. The PHA 

uses steel plates as absorber, with similar conductive plastic proportional tubes. Total 

material thickness is 5.7 units of pion absorption lengths. The energy resolution for the 

PHA was measured as 

(3.5) 

by the test beam pions with an energy range of 40-200 Ge V [27]. 

Forward calorimeters: Forward electromagnetic calorimeter (FEM) and for­

ward hadron calorimeter (FHA) 

The FEM is located behind the BBC's on both sides of the detector. The FEM's employ 

a gas-based calorimeter very similar to the PEM, with 0.48 cm x 30 lead absorber panels 

and tower segmentation Ac/J !".J 50 and Al1 0.1. The coverage extends from 2.2 to 4.2 in!".J 

11. The FEM position resolution ranges from 1 mm to 4 mm, depending on the location. 

The FHA covers the forward region from 2.3 to 4.2 in 11 with an additional 7.7 pion 

absorption lengths behind the FEM. The FHA preserves the tower geometry of the FEM. 

3.2.4 Muon detectors 

The central muon detectors are located behind the calorimeters because electrons, pho­

tons and hadrons are absorbed inside calorimeters. The central muon detectors are 

divided into several components, each covering a different section. The central muon sys­

tem (CMU) and central muon upgrade (CMP) cover a pseudo-rapidity region of 1111 < 0.6. 

The central muon extension (CMX) covers a pseudo-rapidity region of 0.65 < 1111 < 1.0. 
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The coverage of the muon chambers is shown in the Fig. 3.10. The CMP and CMX 

were added just before RUN-la. The CMP is used for confirmation of muon track stubs 

in the CMU and it also fills up crack in 'Tf = 0 and wedge gaps of the CMU. The CMX 

extends the coverage of the CMU to about 'Tf "" 1.0. 

Central muon system (CMU) [28] 

The CMU is divided into 24 wedges (Ilt/> = 15°) forming an approximate cylinder around 

the beamline. The CMU is divided into 2 parts at 'Tf O. Each CMU wedge contains 

a total of 48 drift chambers, each 2.3 m long, arranged axially along the z direction. 

Figure 3.11 shows the layout of a CMU wedge; note there are significant cracks in 

acceptance between the wedges. The diagram in Fig. 3.12 shows a cross sectional view 

of a 5° section of the CMU, with a typical muon track passing through the four layers 

of drift cells. 

The individual drift cells shown in Fig. 3.12 measure 63.5 mm x 26.8 mm in cross 

section, with a sense wire in the center, and are operated with a 50%/50% Ar - C2 H6 

gas mixture. A muon track stub is formed by measuring the drift time for each of the 

four sense wires along the muon path. The left-right ambiguity of the track is resolved 

by staggering the wires along the radial line. The chambers were operated in limited 

stream mode, allowing a measurement of the z position by measuring the relative charge 

deposited at both ends of the sense wire. 

Central muon upgrade (CMP) [29] 

The CMP is mounted on four flat planes around the central barrel detector, with a 

layer of steel (rv 3 absorption lengths) beyond the CMU. On the top and bottom of the 

detector, the CMP is attached to the steel of the solenoid return yoke. On both side of 

the detector, the CMP planes are attached to walls of steel. The tubes are continuous 

across the CMU 'Tf = 0 crack. The chambers are of fixed length in z and form the box 

around the central detector, therefore the actual pseudo-rapidity coverage varies with 

33 




azimuth as shown in Fig. 3.10. 

The CMP consists of 864 drift tubes with the size of 2.5 cm x 15 cm x 640 cm. The 

CMP drift tubes are half .cell staggered and use the same argon/ethane gas mixture as 

used in the CMU. Figure 3.13 shows a schematic view of a CMP tube. Like the CMU, 

there are four layers of drift cells, and muon track stubs can be reconstructed in the 

r - </> plane by measuring the drift times in the four layers. However, no z information 

on the muon track is available from the CMP unlike CMU. The position resolution of 

the tube is about 300 JLm. 

Central muon extension (CMX) [29] 

The CMX occupies the surface of a cone (see Fig 3.2). The CMX are free standing, just 

beyond the central barrel region. The CMX extends pseudo-rapidity coverage from 0.65 

to 1.0. 

The CMX consists of 864 X 2 drift tubes, which are of the same structure as the CMP 

tube. The tubes are sandwiched between two layers of scintillation counters which are 

used for triggering. 

3.2.5 Trigger 

The CDF trigger system consists of three levels [30, 31, 32]. The level 1-3 triggers 

reduce the high rate of ",280 kHz in the 1992-1993 CDF run of pp interactions to a rate 

of '" 6 Hz at which events could be recorded on tape. The level 1-3 triggers consist 

of a logical OR of several requirements of electrons, photons, muons, missing energy, 

jets, taus, and select events based on physics interests. The level 3 trigger is made up 

of 48 Silicon Graphics computers, each containing two event buffers, plus an array of 

service hardware to push the data into and out of 96 buffers. Each event is sent to a 

single buffer, and so that level 3 triggers can be processed up to 48 separate events in 

parallel, with another 48 events meanwhile being loaded to the secondary buffers. Here 

we describe a low PT dilepton trigger, which is called "JPSI STREAM 1". We used 
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events which passed this trigger in this analysis. 

Level 1 trigger 

All level 1 triggers require a coincidence between hits in the forward and backward BBC 

scintillators to select physical reactions. 

The level 1 trigger for low PT dilepton events consists of level 1 dielectron trigger, 

level 1 dimuon trigger and levell electron-muon trigger. The level 1 dielectron (dimuon) 

trigger is made by a pair of level 1 electron (muon) triggers. The level 1 triggers for 

electron-muon events are generated by a pair of a level110w-ET calorimeter trigger and 

a level 1 muon trigger. 

The level 1 low-ET calorimeter trigger is produced from analog signals coming from 

phototubes in the central calorimeters. The trigger is segmented in detector 1'/ <jJ plane 

by D.<jJ 15° and D.1'/ = 0.2. The actual segmentation provided by the calorimeters is 

reduced by summing fast analog signals in order to reduce the large quantity of signals 

to a manageable level, resulting in a total of 2048 trigger towers, half electromagnetic 

and half hadronic. The analog calorimeter signals are corrected for pedestal offsets and 

gain variations. The level110w-ET calorimeter trigger required that a trigger tower have 

the transverse EM energy above 4 GeV. No correction is made for possible variations in 

the z vertex position at this stage. 

The level 1 muon trigger is produced from a fast analog measurement of momentum 

of muons in the CMU and a coincidence signal between chambers in alternate layers in 

the CMP. The momentum of muons is measured by a difference of drift times between 

layer 2 and layer 4 of CMU chambers (See Fig. 3.12). The difference of the drift time 

is a function of momentum of muons. The level 1 muon trigger requires the momentum 

to be greater than 3.3 Ge V I c. 
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Level 2 trigger 

The level 2 trigger for low PT dilepton events consists of a level 2 dielectron trigger, 

a level 2 dimuon trigger and a level 2 electron-muon trigger. The level 2 dielectron 

(dimuon) trigger is made by a pair of level 2 electron (muon) triggers. The level 2 

trigger for electron-muon events is generated by a pair of a level 2 low-ET calorimeter 

trigger and a level 2 muon trigger. 

Electromagnetic energy clusters are formed from trigger towers by hardware pro­

cessors at this stage. The clustering algorithm used is that, first, a trigger tower with 

transverse EM energy greater than 4 Ge V is searched, then four adjacent towers are ex­

amined one by one to be added to the seed tower if its transverse EM energy is greater 

than 3.6 Ge V, and each attached trigger tower is taken as a seed tower and the same 

procedure is repeated until no more trigger tower is found to be added. A ratio of total 

(EM + HAD) transverse energy to transverse EM energy is calculated from electromag­

netic and hadronic energies in the clusters. The level 2 electron trigger requires the ratio 

be less than 1.125. 

The CTC tracks are reconstructed in two dimensions by a hardware processor called 

Central Fast Tracker (CFT) [33]. The CFT processes fast timing information from 

the CTC to identify a high PT track in the r ¢ plane by comparing the CTC hits 

with predetermined patterns. The CFT has a momentum resolution of 8PT / Pj rv 

0.035 (Ge V / c t \ with a high efficiency [33]. The level 2 electron trigger requires the 

momentum of an associated track with the EM cluster to be greater than 4.8 Ge V / c. 

The level 2 muon trigger requires matching between the CFT track and a stub in 

the muon detectors. The momentum of the CFT track for the level 2 muon trigger is 

required to be greater than 3 Ge V / c. 

Level 3 trigger 

The level 3 trigger for electron and muon requires the following. 

• Level 3 electron 
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- Transverse energy: ET :> 5 Ge V 

Transverse momentum: PT > 3 Ge V Ic 

- Lateral shower sharing: Lshr > 0.3 

- Lateral shower shape: X:trip < 15 

- Difference between a measured shower position in the CES and an extrapo­

lated CTC track at the CES: .6.X < 6 cm and .6.Z < 10 cm 

• Level 3 muon 

Transverse momentum: PT > 3 GeV Ic 

Difference between a CMU stub position and an extrapolated CTC track at 

the entrance of the CMU chambers: .6.X < 16 cm and .6.Z < 16 cm 

Because the level 3 trigger uses same code as offline analysis, the lateral shower sharing, 

lateral shower shape, position matching will be defined and described later. 

The level 3 trigger for low PT dilepton events consists of a level 3 dielectron, a level 

3 dimuon trigger and a level 3 electron-muon trigger. The level 3 dielectron (muon) 

trigger is generated by a pair of the electron (muon) triggers. The level 3 electron-muon 

trigger is generated by a pair of a level 3 electron and a level 3 muon trigger. 

3.2.6 Data acquisition system 

The CDF data aquisition system (DAQ) [34] employs a FASTBUS-based multi-level 

network. The CDF DAQ has multiple partitions each of which covers one or more 

independent detector sections so that the DAQ for different detector components can 

proceed in parallel. At the lowest level of the DAQ system, there are two major types 

of front end system. When an event is accepted by both level 1 and level 2, the data 

from front end crates are digitized and read by scanner modules. All the calorimeters 

and the central muon system use the redundant analog bus-based information transfer 

(RABBIT) which are read by MX scanner [35]. Most tracking detectors use FASTBUS 
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TDCs which are read by SSP scanners [36]. A few CAMAC modules are included in 

the event data stream and are read by an SSP scanner using a FASTBUS to CAMAC 

interface. Each scanner can buffer four events. This step in the DAQ pipeline is man­

aged by the trigger supervisor (TS) FASTBUS module. The TS uses a combination of 

FASTBUS messages and dedicated control lines to provide flexible and efficient control 

of front end systems. Each partition is allocated a unique set of scanners and a trigger 

supervIsor. 

When all MX and SSP scanners have finished reading and buffering data for one 

event, the TS module sends a FASTBUS message to buffer manager (BFM) indicating 

that an event is available in a specified buffer. The BFM supervises dataflow from 

scanner modules to host VAX computers. The BFM initiates this dataflow by sending 

a FASTBUS message to event builder (EVB) instructing it to "Pull" an event from 

the same buffer in all scanners of a specified detector partition. The EVB is a group 

of FASTBUS modules which can read, buffer and reformat complete events from any 

allowed partition of detector components. When the EVB has finished reading data 

from scanner buffer N, it sends a "Pull OK" message to the BFM which in turn notifies 

the TS that buffer N is available for a new levelland level 2 trigger. 

Under direction of the BFM, the EVB writes a complete event into a specified node 

in the level 3 processor farm (Silicon Graphics computers). Events accepted by the level 

3 trigger are read by the buffer multiplexer executing on one or more computers in the 

VAX cluster. Event data can be logged to disk or tape. 

3.2.7 Luminosity measurement 

The luminosity can be obtained by counting the rate of a certain process of which cross 

section is known. We use inelastic pp events, and the BBC's to detect them. That is, 

we have 

RBBCL = , (3.6) 
UBBC 
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where L is the luminosity, RBBc is the BBC event rate, and UBBC is the effective cross 

section visible to the BBC's. We estimate UBBC at 1800 GeV as follows. 

We first calculate the corresponding quantity for the UA4 experiment at 546 GeV 

[37, 38J, using their absolute measurements of the total and elastic pP cross sections, 

to be 38.9 1.8 mb. A small correction due to the difference in the geometry of the 

trigger counters at CDF and UA4 is made in order to convert the above quantity into 

the corresponding CDF quantity at 546 GeV, u14J;c. We then relate it to the value at 

1800 GeV, U18~~, by using the measurements of the Tevatron luminosities (Lace) based 

on accelerator parameters, and the observed BBC rates RBBc at the two energies. They 

have a relation 
U 

1800 
BBC 

,....546
vBBC 

RBBc(1800) 
RBBc(546) 

Laec(546) 
Lace(1800) . 

(3.7) 

We obtain [39J 

U18~~ = 46.8 ± 3.2 mb. (3.8) 

With recent direct measurements of elastic and total cross sections by CDF collab­

oration [40J, we are able to measure a direct measurement of the BBC cross section 

of 

UBBC 51.2 ± 1.7 mb. (3.9) 

After accounting for possible backgrounds in the BBC's, we have a total uncertainty of 

3.6% on the integrated luminosity. 
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Figure 3.1: Diagram of the Tevatron accelerator complex. 
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Figure 3.7: An endplate of the CTC showing the arrangement of the blocks which hold 
the 84 layers of sense wires. 
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Figure 3.11: The layout of the central muon chambers in one of the central wedges. 
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Chapter 4 

Analysis Outline and Data 

Reduction 

4.1 Outline of the analysis 

The mixing parameter, x, can be estimated from Eq. (2.35) in Chapter 1 in principle, 

but several complications arise in actual analysis including consideration of sequential 

decays and backgrounds. 

The important decay processes of bb events in this analysis are listed in Table 4.1. In 

Process 1, both band bquarks decay to leptons directly, which is mentioned in Chapter 1. 

In Process 2 (3), the b (b) quark decays to a lepton directly and the other b(b) quark to 

---+ l+X 
(Process 1) { ~ 	 ---+ l+X 

---+ l+X (Process 2) { ~ 	 ---+ c+X ---+ l+X 

---+ c+X ---+ l+X
{ ~ 	 (Process 3) 

b ---+ l+X 

Table 4.1: Semileptonic decay processes. 
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I 

Process 3 Process 4 Process 1 Process 2 
b-d b-d b-c-d c-l{{ {{ b_l e-lb-l b-e-l 

I Neither Q nor Q quark un- LS I LS OSOS
dergoes mixing. 


One of Q Q quarks under-

OS -LS OS

goes mixing. 


Both Q and Q quarks un­ -LS LSOS
dergo mixing. 

Table 4.2: Charge combinations of e and j.t for each Process. OS (LS) means opposite­
sign (like-sign). 

a lepton via e (c) quark. 

The production of ce can contribute to ej.t events through their semileptonic decay 

because we do not distinguish between leptons from bb and those from ce. This process 

is taken into account in our analysis. 

If there is no BOiJo mixing, the charge signs of leptons are opposite in Process 1, as 

mentioned before. The charge signs of leptons are like in Process 2 and 3, because the 

charge of a sequentially produced lepton reverses. 

Charge combinations of e and j.t for each Process are summarized in Table 4.2. The 

process of ce production is included in the table as Process 4. If ej.t events consist of 

Processes 1",,4, the ratio of the number of LS events (NLS) to that of OS events (Nos) 

is written by 

(4.1)R 
[(1 - x)2 + X2]ND+ 2X(1 - X)Ns + No 

2X(1 - X) + [(1 X? +X2]Ja (4.2)
(1 -- X)2 + X2 +2X(1 -- X)la + Ie ' 

where Is Ns/ND and Ie = No/ND' The ND and No are the numbers of events for 

Process 1 and 4, respectively. The Ns is the sum of the number of events for Processes 

2 and 3. The probability for each mixing process is summarized in Table 4.3. 
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II Probability ! 

Neither Q nor Q quark un­ (1- X)2
dergoes mixing. 


One of Q Q quarks under­
2x(1 X)

i goes mixing. 


Both Q and Q quarks un­ x2 

dergo mixing. 

Table 4.3: Probability for each mixing process. 

----+ I+X{ ~ (Process 5) b ----+ +X ----+ I+X 

----+ J/1/J + X ----+ I+X{ ~ (Process 6) b ----+ I+X 

----+ I+X{ ~ (Process 7) b ----+ c+ W ----+ c+ c ----+ I+X 
----+ c+W; W ----+ c+ S; c ----+ l+X{ ~ (Process 8) b ----+ l+X 

Table 4.4: Other semileptonic decay processes. 

In addition to the above four processes, we have considered other processes listed in 

Table 4.4. In Process 5 (6), the b (b) quark decays to a lepton directly and the other 

b (b) quark decays to a J / 1/J and then one of the leptons from the J / 1j; ----+ 1+1- decay 

is detected, while the other lepton misses detection. In Process 7 (8), the b (b) quark 

decays to a lepton directly and the other b (b) quark to c + c + S (c + c + s) quarks 

and then the c (c) quark decays to a lepton. The charge combinations of e and I" for 

the other processes are summarized in Tables 4.5 and 4.6. By looking at Eq. (4.2), it 

is not difficult to understand that inclusion of other b-decay processes does not change 

the shape of this equation. Since the most relevant definition of /s is the ratio of all 

LS contributions to all as contributions from bb events in the case of no mixing, the 

numbers of events for Process 5, 6, 7, and 8 are added to the ND , and that for Process 
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Process 6 Process 5 
b-d b -+ J/T/J -d{{ b-+lb-+J/T/J-+lI 

Neither Q nor Q quark un­ OS/1SOS/1S
dergoes mixing. 


One of Q Q quarks under­ 1S/0S1S/0S 
i goes mixing. 

Both Q and Q quarks un- ! OS/1SOS/1S
dergo mixing. I 

Table 4.5: Charge combinations of e and JL for Process 5 and 6. OS (1S) means opposite­
sign (like-sign). 

Process 7 

{ 
b-+l 
b-+c-+l 

1 Neither Q nor Q quark un- OS 
i dergoes mixing. 

One of Q Q quarks under­ 1S
goes mixing. 

Both Q and Q quarks un-
OS

. dergo mixing. 

Process 8 

{ 
b-+c-+l 
b-+l 

OS 

1S 

OS 
I 

Table 4.6: Charge combinations of e and JL for Process 7 and 8. OS (LS) means opposite­
sign (like-sign). 

56 



5 and 6 are added to the Ns . Contributions from the other decay processes, therefore, 

only change the value of Is. The b-decay processes listed in Tables 4.1 and 4.4 account 

for most of the ep, events from bb production considered in this analysis. The effect of 

the other decay processes is relatively small. 

Since the observed ep, events contain fake lepton events, the R is written in terms of 

the observed numbers of LS and OS ep, events, Nexp(LS} and NexP(OS), by 

NexP(LS)(1 - Fe",(LS))
R (4.3)Nexp(OS)(1 Fe", (OS)) , 

where Fe",(LS) and Fe",(OS) are the fake lepton fractions in the LS and OS samples. 

Fake leptons are caused by lepton mis-identification, photon conversion electrons, and 

muons from hadron decays in flight. 

To determine X, we need to know Fe",(OS), Fe", (LS) , III and Ie in addition to 

NexP(OS) and Nexp(LS). The studies of these quantities were carried out by using 

real data as much as possible, with minimum use of Monte Carlo's. The Fe", 's were 

obtained by studying the fake fraction for each lepton. For muons it was done by using 

J/1/J ---+ p,+ p,- decays, minimum bias data, K~ ---+ 11"+11"- decays, and <P ---+ K+ K- decays. 

Similarly, the study for electrons was done by using J/1/J ---+ e+e-, 1-hadron overlapped 

events, and Monte Carlo generated charged pions. 

We used Monte Carlo programs to estimate the Is. Direct quark pair productions 

were studied with ISAJET [41] + CLEOMC [42, 43]. Gluon splitting process was also 

taken into account by using ISALEP [44]+ CLEOMC. The ISAJET is a Monte Carlo 

program which simulates p-p and p-p interactions at high energies. It is based on per­

turbative QCD plus phenomenological models for parton and beam jet fragmentation. 

The QFL is a Monte Carlo program which simulates bottom and charm particles de­

cays. The ISALEP is a special version of ISAJET which is modified to generate higher 

order heavy quark events with high-PT leptons effectively. Both generated events were 

passed through the QFL detector simulation package [45]. The CLEOMC is a detector 

simulation program for CDF detector. Since the philosophy of the package is to param­
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eterize detector response rather than derive the response from first principles, the QFL 

Simulation package can provide a fast and reliable detector simulation for high statis­

tics physics studies and acceptance calculations. We first considered processes listed in 

Table 4.1, and took into account of other processes separately as a correction. 

A semileptonic decay of b and c quarks produces a jet associated with a lepton. The 

transverse momentum of the lepton to the jet axis, Pfe' , defined in Fig. 4.1 is useful to 

estimate the fraction of the leptons from c quarks to those from b quarks because the 

mass difference between the quarks causes different Pfel-distributions. We derived the 

Ie by fitting a sum of the Pfel-distributions for different processes to an observed Pfel 

distribution. 

4.2 Event selection 

4.2.1 M non selection 

Muon candidates were selected by requiring the presence of a CTC track associated 

with a stub in muon chambers. The muon stub was reconstructed with the central muon 

chambers (CMU and CMP) and the muon momentum was derived from curvature of the 

CTC track. The energy deposit in calorimeter towers which a muon candidate traverses 

was required to correspond to a minimum ionizing particle. Muon identification was 

performed by applying the following cuts. 

Track Quality Cuts 

In order to make sure that the track of a muon candidate comes from a hard collision 

interaction and is not misreconstructed in the CTC, a set of track quality cuts is imposed 

as follows: 

• A track must be reconstructed in 3 dimension . 

• IDol < 0.5 cm. 
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• IZevent - Zol < 5.0 cm 

• number of hits in CTC chamber> 50 

where Do is a radial distance of the track at the closest point to the beam axis, or the 

impact parameter. Zevent is the z position of the event vertex and Zo is the z position 

of the track at the closest point to the beam axis. The efficiency of these requirements 

for charged tracks should be quite high when the charged tracks are produced from 

pp collisions. Fig. 4.2, Fig. 4.3 and Fig. 4.4 show distributions of these parameters for 

muon candidates in J /7/J events and for non-interacting-punchthrough candidates in a 

jet sample. The J /7/J events are required to have two muon candidates and the invariant 

mass of them in a region 3 < MI'l' < 3.15 GeV. The jet sample consists of the events 

triggered by the pre-scaled jet trigger with an ET threshold of 20 GeV. Since this sample 

is dominated by ordinary QCD jet events, most of the muon candidates in the sample 

can be considered as fake muons. To select non-interacting-punchthrough candidates, 

they are required to have a stub only in the CMU chamber even in the fiducial area of 

CMU and CMP chambers. We note that the position matching cuts described below are 

already imposed on the events shown in Fig. 4.2, Fig. 4.3 and Fig. 4.4. The cut values 

employed are indicated by arrows in the figures. 

Position matching cuts 

Muon selection requires that both CMU and CMP chambers have stubs. The ~X(CMU) 

and ~X(CMP) are defined position differences in (r - </J) space between the recon­

structed CTC track and the reconstructed stub in CMU and CMP chamber. Fiducial 

cuts are applied to avoid cracks between the CMU chambers and regions uncovered with 

the CMP chambers. This fiducial area is well covered by the calorimeters. Figures 4.5 

and 4.6 show ~X(CMU) and ~X(CMP) distributions for muon candidates in the J/7/J 

events and for non-interacting-punchthrough candidates in the jet sample. 

The ~X(CMU) and ~X(CMP) distributions for muons can be explained by effects 

of multiple scattering in the material which muons traverse before reaching in the each 
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muon chamber. Until muons reach the eMU chamber, they pass through material of 66 

radiation lengths. The rms spread of cP will be 

0.128 
(4.4)LlcPmultiple scattering ( C MU) [rad) PT [GeVIcr 

Since there is 60 cm steel (34 radiation lengths) between eMU and eMP chambers, the 

rms spread of cP in the eMP will be 

0.158 
(4.5)LlcPmultiple scattering ( C M P) [rad) PT [GeV/c)' 

Since the distance from the solenoid coil to the eMU is 203 cm, one standard deviation 

of LlX at eMU is 5 cm at PT =:= 3 Ge V Ic. For a typical distance of the eMP chambers 

from the coil of 400 cm ( the distance change by the location of the eMP), one standard 

deviation of LlX at the eMP is 12 cm at PT 3 GeVIc. 

The X2(C MU) and X2( C M P) are a fit X2 of eTe and chambers track. The X2( C MU) 

and X2(CMP) distribution for muon candidates in the JI1/J events and the jet sample 

are shown in Figs. 4.7 and 4.8. 

The position matching cuts used are: 

• LlX(CMU) < 7 cm 

• LlX(CMP) < 30 cm. 

Minimum ionization cuts 

The EMmuon and H ADmuon are the electromagnetic and hadronic energy of the calorime­

ter tower which a muon traverses. Figures 4.9 and 4.10 show the EMmuon and H ADmuon 

distribution for muons in the J11/J events and the jet sample. The energy deposit by 
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muons in the EM and HAD calorimeters was measured in a test beam to be EMmuon rv 

0.3 GeV and HADmuon 2 GeV, respectively. The distribution of the sum of therv 

EMmIJon and H ADmlJon is shown in Fig. 4.11. We use the following minimum ionizing 

particle cuts: 

• EMmlJon < 2 GeV 

• HADmIJon < 4 GeV 

• EMmIJon +HADmIJon > 0.1 GeV 

Summary of the central muon selection 


The central muon selection is summarized as follows: 


1. Track quality cuts. 

2. Position matching cuts. 

3. Minimum ionization cuts. 

4. PT > 3 GeVIc 

The cut values used in the selection are listed in Table 4.7. However, the muons selected 

by the above cuts, still include fake muons, which are mainly due to non-interacting­

punchthrough of charged hadrons and decay-in-flight muons from hadrons. We will 

estimate the fraction of fake muons in Section 5.1. 

4.2.2 Electron selection 

Electron candidates are selected primarily by requiring the large energy deposit in the 

EM calorimeter and the presence of an associated track in the CTC. 
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Energy traction cut 

A ratio of hadronic energy to electromagnetic energy in a calorimeter cluster, HAD / EM, 

is used to discriminate charged hadrons, which have more energy deposited in the 

hadronic calorimeter than electrons. Figure 4.12 shows the HAD / E M distributions 

for J/1/J ~ ee events and the jet sample. The J/tfJ ~ ee events are required to have two 

electron candidates and the invariant mass of them in a region 2.8 < Mee < 3.2 GeV. 

The jet sample consists of the events triggered by the pre-scaled jet trigger with an ET 

threshold of 20 GeV. The EM clusters in the jet sample are used as fake electrons. We 

require that 

• HAD/EM < 0.04 

E/P 

One of the sources which mimic the electron signature in the detector is a charged hadron 

overlapping with photon. This overlap of a photon and a charged hadron looks like an 

EM cluster associated with the track of the charged hadron. A ratio of transverse energy 

to transverse momentum, E / P, is used to distinguish an electron from this overlap. The 

E / P is not necessarily one in the overlap due to its accidental characteristics, while in 

the case of electrons it should be around one. Therefore, the E / P is useful to reject this 

type of backgrounds. Figure 4.13 shows the E / P distributions for electrons in J /tfJ -t ee 

events and for the EM clusters in the jet sample. We require that 

• E/P<l.4 

Lateral shower shape, X2t' ,cuts rIp 

Comparing a shower shape along the beam (Z) direction measured with the CES strip to 

that obtained from test beam electrons, one can check the consistency of the measured 

shower shape with the expected electron shower shape. We minimize the following 

function by varying two parameters, Z, the Z position of the center of a shower, and E, 
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the electron energy. 

eas E x qfred( Z))2f (Ei (4.6) 
i-5 O"l(Z) 

where Eieas is the measured energy on the strip channel i, qfred is a normalized energy 

distribution on channel i predicted from 50 Ge V Ic test beam electrons, and O"j denotes 

an energy fluctuation of a single-channel response. In the summation of i, neighboring 

eleven channels are examined corresponding to about 15 cm which is sufficient to contain 

a full electron shower. Based on 10 GeV/c electron test beam data [46J, the response 

fluctuation O"j for each channel is parameterized as 

(4.7) 

Using the shower center position obtained above, X2t 'p is defined as sn 

1 (E )O.747i+5 (q:neas _ J!Ted(Z ))22 ~M ~. ~ C~ (4.8)Xstrip = 4 10 L.J O"~(ZCES) ,
.-5 I 

where ECEM is the energy measured by the central EM calorimeter, qieas is the mea­

sured value of the normalized energy distribution on channel i. The energy obtained by 

minimizing function (4.6) is not used because the energy resolution of the strip chamber 

measurement is worse (20% and 30% for 50 GeV Ic and 10 GeV Ic electrons, respectively) 

than the one measured by the CEM. An energy dependence factor of EO.747 is introduced 

to compensate for the energy dependence of the X2t' ,which comes from the fact that s np 

the CES is located at a fixed depth in the CEM and it therefore see a different age of 

the longitudinal shower development depending on the electron energy. The parameter 

was determined from test beam electrons of various energies from 10 Ge V to 200 GeV. 

Figure 4.14 shows X;trip distributions for the electrons from J 11/J ---+ ee and for the EM 

cluster in the jet sample. 

The X~trip is useful to discriminate an EM cluster of an electron against an EM 
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cluster in which more than one particle are contained. Photons from 71"0 ---+ 'Y'Y decays 

have a minimum opening distance d (cm) at a radius R (cm) from the beam line that is 

related to the 71"0 momentum as 

(PT in GeV Ic) ( 4.9) 

where PT(71") (GeVIc) and Mr. = 0.135 GeVIc2 
) are the transverse momentum and the 

mass of 71"0. At the CES (R = 184 cm), we have d '" 501 PT' Since number of strips for 

calculation of x;t1'ip is eleven ('" 15 cm), two photons with d < 7.5 cm and two photons 

from 71"0 of PT ( 71") above", 7 Ge V Ic will be contained in a same window for calculation of 

x;t1'ip. The resulting X;trip will have a large value due to the existence of an additional 

shower peak in the cluster. A typical CES shower has '" 99% of the total CES energy 

in ±2.5 cm around the shower center. Therefore the presence of two photons will be 

removed by a large value of X;trip up to PT(71"°) '" 20 GeVIc. Above this momentum, 

the two photons get closer to make it difficult to recognize two showers in the CES. 

This variable is also used to discriminate electrons against charged pions which inter­

act and deposit mast of the energy in the CEM, since their shower shapes are different 

from those for electrons. We require that 

• X;trip < 10 

Position matching cut 

The position difference in (1' - 4» plane between the position measured by the CES and 

that of a CTC track extrapolated to the CES, AX(CES), is defined by 

AX(CES) = RA4> (R = 184 cm) (4.10) 

where A4> is the azimuthal difference between the 4> position which is optimized in a 

similar way as in the X;trip estimation and that of the extrapolated CTC-track at the 

CES, and R is the radius of the CES from the beam line. Figure 4.15 shows AX(CES) 
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distributions for electrons from the J /1/J ~ ee events and for EM clusters of the jet 

sample. 

The position difference along the beam direction, .6.Z(CES), is estimated from a 

position measurement in the CES and the extrapolated CTC-track position at the CES. 

The distributions of .6.Z(CES) for electrons from the J/1/J ~ ee events and for EM 

clusters of the jet sample are shown in Fig. 4.16. We require that 

• .6.X(CES) < 1.5 cm 

• .6.Z(CES) < 2.5 cm 

This position matching is useful to remove the overlap of a photon with a charged 

hadron where an accidentally associated track of the charged hadron is expected to 

have a worse position matching than an electron track. In Section 5.1, we will use EM 

cluster events which have a worse position matching as overlap events of a photon with 

a charged hadron. 

Lateral shower sharing, Lshr' cut 

This variable, Lshr' describes a lateral sharing of the EM shower energy among the 

CEM towers in a cluster and is defined by 

(4.11) 

where Erena is the energy deposit in tower i, Ered is the energy expected in tower i, .6.E 

is the uncertainty in the energy measurement with the CEM, and .6.Ered is the error 

associated with Ered
• The sum runs over the two towers in 11 direction adjacent to the 

seed tower. The expected tower energy Ered was determined from test beam electron 

data as a function of the seed tower energy and the direction of the CES shower center 

relative to the event vertex. The error .6.Ered was determined by propagating an error 

of the shower center measurement in the CES to the predicted energy Ered
• Figure 4.17 
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shows Lshr distributions for the electrons from J/1fJ -l- ee events and for the EM clusters 

in the jet sample. We require that 

• Lshr < 0.2 

Photon conversion removal 

Electrons from photon conversions have to be removed from the electron sample. A 

photon conversion can occur before entering the VTX, in the beam pipe material, in 

the layers of SVX and in the inner wall of the VTX. This type of photon conversions 

is called an inner photon conversion. Also a photon can convert after exiting the VTX, 

in the outer wall of the VTX and in the inner wall of the CTC. This is called an outer 

photon conversion. In both cases, the electron tracks can be detected in the CTC, but 

the outer photon conversions do not leave tracks in the VTX. A ratio of the number 

of VTX wire hits to the number of wires which are expected to be fired by a particle, 

VTX hit occupancy, can be used to discriminate charged particles from neutral particles 

in the VTX. Electrons from outer photon conversions have a low value of the VTX hit 

occupancy. In order to remove electrons from inner photon conversions, an additional 

oppositely charged CTC track is searched and the minimum invariant mass of them, 

me-track, is examined. Two electrons from inner photon conversions are expected to 

have a low mass. An electron which fails one of the following requirements is removed 

as a conversion electron, 

• VTX hit occupancy> 0.5 

• me-track> 0.2 GeV. 

Figure 4.18 shows a distribution of conversion points for the conversion electron sample 

in terms of the radial distance from beam line, R. We see peaks around the SVX layers 

R rv 3-7 cm, the VTX inner wall R "" 22 cm and the CTC inner wall R rv 28 cm. 
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Summary of the central electron selection 


The requirements for the central electrons are summarized as follows: 


1. Energy fraction cut. 

2. EIP cut. 

3. Lateral shower shape cut. 

4. Position matching cut. 

5. Lateral shower sharing cut. 

6. Photon conversion removal. 

7. ET > 5 GeV 

The cut values used in the selection are listed in Table 4.7. The selected electrons still 

have fake electrons which are mainly charged hadrons, overlapped events with photon, 

and photon conversion events. We will study the fraction of fake electrons using real 

data and Monte Carlo data in Section 5.1. 

4.2.3 bb event selection 

Event vertex cut 

In order to ensure that events are well covered by the tracking and calorimeter detectors, 

the Z position of event vertex, Zevent, required to be near the nominal event vertex. 

Figure 4.19 shows the Z position of event vertex for the J It/; events as an example. We 

require that 

• Zvertex < 60 cm 

in order to accept 90% of hard collision events. 
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JtT cut 

Missing transverse energy, JtT' is defined by the minus of the sum of transverse energies 

deposited in calorimeter towers over the range 1111 < 3.6, 

'\""' .... tower I 
L...J ET , ( 4.12) 

tower 

where E""'r tower 
is a two-dimensional vector pointing from the event vertex to the tower 

centroid. For a tower included in the sum, its energy must be above a given threshold. 

The threshold is 0.1 GeV in the central electromagnetic and hadronic calorimeters, 

0.3 GeV in the plug electromagnetic calorimeters, 0.5 GeV in the plug hadronic and 

forward electromagnetic calorimeters, and 0.8 GeV in the forward hadronic calorimeters. 

If there is no large-ET neutrino nor jets escaping the detector, the distribution of the 

energy deposit in the transverse plane view in the calorimeters is expected to be balanced 

within jet energy resolutions and the JtT is small. 

Since W + fake lepton events followed by W ~ Iv decays cause background to the 

ep, events, the JtT is required not to be large. The following JtT cut is imposed: 

• JtT < 15 GeV 

P:;el and jet axis distance cuts 

For the ep, events we required each lepton to accompany one jet. The jet axis was 

determined by an algorithm shown in Fig. 4.21. We first pick up a seed track closes to 

the lepton within a cone size of fl.R = 0.8. Tracks near the seed track are added to form 

a jet. The cone size in defining the jet is fl.R = 0.8. The jet axis is calculated from 

momenta of tracks in the jet without the lepton momentum. Since each jet must come 

from different quarks, a distance between the jets axes associated to an electron and a 

muon in 11-</> plane, fl.R(J et( e) - J et(p,)), was defined and was required to be greater 

than 0.1. 

The distributions of the transverse momentum of the lepton relative to the jet axis, 
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Pfel , for bb and cc Monte Carlo events are shown in Figs. 4.22 and 4.23. The Pfel is 

related to a mass of the parent particle. A requirement of the Pfel to be greater than 

1.5 GeVIc reduces the cc background. This Pfel cut is also expected to be effective in 

removing Process 2 and 3. The jet axis distance and Pfel cut employed are: 

• LlR(Jet(e) - Jet(J,£)) > 0.1 

• Pfel(e) > 1.5 GeVIe. 

Azimuthal opening angle cut 

A cut on an azimuthal opening angle Ll4>( eJ,£) between an electron and a muon removes 

cascade-decay events in which b (b) quarks decay semileptonically to c (c) quarks and 

successively the c (c) quarks decay semileptonically, 

b (b) -t C + J,£- +X (c + J,£+ + X) b (b) -t c + e- + X (c + e+ + X) 
or 

'-t e+ +X (e- +X) '-t J,£+ +X (J,£- + X) 

Figures 4.24 (a) and (b) show Monte Carlo Ll4>( eJ,£) distributions for these semileptonic 

cascade decays and for bb production followed by Process 1"" 3. Semileptonic cascade 

decays events are distributed around Ll4>( eJ,£) "" o. On the contrary, bb direct production 

events are distributed not at small Ll4>(eJ,£) but at large Ll4>( eJ,£). The bb production 

events from gluon splitting are distributed at small Ll4>( eJ,£) but their contribution to 

the bb events are small. The Ll4>( eJ,£) distribution for real data is shown in Fig. 4.24 (c). 

There is a bump at small Ll4>( eJ,£) for OS events but not for LS. This indicates the bump 

originates from the semileptonic cascade decays because they produce OS events. In 

order to remove the semileptonic cascade decay events, the following azimuthal opening 

angle cut is adopted: 
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Muon ID muon candidate has aCMU stub and a CMP stub 

CMU and CMP fiducial cut 


EM < 2.0 GeV 

HAD < 4.0 GeV 


EM +HAD> 0.1 GeV 

PT > 3 GeV/c 


number of hits in CTC > 50 

impact parameter < 0.5 cm 


I Ztrack Zvertex 1< 5 cm 
.1.X(CMU) < 10 cm 
X2(CTC/CMU) < 10 
~X(CMP) < 30 cm 
X2(CTC/CMP) < 30 

Electron ID ET > 5 Ge V 

HAD/EM < 0.04 


Lshare < 0.2 

number of 3D tracks = 1 


PT > 3 GeV/c 

ET/PT < 1.4 


X2(CES) < 10 

~X(CES) < 1.5 cm 

, ~Z(CES) < 2.5 cm 
! VTX hit fraction> 0.5 
I invariant mass of an e and each track> 0.2 GeV /c2 

I Zvertex 1< 60 cm 

lJT < 15 GeV 


each lepton accompanies one jet 

Pfel(e) > 1.5 GeV /c 

Pfel(fL) > 1.5 GeV /c 


~R(Jet(e) - Jet(fL)) > 0.1 

.1.4>(efL) > 45° 

Table 4.7: Summary of the efL event selection. 
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4.2.4 Results of event selection 

After all the selection cut, we found 1710 opposite-sign and 861 like-sign e,.." events in 

RUN-Ia data corresponding to 20 ph-I. In the like-sign events, 420 e+,..,,+ and 441e-,..,,­

events were found. In the opposite-sign events, 850 e+,..,,- and 860 e-,..,,+ events were 

found. 
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Lepton 

b (b) quark 

Figure 4.1: Definition of PTel. 
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Figure 4.2: The distribution of the impact parameter of muon tracks; Do. The distribu­
tions for muon candidates in the J /1f; --t ,.",." events (solid) and those for the jet sample 
(dotted) are shown. 
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Figure 4.3: The distribution of the difference between the z position of event vertex and 
the z position of muon tracks; IZetJent - Zol. The distributions for muon candidates in 
the J /'f/; -- PI' events (solid) and those for the jet sample (dotted) are shown. 
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for muon candidates in the J/'l/J _ JLJL events (solid) and those for the jet sample (dotted) 
are shown. 
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Figure 4.5: The distribution of position matching between a stub in the CMU chambers 
and an extrapolated CTC track to the CMU;~X(eMU). The distributions for muon 
candidates in the J/"p ---7 JLJL events (solid) and for the jet sample (dotted) are shown. 
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Figure 4.6: The distribution of position matching between a stub in the CMP chambers 
and an extrapolated CTC track to the CMPj8X(C M P). The distributions for muon 
candidates in the J /"p ---+ 1'1' events (solid) and for the jet sample (dotted) are shown. 
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Figure 4.7: The distribution of X2 for position matching between a stub in the CMU 
chambers and an extrapolated CTC track to the CMUiX2(eMU). The distributions for 
muon candidates in the J l"p -+ ILIL events (solid) and for the jet sample (dotted) are 
shown. 
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Figure 4.8: The distribution of X2 for position matching between a stub in the CMP 
chambers and an extrapolated CTC track to the CMP;X2

( eMP). The distributions for 
muon candidates in the JI1/; -t ,.",." events (solid)and for the jet sample (dotted) are 
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Figure 4.9: The energy of electromagnetic tower which a muon traverses. The distribu­
tions from the JI1/J -+ J.£J.£ (solid) and the jet sample (dotted) are shown. 
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Figure 4.10: The energy of hadronic tower which a muon traverses. The distributions 
from the J/t/; -+ PI' (solid) and the jet sample (dotted) are shown. 
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Figure 4.17: The lateral shower sharing, Lshr, for electrons in the J/T/J -+ ee (solid) and 
for EM clusters in the jet sample (dotted). 
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END 
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Figure 4.21: Jet axis finding algorithm. 


92 




-..0.225 o -~ 0.2 bb (MC) c3 0.175 

\I") 0.15 

80.125 

--o 0.1..... 

~O::~ ~ 1 
+ 

-+­£0.02~ L, , , I , ! I I ! f ! I ! ! I I, 1 I 

o 2 3 4 5 6 7 

~1{J.1) (GeV/c) 

-.. 0.35 
0-> 0.3 
Q) 

Co:) 
0.25 

\I") + 
d 0.2 

-
"-" 

>. ..... 0.15..... ..... .c 0.1 
.c ~ 

0.05 
£ 

0 
0 2 

-
cc (MC) 

3 4 5 6 7 

p~I(J.l) (GeV/c) 

Figure 4.22: The muon Prel distributions for bb and cc Monte Carlo events. 

93 




--

--

--

0.2 
u>: 0.175 

c3 0.15 

\f1 0.125 
o 
.......... 0.1 


.-a 
0.075= 

~ 0.05 
.,D

8 0.025 
p.. 

o 
o 

-
bb (MC) 

2 3 4 5 6 7 


-- 0.25 

~ 
>C1) 0.2 cc 

-. 
(MC)

C!J 
V). 0.150 

">:.. .......- 0.1.­-.,D 
C\S 

.,D 0.05 
8 

p.. 
0 

0 1 2 3 4 5 6 7 

pr;l(e) (GeV/c) 

Figure 4.23: The electron Pfet distributions for bb and cc Monte Carlo events. 

94 




-----
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Figure 4.24: (a) Monte Carlo distribution of fl.</>( ep.) for semileptonic cascade decays. 
(b) Monte Carlo distribution of fl.</>( ep.) for bb direct production, bb production from 
gluon splitting and all (solid line). (c) The fl.</>( ep.) distribution for opposite-sign (solid 
line) and like-sign (dashed line) ep. events. 
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Chapter 5 

Backgrounds and Systematic 

Uncertainties 

5.1 Fraction of fake eJL events 

The observed ep, events can be classified into four categories as listed in Table 5.1. In 

terms of them, the fake muon and the fake electron fractions of the observed ep, events 

are written as 
(b) + (d) 

(5.1)
(a)+(b)+(c)+(d) , 

Muon-Electron 

Real Real (a) 

Fake Real (b) 

Real- Fake (c) 

Fake- Fake (d) 

Table 5.1: Four categories of the observed ep, events. 
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and 
(c) + (d) (5.2)

Fe = (a) + (b) + (c) + (d) , 

respectively. The fake muon fraction of the fake electron sample is given by 

F' = (d) (5.3) 
p. (c) + (d) 

U sing the above equations, the fake ell fraction of the observed ell events is expressed 

as 

(b) (c) + (d) 
- (a) + ( b) + (c) + (d) 

(5.4) 


The fake muon and the fake electron fractions, Fp. and Fe, are estimated by the same 

method. We explain the method for muons as an example. Let us put N to be the 

number of observed ell's which is 1710 for OS and 861 for LS. In order to estimate Fp., 

we loosen the muon identification cut, and the new identification cut is called a loose 

muon identification cut. Then the event selection is performed again, resulting in a 

larger number of ell events, N'. The N' can be written as 

(5.5) 


where N f and N r are the numbers of fake and real muons which passed the loose identi­

fication cut. Putting Pf and Pr to be the probabilities that the fake and the real muons 

pass the original muon identification cut, N is expressed as 

(5.6) 


Since N' and N are observed numbers, the Nf and Nr are estimated if Pf and Pr are 
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known. Then the fake muon fraction is obtained as 

(5.7) 

Estimation of F~ is done similarly using low quality electrons as the fake electron sample. 

5.1.1 Fake muon fraction 

As the loose muon identification selection, we removed the requirement that muon 

candidates have a CMP stub and the other cut parameters were the same. Apply­

ing the eli event selection to the data with the loose muon identification, we obtained 

N'(OS) 2122 and N'(LS) = 1175. Estimation of Pf and Pr is done by using data 

samples different from the eli sample. 

Probability for fake muons Pf 

Fake muons are considered to originate from two sources: (1) Non-interacting punchthrough 

(NIP) and (2) decay in flight (DIF) of hadrons. First we roughly estimate PJ before 

detailed analysis. We know from the previous CDF experiment [47] that the numbers of 

NIP and DIFparticles are almost the same at the CMU chambers. The number of NIP 

particles at the CMP is almost zero due to hadron absorption in the steel walls between 

the CMU and the CMP chambers. And the efficiency of the CMP chambers for DIF 

muons is ~ 100% for PT > 3 GeV /c. Therefore Pf ~ ~NIP +DIF ~at CMP is expected to 
NIP +DIF at CMU 

be "" - 0+1 -- 0 5 1+1 •• 

To be more quantitative, the probability, Ph was estimated in two different ways. 

Firstly, it was estimated from minimum-blas data corresponding to 18 pb-1 in RUN la. 

We assumed there was no real muon in the minimum bias data. We found 63 and 125 

tracks which passed the muon identification cut and the loose one, respectively. Then 

we have PJ 63/125 = 0.504 0.045. 

Secondly, Pfwas estimated by using K~ ---.. 7r7r and tP ---.. K K decays in the low PT 
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muon inclusive sample in JPSI STREAM 1. We reconstruct the K2 --)0 7r7r decay using 

a muon candidate track and one of oppositely charged 3D tracks, assuming that both 

tracks are pions. The oppositely charged 3D track which gives the 7r7r invariant mass 

closest to the K2 mass was chosen. The secondary vertex of the two tracks was required 

to be more than 5 em away from the primary vertex on r-</> plane. Figure 5.1 shows the 

invariant mass distribution. The dashed (solid) line histogram corresponds to the case 

where the muon candidate track passed the muon identification cut (the loose one). The 

Pi for pions is given by a ratio of the number of K~ decays in the dashed histogram to 

that in the solid one. We fitted a Gaussian + cubic polynomial function to the invariant 

mass distribution in the region between 0.3 and 0.7 GeV /c2
• Defining a region between 

0.45 and 0.55 GeV /c2 as a K2 signal region and subtracting background using the cubic 

polynomial function, we obtained Pi = 0.498 ± 0.011 for pions. 

We did a similar analysis for the </> K K decay. In this case, two tracks were --)0 

assumed to be bons and the secondary vertex cut was not required. The invariant mass 

distribution is shown in Fig. 5.2. We obtained Pi = 0.498 ± 0.016 for kaons. 

Assuming the K/7r ratio in the sample to be 0.240 ± 0.120 [48, 49], we estimated 

Pi = 0.498 ± 0.010 for hadrons. 

The two independent methods described above using the minimum bias data and the 

invariant mass peaks of K2 and </> give consistent values. We took the weighted average 

of them and obtained 

Pi = 0.498 0.009 for fake muons. (5.8) 

Probability for real muons Pr 

We used J/1/; ILIL decays in the low PT dimuon sample in order to estimate Pro The--)0 

invariant mass distribution for dimuons is shown in Figs. 5.3 (a) and (b). In Fig. 5.3 (a), 

one of the two muons passed the muon identifica.tion cut a.nd the other muon passed the 

loose one. In Fig. 5.3 (b), both of the two muons passed the muon identification cut. 
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A Gaussian + constant function was fitted to these histograms in a region of invariant 

2mass between 2.8 and 3.4 Ge V Ic • The probability for real muons, Pr , is given by 

(5.9) 

where Na and Nb are the numbers of JI,¢ decays in Figs. 5.3 (a) and (b) after subtract­

ing backgrounds estimated from the constant term (See Appendix A for derivation of 

Eq. (5.9)). Looking at a region between 3.0 and 3.2 GeV Ic2 around the J I'¢ mass, we 

obtained 

Pr 0.967 0.002 for real muons. (5.10) 

Fake muon fraction Fp. 

Since we obtained N, N', Pr and P" we could solve Eqs. (5.5) and (5.6) for N" which 

was found 313 for as and 271 for LS. Using Eq. (5.7), we obtained 

Fp.(OS) 0.212 ± 0.014(stat.) ± 0.008(syst.) (5.11) 

and 

Fp.( LS) = 0.339 ± 0.025(stat.) ± 0.013(syst.), (5.12) 

where the statistical uncertainties come from Nand N ' , and the systematic uncertainties 

come from Pr and PI' 

5.1.2 Fake electron fraction 

We loosened the HADIEM cut value from 0.04 to 0.1 for loose electron identification 

cut. The other cut parameters were left the same as those in Table 4.7. We obtained 

N'(OS) = 1845 and N'(LS) 969. 
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Probability for fake electrons Pi 

There are several sources of background which mimics electron signature in the detector. 

One of them is a charged pion interacting in the EM calorimeter. Most of charged pions 

are discriminated by the fact that the energy deposition in the hadronic calorimeter is 

large while that in the EM calorimeter is smalL But some of charged pions interact and 

deposit a large part oftheir energy in the EM calorimeter. Since a charged pion leaves an 

associated track in the CTC, it looks like an electron. Another source offake electrons is 

a photon with an overlapping charged track. The photon makes an energy deposition in 

the EM calorimeter, its track looks associated to that EM energy deposition. This also 

mimics the electron signature. On top of these fake electrons, there are electrons which 

are not related to hard collisions, such as electrons from photon conversions ("y - ee). 

In this selection, we consider two sources of fake electrons: (1) photons overlapped 

by charged hadrons in the EM calorimeter and (2) charged hadrons which deposited a 

significant amount of energy in the EM calorimeter. Photon conversions will be dealt 

with in the next section. 

We studied photon + charged hadron overlap by removing the cut on position dif­

ference at the CES, ilX(CE S), from the electron identification, and estimated Pi for 

electron candidates with large ilX(CES), most of which were considered to be the 

photon+ charged hadron overlap. Figure. 5,4 (a) shows the HAD/EM distribution 

for electron candidates with ilX(CES) > 6 cm. The probability, Ph for a photon 

with an overlapping charged track to pass the electron identification cut was estimated 

from a ratio of the number of events in H AD/EM < 0.04 (hatched area) to that in 

HAD / EM < 0.1. We plot Pj as a function of the lower cut value of ilX(CE S) in 

Fig. 5.4 (b). We take the value of 0.606 ± 0.025 for ilX(CES) > 6 cm as Pi for photon 

+ charged track overlap. 

We used a Monte Carlo to study charged hadrons which deposited a significant 

amount of energy in the EM calorimeter. We generated charged pions with PT = 
5 and 7 GeV /c and let them pass through the CDFSIM detector simulation package. 

101 




Figures 5.5 (a) and (b) show the HADIEM distributions for pions passing the loose 

electron identification selection for PT of 5 and 7 Ge V Ic, respectively. We obtained 

Pj = 0.482 0.036 (0.394 ± 0.018) for pions with PT 5 (7) GeV Ic. 
Since we do not know the mixture ratio between the two sources, we assume the true 

value of PI lies between the upper and lower extremes in the estimates, i.e., 0.606+0.025 

and 0.394 - 0.018. That is, we take 

PI = 0.50 0.13 for fake electrons. (5.13) 

Probability for real electrons Pr 

We estimated Pr for real electrons by a very similar way for muons. We reconstructed 

J It/; --+ ee decays from two tracks of electrons in the dilepton sample. The invariant mass 

distribution is different from that for muons due to the bremsstrahlung of electrons. Since 

we are interested in the number of Jlt/;'s and not in the shape of the distribution itseH, 

we did not correct it for the bremsstrahlung. We fitted a constant + an asymmetric 

Gaussian which has two different IT'S on the right and left side of the peak to the 

distribution in the region between 2.3 and 3.8 Ge V Ic2 • We defined the signal region 

as the invariant mass region between 2.9 and 3.2 GeV Ic2 
, and from the numbers of 

backgrounds subtracted J It/; --+ ee events, we obtained 

Pr = 0.983 ± 0.004 for real electrons. (5.14) 

Fake electron fraction 

Putting the numbers for Ph Pr , Nand N' in Eqs. (5.5) and (5.6), NI was found to be 

72 for OS and 78 for LS. Then, from Eq 5.7 we obtained Fe(DS) = 0.062 0.007(stat.}± 

0.033(syst.} and Fe(LS) = 0.110 ± 0.013(stat.) 0.059(syst.). 
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5.1.3 Contribution of photon conversions 

We now consider photon conversion electrons as another fake electron source. Although 

most of photon conversion electrons were removed by the electron identification selection, 

some of them remain in theep sample when one of the two electron tracks is missed. 

Because one of the two conversion electrons have lower PT than threshold PT of track 

which is reconstructed by CTC data. 

This contribution was estimated by using transverse momentum distributions for 

the photon conversion electron candidates in the ep sample and a Monte Carlo [17, 

50J. Photons in the Monte Carlo are generated with the transverse momentum spectra 

which is estimated by real photon conversion sample. The photons are converted to two 

electrons by a detector simulator. 

Figure 5.7 shows the momentum distribution of an associated track with tagged 

dectrons for the photon conversion in real data. The transverse momentum distribution 

of associated tracks for the Monte Carlo data in a region of 1 < PT(track) < 5 Ge V / c 

is normalized to that for photon conversion events. The number of photon conversion 

events where one of two electrons is missed is estimated by subtracting the number of 

events for photon conversion from the normalized Monte Carlo events. 

The contribution of'Y conversion electrons to fake electrons is estimated as a fraction 

of the subtracted number to number of electron candidates and it turned out to be 

(2.00 ± 0.64)%. Adding this value to previous Fe's, 

Fe(OS) = 0.082 O.010{stat.) ± O.034(syst.) (5.15) 

and 

Fe(LS) = 0.111 ± O.015(stat.) ± O.059(syst.). (5.16) 

are obtained. 
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5.1.4 Fake ell fraction Pep. 

In order to estimate Fep., we need to know the fake muon fraction in the fake electron sam­

ple, F~, as can be seen in Eq. (5.4). We considered electron candidates with HAD/EM 

between 0.04 and 0.1 as a fake electron sample and estimated F~. We counted N and N' 

in the fake electron sample and obtained N = 135 and N' = 202 for OS events; N = 108 

and N' = 171 for LS events. Using N, N' and, Pr = 0.967 0.002 and PI = 0.498±0.009 

given in Eqs. 5.8 and 5.10, we obtained 

F;( OS) = 0.474 ± 0.078 (5.17) 

and 

F;(LS) = 0.564 ± 0.098. (5.18) 

Substituting Fp., Fe and F~ into Eq. (5.4), we obtained 

Fep.(OS) = 0.255 ± 0.016(stat.) ± 0.021(syst.), (5.19) 

and 

Fep.(LS) = 0.396 ± 0.028(stat.) ± 0.031(syst.). (5.20) 

We summarize the fake lepton fractions in Table 5.2. 

5.1.5 Asymmetry of fake ell events 

The number of fake ep, events is 436 for OS and 340 for LS, and there seems to be an 

asymmetry, 436/340 = 1.28 ± 0.19. In the fake ep, events, events of fake muon + real 

electron are dominant. Since the real electron PT's are high enough to ensure that most 

of the real electrons are decay products of b hadrons, the main source of the fake ep, 

events is considered to be bb events. We study the origin of the asymmetry using bb 

Monte Carlo events. 
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Opposite-sign 
Muon 

(Fake electron sample) Muon Electron 

! N 1710 135 
N' 2122 1845 202 

N, x Pj 362 ± 17 140 ± 58 - . 

Nr x Pr 1348 ± 45 1570 ± 71 -
FI.l7 Fe 0.212 ± 0.016 0.082 ± 0.035 

F'
IJ 

- - 0.474 ± 0.078 
Fel.l 0.255 ± 0.026 

Nx Fel.l 436 ± 44 

Like-sign 

i 
Muon Electron 

Muon 
(Fake electron sample) 

I N 861 108 
I N' 1175 969 171 
I N, x P, 292 ± 15 111 ± 51 -
i Nr x Pr 569 ± 33 750 ± 59 

! FJl.7 Fe 0.339 ± 0.028 0.130 ± 0.060 -
I F'·u - 0.564 ± 0.098 
I Fel.l 0.396 ± 0.042 

I N x Fe" 340 ± 37 

I 
I 

Table 5.2: Summary of the fake lepton fraction estimation. The uncertainties include 
both the statistical and systematic uncertainties. 
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We generated bb events using ISAJET, and the band b hadrons were decayed by 

CLEOMC. First, to simulate real lepton + fake lepton events, all b hadrons were forced 

to decay to leptons and all b hadrons were forced to decay to hadrons only. The PTs 

of leptons and charged hadrons were required to be greater than 3 Ge V / c since the 

PT threshold for leptons is 3 GeV /c in this analysis. The pseudo-rapidities of leptons 

and hadrons were required to be \711 < 0.6, corresponding to the central muon detector 

region. Since our electron-muon events are required that the azimuthal opening angle 

between the leptons is greater than 45°, the azimuthal opening angle of a lepton and a 

hadron is required to be greater than 45°. After these kinematical cuts were applied, 

the number of OS lepton-hadron pairs was 749 and that of LS lepton-hadron pairs was 

518. Then the asymmetry in the OS and LS real lepton + fake lepton pairs is calculated 

to be 749/518 = 1.446 ± 0.083. Second, to simulate fake lepton + fake lepton events, 

we generated bb events and forced both the band b quarks to decay to hadrons. After 

applying the same kinematical cuts for hadrons, the number of OS hadron-hadron pairs 

was 602 and that of LS hadron-hadron pairs was 561. The asymmetry in this case was 

602/561 = 1.073 ± 0.063. 

There is an asymmetry in the fake lepton + real lepton Monte Carlo bb events, but 

we can not say that there is an asymmetry in the fake lepton + fake lepton Monte Carlo 

bb events. Since the observed fake eJL events include fake lepton + real lepton events 

and fake lepton + fake lepton events in a certain ratio, we can expect the asymmetry 

will be in between 1 and 1.446. This result is consistent with the observed asymmetry 

of 1.28. 

In order to see where the Monte Carlo asymmetry comes from, we studied multiplic­

ities of charged particles from Band B mesons. For that end, bb events were generated 

and, b and Ii hadrons were decayed by the default branching ratio of CLEOMC. Then 

the multiplicities of charged particles were counted for each B meson. Figures 5.8 - 5.13 

show the multiplicity distributions for B;; , BS, B~, B;;, B~ and B2 mesons, respectively. 

Histogram (a)'s in these figures show the multiplicity of charged particles before the 
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Quark Meson Charge asymmetry ( + / - ) 
0.35 ± 0.01 Bu 

-0b 0.74±0.02Bd 
~o 

1.17 ± 0.06 Ba 
B+ 2.92 ± 0.10 u 

1.27 ± 0.04 b B~ 
BO 0.83 ± 0.05 I a 

Table 5.3: The daughter hadron charge asymmetry for each B meson. The uncertainties 
are due to the statistics of Monte Carlo events. 

kinematical cut is applied. The number of charged particles produced from charged and 

neutral B mesons are odd and even, as they should be. The numbers of tracks (hadrons 

or leptons) after requiring the cuts on PT and 1711 are almost 1 for any B mesons, as 

shown in histogram (b)'s. Histogram (c)'s are the same plots for hadrons only, and the 

distributions are essentially the same as for tracks. Since the charged hadron multi­

plicity after the cut is one most of the time, we calculate the daughter hadron charge 

asymmetry for each B meson using multiplicity-one event only. We summarize the asym­

metries in Table 5.3. Assuming the production ratio of Bu : Bd : Ba to be 1 : 1 : 0.3 

[51, 52, 53], the ratios of positive hadrons to negative hadrons are 0.63 and 1.40 for b 

and b quarks, respectively. When a b quark in bb events decays semileptonically to a 

negatively charged lepton and the other bquark decays into hadrons, we are more likely 

to find a positively charged hadron from the b quark. This creates the asymmetry in 

real lepton + fake lepton events. These studies show the asymmetry in fake el' events 

originates from physical processes and our event selection. 

5.2 Fraction of sequential decays 

The fraction of sequential decays, fa, was estimated from Monte Carlo events. 
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5.2.1 Monte Carlo of bb events 

The bb events were generated by ISAJET (Version 7.06) with PT > 2.9 GeV Ic for both 

band b. The gluon splitting events were generated by ISALEP (Version 7.06) with 

PT > 9.8 GeV Ic for gluons that produced bb pairs. Quarks and gluons were hadronized 

and decayed in the ISAJET and ISALEP generators, but the B and iJ meson decays 

were replaced by those simulated using CLEOMC (Version 9.00). Finally the bb events 

were passed through the QFL (offiine version 7.10) detector simulator. 

5.2.2 Estimation of the fs 

To simulate Process 1 (Table 4.1), all band bhadrons were forced to decay to leptons. 

For Process 2, all b hadrons were forced to decay to leptons and bhadrons were decayed 

following the CLEOMC decay table. In the decay products from b hadrons, c hadrons 

were forced to decay to leptons. Particles and anti-particles in Process 2 were exchanged 

for Process 3. 

The numbers of Monte Carlo events that passed the ep. event selection are shown 

in Tables 5.4 to 5.12 for different structure functions and Peterson fragmentation pa­

rameters. The luminosities for generated events are also shown in the tables. The 

fraction of sequential decays is given by a ratio of the number of events for Processes 

2 and 3 to that for Process 1, where the number of events is normalized by the lumi­

nosity, taking into account the branching ratio, B1'(b ---+ l + X) 0.110 ± 0.005 [4] 

and B1'(c ---+ l + X). The branching ratio B1'(C ---+ l + X) for D+ and DO are used 

0.172 0.019 and 0.0885 0.0143 [4], respectively. For D"i and c baryon, the branching 

ratio are estimated from B1'( D+ ---+ e + anything) 0.172 ± 0.019 and, the mean life, 

T(D+) = 1.057 ± 0.015, T(D"i) = 0.467 ± 0.017 and T(At) = 0.200 ± 0.010 [4]. The 

estimated branching ratio for D"i and c baryon are 0.076 ± 0.019 and 0.033 0.010, 

respectively. 

The structure functions used in the above calculation are Martin-Roberts-Stirling 

(MRS) DO-' structure function [54, 55], Eichten-Hinchliffe-Lane-Quigg (EHLQ) struc­
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II 
ISAJET 

Number 
of 

events 

1024 


b_ DO_l 


Process 1 


33 

--~-

! b- D--I 16 

I
Process 2 

i b- D--l 5 
, s 

5
b - baryonc - I 
b-Do-I 24 


Luminosity 
(pb-1 ) 

0.742 

0.729 

ISALEP 

Number 
Luminosityof 

(pb-1 )events 
I 


I 


0.30959 


5 


0 
0.336 

1 


0 


2 


1
10
I b- D+-I 
0.2960.663Process 3 


1
6
b- Dt-I 
I 
 05
b - baryonc - 1 

Table 5.4: The numbers of ep, events which passed the ep, event selection and the corre­
sponding luminosities. The structure function is MRSDO-' and the Peterson parameter 
is set to 0.003. 
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ISAJET ISALEP 

Number Number 
of Luminosity of Luminosity 

events (pb-1) events (pb-1 ) 

Process 1 1053 0.790 46 0.308 

b -t DO -t I 21 2 

i b -t D- -t I 11 
0.624 

2 
0.305Process 2 

b -t D;; -t I 2 0 

b -t baryonc -t I 5 0 
b -t DO -t I 30 2 
b -t D+ -t I 13 

0.660 
2 

0.319Process 3 
b -t D: -t I 6 0 
b -t baryonc -t I 2 0 

Table 5.5: The numbers of ell events which passed the ell event selection and the corre­
sponding luminosities. The structure function is MRSDO-' and the Peterson parameter 
is set to 0.006. 
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Process 1 

Process 2 

Process 3 

b -+ DO -+ 1 

! b -+ D- -+ 1 

b -+ D-; -+ 1 

b -+ baryO'nc -+ 1 

b -+ DO -+ I 
I 

I b -+ D+ -+ I 

b -+ D~ -+ I 

b -+ baryO'nc -+ 1 

I ISAJET

I 

Number 
of 

events 

II 
926 

24 

9 

2 

3 

25 

15 

3 

4 

Luminosity 
(pb- l ) 

0.789 


0.601 


II ISALEP 


Number 
of 

events 

49 


2 


0 


0 


1 


2 


3
0.641 

0 

0 

Luminosity 
(pb-1 ) 

0.323 


0.325 


0.225 


Table 5.6: The numbers of ep. events which passed the ep. event selection and the corre­
sponding luminosities. The structure function is MRSDO-' and the Peterson parameter 
is set to 0.009. 
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II ISAJET ISALEP 
I 

Number Number 
of Luminosity of Luminosity 

events (pb-1 ) events (pb-1 ) 

I Process 1 1169 0.589 203 0.586 

b-Do-I 34 14 

I b - D--l 21 
0.627 

5 
0.586Process 2 

b- D;-l 9 1 

b - barYDnc - 1 3 1 
b- DO_l 34 9 
b _ D+_l 16 1 

0.586Process 3 
i b-D;-l 

0.512 
2 1 

I b - barYDnc _ I 11 2 J 
Table 5.7: The numbers of eJL events which passed the eJL event selection and the corre­
sponding luminosities. The structure function is EHLQ and the Peterson parameter is 
set to 0.003. 
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I 

. ISALEP ISAJET 

NumberNumber 
LuminosityLuminosity ofof 

(pb-1 )(pb-1 ) eventsevents 

0.5870.706 2161252Process 1 

b~ DO ~ I 625 

b~ D- ~ I 526 
0.5870.606Process 2 

1 
I 

i b ~ D; ~ I 0 

b ~ baryonc ~ I 25 
b~ DO ~ I 45 6 

i b~ D+ ~ I 425 
0.5870.563Process 3 

1I b ~ Dt ~ I 5 
I 

1t b ~ baryonc ~ I 7 I 

Table 5.8: The numbers of ep. events which passed the ep. event selection and the corre­
sponding luminosities. The structure function is EHLQ and the Peterson parameter is 
set to 0.006. 
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Process 1 

b -+ lJo -+ 1 

Process 2 
. b -+ n- -+ 1 

b -+ n; -+ 1 

b -+ baryonc -+ 1 

b -+ n° -+ 1 

Process 3 
b -+ n+ -+ 1 

b -+ n: -+ 1 

! b -+ baryonc -+ 1 

ISAJET 


Number 
of 

events 

1129 


39 


34 


7 


3 


39 


22 


4 


6 
j 

Luminosity 
(pb-1 

) 

0.705 


0.705 


0.705 


ISALEP 


Number 
of 

events 

Luminosity 
(pb-1 ) 

204 0.585 

8 

2 

0 
0.585 

2 

5 

5 

2 
0.557 

4 

Table 5.9: The numbers of eJL events which passed the eJL event selection and the corre­
sponding luminosities. The structure function is EHLQ and the Peterson parameter is 
set to 0.009. 
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ISAJET ISALEP 

Number Number 
of . Luminosity of Luminosity 

events 

I 

(pb-1 ) events (pb-1 ) 

Process 1 1217 0.662 71 0.233 

I b -+ DO -+ I 39 3 
i _ 

I b -+ D- -+ I 13 
0.588 

2 
0.229Process 2 

b -+ D; -+ I 3 0 

b -+ baryonc -+ I 6 1 

b -+ DO -+ I 44 1 
I b -+ D+ -+ I 18 

0.523 
0 

0.227Process 3 I -_._­
i b -+ D+ -+ I 7 I 0. 8 

b -+ baryonc -+ I 4 0 

I 
i 

I 

Table 5.10: The numbers of elL events which passed the elL event selection and the 
corresponding luminosities. The structure function is DFLM and the Peterson parameter 
is set to 0.003. 
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!I 
II ISAJET ISALEP 

Number Number 
of Luminosity of Luminosity 

events (pb-1 ) events (pb-1 ) 

Process 1 995 0.586 57 0.233 

b-Do-l 27 2 

b - D--I 14 1 
0.218Process 2 0.485 

b-D; -I 2 1 
I 

b - baryonc - I 3 0I 

b-Do-l 39 2 

. b - D+-I 15 0 
0.215Process 3 I 0.596 

b - D;-l 2 0 

b - baryonc - I 9 0 I 
Table 5.11: The numbers of ep events which passed the ep event selection and the 
corresponding luminosities. The structure function is DFLM and the Peterson parameter 
is set to 0.006. 

116 




ISAJET ISALEP 

Number Number 
of Luminosity of Luminosity 

events (pb-1 ) events (pb-1 ) 

Process 1 1071 0.663 40 0.199 

b ---t DO ---t I 30 1 

b ---t D- ---t I 21 
0.663 

1 
0.198Process 2 

b ---t D; ---t I 6 0 

. b ---t baryonc ---t I 7 0 
I b ---t DO ---t I 34 2 
i 

I b ---t D+ ---t I 23 1 
0.199Process 3 0.663

I b ---t D~ ---t I 5 0 
-

i b ---t baryonc ---t I 4 0 

, 

Table 5.12: The numbers of eJL events which passed the eJL event selection and the 
corresponding luminosities. The structure function is DFLM and the Peterson parameter 
is set to 0.009. 
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Structure function 
MRSDO-' 
EHLQ 
DFLM 260 

0.1107 
0.1355 
0.1124 J 

Sta.tistical uncertainty 
0.0084 
0.0050 
0.0084 

Table 5.13: The fs for different structure functions where the Peterson parameter value 
is 0.006. 

ture function [41, 56], and Diemoz-Ferroni-Longo-Martinelli (DFLM) structure {unc­
" 

tion [54, 57} with AQCD = 260 MeV. The fs values calculated for three different structure 

functions are shown in Table 5.13, where the default value of the Peterson parameter, 

0.006, was used. We take a center value of the minimum and the maximum values in 

Table 5.13: fs = 0.123. 

5.2.3 Correcting fs for J It/; and b -I> C -I> I events 

We correct fs for the contributions from other b-decay processes. Considering all of 

other possible decay processes, we have found that the following two processes have a 

sizable effect: 

Process 5 Process 6 
(5.21)~ -+ J /1/J -+ 1+( or 1-) 

{ b -+ 1+ 

and 

Process 7 Process 8 
(5.22)b -+ 1- ~-+ cW; W-+CSj c-+1­

{ {b-+ cW; W-+cij c-+1+ b -+ 1+ 

We call the first process b -+ J /1/J -+ 1events and the second b -+ c -+ 1events. The 

b -+ J /1/J -+ l events produce tri.leptons. Since we are rejecting events with three or 

more good leptons, the b -+ J /1/J -+ 1 events come into our sample only when one of 

the two leptons from J /1/J decays fails the selection cuts. Depending on which lepton 
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Direct bb production 
(ISAJET) 

Gluon splitting 
(ISALEP) 

Number ~minosity 
of events (pb-1 

) 

Number 
of events 

Luminosity 
(pb-1 ) 

I 

{ b~ 1­
b ~ J/1/J ~ I± 195 0.720 12 0.295 

{ b~ 1­
b~ c ~ 1+ 14 0.491 5 0.481 

Table 5.14: The numbers of b ~ J/1/J ~ I and b ~ c ~ I events which passed the 
ep, event selection and the corresponding luminosities, where the structure function is 
MRSDO-' and the Peterson parameter is set to 0.006. 

fails, b ~ J /1/J ~ 1 events produce OS or LS pairs. On the other hand, b ~ c ~ 1 

events contribute to OS. We generated these events in the same way as for the case of 

Processes 1"'-'3. This time, b mesons were forced to decay to leptons, and bmesons were 

forced to decay to J/1/J for b ~ J/1/J ~ I events, and to c mesons for b ~ c ~ I events 

in the CLEOMC. The structure function was MRSDO-' and the Peterson parameter 

was set to 0.006. The number of Monte Carlo events that passed the ep, event selection, 

together with the integrated luminosities are summarized in Table 5.14. As in the case 

of Processes 11'V3, the luminosities are not corrected for having forced b-decays to specific 

channels. The corresponding branching ratios used for the correction of the luminosities 

are Br(b ~ I + X) = 0.110 which is the same as before, and Br(b ~ J/1/J) = 0.019 and 

Br(b ~ c) = 0.12. 

A summary of the numbers of events from Processes 1",-,3, b ~ J /1/J ~ I and b ~ c~ 
I events corresponding to the integrated luminosity of 20 pb-1 is given in Table 5.15. 

Note that b ~ J /1/J ~ I events are considered to have an equal contribution to OS 

and LS. Processes 11'V3 gave Is = 0.1107 for MRSDO-' as already shown in Table 5.13. 
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os LSII 

{ b -t 1­
b -t 1+ 1630.0 ± 124.3 -

{ b -t 1­
b -t C -t 1­

{ ~ -t C -t 1+ 
b -t 1+ - 180.5 ± 20.8 

{ b -t 1­
b -t Jlt/; -t I± 

{ ~ -t J It/; -t l± 
b -t 1+ 26.0 ± 1.9 26.0 ± 1.9 

{ b -t 1­
b -t C -t 1+ 

I 

{ b -t C -t 1­
b -t 1+ 41.1 ± 9.4 -

Table 5.15: The numbers of Monte Carlo events which passed the eJl selection for OS 
and LS at the integrated luminosity of 20 pb- I . The structure function is MRSDO-' 
and Peterson parameter is set to 0.006. 

Inclusion of b -t J It/; -t 1 and b -t C-t 1 events changed 18 to 0.1231, which was a 

correction by a factor of 1.112±0.012. The uncertainty is estimated from the statistics of 

b -t J It/; -t 1 and b -t C -t 1 Monte Carlo events. Multiplying 1.112 to 0.123 which was 

obtained only from Processes 1"-'3 as the center value for the three different structure 

functions, we obtained 18 0.137. 

5.2.4 Systematic uncertainties in ill 

We discuss the uncertainties of Is in what follows. The relatively small contributions 

from b -t J It/; -t 1 and b -t C -t 1 events were not included in the Monte Carlo data 

used in estimation of this uncertainties. 

First of all, our estimation of the uncertainty due to the structure function is already 

included in Table 5.13. The uncertainty due to b quark fragmentation was estimated by 

changing the Peterson parameter, € = 0.006 ± 0.003 [7], by one sigma. The results for 

the MRSDO-' structure function of are shown in Table 5.16. Figure 5.14 shows the 18 
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Peterson parameter (e) uncertainty 
0.003 0.1055 0.0075 
0.006 0.1107 0.0084 
0.009 0.1190 0.0091 

Table 5.16: The fa for different values ofthe Peterson parameter (e), where the structure 
function is MRSDO-'. The uncertainties are due to the statistics of the Monte Carlo 
events. 

Fraction of gluon splitting fa 
0% 0.1004 
11.2% 0.1107 
22.4% 0.1128 

Table 5.17: The fs for different ratios of gluon splitting events to bb direct productions, 
where the structure function is MRSDO-' and the Peterson parameter is set to 0.006. 

values for different structure functions and different values of the Peterson parameter. 

Due to the statistical uncertainty of the Monte Carlo events, we can not separate the 

uncertainties from the structure function and the fragmentation. Instead, we simply 

looked at the minimum and the maximum of center values of fs in Fig 5.14, which are 

14.3% and 12.9% of our fs, respectively. We took 14.3% conservatively as the combined 

uncertainty of fa due to the statistics, the structure function and the fragmentation. 

The uncertainties due to the branching ratios, Br(b --t I + X) and Br(c --t I + X), 

were estimated to be 4.5% and 9.1%, respectively, by propagating their uncertainties 

to fs. We estimated a ratio of gluon splitting events to direct production events to be 

11.2% from the Monte Carlo data where the structure function was MRSDO-' and the 

Peterson parameter was set to the default value of 0.006. When we changed the ratio 

from 11.2% to 0% and 22.4%, fa varied by -9.3% and +1.8%, respectively, as shown in 

Table 5.17. We took 9.3% as the uncertainty due to the ratio of gluon splitting events to 

direct production events. The uncertainty due to the correction factor for b --t J /t/J --t I 
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Source Uncertainties 

{ 

Monte Carlo statistics 
Fragmentation 
Structure function 

Br(b -+ l + X) 
Br(c -+ 1+ X) 
Fraction of gluon splitting 
J I1/; , b -+ c -+ 1 

14.3% 

4.5% 
9.1% 
9.3% 
1.1% 

Total 19.9% 

Table 5.18: Uncertainties in /s. 

and b -+ c -+ 1events was 1.1%. 

As a final result, we obtained 

/s = 0.137 ± 0.027. (5.23) 

The uncertainties in /s are summarized in Table 5.18. 

5.3 Fraction of direct cc background 

5.3.1 Method of Ie estimation 

The fraction of direct cc background was estimated by fitting PTel distributions for 

bb Monte Carlo, cc Monte Carlo and fake leptons from the real data to the observed 

distribution. The bb Monte Carlo was already described in the previous section. The cc 

direct production events were generated by ISAJET with PT > 2.9 GeV Ic for both cand 

c, and cc events from gluon splitting were generated by ISALEP with PT > 2.9 Ge V / c 

for gluons. These events were processed by the QFL detector simulator. 

We can rewrite Nexp(LS) and Nexp(os) as 

(5.24) 
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and 

(5.25) 

where ND, Ns, Nc and Nf are the numbers of events for Process 1+5+6, Process 

2+3+5+6+7+8, Process 4 in Tables 4.1 and 4.4, and fake leptons. The difference 

between the numbers of OS and LS is written by 

(5.26) 

where the last term, tl.Nf =Nf(OS) - Nf(LS). There is a similar relation among Pfel 

distributions, 

NeXP(OS)H;;'f(Pfel) - NexP(LS)H?I(Pfel ) =: 

(1 - 2X)2[NDHd(Pfel) - NsHt/(Pfel)] + NcHc(P?l) + tl.NJHf(Pfel), (5.27) 

where H(Pfel) represents the Pfel distribution function and is normalized to be one. 

This relation holds for muons and electrons separately. We fitted 

(5.28) 

to 

(5.29) 

taking nb and nc are fitting parameters and setting tl.Nf to the observed value. Since 

we defined Eq. (5.27) for muons and electrons separately, the tl.NJ can be defined to be 

a difference of number of fake leptons. Then the tl.Nf is calculated to be 70 ± 23 and 

29 ± 77 for fake muons and fake electrons, respectively, from Table 5.2 in Section 5.1. 

The Pfet distributions for bb and cc were obtained from the Monte Carlo's. As fake 

muons, we used muon candidates which had a stub only in CMU chambers within the 

CMU and CMP fiducial region. As fake electrons, we used electron candidates with 
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6.X(CES) > 6 cm which were considered as photons overlapped by charged hadrons in 

the EM calorimeter. We here assume that the pre' distribution for photons overlapped 

by charged hadrons and that for other sources of fake electrons are the same. One 

should note that the magnitude of 6.Nj for fake electrons itself is small compared to 

the total number of the fitted distribution, that is Nexp(os) - NexP(LS) = 849 derived 

from Table 5.2. The result, therefor, does not significantly depend on it. The number of 

direct cc background is given by Ne ne JHedPfcl in the region ofPfel > 1.5 GeV Ie. 
The fraction of direct cc background is obtained by 

Ne . Ne 
Ie = ND = [Nexp(OS)(l- Fell(OS)) + Ncxp(LS)(l- Fell(LS)) - Ne ] . m' (5.30) 

5.3.2 Estimation of Ie 

The fitted Pfel distributions for muons and electrons are shown in Fig. 5.15, where the 

structure function is used MRSDO-' In Fig. 5.15 (a) ((b)), we did not apply the Pfcl 

cut to muons (electrons) while Pfel of electrons (muons) was required to be greater 

than 1.5 Ge V Ic. The shape difference between the Pfel distributions for muons and 

electrons comes from the different lepton PT thresholds, which was confirmed by raising 

up the PT threshold for muons. The number of direct cc background Ne was estimated 

to be -6 ± 26 from the fit of electron Pfel distribution and 34 ± 18 from muon Pfcl. 

These numbers are consistent with each other within the statistical uncertainties. The 

weighted average of the numbers, 21 ± 15, was used in this analysis. 

We estimated Ie for two other structure functions as in the case of Is. The fitted Pfel 

distributions for EHLQ and DFLM structure functions are shown in Figs. 5.16 and 5.17, 

respectively. The results for three structure functions are shown in Table 5.19. We take 

as Ie the center value of the minimum and the maximum values in Table 5.19, which is 

0.007. 
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Structure function Statistical uncertainty 
MRSDO-' 0.013 0.010 
EHLQ 0.009 0.010 
DFLM 260 0.001 0.012 

Table 5.19: The Ie for different structure functions. 

Difference between t
leptons in OS and LS 

he numbers of fake 

Fake muon Fake electron 
70 
70 + 23 
70 ­ 23 

29 
29 + 77 
29 - 77 

0.013 
-0.002 

0.031 

Table 5.20: The Ie for values of difference between the numbers of fake leptons in OS 
and LS. 

5.3.3 Systematic uncertainties in Ie 

The uncertainty due to the structure function was obtained in the same way as for 18' 
The combined uncertainty in Ie due to statistics and the structure function is taken to 

be 85.7% which is half of the difference between the minimum and the maximum values 

in Table 5.19. 

The uncertainty in Ie caused by the uncertainty in nf was estimated by changing 

the nf by one sigma around the center value of nf in the fitting. The default structure 

function, MRSDO-', was used for the Monte Carlo data. From Table 5.20 showing the 

results, we estimated the uncertainty to be 139.6%, where we took the largest deviation 

from the center value divided by the center value. 

Finally, we got 

Ie = 0.007 ± 0.011. (5.31) 

The uncertainties in Ie are summarized in Table 5.21 
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Source Uncertainties 
~ Statistics 

Structure function 
85.7% 

Fake leptons 139.6% 
Total 163.4% 

Table 5.21: Uncertainties in fc. 

126 




1200 

CDP Preliminary 

K~ -41t 1t 

,_ I 

" "I, 
__ f­
, I 
II 

-", 

,I I 

", 
I' , , 
, ' -r 

\ 
I~ ­, , 

Gaussian + 
Cubic polynomial 

"Il"-LOOSE + track 

"Il" + track 

)'O;"~= 

o0 .'--3'--'--'--'--'----'--'---'--L-O~--'-4----'----L---'---"<---'------l- '---'O'---J.'---JS'---J'---J'--'--''-'---''---J'---J'--'.6-'--'--'--'---J...-L--'--'---'0'--'.7
O

Invariant mass (GeV/c2
) 

Figure 5.1: Invariant mass of a muon candidate track and an oppositely charged hadron 
track with a 1\"-1\" mass assignment. The dashed (solid) histogram is for the case where 
the muon candidate track passed the muon identification cut (the loose cut). 
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Figure 5.2: Invariant mass of a muon candidate track and an oppositely charged hadron 
track with a K-K mass assignment. The dashed (solid) histogram is for the case where 
the muon candidate track passed the muon identification cut (the loose cut). 
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Figure 5.3: Invariant mass distributions for dimuons. (a) One of the two muons passed 
the muon identification cut and the other muon passed the loose one. (b) Both of the 
two muons passed the muon identification cut. 
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Figure 5.4: (a) HAD / EM distribution for electron candidates with fj.X (C E S) > 6 
cm. Electron candidates in the hatched area pass the electron identification cut except 
fj.X(CES) cut. (b) Probabilities for fake electrons (photon + charged hadron overlap) 
as a function of the lower cut value of fj.X(C ES). 
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Figure 5.5: HAD / EM distributions for generated pions passing the loose electron iden­
tification cut for (a) PT = 5 Ge V / c and (b) PT 7 Ge V / c. Pions in the hatched area 
pass the electron identification cut. 
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Figure 5.6: Invariant mass distributions for dielectrons. (a) One of the two electrons 
passed the electron identification selection and the other electron passed the loose one. 
(b) Both of the two electrons passed the electron identification selection. 
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Figure 5.7: Transverse momentum distributions of electrons for conversion electron sam­
ple and the Monte Carlo data. The Monte Carlo data is normalized in a region of 
1 < PT(track) < 5 GeV Ie. 
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Figure 5.8: Charged particle multiplicities from the B;; meson. (a) Multiplicity of 
charged particles produced from B;; mesons. (b) Multiplicity of charged tracks (hadron 
or lepton) with PT > 3 GeV Ie and 1111 < 0.6. (c) Multiplicity of charged hadrons with 
PT > 3 GeV Ie and 1111 < 0.6. The leptons are removed in this distribution. The hatched 
area in multiplicity one bin in (b) and (c) represents negatively charged tracks and 
hadrons. 
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Figure 5.15: The difference between the numbers of as and LS events as a function of 
PTe' (a) for muons and (b) for electrons. The points are observed data. The bashed line 
represents bb Monte Carlo data, the dotted line cc Monte Carlo data, the dot-dashed 
line fake lepton events, the solid line the sum of these three. The Monte Carlo data are 
generated using MRSDO-' structure function set. The contributions from cc and fake 
lepton events are not clear by visible for the electron case. 
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Figure 5.16: The difference between the numbers of OS and LS events as a function of 
Pfel (a) for muons and (b) for electrons. The points are observed data. The bashed line 
represents bb Monte Carlo data, the dotted line cc Monte Carlo data, the dot-dashed 
line fake lepton events, the solid line the sum of these three. The Monte Carlo data 
are generated using EHLQ structure function set. The contributions from cc and fake 
lepton events are not clear by visible for the electron case. 
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144 




Figure 5.19: The difference between the numbers of OS and LS events as a function of 
PFI (a) for muons and (b) for electrons. The points are observed data. The bashed line 
represents bb Monte Carlo data, the dotted line cc Monte Carlo data, the dot-dashed 
line fake lepton events, the solid line the sum of these three. The Monte Carlo data 
are generated using MRSDO-' structure function set. In this distributions, numbers 
of fake muons and electrons are normalized to 70 - 23 and 29 77, respectively. The 
contributions from cc and fake lepton events are not clear by visible for the electron 
case. 
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Chapter 6 

Results and Discussion 

6.1 Mixing parameter, X 

From Eqs. (4.2) and (4.3), the mixing parameter X is related to the ratio R of the number 

of LS events to that of OS events by 

R = NexP(LS)(1 - Fe#JeLS)) 2xe1 X) +[(1 - X)2 +x 2lls (6.1)
Nexp(OS)(1 - Fe#J(OS)) (1 - X)2 +X2 +2X(1 x)ls + Ie' 

Substituting the numerical values, Fe#J(OS) 0.255 0.021, Fe#J(LS) = 0.395 ± 0.031, 

Is = 0.137 0.027 and Ie 0.007 0.011, together with the observed NexP( OS) = 1710 

and NexP(LS) 861, we obtained 

X 0.130 0.010(stat) 0.010(syst). (6.2) 

The uncertainties in X are shown in Table 6.1. The obtained result (Eq. (6.2)) is consis­

tent with the 88/89 CDF result and also with other experiments as shown in Fig. 6.1. 
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Source 
Statistical 
Fake lepton events 
Fraction of sequential decays 
Fraction of cc events 
Total 

U ncertainties 
0.010 
0.004 
0.009 
0.002 
0.014 


Table 6.1: Uncertainties in X. 

6.2 Mixing parameter for Bs mesons, XS 

To obtain the value of Xs, we used the relation X = PdXd+PsXs' The B~ and B2 fractions, 

Pd and Ps , are inferred from measurements of the relative production rates of bons and 

pions. We have assumed Pd = 0.391 and Ps = 0.117. These values correspond to a 

strange quark suppression factor PsiPd = 0.3 consistent with measurements at LEP [51] 

and lower energy e+e- colliders [52, 53]. The mixing parameter, X, gives a constraint 

on the Xd-Xs plane as shown in Fig. 6.2. The dotted line represents the ARGUS and 

CLEO combined result of Xd: 

Xd = 0.15 ± 0.03 (6.3) 

which was measured by ARGUS (1992 and 1994) and CLEO (1993) [9, 10, 58]. The 

shaded region is allowed by the standard model (see Eq. (2.19)). The B2 meson is 

expected to be maximally mixed from the ARGUS & CLEO results combined with the 

Standard Model prediction. Our result is consistent with this expectation. 

We combined our result and the world average value in the Particle Data Book (1994) 

to obtain a new world average 

X = 0.132 ± 0.008 (6.4) 

Assuming that the errors in Xd (Eq. (6.3)) and X (Eq. (6.4)) are independent and rep­
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resent 10- uncertainty of the Gaussian error function, we derive a limit on Xs: 

Xs > 0.447 (68.3%G.L.). (6.5) 

The contour in the XS - Xd plane is shown in Fig. 6.3. 

The value of XS is sensitive to the relative production fractions of B~ and B~ mesons. 

The dependence of XS on PsiPd is shown in Fig. 6.4, up to the SU(3) flavor symmetry 

limit of Ps IPd = 1. 
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Figure 6.1: Comparison with other experiments. 
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Chapter 7 

Conclusion 

We measured B OiJo mixing parameter, X, in electron muon events in proton antiproton 

collisions at VB = 1.8 TeV using the CnF detector. The data were collected in the 

1992-1993 CnF run. The corresponding integrated luminosity was 20 pb- I
• We have 

exploited the good electron and muon identification capabilities of the CnF detector to 

measure the BOiJo mixing parameter. We obtained the mixing parameter as 

x = 0.130 ± 0.010(stat.) ± 0.010(syst.). (7.1) 

This result improves the previous CnF result by a factor of 3 and is one of the most 

accurate measurements of X at the present time. The result is consistent with other 

measurements of X and also with the expectations from the standard model using other 

experimental results. 

Since both neutral B mesons, B~ and B~, are produced in pp collisions, the mixing 

parameter for B2, xs, is estimated by using the mixing parameter for B~ measured by 

the ARGUS and the CLEO groups in e+ e- collisions and by assuming the fractions of 

B~ and B2 mesons produced in bb events. The value of the mixing parameter for Bs 

mesons is consistent with the expectations from the standard model. 
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Appendix A 

Estimation of Probabilities for Real 

Leptons from J/'t/J -+ II Events 

In this appendix, we derive Eq. (5.9) used to estimate the Pro 

Before to discuss J /'tj; -+ II events, We first consider the definition of the probability, 

Pr , for a single lepton. Let N r be the total number of real leptons. Call Nt the number 

of leptons which pass the original identification cut, and N, the number of leptons which 

pass the loose identification cut. We write f..t for the probability that the lepton passed 

the original cut, and f..l for the probability that leptons which fail the original cut, pass 

the loose cut. The numbers Nt and Nt are related to N q f..t and f..l by 

(A.l) 

Nt + N r (1 - f..t)f..l (A.2) 

- [f..t + (1 f..t)f..llNr (A.3) 

Since the probability Pr is defined by a ratio of number of leptons which pass the original 

cut to number of leptons which pass the loose cut, the Pr can be written by 

(A.4) 
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(A.5) 

When N is the number of J/?/J -+ II events produced, let Nl be the number of J/?/J's 

for which at least one lepton passes the original identification cut, and N2 be the number 

of J/?/J's for which both leptons pass the cut. We write the Nl and N2 using ft and fl as 

N f; +2Nft{1 fdfl (A.6) 

Nf2t (A.7) 

From these equations and Eq. (A.5), we get. 

(A.8) 
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Appendix B 

Uncertainty in Is due to Monte 

Carlo Statistics, Structure Function 

and Peterson Parameter 

The uncertainty in fs due to Monte Carlo statistics, structure functions and Peterson 

fragmentation parameter was estimated by using minimum and maximum of center 

values for each Monte Carlo data set. Is this estimation reasonable? 

The center values and statistical uncertainties of fs for different structure function 

sets and Peterson parameters are listed in Table B.l. We made the probability distribu­

tions of fs using the center value and uncertainties assuming the Gaussian distributions 

where the center value and the statistical uncertainty were used as the mean value and 

sigma of the Gaussian distribution. The probability distributions for different structure 

function sets and Peterson parameters are shown in Fig. B.l. 

We assume that each of the nine probability distributions represent and independent 

measurement of fs. Then we make the sum of the nine distributions to determine 

the center value and its error (Fig. B.2). The sum probability distribution is fitted 

by a Gaussian function and the results are listed in the figure. From the results, the 

relative uncertainty in Is due to structure functions, Peterson parameter and Monte 
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Structure function Peterson parameter € fs Statistical uncertainty 

MRSDO­
, 0.003 

0.006 
0.1055 
0.1107 

0.0075 
0.0084 

0.009 0.1190 0.0092 
0.003 0.1158 0.0041 

EHLQ 0.006 0.1355 I 0.0050 
0.009 0.1390 0.0053 
0.003 0.1196 0.0089 

DFLM 260 0.006 0.1124 0.0084 
0.009 0.1242 0.0118 

Table B.1: Fraction of sequential decays with MRSDO-', EHLQ and DFLM 260 struc­
ture functions and, with Peterson parameter € = 0.003,0.006,0.009. 

Carlo statistics is 10.2%. This is consistent with the uncertainty which is estimated in 

Section 5.2.4. 
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