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Abstract 

The inclusive production cross section of prompt photons with transverse energies 27 < 

Er < 40 GeV and in pseudorapidity 1.32 < 111 1 < 2.22 has been measured in proton­

antiproton collisions at .JS = 1.8 TeV. Using the data recorded by the CDF detector 

during the 1988-1989 TEVATRON collider run, corresponding to an integrated luminos­

ity of 3.8 ± 0.1 pb-1
, 3995 prompt photon candidate events are selected in the endplug 

electromagnetic calorimeter. 

From differences in the longitudinal cascade shower profile between a single photon 

and multi-photons from 7ro and 71 meson decays, the number of prompt photon events 

in the candidates is extracted to be 1972 ± 353. The differences in the shower shape 

are obtained by a GEANT3 based Monte Carlo detector simulation, which has been 

carefully studied and found to well reproduce the electromagnetic cascade of electrons 

at various energies as well as incident angles. 

The inclusive production cross section has been obtained to be 

u = 1.44 ± 0.09 (stat.)± 0.27 (syst.) nb. 

The measurement agrees with the next-to-leading order QCD calculation using recent 

parton distribution functions. 

The differential cross section with respect to pseudorapidity has also been measured 

and found to be in good agreement with the QCD calculation. 

The photon event fraction and its dependence on the photon isolation are studied. 

The isolation dependence of the photon event fraction shows a consistency with the 

QCD prediction. 

Future prospects of prompt photon measurements in the endplug region for the new 

data, which has been collected during 1992 to 1995, corresponding to roughly 110 pb - 1 

are also discussed. 
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Chapter 1 

Introduction 

Photons with large transverse momentum (Pr ) produced in proton-antiproton collisions 

are keys to new physics such as supersymmetry [1] and quark compositeness [2], as well 

as tests for the standard model. The CDF experiment has been carrying out such tests, 

with high Pr photons, as gauge-gauge couplings of the SU(2)xU(l) electroweak gauge 

model [3] and quantum chromodynamics (QCD) of the SU(3) color gauge theory [4, 5]. 

In this thesis, we present, for the first time in the CDF experiment, a measurement 

of prompt photons with transverse energies between 27 Ge V and 40 Ge V produced in a 

high pseudorapidity range of 1.32 < 177 1 < 2.22 ( 77 = - ln tan( B / 2), where B is the polar 

angle of photons measured from the proton direction) in v's = 1.8 Te V proton-anti proton 

collisions. The data of an integrated luminosity £ = 3.8 pb - 1 collected during the 1988-

1989 TEVATRON collider run at Fermi ational Accelerator Laboratory (Fermilab) in 

Batavia Illinois, the United States of America are used for the study. 

Throughout the literature, the term "prompt photon" is used to indicate a single 

photon produced from the initial parton collision in contrast to decay particles of neutral 

mesons such as 7r0 's and 77's. However, in QCD calculations, a photon radiated, in the 

bremsstrahlung process, from a jet which is initiated by a quark or a gluon from the 

hard collision is also included in prompt photons. 
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1.1 Prompt Photon Physics 

Prompt photon production plays an important role in determining the gluon distribution 

of the proton and testing perturbative QCD. Compared to jet production processes there 

are two advantages in studies of perturbative QCD for prompt photon production. 

• In the lowest order , there are only four diagrams for production of prompt photons, 

Compton and annihilation subprocesses, each with one QCD vertex as shown in 

Fig. 1.1. 

• An energy and a production direction of a photon can be measured more accurately 

than those of a jet. In the latter case, there are problems of ambiguities in the jet 

definition and the poorer energy resolution of a detector to hadrons. 

(a) Compton (b) Annihilation 

Figure 1.1: Leading order Feynman diagrams for prompt photon production. 

In the parton model, the hard scattering is described by the lowest-order subprocesses 

which for high-Pr photon production, correspond to two-body scattering. The Born 

terms for Compton and annihilation subprocesses are 

where s = ( q + g )2 , i = ( q - q' )2
, u = (g - q') 2

, and 



3 

where s = ( q + q)2
, i = ( q - g )2

, and u = ( q - g )2
• The corresponding expression for the 

invariant cross section is 

where a, b, and c are incoming and outgoing partons. cPa /A ( xa) represents the probability 

density for finding part on a in the hadron A, carrying momentum fraction Xa. 

For large x, where x represents the parton momentum fraction, the tree level Feyn­

man diagrams dominate prompt photon production. In addition, it is expected that the 

annihilation subprocesses have a large contribution in proton-antiproton collisions, while 

the Compton subprocesses are significant in proton-proton collisions because probability 

densities of "sea" quarks and gluons are small at high x. On the other hand, for small 

x, the Compton subprocesses are expected dominant for both pp and pp collisions due 

to large distribution of small x gluons. For instance, in our prompt photon study, the 

transverse momentum range of photons is 27 GeV / c < Pr < 40 GeV /c, which corre­

sponds to 0.030 < xr < 0.044 for .JS = 1800 Ge V , where xr ( = 2Pr /.JS) approximates 

the parton momentum fraction. In other words, our study is sensitive to the gluon dis­

tribution inside the proton at small x. However, for these small x values, higher order 

diagrams, especially the bremsstrahlung process, cannot be neglected for prompt photon 

production. In the bremsstrahlung process, a photon is radiated by a quark or a gluon 

produced through parton-parton scattering (Fig. 1.2) in the process of hadronization. In 

:H: :x: :H: :x: 
Figure 1.2: Some of tree level 2 to 2 hard scattering diagrams which can contribute to 
the bremsstrahlung process. 

such bremsstrahlung subprocesses the inclusive invariant cross section can be written 
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as 

where a b, and c, dare incoming and outgoing partons. Hatted variables are Mandelstam 

invariants of the partonic subprocess. D-y/c( zc) is the fragmentation function which 

describes the probability for parton c to radiate a photon with a fractional momentum 

to the parton of Z c in the final state. d(J" /di is the partonic differential cross section, and 

the factor s / ( z~7r) is associated with the partonic and hadronic cross sections. 

One may consider the 0( aa;) three body processes. Some of such diagrams are 

illustrated in Fig. 1.3. However, various collinear singularities appear in calculating 

Figure 1.3: Feynman diagrams for some of 0( aa;) three body subprocesses. 

these processes. In the case of the first diagram of Fig. 1..3, the divergence occurs when 

the outgoing gluon becomes parallel to the incident gluon. In conventional higher order 

calculations, such initial state collinear divergencies are factorized and absorbed into the 

initial parton distribution. Similarly in the last diagram of Fig. 1.3, when the outgoing 

quark (right-bottom) and photon become parallel, the diagram develops a final state 

collinear singularity. However, such a contribution has already been included in the 

bremsstrahlung subprocess, and when calculating, subtraction terms are introduced in 

order to avoid double counting. Other final parton (quark-gluon, gluon-gluon, quark-
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splitting) collinear singularities are factorized and absorbed into t he parton-to-parton 

splitting (fragmentation) function . 

In addition, another divergencies occur when one of the final state partons becomes 

soft . This infrared divergence is cancelled exactly by a corresponding divergence in 

one-loop interference diagrams. Some of such loop graphs are sketched in Fig. 1.4. 

:x: :r<: :x: 
q 

ij 

Figure 1.4: Feynman diagrams for some of one-loop graphs contributing to the 
0( aa; ) calculation. 

In the loop diagrams, there appear the ultraviolet divergency, associated with infinite 

loop momenta. The ultraviolet singularity is subtracted after specifying a renormaliza­

tion scheme. Next-to-leading-logarithm (NLL) calculations of prompt photon production 

in hadronic collisions as well as treatments for the singularities are detailed elsewhere 

[6, 7]. 

There remain uncertainties in the theoretical calculation from the choices of renormal-

ization and factorization scales as well as collinear and soft cutoff parameters. However, 

in the NLL calculation, the prompt photon cross section and other observables show less 

dramatic dependences on the renormalization and factorization scale choices than in the 

case where only the leading logathithms are used. It is also found that the collinear and 

soft cutoffs have almost no effects on the observables in the proper ranges of the pa­

rameters [7). In addition, for comparisons with experimental data, the bremsstrahlung 

process or the photon fragmentation funct ion gives rise to another uncertainty because 

of an isolation cut for reconstructing photons in the experiment. 

1.2 Parton Distribution Functions 

Studies of prompt photon production in hadronic collisions can date back to as early 

as the middle of the century [8), before the quark era. However , recent development 
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on prompt photon production shows qualitative understandings both theoretically and 

experimentally. Especially, evolution of the parton distribution function (PDF) in the 

last decade is remarkable. Until the late 1980's the first generation of the PDF sets 

such as DO [9] and EHLQ [10] had been widely used. Those first generation PDF sets 

were based on leading order (LO) calculations and are no longer consistent with current 

data. 

Recent PDF sets are based on NLL evolution, derived from global analyses of various 

experimental results. DFLM [11], MRS (including HMRS and KMRS) [12], CTEQ 

(including MT [13]) [14], GRV [15], ABFOW [16], and BM [17] are rather modern PDF 

sets. DFLM and ABFOW are for specific processes; DFLM for neutrino scattering and 

ABFOW for prompt photon production. Others are for general purposes. However, they 

differ from each other significantly, even within the same group because of differences 

in coverage of x and Q2 , schemes of calculations, treatments of experimental errors, etc. 

Such differences between some PDF sets are shown in Fig. 1.5. The plot displays the 

gluon distribution function of today's most up-to-date PDF sets, MRS (G), CTEQ 3M, 

and GRV 94 HO. As one notices, more than 103 variation is observed in the gluon 

distribution, especially for lower x. 

In Fig. 1.5, the gluon distributions for 0.002 < x < 0.2 are presented. In our 

prompt photon study, an xy range between 0.030 and 0.044 are explored. However, 

measurements of prompt photons at high rapidity provide us with information on the 

gluon density for lower x values. Since we concentrate on photons produced in 1.32 < 

J77 J < 2.22 with no restrictions on associate jets, the minimum allowed value of the parton 

fractional moment um 
Xy · eT/ 

becomes as low as 0.002. At this small x, a steep rise of the gluon density with decreasing 

x is expected. However, it is questionable if this rise can be described by the conventional 

Altarelli-Parisi (or GLAP) evolution equations [18] or by the BFKL dynamics [19]. For 

much lower values of x, we are expected to enter a new regime where perturbative QCD 

is no longer valid. 

The GLAP evolution starts from a known structure of the proton at Q2 Q2
, 



7 

and then the parton distributions can be calculated up to large log Q2 in perturbative 

QCD using the Altarelli-Parisi equations. The BFKL equation is effectively the leading 

a log( 1/ x) resummation of soft gluon emissions. It is obtained on solving the equation 

that the gluon density rises toward small x as 

with .X ~ 0.5. 

Recent deep inelastic scattering (DIS) experiments at HERA [20, 21) show such a 

behavior of the increase in the gluon (or, more correctly, sea quarks via g ~ qq transition) 

density, but with .X ~ 0.3, which is rather consistent with perturbative QCD predictions 

using the GLAP evolution equations. However, the BFKL evolution cannot still be ruled 

out since the structure function F2(x , Q2
) is predicted [22] as 

where the coefficient C(x, Q2) of the BFKL contribution and the non-BFKL contribu­

tion, F;9 (x, Q2 ), are weakly dependent on x. In the HERA regime of x ~ 5 x 10- 4 and 

F;9(x, Q2 )/ C(x, Q2 ) ~ 30 at Q2 ~ 15 GeV2
, F2(x, Q2

) results in the x- 0
·
3 behavior [23). 

The lepton-hadron collisions provide today's most accurate measurements for the 

quark distributions. However, the gluon distribution can only be probed via g ~ qq 

transition or in the next-to-leading order (NLO) processes ( e- g ~ e- qq_). Given the 

significant role which the gluons play in QCD, it is important to measure the gluon 

distribution in separate processes such as prompt photon or two jet production in hadron­

hadron collisions. 

The inclusive production cross section for prompt photons with 27 Ge V < ET < 

40 GeV in 1.32 < 177 1 < 2.22 is calculated up to the LO processes by Owens [7) using 

recent PDF sets for pp collisions at ..jS = 1.8 TeV as listed in Table 1.1. 

The differential cross section du / d71 is also computed and shown in Fig. 1.6 for the 

central (177 1< 0.9) and endplug (1.32 < 177 1 < 2.22) regions. 
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PDF Set Cross Section (p b) 
MRS (G) 1227 ± 6 
CTEQ3M 1259 ± 5 

GRV 94 HO 1176 ± 6 

Table 1.1: Theoretical calculations of the inclusive cross section for prompt photon 
production. Errors are statistical since the calculation utilizes the Monte Carlo method. 

1.3 Past, Present, and Future of Prompt Photon 

Measurement 

Large transverse momentum production of prompt photons was advocated to result from 

the part on structure of the proton [24]. Experimental results on prompt photon pro­

duction had been published by the CERN Intersecting Storage Ring (ISR) experiments 

in proton-proton collisions at .JS = 30 - 60 Ge V. Later, fixed target and collider exper­

iments of proton-proton and proton-antiproton collisions have explored a wide range of 

the parton momentum fraction from 0.01 to 0.6. A good systematical study on prompt 

photon production from various experiments is found in Ref. [25]. 

Recent results on prompt photon production have shown good qualitative agreements 

with QCD calculations, except a systematic pattern of excesses toward low Er. Such 

trends are observed in both fixed target (E706 1
) and collider experiments (R8062

, U Al, 

UA23
, CDF [4], D(fl4

) in a wide range of xy. J. Huston et al. [25] have studied, in 

a noble way, Pr distributions of prompt photon production for the above and other 

experiments except the D(fl measurement (the DQ result on prompt photon production 

was published after their analysis; however it also suggests the same discrepancy between 

1 E706 is a fixed target experiment at Fermil.ab studying prompt photon and neutral meson production 
by hadron beams at 500 GeV /c - 800 GeV / c. Results on prompt photon production are found in 
Ref. [26]. 

2 R806 is an ISR experiment at CERN. A study of prompt photon production is found in Ref. [27]. 
Other ISR experiments such as CCOR (CERN-Columbia-Oxford-Rockefeller), BCMOR (BNL-CERN­
Michigan State-Oxford-Rockefeller), and AFS (Axial Field Spectrometer) collaborations have also stud­
ied prompt photon production. 

3 UA1 and UA2 are CERN SpPS collider experiments at Vs = .546 GeV and 630 GeV. Studies on 
prompt photon production are found in Refs. [28 , 29]. 

4D¢ is the other TEVATRON collider experiment at Fermil.ab with an efficient capability of photon 
detection in forward region as well as energy measurement . See [30] for recent results on prompt photon 
production. 
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the experiment and the theoretical calculation) and found steeper spectra than the LO 

QCD prediction. Figure 1. 7 summarizes the discrepancies. They concluded that neither 

global fits with new parton distributions nor improved photon fragmentation functions 

can resolve the problem since the deviation occurs at different x values for experiments 

at different energies, and it could be explained by the transverse momentum fraction k7 

of the initial partons or by multiple gluon emissions from the initial partons. 

The CDF experiment is today about to encounter a new regime of small x where no 

previous experiments could reach. It has a capability of seeking out the gluon density 

directly in the lowest order processes as low as x r-v 0.0003. It is definitely a challenge 

for us to explore this new regime, to boldly go where no one has gone before. 

1.4 Overview of the Analysis 

We review the CDF detector briefly in the next chapter with some details in the main 

component for our study, as well as the scheme of data taking. 

In Chapter 3 the method for prompt photon identification is described. Prompt pho­

tons are obtainable only statistically, not on an event by event basis, but as the event 

fraction in a certain data sample, by comparing systematical differences in the conver­

sion probability and/or the cascade shower shape between the signal and background 

events. After introducing GEANT3, detector description and shower simulation tool, in 

Chapter 4, we explain the data reconstruction flow and the event selection criteria in 

Chapters 5 and 6. 

Since shower simulation is very important in this study, it is essential to know how 

well the G EANT3 simulation reproduces real cascades. In Chapter 7, the reliability of 

the simulation is estimated by comparing shower simulations with real electron cascades. 

Electron cascades of the 1990 test beam run at various momenta and incident angles are 

used for estimations of the systematics. In addition, it is not well known how much of 

materials exists in the endplug region of the CDF detector. We will estimate the total 

amount of materials, in Chapter 8 from comparisons of cascade shower shapes between 

Monte Carlo electrons and the real electrons from W boson decays. 

We, at last, reach the data in Chapter 9. The selection of prompt photon candidates, 
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the statistical extraction of the number of prompt photons, and efficiency estimations 

are made. Finally, the cross section for prompt photon production is evaluated. In the 

last chapters, we will discuss the result, comparing it with next-to-leading order QCD 

calculations, and see future prospects. 
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800 

Figure 1.6: Inclusive production cross section for prompt photons of 27 Ge V < Er < 
40 GeV in Js = 1.8 TeV pp collisions with respect to pseudorapidity T/· NLO QCD 

calculations by Owens [7]. 



-

0 
u 
0 
0 
_J 

z 
" ,.,..--.... 

1.5 

0 u 0 .5 

a 
0 
_J 

z 0 

I 
0 

-+-' 
0-0.5 

0 
'--"" 

-1 L 

13 

- CDF 

e UA2 

-t:r R806 

A E706 

WA70 

UA6 pp 

J 
.02 .04 .08 .15 .24 .36 .50 

Photon Xt 

Figure 1.7: Compilation of prompt photon experiments compared to NLO QCD pre­
dictions using CTEQ2M parton distributions. Most of the data sets display a steeper 
dependence on x y than is predicted by NLO QCD (horizontal line). [J. Huston et al., 

Phys. Rev. D 51, 6139 (1995)] 



14 

Chapter 2 

Experimental Apparatus 

2.1 Fermilab Accelerators 

Proton-antiproton collisions at y's = 1.8 Te V are provided by the five stage accelerators 

at Fermilab. Starting from a bottle of hydrogen atoms, protons are accelerated up to 

900 Ge V, the highest energy of the world. 

Negatively-charged hydrogen ions are first accelerated to 750 ke V by a Cockcroft­

Walton electrostatic accelerator. The ions are then passed to a 500 foot linear accelerator 

(LIN AC) after stripping off electrons , and acquire the energy of 200 Me V. The third stage 

is the Booster Ring, a synchrotron of diameter 500 feet, where the protons are boosted 

up to 8 GeV. The protons are now ready to be injected into the Main Ring, which is 

a two kilometer diameter synchrotron, composed of conventional water-cooled magnets. 

The Main Ring increases the proton energy to 150 Ge V and then either transfers the 

protons to the TEVATRON Ring or direct them at a tungsten target for antiproton 

production. 

The TEVATRON, which is made of a thousand superconducting magnets, accelerates 

the protons up to 900 Ge Vin the same. tunnel that houses the Main Ring. The Main Ring 

provides 1010 protons per bunch, and 104 antiprotons are produced and collected in the 

Debuncher Ring. The anti protons are stochastically cooled to 8 Ge V and then stored in 

the Accumulator Ring. The anti protons are merged into a single beam, cooled further, 

and stored over a period of hours or even a day until the number reaches 1010
• The 



15 

accumulated antiprotons are transferred to the Main Ring and then the TEVATRO 

Ring, accelerated to 150 Ge V and then 900 Ge V. The process of the acceleration is 

illustrated in Fig. 2.1. 

Both p and p beams circulate in the same magnetic and RF fields which produce 

helical orbit . Quadrupole magnets are used to focus the beam to a diameter of r-v 40 µm 

at BO and DO collision points, where the CDF ( Collider Detector at Fermilab) and the 

DCfa detectors measure the pp collisions. 

Major achievements of the TEVATRON are not only the beam energy but also its 

luminosity. A large number of particles in squeezed beam provide a large luminosity. 

The TEVATRON provided an instantaneous luminosity of 1030 cm- 2 s- 1 during the 

1988-1989 collider run. 

2.2 Collider Detector at Fermilab 

The CDF detector is a general purpose hybrid detector pursuing research on reactions in 

proton-antiproton collisions. It consists of a superconducting magnet, beam-beam coun­

ters tracking chambers, electromagnetic and hadron calorimeters, and muon chambers. 

It is separated into three parts, a central detector which covers 10° < B < 170° and two 

identical forward/backward detectors covering 2° < e < 10° and 170° < e < 178°' where 

B is the polar angle measured from the proton beam direction. A perspective view of 

the CDF detector is shown in Fig. 2.2. Any of the two identical detector modules is 

specified by its location. Since at BO experiment area, protons pass from the west to 

east, those modules covering B < 90° are called the east modules, and the rest the west. 

The CDF coordinate system is defined by its origin at the nominal vertex or the 

center of the detector with the z axis along the proton beam, they axis pointing vertically 

upward, and the x axis the north. The azimuthal angle cp and the pseudorapidity 7J are 

often used to point a particle's direction or a certain location of the detector in the 77-cp 

plane. The azimuthal cp is measured from the positive x axis to the positive y axis, and 

the pseudorapidity is defined as 7] = -ln( tan e / 2). 
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2.3 Detector Components 

Particles produced in pp collisions traverse t he beam pipe, a 5.08 cm diameter Be tube 

with a wall thickness of 500 µm , the tracking chambers located inside the supercon­

ducting solenoidal magnet that generates 1.4 T magnetic field along the proton beam; 

then, encounter the electromagnetic and hadron calorimeters. Muons passing through 

the calorimeters are finally detected by the muon chambers. An elevation view of the 

forward half of the CDF detector is shown in Fig. 2.3. In the following subsections, each 

detector conJ.ponent is briefly reviewed. A complete description is, however, found in 

[31]. 

2.3.1 Tracking 

The CDF detector has three separate tracking systems. They are named the vertex time 

projection chambers (VTPC), the central tracking chamber (CTC), and the central drift 

tubes (CDT) . 

The VTPC system consists of 8 separate time projection chamber modules mounted 

end to end along the beam direction covering lzl < 143.5 cm. Figure 2.4 is a schematic 

drawing of two octagonal VTPC modules. Each module has two 15 cm long drift regions 

divided by a high voltage grid. At the end of each drift space, proportional chambers 

are arranged. Anode sense wires, seen in Fig. 2.4, provide the r-z coordinates, where r 

is the radial distance from the beam and cathode pads provide the r-c.p coordinates. 

The VTPC has coverage of - 3.5 < T/ < 3.5 for the inner layer and - 2.6 < T/ < 2.6 

for the outer layer. Reconstructed VTPC tracks are mainly used to determine the event 

vertex, which has an accuracy of rv 1 mm. The VTPC also gives track information for 

particles produced at small or large B, where the CTC does not have its coverage. In the 

endplug region (1.32 < ITJ I < 2.22), the CTC provides 3-dimensional track information 

only for ITJ I < 1.8, and only the VTPC provides track information for the rest of the ITJ I 

range. It should also be noted that the position resolution of the VTPC for a hit varies 

200 µm to 550 µm depending on t he hit position and the two track resolutions are 3 cm 

for c.p 6 mm for r and 6 mm/ () for z where () is the polar angle and () < 7r / 2. 

The CTC is a cylindrical drift chamber with the radius 1.3 m and the length 3.2 m, 
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covering 177 1 < 1. It contains 9 "superlayers." Five of them consist of 12 axial sense 

wires per layer, and the rest four, stereo superlayers; each layer consists of 6 sense 

wires which are tilted by ± 3° relative to the beam direction. These 84 layers give track 

information with its momentum resolution better than 5Py / P} ~ 0.002. Figure 2.5 

shows an endplate of the chamber. 

Outside the CTC is the CDT. The CDT system consists of three layers of 1.27 cm 

diameter tubes with 3 m length providing additional tracking information. A hit position 

is determined by the drift time and charge division measurements. Its typical resolution 

is 2.5 mm in z and 200 µm in the azimuthal direction. The CDT system is also used to 

identify prompt photons from their conversions into electron pairs in the central region. 

2.3.2 Calorimeters 

The CDF calorimeters have a projective tower geometry, that is, each tower or calorime­

ter cell points at the nominal event vertex. The towers are segmented by /:i77 ~ 0.1, and 

111.p = 15° for 177 1 < 1.3 and /:icp = 5° for 1.1 < 177 1 < 4.2. Figure 2.6 shows the 

tower segmentation. There are three electromagnetic calorimeters, central (CEM), end­

plug (PEM), and forward (FEM), and four hadron calorimeters, central (CHA), endwall 

(WHA), endplug (PHA), and forward (FHA). In the central and endwall calorimeters, 

scintillator is used for sampling layers. In the endplug and forward calorimeters, argon­

ethane 50-50 filled proportional tube chambers with cathode pad readout are employed 

for the active medium. As absorber, lead is employed for the electromagnetic calorime­

ters, and steel for the hadron calorimeters. Each electromagnetic calorimeter is located 

in front of its corresponding hadron calorimeter, but 77 coverage are slightly different and 

listed in Table 2.1 as well as detector properties. 

Central 

The central electromagnetic and hadron calorimetry system consists of 24 x 2 "wedge" 

modules. Each module has 2.5 m width and covers 15° in cp. 24 wedge modules are 

cylindrically arranged around the solenoidal magnet ; two of these modules cover both 

east and west sides. There is a layer of gas proportional chambers with cathode strip 
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Central End wall 
EM Hadron Hadron 

177 I coverage 0 - 1.1 1 - 0.9 0.7 - 1.3 
Tower size , ~77 x ~cp 0.11x 15° 0.11 x15° 0.11 x 15° 
Active medium polystyrene acrylic acrylic 

scintillator scintillator scintillator 
Scintillator thickness 0.5 cm 1.0 cm 1.0 cm 
Absorber Pb Fe Fe 
Number of layers 31 32 15 
Energy resolution 2% 11% 14% 
Position resolution [cm2

] 0.2x0.2 10 x 5 10x5 

End plug Forward 
EM Hadron EM Hadron 

177 1 coverage 1.1 - 2.4 1.3 - 2.4 2.2 - 4.2 2.3 - 4.2 
Tower size, ~77 x ~cp 0.09 x 5° 0.09 x 5° 0.1 x 5° 0.1x5° 
Active medium proportional tube chambers proportional tube chambers 

with cathode pad readout with cathode pad readout 
Tube size [cm 2) 0.7x0.7 l.4x0.8 1.0 x 0. 7 1.5 x 1.0 
Absorber Pb Fe Pb Fe 
Number of layers 34 20 30 27 
Energy resolution 4% 20% 4% 20% 
Position resolution [cm2

) 0.2 x 0.2 2 x 2 0.2 x 0.2 3 x 3 

Table 2.1: The calorimeter properties. Energy resolution ( o-j E) and position resolution 
are typical values at 50 Ge V. 

readout located at a depth of 6 radiation lengths ( B = 90°) in the CEM. The strips provide 

high spatial resolution in z for shower cascades, and the anode wire readout measures 

the r x cp view. Their position resolutions are ±2 mm or better for 50 Ge V electrons. 

The energy resolution for the CEM is calibrated with electrons from the decays of Z's 

and W's produced in pp collisions combining with CTC track information [32]. 

( O"E) 2 
= ( 13.5.% )

2 

+ (1. 7%) 2, 
E vf E sm B 

where Eis in GeV. 

A wedge module contains 10 electromagnetic towers while 9 hadron towers due to 
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the limited size along the beam direction. For the towers without full depth in the central 

hadron calorimeter, the endwall hadron calorimeter is mounted to the side. Figure 2.7 

shows a cross sectional view of the central and endwall calorimeters along with the 

endplug calorimeters. As shown in the drawing, the WHA also covers a part of the 

end plug region. The end wall hadron calorimeter consists of 24 x 2 modules and has its B 

coverage from 30° to 45° and from 135° to 150°. It is attached to the magnet yoke and 

serve as part of the flux return path. 

End plug 

The PEM is a 2.8 m diameter and 50 cm deep cylindrical proportional chamber with 

34 sampling layers, covering 10° < B < 35° and 145° < B < 170°. Each east or west 

PEM consists of four !lcp = 90° quadrant modules, all four enclosed in a gas vessel. A 

sampling layer is composed of a 0.0653 calcium and 0. 73 tin dosed lead sheet and a 

chamber of arrayed gas proportional tubes with cathode pad and strip readout as shown 

in Fig. 2.8. A tube is made of fine grain carbon powder loaded polystyrene and has a 

square inner cross section of 7 mm x 7 mm with 0.8 mm thick walls. The cathode pads 

and strips are etched out of the copper plating clad on GlO panels. The pad surfaces are 

in contact with one side of the tube array, and on the other side are the strips, however 

not in all the layers. The material thickness of each layer is listed in Table 2.2. 

The cathode pads are segmented by /1cp = 5° and /177 = 0.09 for 1.41 < 111 1 < 2.4, 

and they are longitudinally connected together into three segments in depth. The first 

depth segment contains the first 5 layers, the second the next 24, and the third the last 

5, respectively. Since there is a steel made cover panel in front of the chambers, the 

first segment starts at a depth of 0. 722 X 0 , and the second ranges from 3.292 X u to 

15.628 X 0 , where the depth is measured along the z axis. In the full detector setup, 

however, there exist many more materials in front of the PEM, such as the VTPC cage, 

the CTC endplate, etc. The total amount of materials between the vertex and the first 

chamber of the PEM is virtually unknown. A schematic of a quadrant module is shown 

in Fig. 2.9. 

The strips are only inserted in the 6th layer to the 15th. There are two types of strips, 

B and cp, and each is alternately arranged, the B-strips in the even number layers and the 
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cp-strips in the odd number layers. The B-strips are 32 arc- haped strips of !:l..71 = 0.02 

stretched by 30° in cp, and the 71-strips are 30 radial strips of !:l.cp = 1°. The coverage of 

these strips is 1.2 < 171 1 < 1.84. Each five B or cp strips are connected together in depth 

at the same ( 71, cp) units. Pad and strip geometries of typical chambers are shown in 

Fig. 2.10. 

The anode wires are connected together over a 90° quadrant each layer. This anode 

readout provides a longitudinal profile of energy depositions in a quadrant of the detector. 

With test beam electrons, various characteristics of the detector performance are 

measured. The energy resolution is obtained as 

U£ 283 

E VE 

for 20 Ge V to 200 Ge V electrons. By scanning all the towers with 100 Ge V electrons, 

the tower to tower uniformity is achieved to be 23 or better. Position resolutions by 

the pad readout are fl.B = 0.04° - 0.2° and fl.cp = 0.2° - 0.3°. They are improved to 

/J.B = 0.04° and !:l.cp = 0.1° by the strips. Structures and characteristics about the PEM 

are detailed in [33]. 

In the PEM, the calorimeter towers are dealt with differently for the trigger and the 

off-line analysis. Table 2.3 shows the tower segmentation and numbering for the PEM 

at the calorimeter, trigger, and off-line analysis levels. Throughout the test, the tower 

is pointed by the TOWE (off-line analysis level) number unless specified. 

The endplug hadron calorimeter (PHA) consists of 20 sampling layers of gas pro­

portional chambers with cathode pad readout, each separated by a 5 cm steel plate. 

The pad segmentation follows that of the PEM, and each tower is connected for all 20 

layers. The gas proportional chambers are divided into 30° sectors in the azimuth, and 

the anode wires of a layer is connect over a sector. The same resistive plastic tubes 

as used for the PEM are employed for the proportional chambers in the PHA. Energy 

resolution is measured with test beam pions for an energy rage of 40 Ge V to 200 Ge V 

[34] as 
U£ 1323 
E- VE. 
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Forward/backward 

Forward calorimeters are located approximately 7 m from the interaction point and 

they have polar coverage of 2° < () < 10° and 170° < () < 178° . The forward electro­

magnetic calorimeter consists of 30 layers of proportional chambers and each east or 

west calorimeter is divided into four quadrants. Each layer is composed of a lead sheet 

and a chamber of gas proportional tubes with cathode readout. The cathode pads are 

segmented by D..'T/ = 0.1 and D..cp = 5° and connected longitudinally into towers with 

two depth segmentation, either of which contains 15 layers . With test beam electrons 

of momenta from 20 Ge V to 200 Ge V, the energy resolution is measured to be 

U £ 253 
E = VE + o.53. 

The forward hadron calorimeter (PHA) is also composed of proportional tube cham­

bers and steel plates, covering 2.2 ~ ITJ I ~ 4.2. Each east or west PHA is segmented into 

four independent sections, and each section contains 27 sampling layers. The cathode 

surface of each of the ionization chambers has been segmented into 20 bins in pseudo­

rapidity (D..TJ = 0.1) and 18 bins in azimuth (D..cp = 5°). The signals from each chamber 

pad at fixed 'T/ and cp are summed together to produce the total energy signal for a given 

projective tower. Energy resolution is parameterized by 

UE _ en 1133 2833 
E - 8.6 10 + VE + -Y' 

as obtained with test beam pions for 20 Ge V to 200 Ge V. 

2.3.3 M uon Detectors 

There are two systems in the CDF detector to measure muons which penetrate the 

calorimeters; one is in the central region, the other in the forward / backward region. 

In the central detector, each wedge contains 4 layers of muon chambers at the end of 

the hadron calorimeter section, 3.5 m away from the beam line, covering 56° < () < 124°. 

A cross sectional view of the chambers is shown in Fig. 2.11. The position resolution 

of the central muon detector ( CMU) has been attained to 250 µm per point in the cp 
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direction by drift time and 1.2 mm per point in the z direction by charge division. 

In both forward and backward region , there is a muon spectrometer each, consisting 

of large magnetized steel toroids with drift chamber planes and triggering scintillation 

counters as shown in Fig. 2.3. Each spectrometer contains two 1 m thick steel toroids 

with the inner and outer diameters are 0.914 m and 7.82 m respectively. A magnetic field 

in the toroids ranges from 2.0 T at inner radius to 1.6 T at the outer radius. The forward 

muon system measures muon position for polar angles between 3° to 16° and 164° to 

177° with an accuracy of 5° in the ip direction and ~ 200 JLID in the r direction. The 

momentum resolution is 133, independent of momentum, for muons with momentum 

above 8 GeV / c. Figure 2.12 shows and r-ip view of the spectrometer. 

2.3.4 Beam-Beam Counter 

The beam-beam counter (BBC) is a plane of scintillation counters on the front face of 

each east or west FEM, providing a "minimum bias trigger" for the detector (Section 2.5). 

The counters are arranged in a rectangle around the beam pipe as shown in Fig. 2.13, 

that cover the polar angular region from 0.32° to 4.4 7° , corresponding to a pseudorapidity 

range of 3.24 to 5.90. The counters have the timing resolutions less than 200 ps and 

provide an accurate measurement of the interaction time. It gives a measurement of the 

event vertex with an accuracy of 4 cm. The BBC also serves as the primary luminosity 

monitor. 

2.4 Data Acquisition System 

There are approximately 100,000 electronic channels m the CDF detector. They are 

photomultiplier tubes, pad/strip/ wire chambers, drift chambers, and drift chambers 

with current division readout. The calorimetry requires a large dynamic range for the 

electronic readout, extending from a few tens of MeV to many hundreds of GeV. The 

RABBIT (Redundant Analog Bus Based Information Transfer) system was developed 

to meet this requirement. It is a crate-based analog front-end system, which consists of 

129 crates mounted on the detector dealing with six tenth of all the electronic channels. 
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Analog signals being read out from the detector components, RABBIT channels are then 

digitized in the crates, and they are read out by fast intelligent scanners called MX's, 

which interface the signals to the Fastbus data acquisition system. 

The signals from the drift chambers are shaped at the detector and brought up from 

the collision hall to commercial Fast bus TDC modules in the counting room. The signals 

are then read out by a second type of intelligent scanners called the SSP's. Each scanner 

can buffer four events, and handles approximately 1000 channels. 

The data acquisition (DAQ) system is comprised by the Fast bus network with many 

custom designed modules, that allow for the bandwidth necessary to transmit the data 

for each event. For a nominal event size of lOOk bytes, the DAQ system reads out events 

at a rate of 20 Hz to 30 Hz into the next stage. A detailed technical description is given 

in Ref. [35]. 

2.5 Trigger System 

The CDF event trigger system consists of four stages of event processing and reduction 

of the event rate. In the 1988-1989 run, the TEVATRON was operated with six bunches 

of protons and of antiprotons providing a typical luminosity of 1030 cm- 2 s-1
. The 

beam crossing interval of 3.5 µs (286 kHz) and the pp inelastic scattering cross section 

at .JS = 1.8 Te V of rv 50 mb result in an event rate of rv fiO kHz. The trigger system 

reduces this high rate to manageable level of a few Hz, selecting events of physics interest. 

2.5.1 Level 0 

The level 0 trigger requires an inelastic collision of a proton and an antiproton, deter­

mined by hits in both east and west BBC's within a 15 ns window centered on the beam 

crossing time. It is also called the "minimum bias trigger." The level 0 trigger initiates 

the Level 1 trigger to read the signals from the calorimeter and make a decision, and it 

takes more than 3.5 µs to process these. Accordingly, the Level 0 trigger is automatically 

inhibited for the next beam crossing, once an event is accepted. 
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2.5.2 Level 1 

The Level 1 trigger refers only to the global feature of an event, making a decision based 

mainly upon energy deposits in the "trigger towers," the stiff track trigger based on a 

fast hardware track processor, and the muon triggers [36 37]. The trigger towers are 

formed by summing calorimeter tower signals so as to have a size of ~TJ x ~cp = 0.2 x 15°, 

and energy deposits being weighted by sin() to represent the transverse energy. 

The Level 1 calorimeter triggers require that the transverse energy sum over all 

towers with ET being larger than a low threshold (typically 1 Ge V) to be greater than 

a higher threshold (typically 30 Ge V - 40 Ge V). Both electromagnetic and hadronic 

energy, or either one, can be summed in a given tower. 

The Level 1 trigger reduces the event rate to a few kHz out of r-..; 50 kHz at Level 0. 

2.5.3 Level 2 

The Level 2 trigger performs primitive clustering and track matching between CTC 

tracks and clusters or muon hits, to see topological features of an event. 

Level 2 trigger clusters are identified by a hardware system specialized for this pur­

pose by searching the 42 x 24 array of towers in the TJ-cp plane. First of all, a high 

threshold (typically 100 Ge V) is loaded in a comparator, and the threshold begins to 

reduce until one or more trigger towers above the threshold appear, at which point the 

ramp stops, and then these towers are listed as seeds. Each of four nearest neighbor 

towers around a seed (the diagonal neighbors with different 7J and different cp are not 

included) is included in a clusters if one has ET larger than a lower threshold (typically 

1 Ge V). The nearest neighbors of the newly selected towers are then searched, and each 

with Ey larger than the threshold being added, and so on until no more contiguous 

towers are found. This process is repeated until no new seed towers exist. Once a tower 

is included in a cluster, it is prohibited from being included in any of the subsequent 

clusters. Energies of all towers in a cluster are summed to form the total E1, the ET­

weighted first and second moments of the cluster for both 7ir and cp. Separate sums are 

kept for hadronic and electromagnetic energies. These are digitized and presented as a 

list of clusters to a fast hardware Level 2 processor. 
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During the processing of clusters the fast hardware track finders are monitoring 

the selected towers and lists course Pr of tracks corresponding to the coordinate of the 

towers. Muons are matched to the CTC, and with their momenta also appear in the 

cluster list. 

A Level 2 decision is then made on a selection of photons, electrons, jets, muons 

and missing Er by a programmable processor. Many combination of the above can be 

programmed in parallel. Since the DAQ system needs an order of 1 ms to read out signals 

from whole the detector components, an event rate of 100 Hz or less (typically 20 Hz 

- 30 Hz) is required after the Level 2 trigger. Once the Level 2 trigger is satisfied, the 

DAQ system starts reading detector signals, and the Level 3 initiates its event selection. 

2.5.4 Level 3 

The Level 3 system is designed to execute FORTRAN-77 filter algorithms as the last 

stage of the on-line trigger system and capable of a more sophisticated event selection 

with high flexibility. It identifies physical objects such as photons and muons in an 

equivalent way used in the off-line reconstruction (Section 5). Level 3 uses Advanced 

Computer Program (ACP) [38] 32-bit processors, based on Motorola MC68020 MPU's 

and MC68881 floating point coprocessors installed in VME crates with VME bus control 

and interface modules. In the 1988-1989 run, 60 sets of such processors were used to 

select events, and they were written onto magnetic tapes at a rate of rv 1 Hz for off-line 

analyses. 

2.6 Luminosity 

The luminosity is measured by monitoring the beam current and profile, or by measur­

ing the cross section for a certain process. The CDF luminosity is calculated from a 

combination of the above two to achieve an accurate measurement. 

The luminosity in a bunched beam collider can be calculated from the intensity, 

the longitudinal profile, and the transverse size of each bunch. The transverse size is 

measured by wires flown through the beam, and a resistive wall current monitor [39] 
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measures the intensity and the longitudinal profile. 

The luminosity can also be obtained by measuring the event rate for a certain process 

of which the cross section is known. The CDF luminosity is measured by the BBC 

system, counting the event rate of inelastic pp collisions. 

We start the luminosity calculation with a known cross section. The U A4 experiment 

has measured the inelastic pp cross section to be 38.9 ± 1.8 mb [ 40]. However, its 

center of mass energy was 546 GeV, while the TEVATRON is normally operated at 

Js = 1800 GeV. Therefore, the inelastic event rate (R~'~c ) was measured by the BBC's 

along with the accelerator luminosity (£~~~e1) at a reduced TEVATRON energy down 

to JS = 546 GeV. The luminosity at .JS = 1800 GeV is, then, calculated with the 

event rate and the accelerator luminosity at .JS = 1800 Ge V, Rk8~c and .C~~~~L' by the 

following equation: 

where 

(}" 1 00 
BB C 

R1 soo 
[, = ~~;' 

a-BB C 

R1soo £ 54 6 
546 BB accel 

(}"BB C . R 546 . £1 00 
BBC arc l 

51.15 ± 1. 79 mb. 

(j~~ c is the BBC effective cross section at .JS = 546 Ge V obtained from the U A4 inelastic 

cross section with a small correction for CDF due to the difference in the acceptance. 

(j1~~ is the BBC effective cross section at .JS = 1800 GeV. 

The corresponding total integrated luminosity for the Hl88-1989 run is acquired to 

be 

L =I .Cdt = 3.76 ± 0.13 pb-l. 

More details on the luminosity measurement are described m [41] and references 

therein. 
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Thickness [mm] Radiation length 
Front cover: steel plate 

(z = 173.99 - 175.26 cm) 12.7 0.722 

Each sampling layer 
(z = 175.26 - 226.06 cm) 
Lead sheet 2.69 0.480 
Chamber layer 
Cu-clad GlO 1.6 0.013 
Conductive plastic tube 8.6 0.007 
Cu-clad GlO 1.6 0.013 
Epoxy 0.2 
50 µm G 10 (on 6th to 15th strips) 0.05 
Total of a layer 12.1 0.514 

Table 2.2: Material thickness of the end plug electromagnetic calorimeter. 

Local (Calorimetry) Trigger TOWE 
0 (35.24°, 1.147) 19/66 (35.24°' 1.14 7) 
1 (32.62°' 1.229) 15/26 (33.21°, 1.210) 
2 (30.81°, 1.289) 20 / 65 (31.67°' 1.260) 

3 (29.29°' 1.342) 
4 (28.05°' 1.387) 14/27 (27.44°' 1.410) 21 / 64 (28.65°' 1.365) 

5 (26.33°' 1.453) 22/63 (26.33°' 1.453) 
6 (24.13°' 1.543) 23/62 (24.13°' 1.543) 

I 7 (22.24°' 1.633) 13/ 28 (23.05°' 1.590) 24/ 61 (22.24°' 1.633) 
8 (20.24°' 1.723) 

( 19.33°' 1. 770) 
25/60 (20.24°' 1. 723) 

9 (18.53°' 1.813) 12/29 26/59 (18.53°' 1.813) 
10 ( 16.96°' 1.903) 

11/30 (16.19°' 1.950) 
27/ 58 (16.96°' 1.903) 

11 (15.52°' 1.993) 28/517 (15.52°' 1.993) 
12 (14.20°' 2.083) 

(13.55°' 2.130) 
29 / 5i6 (14.20°' 2.083) 

13 (12.99°' 2.173) 10/ 31 30/ 5i5 (12.99°' 2.173) 

I 
14 (11.88°' 2.263) 

(11.34°' 2.310) 
31 / 54 (11.88°' 2.263) 

15 (10.80°' 2.359) 9/ 32 32/53 (10.80°' 2.359) 

Table 2.3: Tower segmentation. "Local (Calorimetry)," "Trigger," "TOWE" represent 
tower numbers for the calorimeter, the level 2 trigger, and the off-line analysis segmen­
tation. At the trigger level, b..77 ~ 0.2 of a tower, and b..77 ~ 0.09 for the off-line analysis. 
Left numbers are for the west module, and right for the east . Numbers in parentheses 
are the polar angle () and the corresponding pseudorapidity 77 at the tower centroids. 
The c.p segmentation is b..r.p = 5° for the local and TOWE tower and 15° for the trigger. 
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Figure 2.1: A schematic view of the Fermilab five stage accelerators providing the world's 

highest energy. 
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Figure 2.3: Cross section through a vertical plane of one half the CDF detector. The 
detector is symmetric about the midplane and roughly symmetric around the beam axis. 
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Figure 2.4: An isometric view of two VTPC modules. They are rotated m cp by 11.3° 

with respect to each other . 
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Figure 2.5: End view of the CTC showing the location of the slots in the aluminum 

endplate. 
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Figure 2.6: Calorimeter towers in one of eight identical 77 -cp quadrants ( ~cp = 90°, T/ > 0). 
The electromagnetic calorimeter have complete cp coverage out t o TJ = 4.2. 
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Figure 2. 7: Quadrant of the calorimeter where A, B, C show central, end wall, and 
end plug, respectively. Towers are numbered from 0 (at 90° in polar direction) to 11 (last 
tower of endwall modules). Hadronic towers 6,7, and 8 are shared between the central 

and endwall calorimeters. 
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Figure 2.8: Exploded view of a layer of the proportional tube array of the PEM. PC 
boards with pad patterns and ground plane are shown. 
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Figure 2.10: Patters of the outside pickup of electrodes: (a) pads, (b) B-strips, (c) 

)0-strips. 
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Figure 2.12: Elements of the forward muon detector planes. 
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Figure 2.13: A beam's-eye view of one of the beam-beam counter planes. 
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Chapter 3 

Photon Detection 

There are only two kinds of particles that initiate the electromagnetic cascade in matter 

or more technically are detected by electromagnetic calorimeters. They are electrons 

and photons. Being charged particles, electrons can be easily distinguished from photons 

by use of tracking information. 

What obstruct our measurement of prompt photons are multi-photons from decays 

of neutral mesons such as ?r0 's and 77's. These photons are hardly separated when the 

parent meson has a large momentum typically ~ 20 Ge V / c, and can not be measured 

individually by detectors. For a 7ro decaying into two photons with the incident momen­

tum 2: 50 Ge V / c, the two photons are detected as a single EM cluster for most cases. 

The 7ro meson has several decay modes, but 98.83 decays into two photons [42]. Since 

it is the lightest meson nearly 1/3 of particles produced in a jet are expected to be 7r0 's 

assuming the charge symmetry of the strong interaction. 

The 77 meson is the second source of the background. It has relatively small branching 

fractions to photons, i.e., 393 to two photons and 313 to six ]photons via three 7r
0
's, but 

it still has a significant contribution to the background because of the light mass. Note 

that most of 77 -t 37r0 -t fr)' decays are observed as single EM clusters (Section 9.2). 

There are several other neutral mesons possible to become backgrounds against the 

prompt photon. See Table 3.1 for such potential background mesons and their neutral 

decay modes with branching fractions together with those for 7ro and 77. Due to the 

low production rates and small branching fractions, however their contributions are 
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Meson Decay Mode Branching Ratio [3] Neu tr al Decay [3] 
71"0 II 98. 798 ± 0.032 98. 798 ± 0.032 

T/ II 38.8 ± 0.5 30.8 ± 0.4 

T/ 71"0 71" 0 71"0 31.9 ± 0.4 30.8 ± 0.4 
w 7ro I 8.5 ± 0.5 8.4 ± 0.5 
rJ' 71" 0 71"0 T/ 20 .8 ± 1.3 14.2 ± 0.9 
ry' II 2.12 ± 0.13 2.12 ± 0.13 

cP T/I 1.28 ± 0.06 I0.90 ± 0.04 

K~ 71"0 71"0 31.39 ± 0.28 30.6 ± 0.3 

Table 3.1: Possible backgrounds. Pure neutral decay (into multi-photons) fraction is 
also shown. 

expected very small. Though any neutral mesons other than 1r
0 or T/ are not included in 

the background , we only consider the K~ -t 7ro7ru decay and estimate the systematics 

to the production cross section of prompt photons in Section 9.4. However, it gives 

still a very small contribution to the background because of the long life time and the 

relatively small decay fraction to 7ro7ro ( 31.4 3). Since the systematic uncertainty to the 

prompt photon cross section by the K 0 decays will be found negligible compared to other 

systematics, the other mesons such as w or r/ are not considered as the backgrounds. 

We also omit KZ decaying to three 7r0 's since t he life time of KZ is long (5.17 x 10- s) 

enough to penetrate the detector before one decays. 

The photon identification is attained by characterizing differences in the shape be­

tween single photon induced and multi-photon induced cascades. We start the discussion 

with the nature of the electromagnetic cascade shower. 

3.1 Electromagnetic Cascade 

3.1.1 Basic Processes 

Electrons (positrons) lose energy in traversing matter in two ways: the ionization energy 

loss and the process of radiation loss or bremsstrahlung. Figure 3.1 shows the energy 

dependence of the fractional energy loss for electrons by these processes along with other 

small contributions. 
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The mean rate of ionization loss of a charged particle is give by the Bethe-Bloch 

equation, 

dE 4?T N 0 z
2
e

4 
Z [ ( 2mv

2 
) 2] 

dx = mv 2 A log J(l - (32) - /3 ' 

where m is the electron mass, z and v are the charge (in units of e) and velocity of th 

particle {3 = v / c N o is Avogadro 's number, Z and A are the atomic number and mass 

number of the atoms of the medium and x is the path length in the medium measured 

in g cm- 2 • The quantity I is an effective ionization potential, averaged over all electrons, 

with approximate magnitude I = lOZ e V. It is noted that the equation shows dE / dx 

being independent of the particle mass. The energy loss rate in various medium is shown 

in Fig. 3.2. 

Since dE/dx mcreases very slowly, logarithmically with I = (1 - f3 2t 1l 2
, a high 

momentum electron loses energy mostly by radiative collisions with the atomic nuclei of 

the medium. The electron radiates bremsstrahlung photons, with the photon spectrum 

having the approximate form dE' / E' , where E' is the photon energy. Integrated over the 

spectrum, the total radiation loss of an electron in traversing a thickness dx of medium 

becomes 
E 

X u 

where X 0 is a radiation length. The average energy of a beam of electrons with an initial 

energy E0 , after traversing a thickness x of medium, is written 

< E >= Eo exp ( - ;J . 
It is useful to define the critical energy Ee, where energy losses by the above two 

processes, the ionization loss and bremsstrahlung, are equal. It is roughly described by 

600 
Er::: z MeV. 

For example, the critical energy for lead is 6.9 MeV, where Z = 82. 

In matter, a photon loses energy mostly by the following processes: 

• Photoelectric absorption 



44 

• Compton scattering 

• Pair production 

At low energies, the photoelectric effect is dominant , and its cross section varies with 

photon energy E as 1/ E 3
. For a photon of its energy around 1 MeV the Compton 

scattering dominates the energy loss, and the cross section changes as 1/ E. At high 

energies a photon loses most of the energy by the pair production, with a cross section 

essentially independent of energy. Figure 3.3 shows contributions to the photon cross 

section in carbon and lead. 

The conversion process of a high energy photon to an e+e- pair is closely related to 

that of electron bremsstrahlung. The attenuation of a beam of high energy ( :;::: 1 Ge V) 

photons at intensity 10 by pair production in a thickness x of absorber is written as 

I= Ia exp(-~). 
9Xu 

(3.1) 

The intensity is reduced by l/e in a distance of 9X0 /7, where the 9X0 /7 is called the 

conversion length. 

3.1.2 A verage C ascade 

When a high energy electron or photon is incident on thick absorber, it initiates an elec­

tromagnetic cascade as pair production and bremsstrahlung generate more electrons and 

photons with lower energies. Electron energies eventually fall below the critical energy, 

and then dissipate their energies by the ionization process rather than by bremsstrahlung. 

The mean longitudinal profile of the energy deposition in an electromagnetic cascade 

is well described by a gamma distribution: 

x 
t=-, 

Xo 

where x is the depth in absorber measured from a point at which the cascade starts. 

The CDF test beam experiment has found the parameters to have the following 
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energy dependences: 

a = 1.91 + 0.484 ln E and 

b = 0.582 - 0.014ln E , 

where E is the incident electron energy. The longitudinal profile of the average cascade 

for 100 GeV electrons incident on the PEM is shown in Fig. ~L4 together with GEANT3 

Monte Carlo shower simulations (Chapter 4) for electrons and photons. Due to the 

conversion length the photon profile is shifted to the depth compared to the electron 

profile. 

The lateral spread of a shower is mainly due to the multiple Coulomb scattering of 

the electrons which do not radiate but have a large enough energy to travel far away 

from the incident axis. In any material, the spread is of order one Moliere unit RM, 

R 
21 MeV 

f\f = Ee X a. 

On the average, only 103 of the energy lies outside the cylinder with radius RM. The 

lateral distributions of cascades are characterized by a narrow core, and broaden as the 

shower develops. They are often represented as the sum of two gaussian functions. 

3.1.3 Fluct uatio ns in Cascade 

It is important to understand shower fluctuations since the cascade is a result of the 

combined phenomena of bremsstrahlung and the pair production, and large fluctua­

tions, which make an event by event separation of prompt photons from multi-photon 

background events impossible, are expected in the shower development. 

"Sampling :fluctuations" are a type of important fluctuations. In a sampling calorime­

ter, the degraded energy is measured in a number of sensitive layers interspersed by 

passive absorber. It measures the sum of ionization losses of charged particles traversing 

the sensitive layers by the following facts: 

• The ionization loss of a charge particle is independent of its energy. Thus, the sum 

of ionization losses is proportional to the number of charged particles traversing 
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the sensitive layers. 

• The number of those charged particles is proportional to the incident energy. 

The above are essentially true. The ionization loss increases only logarithmically with 

I = (1 - {3 2t 112 as seen previously. The number of charged particles in the cascade 

increases with the energy of the initial particle, and the relation can be shown with the 

following assumptions: 

• Each electron with an energy larger than the critical energy undergoes a radiation 

process at a distance of one radiation length from the place where it has been 

produced and that, in this process, it loses half of its energy to a secondary photon. 

• Each photon undergoes a materialization process at a distance of one radiation 

length from the place of production, splitting its energy equally between the two 

secondary electrons. 

• Both the Compton effect and the collision loss of electrons with an energy larger 

than the critical energy is neglected. 

• When electron energy becomes smaller than the critical energy, cease to radiate 

and soon brought to rest by collision losses. 

According to the above assumption, a high energy (Eu > Ee) electron incident upon 

matter will give rise to one electron and one photon of energy Eo/2 after one radiation 

length. In the next radiation length , the secondary electron will produce an electron­

photon pair; the secondary photon will produce a electron-positron pair. After t radia­

tion length, the total number of particles will be N = 21
, and the energy of each particle 

is E(t) = E0 2-t . Thus, the total number of particles at t will increase exponentially, 

and then drops abruptly to zero. The maximum will occur at 

ln( Eo/ Ee) 
t = lmax = ' ln 2 

and at which, the number of particles will be 

Eo 
N = Nmax = - . 

Er 
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In the actual case, the number of particles should be different from the above obtained 

by a consequence of oversimplified assumptions at least it should be smooth dependence 

of Non t. However, precise analytic studies in Ref. [8] confirmed the qualitative nature 

of the above prediction. 

Since the number of charged particles in a shower is proportional to energy of the 

primary particle, one can measure, by assuming N has a nominal distribution, the energy 

with an RMS error as 

(
u(E)) 1 

~ SAMPLING ~ VN 
For an incident energy of 2: 50 Ge V the number of particles can be large enough to have 

a nominal distribution near t = tma:r · However, it is not enough large at t ~ tmax or 

at t ~ tmax, and the fluctuations are expected much larger. It is important to mention 

that even if the energy deposit at a fixed depth has a gaussian distribution, the energies 

deposited at different depths are strongly correlated. As expected, positive fluctuations 

in the region before the shower maximum correspond to negative fluctuations on the 

tail and vice versa. 

Another fluctuations called "path length fluctuations" arise in a sampling calorime­

ter due to the wide spread of electron angles. Especially in a gas calorimeter, like the 

PEM, these fluctuations are fairly large since the critical energy is small and low energy 

electrons moving along a sensitive layer leave more energy than those moving perpen­

dicularly to the plane. Back scatterings of low energy electrons by absorber layers make 

the fluctuations even larger. 

Minimum ionizing particles traversing material give an asymmetric distribution of 

deposited energy, known as the Landau distribution. The large fluctuations are due to 

the small number of collisions involving large energy transfers. The energy spread due 

to the "Landau fluctuation" is written by 

(
u(E)) 

E LANDAU 

1 

jNlog(10 1 • x [ gcm- 2
]) 

In a gas quantameter, x ~ 10- 3 g cm - 2 and the equation predicts a widening of the 

sampling resolution by a factor ,..._, J2. 
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There are other causes which broaden the error of the energy measurement such as 

noises from readout electronics and poor calibrations. The measured fluctuations are 

expected much larger than the above prediction. Figure 3.5 shows measured fluctuations 

of 100 Ge V electron induced cascades in the CDF end plug electromagnetic calorimeter. 

3.2 Photon Identification 

The largest fraction of the background against prompt photons is the 7fo ---+ II decay. 

However, we also expect a significant number of 'T/ mesons as another primary source of 

the background since the difference of masses of the two neutral mesons is negligible in 

/S = 1.8 Te V pp collisions, and the production rates for both mesons are measured even 

[4]. Only the branching fractions to neutral modes make the contributions different. 

7ro and 'T/ mesons are mostly produced in jets, and accompanied by many other 

particles nearby (non-isolated). Therefore, a limitation on energy flow around the elec­

tromagnetic cluster should dramatically reduce the background events while prompt 

photons are isolated and not diminished. However, we still expect a substantial number 

of the background mesons produced isolated by fluctuations in the jet fragmentation, 

because of an extremely large production rate of QCD mult1-jet events. 

When measured as electromagnetic clusters in a detector, these single photons and 

multi-photons will show very similar characteristics except for small differences in the 

conversion probability and in the shower shape. Due to large shower fluctuations, they 

are only distinguishable statistically, that is, one cannot tell which is a prompt photon 

or a meson individually. One can only tell how many of prompt photon events are 

contained in a certain sample. 

3.2.1 Lateral Shower Profile 

Two photons from a 7fo decay can hardly be separated when the initial meson has energy 

?: 50 Ge V. Figure 3.6 shows distributions of the two photon opening angle in 7fo ---+ TY 

events at initial 7fo energies of 50, 75 and 100 GeV. Considering the typical energy in 

our prompt photon measurement of 100 Ge V the two photons are separated by l"'J 0.2° 
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or l'V 6 mm at a distance of 2 m from the vertex, where the shower becomes maximum 

in the PEM. Comparing this with the Moliere radius of the PEM, rv 3.5 cm it is found 

that cascades of the two photons are measured as a single shower. 

Lateral shower profiles of the two photons , however, should be broader than those of 

single photons. Such broadening has been studied and used for prompt photon detection 

in the central region analysis [4). However, it was found that the two photons from the 

decay of 7ro are almost always too close to observe a significant broadening of the shower 

for energies above r'-.J 50 Ge V, and we conclude the lateral shower profile is not useful at 

higher energies. 

In the central photon analysis lateral shower profiles are measured by the strip 

and wire chambers, which are rv 2 m apart from the vertex, located near the shower 

maximum in the CEM. The PEM is also equipped with strip chambers , located r'-.J 2 m 

apart from the vertex, with approximately the same position resolutions of the central 

strip and wire chambers. Considering these conditions as well as the Moliere radii of the 

same size for both calorimeters, it can be concluded that separating prompt photons of 

energies over r'-.J 50 Ge V from 7ro background by the lateral shower profile is impossible. 

3.2.2 Longitudinal Shower Profile 

The average longitudinal cascade of 7ru ---+ II events has the shower maximum before 

that of single photon events with the same primary energy for the following two reasons: 

• Each of the two photons from a 7ro decay has approximately a half of the 7ro energy. 

Note that the shower maximum is at a thickness of about log(Eo/ Ee)· 

• The conversion probability in Eq. 3.1 is squared by the two photons. 

Figure 3. 7 shows t he average profiles of longitudinal cascade showers for single photons, 

two photons from 7ro decays , and six photons from T/ ---+ 37r0 decays at an incident energy 

of 87 Ge V by GEANT3 shower simulations. 

Figure 3. 7 is presented as measurements by the anode wire readout of the PEM. It 

is useless, however, unless the photon candidate is extremely isolated since the wires of 

a sampling plane are ganged over 90° and measures energy deposits in the quadrant. As 
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mentioned in Section 2.3.2, the cathode pads are segmented by ~'T/ x ~r.p = 0.09 x 5° 

and capable of measurements of energy deposits in the three depth segments along the 

beam axis . Figure 3.8 displays the average longitudinal profiles measured by the pad. 

Pad measurements are less dramatical, but still differences of the energy deposits in the 

first and third segments are noticeable. 

Since fluctuations are important, the energy deposit should be dealt with fluctuations. 

Figure 3.9 shows distributions of energy deposits in the first segment normalized by the 

total energy (first segment energy fraction or FSEF). As expected, multi-photons have 

larger energy fractions than prompt photons. Especially for smaller values of FSEF, 

the distributions are remarkably different. The "spike" in the first bin of the photon 

distribution comes from that some photons make only few or no conversions in the first 

segment. 

To extract the cross section for prompt photon production, the distribution of mea­

sured FSEF is fit by a linear combination of those for single photons and for multi-photon 

backgrounds as 

Fdata = c1 · F + ( 1 - c1 ) · Fbackground, 

where Fdata represents the FSEF distribution of the data, F 1 and Fbackground are those for 

single photons and for background mesons obtained with GEANT3 shower simulations. 

£ is a free parameter ( 0 < c-y < 1) and determined so that the sum of the photon and 

background distributions reproduces the data. Once Fdata, F 1 , and Fbackground are each 

normalized to unity, c represents the photon fraction in the data. 

In evaluating the cross section, we need to study dependences of FSEF spectra on 

the incident angle and energy, and possible backgrounds other than 7ro and 'T/ mesons. 

The "fitting" method and problems will be detailed in Chapter 9. 
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Figure 3.1: Fractional energy loss per radiation length in lead as a function of electron 
or positron energy. [Particle Data Group, L. Montanet et al., Phys. Rev. D 50, 1260 

(1994)] 
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-
55 

30 
20 

20 

~o 

10 

0 0 
0 0 .01 0.02 0.0.3 

Layer 0 Loyer 1 

r 

I 

30 
30 

20 
20 I 

10 

,I 

10 

0 ~ ~I I I I~~ h ID 0 
0 0.02 0 .04 0 0 .02 0.04 0.06 

Laye 2 Loyer .3 

20 30 

20 

10 
10 

0 0 
" 0 .02 0 .04 0.06 0.02 0.04 0.06 0.08 v 

Layer 5 L.oyer 1 0 

Figure 3.5: Energy deposits in layers normalized by the incident particle energy, showing 
fluctuations of 100 Ge V electron induced cascades measured. by the CDF end plug elec­
tromagnetic calorimeter. "Layer 0" measures energy at t = 2.94 X u in Fig. 3.4. "Layer 
1 is 3.52 X0 , "layer 2" 4.09 X0 , and so on. Continues on the next page. 



20 f 30 

"- 20 
10 I--

f- ·o 

0 [ I[] I 0 
0.02 0.03 0 .04 0.05 0.06 0.02 0.04 0.06 

Layer 15 Loyer 20 

30 

~ 
40 

20 30 
I-

~ ~ 
20 

10 

[ 
10 

I-
,J 

0 0 
0 0.01 0.02 0.03 0.04 0 0.01 0.02 

Loyer 25 L_oyer 29 

40 

r ,~ 
40 

30 30 

20 [J ~ 20 

·o 10 

0 ~l I l~o tJ D b lo I I 0 
0 0.01 0.02 0 0.005 0.01 0.015 0.02 

Loyer 31 Loyer 33 



t 
Mean 0 . .3574 

IOO RMS 0.5165E-01 

50 
[ 

0 
0.3 0.35 0.4. 0.45 0.5 

50GeV [deg] 

r~ 
Mean 0.2382 

60 RMS 0.3460E-01 

4.Q 

20 j~~ 
0 

0.2 0.22 0.24 0.26 0.28 0.3 0.32 0.34 

75GeV [deg] 

1 00 r Mean 0. 788 

75 l 

~ 
RMS 0.2577E-01 

E 
50 r 
25 

r:= kL~ r 
c 

0.16 0.18 0.2 0.22 0 .24 0.26 

100GeV [deg l 

Figure 3.6: Distributions of two photon opening angle in 7ro ~ II decays at initial 7ro 

energies of 50 75 and 150 GeV. 



5.0 

3.0 

2.0 ......, 
> 

<l) 

~ 
1.....-1 

;:;... 
QD 
H 1.0 <l) 

~ 
µ::i 

07 

0.5 

0.3 

0 

I 

I 

I 

I 

I 

/ 

I 

/ 

10 20 
Layer Number 

0 
1T 

'T} -

\ 

\ 

58 

\ 

\ 

\ 

30 

Figure 3. 7: The average profiles of longitudinal cascades induced in the PEM at an 
incident angle of 20° perpendicular to the chamber planes for single photons, two photons 
from 7ro decays and six photons from 7J -7 37r0 decays at a primary particle energy 
of 87 GeV simulated by GEANT3. Only the multi-photon neutral decay modes are 
simulated for the mesons. The depth is scaled by the layer number instead of the 
radiation length. The layer interval corresponds to 0.55 X o at an incident angle of 20°. 
Detailed description about the GEANT3 simulation is found in the next chapter. 
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Chapter 4 

GEANT3 Shower Simulation 

4.1 GEANT3 

GEANT3 [49] is a system of detector description and Monte Carlo simulation tools, 

capable of constructing detector configurations, electromagnetic and hadronic shower 

simulations, particle's trajectory estimations, graphical drawings, user interface, and 

the others. GEANT3 is able to simulate the dominant processes which can occur in 

the energy range from 10 ke V to 10 Te V for electromagnetic interactions. The basic 

processes implemented in GEANT3, involving photons and electrons are: 

• ( e+, e-) pair conversion, 

• Compton collision, 

• Photoelectric effect, 

• Photo fission of heavy elements, 

• Layleigh effect, 

• Multiple scattering, 

• Ionization and 5-ray production, 

• Bremsstrahlung, 

• Annihilation of positrons 
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Generation of Cerenkov light. 

Other processes involving muons or hadrons are also implemented, but not listed here. 

By means of systematic fits to the existing data in the world, the cross-sections of 

the electromagnetic processes are well reproduced, within a few percent, from 10 keV to 

100 Ge V both for light (low Z) and heavy materials. 

For multiple scattering probabilities, there are many alternatives such as either 

Moliere distribution or gaussian approximation. for multiple scattering probabilities. 

All the controls are set to the default values [50] for this study except the kinetic energy 

cuts for photons and electrons. The kinetic energy thresholds are set to the minimum 

value of 10 ke V to reproduce as much shower fluctuations by lower energy particles as 

possible. 

4.2 Detector Setup in the Simulation 

In order to obtain (first segment energy fraction (FSEF) distributions for single photons 

and neutral meson backgrounds, GEANT3 (version 3.1416) is employed for electromag­

netic shower simulations. GEA T3 is capable of simulating cascade showers for all the 

detector components of CDF. It is, however, practically impossible as well as unneces­

sary to reconstruct a full set of the CDF detector in the GEANT3 simulation because 

of limited computing speed memories, etc. Since our interest is the electromagnetic 

cascade inside the PEM, only the endplug electromagnetic calorimeter has been built in 

the GEANT3 simulation together with other materials existing between the event vertex 

and the PEM. The other detector components are not implemented, while the PHA is 

added only for a special case, i.e., for estimations of cascade leakages from the PEM as 

described in Section 9.4. The magnetic field is ignored in the simulation. 

Figure 4.1 shows the overall geometrical setup in the GEA T3 simulation. Only the 

PEM is prepared as a single detector. Known inside materials such as the beampipe, 

VTPC, CTC, and others are replaced by homogeneous math~r so that it reproduces the 

total thickness (in radiation lengths) of the materials. As shown in Fig. 4.1, two cylin­

drical aluminum blocks are substituted for the beampipe VTPC with the Faraday cage, 

and CTC graphite tube with the inner HV cylinder. The total amount of materials for 
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the design values of the CDF detector and the GEA T3 simulation is shown in Fig­

ure 4.2 as a function of the polar angle. The GEANT3 simulation is found to reproduce 

the design values well for the fiducial region 1 of the PEM. 

Another aluminum plate is placed parallel to the PEM surface for simulating the 

CTC end plate. The real CTC end plate, however, does not have a uniform thickness. 

It is a two inch thick aluminum plate with many slots bored for wiring as shown in 

Fig. 2.5. About 303 of the aluminum is removed to allow passage of the wires and 

insulators through the endplate. In addition, a good deal of cables for the readouts of 

the VTPC and CTC are laid in a space between the CTC and PEM; a large number 

of pre-amplifiers are mounted on each end of the CTC (the numbers are not same for 

the east and west sides); other materials such as wire mounting blocks, connectors, and 

GlO boards are not added in Fig. 4.2. It is virtually beyond our capability to implement 

every small materials in the GEANT3 simulation. Hence, the thickness of the aluminum 

plate in the simulation is not fixed, and we will estimate the total amount of inside 

detector materials in Chapter 8 by comparing the electron cascades from W decays with 

simulations for different aluminum thicknesses. 

The chamber structure of the PEM is reproduced as precisely as possible with rea­

sonable computing speed. Some of very thin materials are omitted or absorbed in other 

materials. Figure 4.3 shows the structure of the calorimeter along the beam axis. The 

material and thickness are detailed in Table 4.1. The fine shape of the conductive plas-

Front cover plate Fe 12.7 mm 0.722 Xo 

Each sampling layer: 14.8 mm 0.507 Xa 

Lead plate Pb 2.7 mm 0.482 Xo 
GlO 603 Si02 and 403 epoxy (C21H2-10.1) 1.6 mm 0.009 Xo 
Plastic polystyrene ({CH2CH(C6Hs)}n) 2.9 mm 0.007 Xu 
Gas 503 Ar and 503 ethane ( C2H6) 5.7 mm 

Vacuum 0.3 mm 

GlO 603 Si0 2 and 403 epoxy (C21H2104) 1.6 mm 0.009 Xo 

Table 4.1: Material and thickness of the PEM in the GEANT3 simulation. 

1 The fiducial region is where the detector has a full measurement capability. See Chapter 6 for 
details . 
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tic tube is not reproduced. They are built as thin plastic plates which have the same 

volume. Gas is also filled as thin layers. The copper-clads on G 10 boards, the 50 µm 

GlO boards, and epoxy glue are neglected. Instead, the thickness of the lead plate is 

increased by 0.01 mm and a remaining space 0.3 mm thick is kept vacuum. o pad 

or strip structure is reproduced since we do not use lateral shower shapes for photon 

identification. The pad structure is, however, implemented only for studies of the meson 

decays in Section 9.2 and the lateral shower x 2 cut in Section 9.4.4. 

An energy deposit in a sampling layer is the sum of ionization energy loss of electrons 

and positrons. A conversion factor from the ionization loss to the energy was obtained 

to be r-v 6300 by a calibration with 100 Ge V electrons incident at the center of the PEM. 

The GEANT3 simulation is used not only for producing cascades of single photons 

and mesons but also for electrons. In Chapter 7, electron cascades of the simulation are 

compared with the observed showers for the test beam electrons to see how much we 

can rely on the GEANT3 simulation. For simulating test beam electrons, the aluminum 

pipes surrounding the beam line are removed, while one parallel to the PEM surface is 

not, since, during the test beam run, an aluminum plate was placed a few centimeters 

in front of the PEM to simulate the CTC endplate during the test beam run. Details in 

the test beam setup will be discussed in Chapter 7. 
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Chapter 5 

Event Reconstruction 

Particles produced in pp collisions traverse through the tracking chambers, calorimeters, 

and muon chambers. Energies and positions of electrons and photons are measured 

with the electromagnetic calorimeters. Those of hadrons are by the hadron calorimeters. 

Muons are detected by the muon chambers. The CTC measures momenta and positions 

of charged particles for 111 1 ~ 1.8, while the VTPC tracks charged particles for a wide 

range of pseudorapidity. 

All such signals are digitized and recorded in tapes once the level 3 trigger decides 

to take the event. The data are recorded in the YBOS format, which is a memory 

management system and data structure that has a hierarchical event structure for rapid 

accessing to major subsections of an event. YBOS is capable of manipulation of subsec­

tions (called "banks") for flexible transition between the raw data and fully processed 

events , and has other features (43). The raw data (recorded on-line) contains only ADC, 

FADC, and TDC counts of the various detector components (D banks). They are "re­

constructed" to become more physical elements such as energy clusters and tracks by the 

CDF standard event reconstruction programs then selected according to the event char­

acteristics and recorded onto another tapes for individual analysis. This reconstruction 

process is named the "production." 

The raw data are reconstructed at two stages. At the first stage, raw ADC, FADC, 

and TDC counts are converted to energies and times, and then stored in the E (elements) 

banks. At the next stage, tower by tower energies are grouped into clusters, and hit 



times of the tracking chambers are converted into positions which are connected and 

reconstructed as tracks. The cluster energy corresponds to particle or jet energy, and the 

track corresponds to particle trajectory. Banks containing these properties of calorimetry 

clusters and reconstructed tracks are called the S (subject) banks. In the following 

sections, we describe the process of reconstructing events concerning this study from the 

trigger level [ 44] to the off-line analysis level. 

5.1 Calorimeter 

EM Calorimeter and Clusterings 

Both photons and electrons initiate electromagnetic cascades in the calorimeters. Since 

the cascade shower has finite lateral spread, the total energy of an incident particle is 

obtained by summing energies over several calorimetry towers. 

In the level 1 trigger, transverse energy summed over CEM, PEM, and FEM trigger 

towers with at least 4 Ge V is required to be larger than 7 Ge V. The transverse energy 

E T of a trigger tower is defined as tower energy multiplied by sin Bdet, where Bd t is the 

polar angle from the proton beam line to the tower centroid assuming an event vertex at 

z = 0 cm. This definition is also true at the level 2 trigger stage. However, in the level 

3 trigger or in the off-line analysis, Er is calculated with a reconstructed event vertex 

and based on the calorimetry tower not the trigger tower. 

In the level 2 trigger, an "EM clustering photon' with E!jM ~ 23 GeV is required. 

For the PEM, E!j l\l is not the sum of all the three depth segments, but the second 

segment is only used to obtain E!f M at this stage as well as in the level 1 trigger. 

Therefore, the tower E!f 111 in the level 1 or 2 trigger is corrected by multiplying a factor 

so as to become consistent with the sum of the three depth segments. The correction 

factor is calculated from the average longitudinal shower profile to 100 Ge V electrons, 

and obtained to be 1.10 as a ratio of the average energy deposit in the three segments 

to that in the second segment. However , it is only true for a quadrant with no "dead 

layers." A dead layer is an anode wire plane on which the high voltage is reluctantly 

turned off to avoid leak current. The correction factor includes such ineffectiveness. It 
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should also include the energy and 'r/ dependences since the longitudinal shower profile 

changes with them. However, it is not implemented in the level 1 or 2 trigger. 

Starting with a seed tower of E!f l\l ~ 4 Ge V, a level 2 electromagnetic cluster is 

formed by adding four adjacent towers if one has at least 3.6 Ge V in E!j 1
• Then, next 

four adjacent towers around the joined tower are examined and so on. This procedure is 

repeated until no new tower is added. EfJ\l / Ej,0 tal > 1/1.125 and the number of trigger · 

towers ~ 15 are also required for the "EM clustering photon .. " 

In the level 3 trigger, another clustering algorithm EMCLST, which is the same as 

used in the off-line analysis, is performed based on the calorimetry tower. EMCLST first 

finds a seed tower with E!f 1\1 ~ 3 Ge V, then each of the 8 neighboring towers around 

the seed (daughter towers) is added to the corresponding cluster if one has E!/1\1 at least 

0.1 Ge V and equal to or larger than 103 of the seed Elf"'. Next, each of the surrounding 

16 towers is examined and added if one has E!jl\f at least 0.1 GeV and equal to or larger 

than 103 of the adjacent daughter tower. For the PEM, the clustering is limited only 

within 5 x 5 towers around the seed. E!jlll of a cluster should be at least 7 .5 Ge V, and 

E¥ad / Elf 1 is required to be less than 0.125, where E~ad is a sum of transverse energies 

in corresponding hadron calorimeter towers of the cluster. In the level 3 trigger, noises 

from the electronics and discharges [45] are removed by filtering modules. Events passing 

the level 3 trigger are recorded for the off-line analysis. At this stage, only the raw data 

are written onto tapes. 

Corrections for EM Calorimeter 

At the off-line reconstruction stage, event reconstructions are again performed, but this 

time with various corrections. For the PEM, the following corrections are applied: 

• Miscabling correction, 

• Gas gain correction, 

• Tower map correction, 

• Quadrant gain correction, 

• Non-linearity correction, 



• Dead wire plane correction. 

All the above corrections are made when the raw data are converted to the element data 

except the dead wire plane correction which is applied after EMCLST is performed. 

It was found that some of the PEM readout cables were not connected to the corre­

sponding front-end electronics [46]. Some of such mis-connections affected the triggers. 

Since the clustering algorithms in the level 2 and the level 3 triggers refer to the towers 

sequentially, some of the mis-labeled towers are neither examined nor added to a cluster. 

Such towers are not used for the analysis (the miscabling cut). 

The gas gain of a proportional counter changes with temperature, pressure, and gas­

mixture. The PEM system tracks the gas gain by the monitor tubes mounted in the 

PEM gas vessel. The latest gas gain constant is set to the triggers at the beginning 

of every run, and it is not changed during the entire run, which usually continues for 

several hours to half a day. This gain variation is corrected later in the production. 

A tower to tower variation is observed in the pad response of the PEM. This variation 

is measured to be an order of ,...., 5% with 100 Ge V test beam electrons incident at the 

center of every PEM tower. Thus, we need correction factors, on a tower by tower basis, 

to get rid of this variation. Defining a standard tower in each quadrant, the correction 

factors are calculated relatively to the response of the standard tower. This correction 

leaves a quadrant to quadrant variation, and quadrant to quadrant gain correction factors 

are obtained using responses to electrons from decays of W and Z bosons [47]. These 

processes bridge the differences between the test beam and the BO collider experiments 

as well as aging of the detector. 

It is known that the PEM has a non-linear response against the incident energy due 

to gain saturation and longitudinal shower leakage. The response is fitted by a quadratic 

function and corrected accordingly. 

Dead layer correction factors are obtained in the same way as in the level 1 and 2 

triggers, but this time for all the three depth segments or all the 34 layers. The correction 

factors are calculated on a quadrant by quadrant basis, with respect to dead layers in 

the quadrant and applied to EM clusters. 



Jet Clustering 

Jet clustering algorithm JETCL U is performed in the level 3 trigger and the production. 

It first lists towers containing energies at least 1 Ge V then these towers adjacent to 

each other, either at a corner or on a side, are grouped into pre-clusters. Pre-clusters 

are formed around the highest Er tower as transverse energies of towers decrease mono­

tonically to the edge of clusters. Pre-clusters within a cone of a fixed radius in the TJ-cp 

plane are added into a cluster. The cluster center is calculated as the energy-weighted 

average of towers with Er 2: 0.1 GeV. Pre-clusters in a cone around this newly defined 

cluster center are again added into a cluster. This process is repeated until the set of 

towers no longer changes. Jets are, however, not referred to in the analysis. 

5.2 Tracking 

The CTC signal is not used for this study either, since it has only partial coverage 

for the PEM while the VTPC has full coverage. There are no requirements for the 

VTPC at the level 1 or 2 trigger stage. But the level 3 trigger requires the event 

vertex, which is calculated by reconstructing VTPC tracks from the wire information, 

to be within !zl < 200 cm. There are two steps to reconstruct the event vertex. Track 

segments are first identified in each chamber octant. Then, the primary vertex location is 

reconstructed from the intercepts of these track segments and the beam axis. Figure 5.1 

shows a distribution of reconstructed event vertices for the prompt photon candidates 

with no vertex requirement (Chapter 9). No other VTPC information is required at the 

production stage. 
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Chapter 6 

Selection Parameters 

Electron and photon candidates will be selected according to similar criteria as described 

in Sections 8.1 and 9.1. In this chapter, these criteria are defined and explained. 

6.1 Electromagnetic Cluster 

We first define notations. The transverse energy of an EM cluster EfM is a scaler sum 

of transverse energies in the electromagnetic calorimeter towers. The transverse energy 

in a calorimetry tower is calculated by multiplying the energy in the tower by sin(), 

where () is the angle between the beam axis and the straight line from the event vertex 

to the tower centroid of the EM calorimeter at the depth around the shower maximum. 

Pseudorapidity 'T/ and azimuthal angle i.p of an EM cluster are energy-weighted averages 

of the tower centers or the strip centers if the strip chambers are available. 

Ehad /EE/If is a ratio of energies, where EE 1 is the EM duster energy, and Ehad is 

the sum of energies in the corresponding hadron calorimeter towers of the cluster. This 

ratio is required to be less than a certain value to discriminate charged hadrons which 

tend to leave more energies in the hadron calorimeters. 

The lateral shower profile is used to select a "good" EM cluster. This "goodness" or 

electron/photon likeliness is quantified by the following x-squared: 

2 
_ l (Ei _ E~xp ctcd)2 

X3x3 = µ L ('1K)2 ' 



where the summation is taken over nine towers around the seed tower of the EM cluster. 

E d E expected d d d · · h 
1 an , are measure an expecte energies m a tower. !lE1 represents t e 

energy uncertainty and is assumed to be 103 of Ei. µ is the number of degree of 

freedom. A linear combination of two gaussian functions is used to estimate the expected 

lateral shower profile. The function is parametrized from the results with test beam 

electrons and found to have no energy dependence once the tower energy is normalized 

by the cluster energy. Note that we assume no differences in the lateral shower shape for 

electrons and photons. The expected shower profile is calculated by assuming the shower 

center to be at the seed tower centroid. However, this is not true for showers off-centered 

in a tower since the pad size of the PEM, which is roughly 3.5 cm x 3.5 cm to 10 cm x 

10 cm, is larger than the Moliere radius of the PEM. Thus, the x5x 3 definition has been 

changed and the new X~ x3 algorithm gives the expected shower profile assuming the 

shower center is at the cluster center. Since we have been using both x5x 3 algorithms, 

we name the old one X~x 3 (old) and the new one simply x5x 3 . Figure 6.2 shows x5x 3 (old) 

distributions for test beam electrons at various energies and incident angles. while 

Fig. 6.3 for the new x5x 3 · 

VTPC hits can be used to separate photons from electrons. We use only hits of the 

VTPC instead of reconstructed tracks. The "VTPC hit occupancy" is defined by 

Nhits 
Ri-TPC = ' 

N expecled 

where Nhit represents the number of sense wire hits in a cylindrical road of a radius 

of 5 mm between the event vertex and the cluster centroid. N xp cted is the number of 

expected hits. Since the active radius of the VTPC is 21 cm measured perpendicular to 

the beam axis, the road length changes from 40 cm to 100 cm depending on the polar 

angle, but N exp cted is around 22 and has only a slight dependence on B. Figure 6.4 (a) 

shows an R, TPC distribution for EM clusters with E1 ~ 25 GeV in the endplug region 

of 1.32 < l77d t j < 2.22, where T/det is pseudorapidity of the particle assuming an event 

vertex at z = O cm. Two peaks are clearly seen at R, -y PC = 0 and 1 corresponding 

to neutral and charged particles, presumably photons / neutral mesons and electrons. 

Events with R vT PC between the two peaks are mostly expected to be neutral mesons 
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produced in jets where charged particles with low energies partially overlap trajectories 

of the neutral mesons and are swept by the magnetic field. Such events can be reduced 

significantly by an isolation cut (see later in this section for a definition of isolation) on 

the EM cluster as shown in Fig. 6.4 (b ). The VTPC is sufficiently capable of separating 

charged and neutral particles if they are isolated. 

A cluster is required to be in the "fiducial region" of the PEM. The fiducial cut 

inhibits clusters of which seeds are in the following towers: 

• Outer two and inner two annuli of the towers. The outer two annuli do not 

have full longitudinal coverage, and the inner two are not fully sensitive because 

of t he chamber edges. Thus, the fiducial region corresponds to seed towers in 

1.32 ::; 11ldet I ::; 2.22, where 1Jdet is measured assuming the event vertex at z = 0 cm. 

• Towers adjacent to the quadrant boundaries. They are the edges of the quadrant 

modules and not fully sensitive. This removes clusters of which seed towers are in 

5° borders of the quadrants, corresponding to 2/ 18 of the entire cp coverage. 

• Dead channels and their adjacent towers. Some electronics channels had problems, 

and some level 2 trigger channels were inhibited due to high noise rates. A cluster 

of which seed tower is in a bad tower or one of the eight adjacent towers is removed. 

• Miscabled towers. As mentioned in the previous chapter, there were towers with 

cables incorrectly connected. Since the level 2 trigger tower is a sum of six or 

nine calorimetry towers cable connections exchanged between these towers do not 

affect the level 2 trigger. Others affect the level 2 trigger, and an EM cluster is 

rejected if its seed is in such towers or their adjacent towers. 

The fiducial cut reduces the geometrical acceptance in the PEM by 27%. Figure 6.1 

presents the fiducial towers in the PEM. 

There are two definitions of the "isolation" cut. They are 
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Figure 6.1: PEM fiducial region. Horizontal numbers represent r.p towers, and vertical 
numbers are T/ in the TOWE numbering (Table 2.3). Blank spaces showing the "fiducial 
region" of the PEM. 

where Ef 1 is the transverse energy of an EM cluster. Ey( llr) is a scaler sum of 

transverse energies of towers whose centers are within llr from the cluster center. llr 

is defined in the TJ-r.p plane as llr2 = ll'f/ 2 + llr.p2
• ET( llr) includes energies measured 

in both electromagnetic and hadron calorimeters. The former isolation cut is used for 

the W selection with llr = 0.4, and the latter for the prompt photon selection with 

!lr = 0.7. The isolation cut reduces a good deal of background events, while only a 

few prompt photons or electrons from W decays. This is because, at high energies, the 

background events are mostly neutral mesons in jets or electrons from heavy quark (b or 

c-quark) decays and such background mesons / electrons are produced with many other 



particles nearby, while the signals are produced rather isolated due to their production 

natures . 

6.2 Other Selection Criteria 

The missing Er ( $T) is defined by 

where Ey is a transverse energy in the i-th calorimetry tower and n1 is a unit vector 

perpendicular to the beam axis and pointing at the center of the i-th tower. The sum 

is over all calorimetry towers with 177 I < 3.6. The pseudorapidity range is restricted 

because the low-{3 quadrupoles of the TEVATRON cover part of the azimuthal regions 

for 3.6 < 177 1 < 4.2. To be included in the sum, the towers must pass an energy (not Er ) 

threshold requirement of 0.1 GeV in the CEM , CHA, and WHA, 0.3 GeV in the PEM, 

0.5 GeV in the PHA and FEM, and 0.8 GeV in the FHA. Couections are applied to Jtr 
to compensate for non-linearity of calorimeter responses and for punch through muons. 

The lJr requirement is only used for the W --7 ev event selection in this study. 

In addition, the nonexistence of jets is required for the W selection, where jets are 

defined by the JETCL U algorithm. 

The event vertex along the beam axis zt ert x is limited in a certain range. 

There are three kinds of so called "bad runs" which are removed from the off-line 

reconstruction . Sources are 

• Large JET means or sigmas found from minimum bias data. This is due to large 

noise in some particular towers. 

• Large number of PEM dead channels (> 30). In some runs, there were more than 

30 electronic channels inoperative, and such runs are not used for the study. 

• Problems with luminosity. Due to inefficiency of the BBC, luminosity was not 

properly obtained. Such runs are not used either. 
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"Spike" events are also removed. The spike is defined as an event with the energy 

deposit in a wire plane containing 303 or more of the total energy. The spikes come 

from discharge of the chamber or neutron absorption in gas. \Ne do not use these events, 

though they are only a few and negligible. 
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Figure 6.2: Distributions of x5x 3 ( old) values for test beam electrons at various energies 
and incident angles. The incident angle is measured perpendicular to the PEM chambers. 
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Figure 6.4: Distributions of VTPC hit occupancies for randomly sampled EM clusters 
with E y 2:: 25 Ge V in 1.32 < 117d t I < 2.22, where 1Jdcl is pseu.dorapidity measured from 
the event vertex assumed z = 0 cm. (a) with no isolation cut. (b) E!/° (0.7) < 3 GeV 
required. The peak at R i 'T PC = 1 is considered electrons from heavy quark decays and 
reduced by limiting energies around the EM cluster. Events between the two peaks are 
also reduced significantly by the isolation cut compared to the peak at R vTPC = 0. 



Chapter 7 

Test Beam Electrons 

It is necessary to know how much the GEANT3 simulation is reliable. In this chapter, we 

study reliability of the simulation by comparing the electron-initiated cascade showers 

from the test beam and the Monte Carlo simulation. Note that towers are specified by 

the "local" 'f/ number listed in Table 2.3 throughout this chapter. 

The 1990 test beam run was carried out at the Fermilab MT6 test beam area as 

shown in Fig. 7.1. The real east and west PEM modules were brought from the CDF 

collider experiment building (BO) to the test beam area, and placed in the enclosure 

labeled CDF in the drawing. The PEM sat on a fixture that allowed rotation in <p and 

turn in () so that all the towers were able to be exposed to beams. In the beginning of 

the run, a two inch ( 5.08 cm) thick aluminum plate was placed on the fixture, several 

centimeters in front of the PEM to simulate the CTC endplate. 

During the run, various energies of electrons and pions were used for detector cali­

brations from 15 GeV to 227 GeV. For the PEM, calibrations were made with electrons. 

Electrons with the energy of 101 Ge V were incident at every PEM tower, and at least a 

hundred good events were collected to calibrate a tower to tower response variation. In 

addition electrons with energies from 25 Ge V to 175 Ge V were incident at the standard 

towers ('fJ = 5) for all eight quadrants. In this study, data of 101 GeV electrons incident 

at n towers 3 5 6 8 and 12 are used as well as 48, 76, 101, 126, and 157 Ge V at a ., ' ' ' ' 
standard tower. An energy of 101 GeV at the centers of 'f/ towers 3, 5, 6, 8, and 12 

corresponds to the transverse energies of 49, 45, 41, 35 and 25 GeV. Energies of 48, 76, 



126, and 157 Ge V at the center of T/ tower 5 are equivalent to Ey of 21 34 56 and 

70 Ge V, respectively. 

7.1 Two Inch Aluminum Plate 

A two inch (5.08 cm) thick aluminum plate was placed in front of the PEM in the 

beginning of the test beam run. We have electron cascades for both conditions, with and 

without the aluminum. Figure 7.2 (a) shows the average longitudinal cascade measured 

by the anode wires for the "without the aluminum" condition, and Fig. 7.2 (b) is for 

the "with the aluminum." For both conditions, 101 Ge V electrons are incident at the 

center of T/ tower 8. Average showers by the GEANT3 simulation are also shown in both 

plots. In simulations, electrons with an energy of 101 GeV are generated at (r,z)=(O,O), 

and the polar angle B = 20.24°. The cylindrical aluminum blocks around the z axis 

(Fig. 4.1) are removed. The thickness of the aluminum plate parallel to the PEM is set 

to 0 (none) , 3 and 8 cm. 

Comparing (a) with (b ), it is clearly seen that the average cascade with the alu­

minum plate rises up and falls off more quickly than that without the aluminum. The 

discrepancy between the test beam showers is well reproduced by the GEANT3 sim­

ulation except for additional 3 cm aluminum for both conditions. Aluminum of 3 cm 

thickness along the z axis is equivalent to 0.36 X o at B = 20.:24°. 

In the MT6 beamline, dipole magnets, MT5E-1 to MT5~-5, by which particles with 

a certain momentum are finally selected, are "V 200 feet upstream the detectors as shown 

in Fig. 7.1. Between the dipole magnets and the detectors, particles traverse through the 

air as well as materials such as wire chambers and scintillation counters. Though total 

amount of materials is not exactly known, the additional material of 0.36 X 0 can roughly 

be explained. The air of 200 feet or 60 meters is 0.20 Xo and considered to be dominant. 

Besides scintillation counters with a thickness of "V 3 cm, corresponding to "V 0.08 X o 1 , 

are placed for the event trigger. In addition, there are five gas chambers, MT5SWDC2, 

MT6SWDC-1 MT6PWC-1, MT6SWDC-2, and MT6PWC-2 located in the beamline 

10rdinary polystyrene scintillator has Xo = 42 cm 
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between the dipole magnets and the CDF area. Gas or wires m the chambers are 

considered negligible , still vessels may not be ignored. It is practically impossible to 

sum up all the materials along the beamline however, from this rough estimation, the 

material of 0.36 X o suggested from the above comparisons is highly possible to exist. 

The distributions of FSEF with and without the two inch aluminum plate are pre­

sented in Fig. 7 .3 together with GEANT3 simulations. Although the test beam dis­

tributions are quite different between the two conditions (a) and (b ), yet each Monte 

Carlo distribution shows good agreement with the data. From the above comparisons, 

the GEANT3 simulation is found to reasonably reproduce the electromagnetic cascade. 

We have estimated the total amount of the materials between the dipole magnets 

and the PEM precisely. Electron cascades are simulated with the aluminum thickness 

scanned, then a likelihood is calculated for each simulation. The likelihood for the anode 

profile (Longitudinal Shower Development or LSD) is defined by 

(7.1) 

where E;b and E~1c are energy deposits in the i-th layer for the test beam and the 

simulation. µ is the number of degrees of freedom. The summation is taken from layer 

0 to layer 33 except for two dead layers. 53 systematic uncertainty is assumed for the 

test beam energy measurement each layer. Statistical errors for both test beam and 

simulations are small enough to neglect . 

Figure 7.4 (a) shows x'isD values calculated by Eq. 7.1 for simulations with various 

thicknesses of the aluminum. Quadratic fits are made for both conditions, with and 

without the aluminum plate. From the fits, the most probable thickness, at which 

the GEANT3 simulation shows the best agreement with the test beam data, for the 

"without" condition is found to be 3.2 cm as aluminum, and 3. 7 cm (or 8.8 cm including 

the real two inch aluminum) for the "with" condition. The total amount of the materials 

between the dipole magnets and the PEM is estimated ,...., 0.4 Xo. 

A likelihood for the FSEF distribution is also define by 

(7.2) 



where N/' 1c and N
1
tb are the number of entries in the i-th bin and summation is taken 

over all bins with finite entries. µ is the number of degrees of freedom. The x~- F; F is 

calculated and shown in Fig. 7.4 (b) together with quadratic fits to the values . Th 

most probable thicknesses are found to be 3.4 cm and 3.8 cm for both runs, respectively. 

They correspond to 0.41 ± 0.02 X o and 0.46 ± 0.02 X 0 respectively. These are consistent 

with those estimated by the longitudinal shower profiles. The discrepancy of the most 

probable thicknesses suggests there is an ambiguity in the material thickness of rv 0.05 X 0 

from this estimation. 

7.2 Energy Scan 

Electromagnetic cascades for electrons with different energies are compared. Figure 7.5 

shows the average longitudinal showers for 48, 76, 101, 126, and 157 GeV test beam 

electrons at the center of T/ tower 5 (8 = 26.40°). These energies correspond to 21, 

34, 44, 56, and 70 Ge V in Er, respectively, and sufficiently cover the transverse energy 

range between 27 GeV and 40 GeV of the photon sample as described in Section 9.1. 

Simulations with the aluminum thickness of 8.1 cm show good agreements with the 

test beam for all energies. The shower curves show the energy dependence where the 

maximum changes with the incident energy as explained in Chapter 3. 

Scanning the aluminum thickness in the simulation the most probable thickness for 

each energy is obtained from a quadratic fit to XL D values as shown in Figs. 7 .6 (a) to 

(e). Figure 7.6 (f) shows the most probable thicknesses ranging from 7.2 cm to 8.5 cm 

with a systematical energy dependence. 

FSEF distributions for these electron cascades are also studied. They are shown 

in Figs. 7. 7 (a) to ( e) together with simulations. The distributions for lower energy 

electrons are broader and have large means. Simulations with the aluminum of 8.1 cm 

are consistent with the test beam. 

The most probable thickness is each estimated again by fitting XI· SEE- values with a 

quadratic function as shown in Fig. 7.8. It systematically changes from 8.4 cm to 8.0 cm 

with the energy and shown in Fig. 7. ( f). 

Including the energy dependence the uncertainty of the GEA T3 simulation is es-



timated to be ,....., 0.05 X 0 • 

7.3 Position Scan 

Electromagnetic showers at different towers are also studied. A different tower means a 

different incident angle since the CDF calorimeters have the projective tower geometry. 

Besides, a particle incident at a different tower corresponds to one traversing a different 

length both in total and individual layers. The maximum of the average longitudinal 

cascade appears in deeper layers for smaller () as shown in Fig. 7.9. It shows average 

longitudinal cascades for 101 Ge V test beam electrons incident at 7/ towers 3, 6, and 

12 ( 8=29.29, 24.13 , and 14.20°) together with simulations. The GEANT3 simulation 

shows excellent agreements with the test beam data except for the last several layers of 

the 7/ tower 3 profile. At this large () part of the cascade spreads outside fully sensitive 

regions, especially in the last layers. As seen in Fig. 2.9, the outer neighboring tower 

does not have the complete coverage in depth. The PEM chambers in the GEANT3 

simulation do not have such precise structure to reproduce this quick fall. Though a 

sum of energies in the last five layers for the test beam is ,....., 2/ 3 of the simulation; still, 

the difference to the total energy becomes only 0.63. 

Test beam mapping data is used in this 7/ position dependence study. The test 

beam mapping data is a set of runs in which 101 Ge V / c electrons are incident at the 

center of every calorimetry (local) tower in the PEM. A hundred good events per tower 

are collected over all the towers in the :fiducial region2
, where there are 11( 7J) x 16( <p) 

calorimetry towers per quadrant or 128 equivalent 7J towers for both east and west PEM 

modules. However, the data file of a run in which <p = 69 towers of the east PEM are 

scanned has been lost accordingly data for 127 equivalent 7J towers are used for the 

study. 

An average shower profile in Fig. 7.9 is obtained essentially by averaging cascades for 

100 electrons x 127 towers except for dead layers. Before we go forth, the tower to tower 

uniformity in the response of the pad first segment is estimated as well as the absolute 

2There were no dead channels in the test beam runs. 



energy scale for the pad first segment of the calorimeter. The former is expected to 

broaden the FSEF distribution, and the latter shifts it. 

7.3.l Absolute Energy Scale 

It is considered that the irregularity in the pad response of the PEM comes from a 

variation of their capacitances rather than the amplifier gain since the gain is calibrated 

to a tolerance of 13 by the charge injection. Correction factors, known as the "response 

map," have been obtained to keep responses uniform. This calibration, however, has 

been done only to the total response of all the three depth segments, and it is not 

certain if the first segment response is well calibrated. 

It is impossible to determine the absolute energy scale only for the pad first segment 

directly with high energy electron induced cascades since the first segment sees only 

part of the incident energy (Fig. 7.10). Thus, the anode response is employed as a 

standard response to calibrate the energy scale for the pad first segment because of a 

small variation. Figure 7.11 shows deviations in anode responses to 101 GeV electrons. 

The deviation is defined by 

( i : layer number= 0, 33), 

where E;b and EffC are average anode responses in the i-th layer to 101 Ge V electrons 

for the test beam and the GEANT3 simulation. The average is taken over 127 same 

7J towers and 100 electrons each tower for the test beam, and 2000 electrons for the 

simulation. Monte Carlo shower profiles are only employed here as smooth profiles. A 

layer to layer variation is found to be ,..__, 33 with almost no particular trend, and we 

assume the uniformity in the anode response to be 2.7 ± 0.53. It is equivalent to the 

fact that the energy measured by the first 5 layers of the anode, corresponding to the 

first segment of the pad, is calibrated with an uncertainty of 1.2 ± 0.23. 

The pad energy scale is then calibrated by the ratio of energies measured in the 

pad and the anode. Figure 7 .12 shows the pad to anode ratios for (a) the total energy 

and (b) the first segment energy. Once the pad to anode ratio for all the three depth 

segments is scaled to unity as in Fig. 7 .12 (a) the mean in (b) represents the absolute 



energy scale for the first segment. 

We have calculated the absolute energy scale for each tower 77 and listed in Table 7.1. 

An energy dependence is found for the absolute energy scale on the size of the cathode 

pad. 

7.3.2 Non-uniformity 

The width of the distribution in Fig. 7.12 (b) comes from variations of the pad and anod 

responses . However, we only need the variation or the uniformity in the response for 

the pad. Figure 7.13 (a) shows the response in the first segment of a tower to 101 GeV 

electrons. The distribution of energy deposits comes only from shower fluctuations. 

Averaging responses for 100 events, we obtain a mean energy deposit in the first segment 

for a tower . Such mean deposits are plotted for all 127 same 77 towers in (b ). One thing 

should be noted that the mean energy deposit in the first segment varies with respect 

to the tower 77 , and one cannot plot mean energy deposits for different 77 towers. 

The width in Fig. 7.13 (b) represents the uniformity for 77 tower 8, still containing 

shower fluctuations of the order of ,....., 3%, though. ( c) and ( d) are the standard deviations 

and the variances. From these distributions the uniformity and its statistical uncertainty 

are estimated and listed in Table 7.1. Detailed formulation is found in Appendix A. The 

uniformity seems to have a slight 77 dependence. Ignoring it, the overall uniformity 

is calculated 9.5 ± 1.1 %, where the error is taken as the standard deviation of the 

uniformities . Hence, we determine the uniformity of the pad first segment to be 10 ± 1 %. 

The absolute energy scale and the uniformity are applied to the GEANT3 simulation . 

7.3.3 Comparisons 

XJ_, 0 values calculated for average showers at towers 3 5, 6, 8, and 12 ( () = 29.29, 

26 .24, 24.13, 20.24, and 14.20°, respectively) are represented in Fig. 7.14 together with 

quadratic fits. A reduced uncertainty of 3% in the energy measurement is assumed each 

layer for the xisv calculation since a layer t o layer irregularity is relatively small as 

seen in Fig. 7.9 due to the averaging over towers in different cp. In addition, layers 29 to 

33 are not used for tower 3. T he most probable t hicknesses obtained by the quadratic 
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7J Energy Scale Uniformity [%] 
3 1.000 ± 0.012 7.96 ± 0.0'l 
4 1.000 0.012 8.86 0.08 
5 1.005 0.012 8.17 0.08 
6 1.019 0.012 9.22 0.08 
7 1.024 0.012 10.34 0.09 
8 1.028 0.012 10.01 o.mi 
9 1.030 0.012 9.75 0.09 

10 1.049 0.013 9.44 0.09 
11 1.051 0.013 10.28 0.09 
12 1.050 0.013 10.97 0.10 
13 1.041 0.012 11.73 0.10 

Table 7.1: Absolute energy scale and uniformity for the first segment of the PEM pad. 

fits are summarized in Fig. 7.14 (f). A variation for T/ scan is smaller than that for the 

energy scan. The pass length in the aluminum plate of a particle is proportional to 

1/ cos () . For an aluminum plate with a thickness of 8.00 cm measured perpendicular 

to the surface or along the z axis, the pass length or "substantial thickness" becomes 

8.25 cm at () = 14.20° or 9.17 cm at () = 29.29°. Considering this fact, a variation in the 

estimations of the total amount of materials between the dipole magnets and the PEM 

is rather smaller. Discussions will appear later in the next section. 

FSEF distributions for the 7J position scan are shown in Fig. 7.15 together with the 

simulation. As regards dead layers in the test beam data, an expected energy deposit 

in a dead layer is estimated essentially by interpolation with individual wire profile, 

calculated as the mean of energies in the front and back layers, and this correction is 

made on an event by event basis. However, another dead layer correction is applied for 

a quadrant with three or four (depending on the run) dead layers in the last five wire 

chambers. In this case, multiplicative correction factors are calculated from the average 

shower profile of 100 Ge V electrons for each 7J tower. The first segment energy and the 

total energy are individually corrected. Figure 7 .16 (a) to ( e) show XJ·-SEF values for 

'T/ towers 3 5 6 8 and 12 together with quadratic fits to them. The most probable 
' ' ' ' 

thickness is plotted against 71 in Fig. 7.16 (f), and it shows only a small variation. 



7.4 Uncertainty of the GEANT3 Simulation 

The tot al amount of materials along the beamline between the MT5 dipole magnets 

and the PEM has been estimated for the energy scan and the "I position scan, and the 

estimations are summarized in Fig. 7.17. Changes in the substantial thickness of th 

aluminum plate with respect to () are taken into account. The estimations from the 

average profiles are all smaller t han the corresponding estimations from the FSEF dis­

tributions . We take the average over t hese 20 estimations weighted by the uncertainties 

and the t otal amount of materials is estimated to be 0.382 ± 0.046 X 0 , where the error is 

taken as t he RMS value of the 20 estimations. Since the electron energies and positions 

sufficiently cover the ranges of our interest, the error of ± 0.046 X 0 can be considered as 

an uncertainty for the GEANT3 simulation regardless of a systematic dependence of the 

cascade on energy. However , it should be overestimated because it is calculated using a 

larger energy range than that of prompt photon candidates. 

At the center of the PEM, "I = 1.77 or () = 19.3°, 0.046 X 0 corresponds to 0.39 cm 

thick aluminum. In practice, we regard the uncertainty for the GEANT3 simulation 

as changes of the shower shape when the thickness of the aluminum plate is varied by 

±0.39 cm. 
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Figure 7.2: Average longitudinal shower profiles for 101 GeV electrons incident at the 
center of tower 8 ( () = 20.24 °) measured by the anode wires. High voltages on layers 30 
and 32 are off and removed from the plots. An uncertainty is assumed 53 for the data 

each layer; statistical errors are negligible. 
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Chapter 8 

W Electrons 

The longitudinal cascade profile is sensitive to materials existing in front of the detector, 

and we need to know the correct amount of materials between the vertex and the PEM in 

the CDF detector. However , it is hardly known from the detector design as mentioned 

in Section 4.2. Only some are known such as the beam pipe and the VTPC, and 

implemented in the GEANT3 simulation setup. Therefore, the total amount of materials 

is estimated in the same way as described in Chapter 7, by comparing cascades of 

electrons from W decays with simulations, by varying the thickness of the aluminum 

plate placed parallel to the PEM in the simulation. 

These electrons and those from Z decays are the only particles which are identifiable, 

produced isolated, and detected in the PEM for Ey ~ 20 Ge V .. Photons or electrons from 

decays of low mass mesons are not suitable for this purpose since they can hardly be 

identified or separated from the decay partners due to high momenta of initial mesons. 

8.1 Event Selection 

Electrons from W decays are selected by the cuts listed in Table 8.1. In the endplug 

region, there was only one level 2 trigger "gas photon 23 Ge V" which selected EM 

clusters with no prescaling or no random choice to reduce the event rate. However, the 

efficiency for this trigger is not enough high in the Ey range of the W electrons as we will 

see in Fig. 9.9, the next chapter. To reduce this trigger bias, off-line Er thresholds are 

set at energies where the level 2 trigger efficiencies reach 80%. We have 489 "W ~ e v" 



Level 2 trigger (trigger Er ~ 23 Ge V) 
Er > 31 GeV for the east PEM 
Er > 36 Ge V for the west PEM 

Ehad/ E Ef\,f < 0.05 
X~ x 3 (old) < 15 

X~x3 < 5 
R280 (0.4) < 0.1 
RvrPc > 0.5 
lJr > 20 GeV 

No jet with Efet > 10 GeV 

I Zvertex I < 50 cm 
Fiducial region 

No bad runs 
No miscablings 
No spike events 

Table 8.1: W selection. 

110 

candidates in 3.8 pb- 1 data. Distributions of E, Er, and 1771 for the electron candidates 

are shown in Fig. 8.1. 

8.2 Monte Carlo Simulation 

The longitudinal shower shape with respect to the layer number changes with the incident 

energy and angle. For a direct comparison of cascades every ten electrons are simulated 

for each real electron, with the same energy, polar angle, and event vertex. The first 

segment response is, then, smeared by a gaussian function a.round its mean value of 1, 

with u of 0.1 to simulate the uniformity in the response of the pad first segment as 

described in Section 7.3.2. Dead layers in the test beam data are not corrected. They 

are rather reproduced in the simulation, i.e., they are also dead in the simulation, or 

energy summation is taken over layers excluding those inactive during the collider run. 

Figure 8.2 shows the FSEF distribution for the W electrons together with the simu­

lation. The thickness of the aluminum plate in the simulation is varied on an event by 

event basis according to the actual pass lengths of the electrons in the CTC endplate. 

Since the CTC endplate has an complicated geometry, the aluminum length in the ac­

tual CTC endplate of an electron pass is each calculated from the blue print of the CTC 
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endplate with particle B, c.p, and Z vertex for all 489 W electron candidates1
• Figure 8.3 

shows the distribution of the pass lengths calculated for the 489 candidates. 

The GEANT3 simulation under the above condition does not show good agreement 

with the W electrons. It suggests that more material is needed to reproduce the data 

distribution since the first segment energy becomes larger if the aluminum is thicker. 

8.3 Estimation of Materials 

We estimate the total amount of materials between the vertex and the PEM except for 

those already implemented in the simulation by comparing the FSEF distribution of the 

data with those of the simulation. The thickness of the aluminum plate in the simulation 

is changed randomly on an event by event basis at the real event level, smeared by a 

gaussian function to simulate irregularities of the material thickness. Then, we scan 

both the gaussian mean and u for the aluminum thickness. The mean is scanned from 

4.5 cm to 8.0 cm by a 0.5 cm step, and the u is scanned from 0.0 cm to 6.0 cm by a LO 

cm step. x}sEF is calculated by Eq. 7.2 and listed in Table 8.2 for various mean and u 

values. 

(J" mean [cm] 
[cm] 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 
0.0 2.93 2.10 1.72 1.92 1.67 1.63 2.51 3.11 
1.0 2.74 1.95 1.59 1.61 1.45 1.55 2.17 2.34 
2.0 2.41 2.04 1.15 1.15 0.86 0.93 1.62 2.28 
3.0 2.66 1.89 1.09 1.09 1.07 1.14 1.61 2.45 
4.0 2.47 1.48 1.05 1.05 0.87 1.20 1.70 2.46 
5.0 2.64 1.54 0.95 0.95 0.74 0.86 1.16 2.03 
6.0 2.65 1.56 1.12 1.12 0.99 1.15 1.71 1.69 

Table 8.2: x} EF for the W electrons. The aluminum thickness is smeared on an event 
by event basis with a gaussian function in each simulation. The mean and u are scanned. 
The aluminum thickness is limited within 0 cm to 2 x mean. 

One can notice that x}sEF is sensitive to changes of the mean not the u since the 

aluminum thickness is limited between 0 cm and twice the mean, and the deviation 

1 Mikio Takano provided a program for this calculation. 
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or RMS does not change much for large u values. However, x} EF takes always its 

minimum value at the mean 6.0 or 6.5 cm for any values of the u. Thus it is most 

likely that there are materials of rv 0. 7 X 0 in the CDF detector between the vertex and 

the PEM measured along the z direction excluding those already implemented in the 

simulation. 

Subtracting the contribution of the CTC endplate, which corresponds to the mean of 

the substantial thicknesses 0.36 X 0 in Fig. 8.3, from the estimated rv 0. 7 Xo, we expect 

other materials in the CDF detector to be ,....., 0.35 X 0 • Assuming an irregularity in the 

thickness of these additional materials is the same with that of the CTC end plate (the 

RMS value in Fig. 8.3), the overall irregularity is expected rv 0.25 X 0 or rv 2 cm thick 

aluminum. 

Figure 8.4 shows comparisons of FSEF distributions. In the simulation, the mean of 

the aluminum thickness is fixed to 6.0 cm, and the gaussian <J is scanned. Any plots for 

er 2 2.0 cm show excellent agreements. Since FSEF distributions of the simulation for 

er 2 2.0 cm do not show significant differences, we choose 2.0 cm as an irregularity of 

the material thickness for simulations of photons and background mesons in Chapter 9. 

Figure 8.5 (a) to ( e) show FSEF distributions for simulations with various means of 

the aluminum thickness and the u of 2.0 cm. The most probable thickness, at which the 

GEANT3 simulation reproduces the FSEF distribution of the W electrons best, is shown 

in Fig. 8.5 (f). It is 6.24 ± 0.31 cm thick aluminum along the z axis or 0. 701±0.035 Xo. 

We consider there exist, in the average, materials of 0. 701 X 0 with an uncertainty of 

0.035 X 0 in the CDF detector excluding those already implemented in the simulation 

setup. 
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Figure 8.3: Distribution of the electron path lengths in the CTC endplate ( x cos 8). 
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Figure 8.4: FSEF distributions of the W electrons and simulations . In each simulation , 
the aluminum thickness is smeared with a gaussian function . The mean is fixed at 6.0 
cm, and the (]" is scanned. 
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Chapter 9 

Prompt Photons 

In this chapter, we first describe the selection criteria for prompt photon candidates in the 

endplug region. Following explanation about simulations for photons and background 

mesons we will extract the number of photons by fitting FSEF spectra of Monte Carlo 

photons and mesons to that of the photon candidates. Then, we will discuss about 

efficiencies and systematic uncertainties for various cuts and others. 

9.1 Event Selection 

Prompt photon candidates in the endplug region (1.32 < 1''7 1 < 2.22) are selected by 

requirements in Table 9.1. A total of 3995 events passed all the cuts in 3. 76 ± 0.13 pb- 1 

data. Figure 9.1 shows distributions of Er, E, l7J I, and FSEF for the candidates. A spike 

at FSEF = 0 in the FSEF distribution suggests a certain amount of prompt photons is 

contained in the sample. 

The number of background events should be reduced by limiting energy flow around 

the candidate cluster since the prompt photon is expected isolated, while the background 

meson is not because of their production natures. Figure 9.2 shows FSEF distributions 

for various isolation cuts. Changes in the relative height of the spike suggest that the 

photon to background ratio increases as the cut value is tightened. We have decided 

the isolation threshold to be 3 GeV as in Table 9.1, while one for the photon analysis in 

the central region is 2 Ge V [4]. A threshold of 3 Ge V in the end plug is consistent with 

2 GeV in the central for several reasons . They will be explained later in Section 9.4.2. 



Level 2 trigger Er ~ 23 Ge V 
27 < E7 < 40 Ge V 
E¥ 0 (0.7) < 3 GeV 
Ehad / E EM < 0.05 

X~x 3 ( old) < 20 

X~ x3 < 5 
RvrPc:::; 0.8 

I Zv ertex I < 50 cm 
Fiducial region 

No bad runs 
No miscablings 
No spike events 

Table 9.1: Photon candidate selection. 

A dead layer correction has already been made at the production stage (Section 5.1), 

multiplying the energy or transverse energy of an EM cluster by a constant. If one of 

the first five layers is inactive, however, another dead layer correction is applied only 

for the energy in the first segment of the pads. There is only one such quadrant during 

1988-1989 run, and a correction is made accordingly. The correction factor is calculated 

in the same way as done in the production avoiding a double correction. 

9.2 Simulation 

As the FSEF spectrum changes with the incident energy and angle, photons and back­

ground mesons should be simulated at various energies and angles ( B or 'T/) in accordance 

with the energy and pseudorapidity distributions of the photon candidates. 

The prompt photon sample is divided into 2 Er and 10 'T/ regions. The number of 

photon candidates in each region is listed in Table 9.2. In proportion to the numbers 

in the table, photons ?r0 's, and 'T/'s are each simulated with transverse energies 30 Ge V 

and 37 Ge V, and pseudorapidities at the center of each 'T/ region. Since the number of 

candidates in each region is too few to calculate a cross section with a resonable statistical 

uncertainty, Monte Carlo events are each summed over all the Er and 'T/ regions on an 

assumption that the Er and T/ spectra of photons ?r
0 's, or 'T/'s follow those of the photon 

candidates. 



111 I 27< E1 <33GeV 33< ET <4:0GeV 
1.32-1.41 306 219 
1.41-1.50 370 224 
1.50-1.59 313 210 
1.59-1.68 384 229 
1.68-1. 77 277 160 
1. 77-1.86 290 158 
1.86-1.95 184 123 
1.95-2.04 132 84 
2.04-2.13 97 70 
2.13-2.22 95 70 

Table 9.2: The number of candidates in the prompt photon sample. 

Only the following neutral decay modes are simulated for the background mesons: 

Charged decay modes are not simulated because most of such decays are rejected by 

the VTPC requirement. In magnetic field of 1.5 T, a trajectory of an electron with 

Py = 2 Ge V / c is bent by rv 5 mm, corresponding to the road radius for Rvr PC, at 

a distance of 21 cm from the z axis, corresponding to the maximum active radius of 

the VTPC. In addition, decay particles are measured as single EM clusters if the initial 

mesons have high momenta. We have studied the "77 ~ 7ro7ro7ro ~ e+ e- X" decay, in 

which decay particles are expected to have lowest momenta among the charged decays, 

with the GEANT3 simulation and a toy Monte Carlo simulation of meson decays. Since 

the GEANT3 simulation does not equip lateral measurement, we have added the pad 

readout for the study. A thousand 77's with ET = 30 GeV at (} = 20.24° are forced to 

decay into three 7r0 's. From the GEANT3 simulation, all of them are found to form 

single EM clusters. A fraction of 3.63 of the 3 7r
0 decay has at least a pair of e+ e- in 

the final state by the Dalitz decay. We have simulated such decays by a toy Monte Carlo 

program with ET = 30 GeV and (} = 20.24° for the initial meson, and found 853 of 

the 3 7ro charged decay contains at least one electron/ positron with E1 > 2 GeV and of 



which the trajectory is within 5 mm from one of the initial meson at the maximum active 

radius of the VTPC (21 cm). Considering these estimations, the charged decays of the 

neutral mesons passing the VTPC cut are expected far less than 13 of the background 

events, and we neglect such charged decays. Note that the two neutral decays of TJ are 

added properly. 

It is essential to simulate the level 2 trigger since the trigger efficiencies are not 

enough high in the Er range of the photon sample as we will see in Fig. 9.9. The "gas 

photon 23 Ge V" trigger is expected to affect the FSEF distribution due to the fact that 

the trigger Er is calculated with energy deposits in the second segment instead of the 

total energy in all the three depth segments. This makes us trigger more EM clusters 

with, by shower fluctuations, larger energy deposits in the second segment, especially at 

lower Ey. Other trigger effects to distort the FSEF spectrum are the dead layers, the 

different quadrant gains, and an assumption of the event vertex at z = 0 cm. All the 

above effects are implemented in the GEANT3 simulation, and only Monte Carlo events 

which pass the 23 Ge V trigger are collected. 

To simulate the uniformity in the response of the first segment, the first segment 

energy is smeared by a gaussian function with a u of 103. The event vertex is also 

smeared along the z axis by a gaussian function of the mean = 0 cm and u = 30 cm 

with a limitation of j Z vertex j < 50 cm. 

The aluminum plate thickness is smeared by a gaussian function on an event by event 

basis as done in W electron simulations. Four sets of simulation data are prepared with 

mean thicknesses of 5.5, 6.0, 6.5 , and 7.0 cm, while the gaussian u is fixed to 2.0 cm. 

The number of prompt photons in the photon sample is extracted for each set. As we 

will see later in Section 9.3, the extracted number of prompt photons depends upon 

the mean thickness, so, by interpolating these, we will evaluate the nominal number of 

prompt photons and uncertainties. 

The isolated production ratio of TJ and 7ro mesons (pp ---+ TJ + X) / (pp ~ 71"
0 + X) was 

measured to be 1.02 ± 0.15 (stat.) ± 0.23 (syst.) [4]. We employ this ratio, and FSEF 

distributions of neutral decays of 7ro and 7J mesons are put together into one background 

pectrum at the production rate of 7ro : 71 = 1 : 1.02. 

FSEF distributions of the GEA T3 simulation for single photons, 7r0 's, and 7J's with 
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the mean aluminum thickness of 6.5 cm are shown in Fig. 9.3 together with the combined 

meson background. 

9.3 Extraction of Photons 

The number of photons in the prompt photon sample is evaluated from its FSEF distribu­

tion. Two Monte Carlo spectra of single photons and background mesons in Fig. 9.3 (b) 

are fitted to the data with free parameters p1 and p2 as 

Fdata =Pi · F-y + P2 · Fbackground, 

where Fdata represents the FSEF distribution of the data, F~ and Fbackground are those 

of single photons and background mesons. The two parameters p1 and P2 are not inde­

pendent each other because of normalization in the total number of events, but reflect 

the numbers of photons and background mesons in the data once F -y and Fbackgrou.nd are 

each normalized to unity. The fitting is made so as to minimize x 2 defined below: 

1 
2 ~ ( -y + b.g. Ndata.) 2 X = L.J 2 P1 · n i P2 · n i - i , 

(]". 
t i 

2 ( )2 + ( b.g .) 2 + ( data ')2 u i = P1 · ui P2 · ui ui . , 

where n7 and n~ ·9 · are the numbers of photons and background mesons in the i-th bin, 

representing the Monte Carlo FSEF spectra. N
1
data is the number of events in the i-th 

bin of the data. u 7, u f ·9 ·, and u~ata are the statistical uncertainties in n7, n~ ·9 ·, and 

ft[da ta t" 1 
2 , respec ive y. 

Four sets of Monte Carlo simulations are fitted to the data. In each set, the alu­

minum thickness is smeared around the mean of 5.5, 6.0, 6.5, or 7.0 cm with a u of 

2.0 cm. Entries in FSEF = 0.0 to 0.2 are used for the fitting, and results are shown in 

Fig. 9.4. The extracted number of prompt photons is found to increase linearly with 

the aluminum thickness as shown in Fig. 9.5. In Chapter 8, we have estimated the 

total amount of materials in the CDF detector between the vertex and the PEM to be 

0.701±0.035 X 0 or 6.24 ± 0.31 cm thick aluminum along the z axis. We have also studied 
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the reliability of the GEANT3 simulation in Chapter 7 and estimated the reproducibility 

of the electromagnetic cascade. The accuracy has been evaluated from changes in the 

shower shape by adding or subtracting material of 0.046 X 0 . It corresponds to 0.41 cm 

thick aluminum or at the center of the PEM ( 7J = 1. 77 or B = 19.33°) 0.39 cm along the 

z axis . The total uncertainty for both the materials in the detector and the GEANT3 

simulation becomes 0.51 cm thick aluminum. From the linear fit in Fig. 9.5, this uncer­

tainty as the aluminum thickness of ±0.51 cm corresponds to ±353 of prompt photon 

events. Thus, the number of prompt photon events in our sample is evaluated to be 

1972 ± 353. 

9.4 Efficiencies and Uncertainties 

Efficiencies for the cuts and other requirements listed in Table 9.1 are estimated in this 

section with the corresponding and other uncertainties. 

9.4.1 Level 2 Trigger 

As noted in Chapter 5, there are several corrections regarding the energy measurement 

such as the dead layer corrections and the quadrant gain corrections. Corrections for 

the gas gain, the tower to tower response variation, and the dead layers are roughly (but 

not completely) implemented in the level 2 trigger. However, differences in quadrant 

gains or non-linearity of the calorimeter response is not included. In addition, the level 

2 trigger refers only to energies in the second segment of the PEM. Due to the above 

facts, the level 2 trigger of "gas photon 23 Ge V" has inefficiencies at lower transverse 

energies . It is also expected that the trigger efficiency is different in quadrants since 

the dead layers and the quadrant gain correction are the most dominant sources on the 

efficiency. Thus, the trigger efficiency is estimated for eight individual quadrants. 

Cluster Selection 

We tart the estimation with collecting "unbiased' EM clusters, which are free from 

any influence of the level 2 triggers. Since the level 3 trigger or the off-line production 
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has essentially no requirement on cluster Er for 2: 10 Ge V any EM cluster in an event 

which passed level 2 triggers other than the 'gas photon 23 Ge V" or the 'di-photon 

10 Ge V" is considered unbiased. 

The "gas photon 23 Ge V" trigger requires a level 2 trigger EM cluster with ET > 

23 GeV in the PEM or FEM, and the "di-photon 10 GeV" requires at least two clusters 

with ET 2: 10 GeV anywhere in the electromagnetic calorimeters. However, EM clusters 

found in the PEM are also collected for the study if events satisfy one of the following 

conditions: 

• Containing at least two level 2 EM clusters with Er 2: 23 Ge V in the PEM or 

FEM. 

• Containing a level 2 EM cluster with Er 2: 23 Ge V in the FEM. 

• Containing two level 2 EM clusters with Er 2: 10 GeV in the CEM or FEM. 

• Containing at least three level 2 EM clusters with Er 2: 10 Ge V found anywhere. 

• Satisfying both the "gas photon 23 Ge V" and "di-photon 10 Ge V" triggers. 

Then, level 2 trigger efficiencies are calculated by examining transverse energies of the 

off-line EM clusters with corresponding level 2 trigger EM clusters. 

Clusters are selected by the requirements listed in Table 9.3. No isolation cut is 

10 < Edet < 80 GeV - r 
Ehad / E E/If < 0.05 

Z vertex < 50 cm for a cluster with T/det > 0 
Z vertex > - 50 cm for a cluster with T/det < 0 

X~x 3 ( old) < 20 
X~ x3 < 5 

i.32 < ITJdet I < 2.22 
Fiducial region 

No bad runs 
No miscablings 
No spike events 

Table 9.3: Selection for level 2 trigger study. 

required since no isolation dependence of trigger efficiencies is observed. It is already 



required essentially by the clustering itself as well as the Ehad / EE r and X3x cuts. The 

transverse energy Efet is referred to in the detector coordinates in which the event vertex 

is assuming z = 0 cm, rather than in the event coordinates since the transverse energy of 

the level 2 trigger EM cluster is calculated in the detector coordinates. Particles coming 

from the opposite side of the detector (east-west) are allowed even if lzif'rtex l 2:: 50 cm. 

A notation of T/dP.t represents pseudorapidity in the detector coordinates. No track or 

VTPC hit is required. 

There are many off-line clusters without corresponding level 2 clusters found in the 

trigger study sample. It is expected that some of lower Efet off-line clusters may not 

have corresponding level 2 clusters. However, the corresponding level 2 clusters should 

always exist for high E1et clusters. Figure 9.6 shows T/det- 'P positions for Efet 2:: 23 Ge V 

off-line clusters with no corresponding level 2 clusters. Most of such clusters are found 

in the east PEM module, and especially for T/det ?: 1.9. We have investigated this strange 

feature and found a correlation between the cluster position and the level 2 trigger tower 

segmentation. 

Figure 9. 7 shows T/dec'P positions for off-line clusters passing the "gas photon 23 Ge V" 

trigger. Other requirements are E1t > 23 GeV, Ehad / EEM < 0.1, and x 2 (old) < 20. 

The data is essentially a parent sample of the photon candidates. Each east or west 

distribution is enhanced by overlaying four quadrants in one plot. Two kinds of patterns 

are recognizable. One is in a small T/det region and barely seen in both east and west 

modules. The other is in a large T/det region and found only in the east PEM. The former 

pattern is due to the tower segmentation since it is rather coarse (typically 10 cm x 

10 cm) in this small T/detregion and the cluster positions localize around the center the 

tower. The problem is the one in the large T/d t region. TheJre are virtually no clusters 

found near the level 2 trigger tower boundaries except for around the four corners in 

this region. There must have been some kind of problems in the level 2 trigger system, 

probably in the level 2 trigger clustering algorithm, but we do not know the exact reason. 

Thus, clusters in this area, T/d t > 1.9, are not used for the study. Note that there are 

observed more events in the east than the west. This is simply due to imbalance of the 

trigger efficiencies between the two modules. 
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Efficiency Curves 

Ignoring any 'T/det dependence, the level 2 trigger efficiencies are individually calculated 

for the eight quadrants and shown in Fig. 9.8. The efficiency curves are obtained from 

fits by the following equation: 

Parameters a and b for all the quadrants are listed in Table 9.4. The variation comes 

Quadrant # a b 
0 331.71 202580 
1 296.85 25334 
2 304.55 31506 
3 353.55 15052 
4 249.75 23599 
5 280.12 83606 
6 228.50 7046.8 
7 268.97 8088.5 

Table 9.4: Parameters a and b obtained from the fits. 

mostly from the dead layers and the quadrant gain differences. 

Efficiency curves are also obtained for the east and west PEM's and shown in Fig. 9.9. 

Parameters a and b are 

a = 228.58 and b = 7139.5 for the east PEM and 

a = 259.22 and b = 4 796.6 for the west PEM. 

Trigger Efficiency 

The efficiency curves are applied to the Ey spectrum of the photon candidates in each 

east or west, and the trigger efficiencies to the photon sample are found to be 

0.794 ± 0.022 (stat.) + 0.020/- 0.022 (syst.) 

0.529 ± 0.025 (stat.) + 0.031 /- 0.031 (syst.) 

for the east ( r; > 0) and 

for the west ( r; < 0). 
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Due to many dead layers in the west PEM , the trigger efficiencies for the east and the 

west are quite different . Averaging both efficiencies weighted by the number of the 

candidates in each PEM, we have evaluated the level 2 trigger efficiency for prompt 

photons to be 0.648 + 0.033 /- 0.034. 

9.4.2 Isolation 

Two origins are considered for the cause of energy fl.ow around the prompt photon. The 

energy fl.ow around the photon or isolation is defined by 

Ehad 

E¥
0
(0.7) = Er (0.7) - E7 · (1 + E EM ) 

in Section 6.1, a scaler sum of transverse energies over towers in the EM calorimeters 

inside a cone of !:lr = 0. 7 except those of the photon. 

One is the "underlying energy" due to low energy particles produced in soft scatter­

ings of partons other than those making a hard collision. The underlying cone Er is 

approximated by the "minimum bias event", which comes from soft scatterings of par­

tons and produces many low energy hadrons. A minimum bias event is taken with only 

a trigger requirement of the BBC coincidence; that is why the event is called minimum 

biased. Figure 9.10 shows distributions of the underlying cone Er for minimum bias 

events in the central region of l77d t I < 0.9 and the endplug region of 1.32 < l77d t I < 2.22 

together with the cone Er for the photon candidates. The underlying cone Er is larger 

in the end plug region than in the central by 0.49 Ge V in the average. 

Another cause for the energy fl.ow is lateral leakage of the cascade. We have a fair 

amount of the lateral energy leakage due to the following reasons: 

• Large extent of the lateral shower profile. 

• The fine segmentation of the PEM. 

• The clustering algorithm EMCLST only refers to towers with Ef/M ~ 0.1 GeV. 

• The cluster size is limited within 5 x 5 towers around the seed. 
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This 'lateral shower leakage" is estimated with test beam electrons assuming no differ­

ences in the lateral shower profile between electrons and photons. Figure 9.11 shows 

the cone Ey (excluding the cluster Er ) distributions for 101 Ge V test beam electrons 

incident at the center of calorimetry tower 8 ( (} = 20 .24 ° or T/ = 1. 72). It is noted that 

the cone Ey includes not only the shower leakage but also calorimeter noise. 

The raw data banks (Section 5) only contain channels with at least 10 ADC counts 

for the calorimetry towers. It considerably reduces the si:ze of raw data as well as 

calorimeter noise. However, it passes large positive noise with 10 or more ADC counts, 

and such noise is taken as an energy deposit, while negative noise is not. Thus, the energy 

measurement intends to contain only positive not negative noise even if the pedestal 

value is properly calibrated. Considering this fact, the shower leakage is estimated on 

the following assumptions: 

• Same noise for all calorimetry channels. 

• The cascade laterally spreads within ~r = 0.3 . 

Thus, a finite value of Er in an annulus between ~r = 0.3 and 0.4 in Fig. 9.11 ( c) is 

interpreted to come from the positive noise, and it becomes ,..__, 0.02 Ge V /tower. Sub­

tracting this positive noise from E~ 0 ( 0.3), the lateral shower leakage is obtained as shown 

in Fig. 9.12 with respect to the electron energy and pseudo:rapidity T/d t. The position 

dependence is estimated with 101 Ge V electrons, while the energy dependence by fixing 

calorimetry tower T/ at 5. Note that the lateral leakage is almost energy independent 

since the clustering algorithm does not add towers with Er < 0.1 GeV. Applying the 

estimated lateral leakage in Fig. 9.12 to the candidate clusters according to the Er and 

'f/det spectra of the photon sample, the lateral shower leakage for prompt photons is 

estimated as shown in Fig. 9.13 (a). 

As we mentioned previously the isolation threshold is 2 Ge V for the prompt photon 

studies in the central region [4], while one in the endplug region is 3 GeV. We have 

increased the threshold as the underlying energies and the lateral shower leakage are 

larger in t he end plug region than in the central. The former is estimated to be 0.49 Ge V 

as shown in Fig. 9.10, and the latter becomes 0.49 Ge Vas shown in Fig. 9.13 (a). There­

fore both cuts in the central and the endplug regions are considered to be consistent 
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for prompt photons. As we will see later in Chapter 10, there is an uncertainty due to 

the isolation cut in theoretical calculations especially in the bremsstrahlung process. If 

the isolation cuts in both central and endplug regions are common, the measured cross 

sections for prompt photon production in two regions are equally compared with QCD 

calculations. 

The lateral energy flow E¥0 (0.7) for prompt photons, which is the combination of 

the underlying Ey and the lateral shower leakage, is obtained as shown in Fig. 9.13 (b ). 

From the expected spectra, the efficiency for the cut "E![°(O. 7) < 3 Ge V" is obtained 

0.901 + 0.007 /- 0.008. 

A small portion of the electromagnetic cascade longitudinally leaks out to the corre­

sponding hadron calorimeter. It carries a finite value of the Ehad /EE/I/ ratio. An effi­

ciency for the cut "Ehad / EE/If < 0.05" is 0.99 ± 0.01 estimated using electrons from W 

decays [51]. It should not, however, be the same for photons since the average longitu­

dinal shower shape of photons is different from that of electrons as shown in Fig. 9.14, 

and larger energy deposits in the hadron calorimeter are expected for photons. The 

efficiency to the cut "Ehad / EE/\1 < 0.05" for prompt photons should be smaller than 

that for electrons. 

The GEANT3 simulation is employed for an estimation of the efficiency. Figure 9.15 

shows Ehad /EE/If ratios for photons and electrons. The cut efficiencies for photons 

(electrons) at T/ = 1. 72 are 

0.989 ± 0.003 (0.999 ± 0.001) 

0.976 ± 0.005 (0.995 ± 0.002) 

As expected, efficiencies for photons are smaller. 

for ET= 30 GeV and 

for ET= 37 GeV. 

The efficiency should vary not only with the energy but also with the incident angle 

since the thickness of the PEM changes as 1/ cos B, where a higher efficiency is ex­

pected for higher (), and vice versa. Figure 9.16 shows energy and () dependences of 



the Ehad / E E/I! cut. The efficiency is rather dominated by the incident energy than the 

polar angle 8 and we consider only the energy dependence. Making a linear fit to the 

efficiency as a function of the photon energy and applying it to the energy spectrum of 

the photon candidates, the efficiency is estimated to be 0.98S ± 0.010, where an error of 

1 % is assumed on the fit. This is somewhat overestimated, but it should safely covers 

any uncertainties on the simulation. 

9.4.4 X~x 3 ( old) and X~x 3 

Assuming no difference in the lateral shower profile between photons and electrons, 

efficiencies for the x5x 3 ( old) and xL3 cuts are estimated with test beam electrons. 

Figures 9.17 and 9.18 show the old and the new xL 3 for test beam electrons with 

respect to the beam energy E and the pseudorapidity 'f/, respectively. The beam energy 

is scanned with the position fixed at the center of calorimetry tower 5 ( TJ = 1.45 or 

B = 24.33°), and the position is scanned with the energy fixed to 101 GeV. 

One notices that x5x 3 ( old) has a slight position dependence, while the new one does 

not. It comes from the fact that X~x 3 (old) is calculated by assuming the shower center 

to be at the center of the tower. The beam energy dependence is due to the above 

reason since the beam energy is correlated with the position TJ, which is 2 - 8 mm/GeV 

depending on the current of the dipole magnets. The X~xJ distribution changes around 

TJ of 1.8 The incontinuity of the distribution at TJ rv 1.8 in x5x 3 for the position scan 

due to the strip chambers (Chapter 2). Since the strip chambers cover 1.2 < TJ < 1.8, 

the shower position measurement makes use of the cathode pads for 'f/ > 1.8, and x5x 3 

values become larger due to relatively poor position measurement. 

For the beam energy scan only 12 events failed the old X~x 3 cut out of 2344 with 

no typical energy dependence, and only one failed the new. For the 'f/ position scan, 

only one failed each cut out of 3192 events. Since no dependence of the cut efficiency is 

seen with this statistics, we adopt the numbers for both scans and obtain the efficiency 

to be 5523/5536 for the old cut and 5534/5536 for the new. Statistical errors in the 

above efficiencies are taken as the corresponding inefficiencies, which are 1-5523/5536 

and 1-5534/5536 and they should safely cover the true value. o events have failed 



both cuts, and we also assumed there is no correlation between the cuts. Finally we 

have estimated the efficiency for both x5x3 cuts to be 0.997 ± 0.002. 

9.4.5 VTPC Hit Occupancy 

The VTPC requirement rejects prompt photon events when charged particles acciden­

tally overlap the photons. Figure 9.19 (a) shows a distribution of VTPC hit occupancies 

Rnpc along randomly placed roads between the vertex and the PEM for minimum 

bias events. This represents an approximate overlap of a charged particle with a prompt 

photon. The efficiency for the cut "RvrPc :::; 0.8" is calculated 0.972 ± 0.001. 

9.4.6 Vertex 

An efficiency for the z vertex cut is estimated using the photon candidates shown in 

Fig. 5.1. The efficiency for the cut " Jzvertexl < 50" cm is found to be 0.931±0.004. 

9.4. 7 Geometrical Acceptance 

The geometrical acceptance is defined by a ratio of the numbers of good (active) towers to 

all towers. We have seen in Section 6.1 there were many towers inactive or inoperative in 

the PEM. The numbers of towers for all, quadrant edges, dead, miscabled, and good are 

summarized with respect to the TOWE number in Table 9.5 together with acceptances. 

Applying the acceptance at each tower annulus to the 'T/d t spectrum of the prompt 

photon candidates, the total geometrical acceptance is evaluated to be 0. 757 ± 0.015. 

9.4.8 Level 2 Clustering Inefficiency 

There was a problem in the level 2 trigger system as shown in Fig. 9.7. We estimate 

this inefficiency using EM clusters without biased by the level 2 trigger in a similar way 

as done in Section 9.4.1. 

Figure 9.20 shows position distributions of off-line EM clusters with no level 2 

trigger requirements. Ef t > 20 GeV, E'wd / E EJ\! < 0.05, x5x :i(old) < 20, x 2 < 5, 

Zvertexl < 50 cm, and the fiducial cuts are required for level 2 trigger unbiased clusters. 
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Tower# All Edge Dead Mis cabled Good Acceptance 

64 72 8 3 6 55 0.764 

63 72 8 3 6 55 0.764 

62 72 8 0 6 58 0.806 

61 72 8 0 6 58 0.806 

60 72 8 0 6 58 0.806 

59 72 8 5 6 53 0.736 

58 72 8 5 6 53 0.736 

57 72 8 9 6 49 0.681 

56 72 8 12 6 46 0.639 

55 72 8 12 6 46 0.639 

East PEM ( 71 > 0) 

Tower # All Edge Dead Mis cabled Good Acceptance 

30 72 8 6 5 53 0.736 

29 72 8 3 5 56 0.778 

28 72 8 6 5 53 0.736 

27 72 8 3 5 56 0.778 

26 72 8 5 5 54 0.750 

25 72 8 2 5 57 0.792 

24 72 8 5 5 54 0.750 

23 72 8 5 5 54 0.750 

22 72 8 5 5 54 0.750 

21 72 8 2 5 57 0.792 

West PEM (71 < 0) 

Table 9.5: Number of bad towers and geometrical acceptances for Towers in the PEM. 
Tower number is in the TOWE number. See also Fig. 6.1. 
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No strange pattern is observed at higher 71 of the east PEM. Figure 9.21 shows those 

with the existence of the corresponding level 2 trigger EM clusters required. The strange 

pattern is barely recognizable. Figure 9.22 displays those with the non-existence of the 

corresponding level 2 clusters required. Cluster positions are hardly seen as the strange 

pattern. However, the distributions are noticeably different between the east and the 

west. The level 2 clustering efficiency due to this problem is estimated from the numbers 

of clusters in the east and the west for 171 1 > 1.86. 

The numbers of clusters in 'T/det ranges are listed in Table 9.6 with and without a 

requirement of the existence of the corresponding level 2 EM clusters, together with 

efficiencies. eglecting any differences in the 71 distributions of clusters between the 

71 range # of clusters Clustering efficiency 
not required 12 required [3] 

1.86 to 2.22 387 252 65.1±2.4 
1.32 to 1.86 830 805 97.0 ± 0.6 

- 1.86 to -1.32 946 932 98.5 ± 0.4 
- 2.22 to -1.86 449 433 96.4 ± 0.9 

Table 9.6: Numbers of clusters in 7/d 1 ranges with and without requiring the correspond­
ing level 2 clusters. 

level 2 trigger unbiased sample and the prompt photon sample, the level 2 clustering 

efficiency in the region of 1.86 < 'T/d 1 < 2.22 is 0.675 ± 0.026< due to the problem. And, 

the efficiency to all the prompt photon candidates becomes 0.959 ± 0.008. 

9.4.9 

The lightest strange meson can be the third source of the background. The K~ meson 

has a 71°71° decay mode with the branching fraction of 31.39 ± 0.283 [42). The pure 

neutral decay into four photons is 30.6 ± 0.33. Though it is not small, such decays 

are not expected as a significant source of the background because of the K~ life time. 

The mean life time of the K~ meson is (0.8926 ± 0.0012) x 10- 10 s. Since the distance 

between the vertex and the PEM '°'J 185 cm at () = 20°, only 433 (273) of K~ mesons 

with P = 87 GeV/ c (108 GeV/ c) corresponding to Py = 30 GeV/c (37 GeV/c) at 
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B = 20°, decay before they reach the PEM. 

The production ratio of K~ to 7ro in pp collisions at Js = 1.8 Te V was measured to be 

K 0 / 7r0 = 0.4 by the CDF experiment using charged decay modes [52]. This production 

ratio is used to estimate the decay of K 0 . 

From the production rate and the decay fraction including the life time effect, we 

expect only 2.43 of the background events coming from the K 0 decay. Figure 9.23 (a) 

shows the contribution of K~ to the FSEF spectrum of the background. Note that some 

of K~ 's decay inside the PEM, and such events may leave no energy deposits in the first 

segment but 1n the other segments. However , most of these decays are rejected by the 

Ellad / EEfll cut. There still remain a few events and they make a small bump in the 

first bin of the FSEF distribution as barely seen in Fig. 9.23 (a). 

Fitting the Monte Carlo FSEF spectra of single photons and the total background to 

that of the prompt photon candidates, the number of prompt photon events is extracted 

2140 ± 138 as shown in Fig. 9.23 (b ). Comparing this with the number in Fig. 9.4 ( c ), 

the systematic uncertainty by the K~ decay is obtained to be 0.83. 

9.4.10 TJ/7r0 Ratio 

The isolated production ratio of 'T/ and 7ro mesons was obtained to be 1.02 ± 0.15 (stat.)± 

0.23 ( syst.) [4]. We estimate systematics due to this uncertainty of the meson production 

ratio. Varying the ratio by ±lu, the mesons are mixed at ratios of 1.02-lu, l.02 - 1/2u, 

1.02 + 1 /2u , and 1.02 + lu. Some of the FSEF spectra for the background are presented 

in Fig. 9.24. With different FSEF spectra for the background, the fitting are made to 

the data to obtain the systematic error in the number of prompt photons. As shown in 

Fig. 9.25 , only slight changes are observed. Changes in the number of prompt photons 

are found to be -59 to + 9 for the nominal number of 2157, and the systematics due to 

the uncertainty of the 7ro / TJ production ratio is estimated to be + 0.4/- 2. 73. 

9.4.11 Electron Contamination 

ince the sensitivity for the VTPC wires is expected to drop near the radial boards, 

the hit efficiency to a charged particle falls there. Due to this hit inefficiency, some 



electrons are misidentified as photon candidates. Such electron contamination in the 

prompt photon sample is estimated from the hit inefficiency and the production rate of 

electrons. 

The hit inefficiency is estimated with W electrons. Events are selected by the same 

requirements as used in Section 8.1 except for the VTPC and Er cuts, no requirement 

on the VTPC hits and 20 GeV < Er < 60 GeV required. Figure 9.19 (b) shows the 

distribution of VTPC hit occupancy for the W electrons, and the hit inefficiency is 

obtained to be 0.057 ± 0.012. 

The isolated production ratio of electrons and neutral particles (photons, 7r
0 's, and 

77's) is estimated from numbers of events in the two peaks of Fig. 9.19 (c). The plot 

shows a distribution of the VTPC hit occupancy for isolated EM clusters in the endplug 

region, which are selected by the requirements in Table 9.1 except for the VTPC cut. 

Assuming that events with Ri-TP > 0.8 are all electrons and the rest are all neutral 

particles, the isolated production ratio of electrons to neutral particles is estimated to be 

0.344 ± 0.011. Hence, the prompt photon sample is expected to contain 80 ± 20 electrons 

in the 3995 candidates. 

The photon sample contains electron events at a rate of 2.0±0.53. Or, assuming the 

signal to background ratio is unity, 4 ± 13 of the background events are expected to be 

electrons. Following the Er and TJ spectra of the prompt photon candidates, electrons 

are simulated and added to the meson background at the above contamination rate. 

Figure 9.26 shows FSEF spectra for the background with the electron contamination. 

The FSEF spectrum of the data is fitted with those of the single photons and the 

backgrounds at the electron contamination rates of e- /b.g. = 3, 4, and 53 as shown 

in Fig. 9.27. Though the electron contamination rate is an order of a few percent, 

change in the number of prompt photons is only -0.8 to +0.53 to the nominal num­

ber in Fig. 9.4 ( c ). Taking the maximum change, the uncertainty due to the electron 

contamination is estimated to be 0.83. 
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9.4.12 Other Uncertainties 

As we have studied in Chapter 7 the systematic uncertainty for the GEANT3 simulation 

is estimated from changes in the shower shape when the thickness of the aluminum plate 

is varied by ± 0.39 cm. Applying this uncertainty to the linear fit in Fig. 9.5 , we have 

evaluated the uncertainty for the GEANT3 simulation to be ± 13.83. 

In t he same way, we estimate the systematics due to the uncertainty in the material 

thickness between the event vertex and the PEM. In Chapter 8, the material thickness 

was estimated to be 6.24 ± 0.31 cm thick aluminum along the z axis. The variation of 

± 0.31 cm corresponds to the systematics of ±11.03 . 

The luminosity measurement has an uncertainty of 3.53 as described in Section 2.6. 

Neutral mesons other than 7r0 , ry , or K~ possibly give rise to another uncertainties. 

However , we have studied in this chapter that K~ mesons add an uncertainty of 2.7% , 

which is still negligible compared to the uncertainties of the GEANT3 simulation and 

the materials. Thus, we neglect contributions of other neutral mesons such as w and ryt. 

The efficiencies and the systematic uncert ainties are summarized in Table 9. 7. 

Requirement / Variable Efficiency Uncertainty [3 ] 
Level 2 trigger 0.648 + 0.033/- 0.034 + 5.1 /- 5.2 

E¥ 0 (0 .7) < 3 GeV 0.901 + 0.007 /- 0.008 + 0.8/- 0.9 
Ehad / E EM < 0.05 0.985 ± 0.010 ± 1.0 

X~x 3 ( old) < 20 and X~xJ < 5 0.997 ± 0.002 ± 0.2 
R i-rPC :::; 0.8 0.972 ± 0.001 ± 0.1 

lz ver tex I < 50 cm 0.931 ± 0.004 ± 0.4 
Geometrical acceptance 0. 734 ± 0.015 ± 2.0 
Level 2 cluster problem 0.959 ± 0.008 ± 0.8 

ry / 7ro ratio + 0.4/- 2.7 
K o -----+ 7ro 7ro s ± 0.8 

Electron contamination ± 0.8 
G EANT3 Simulation ± 13.8 

Materials ± 11.0 
Luminosity ± 3.5 

Total 0.365 + 0.057 /- 0.058 ± 19.0 

Table 9. 7: Efficiencies and systematic uncertainties. 
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Figure 9.3: FSEF distributions of the GEANT3 simulation for single photons, 7r
0 's, and 

'TJ's. The mean thickness of the aluminum plate is 6.5 cm, and the gaussian a- is 2.0 cm. 
Only the neutral decay modes are simulated for mesons. Each spectrum is normalized 
to unity. 



"' 0 
~ 
0 

:::::. 

j 
0 
'-

~ 
" z 

"' g 
0 

:::::. 
.. 
] 
0 
'-QJ 
.a s 
i 

200 

150 

100 

50 

x Data 
Photon 

-- Photon + Background 

Data . 3995 events 
Photon 1478 ± 131 

B.G 2473 ± 136 

x 2 = 48.5 / 39 

o L-.-'---'__.____.___i__,_...._..._..__iL..._,__,___,__L-'--'----1--i~~~---'--" 

0.00 0 .05 0.10 0.15 0 .20 0.25 
First Segment Energy Fraction 

(a) Mean Aluminum Thickness 5.5 cm. 

X Da ta 
200 Photon 

-- Photon + Background 

150 Dala 3995 events 
Photon 2157 ± l 39 

BG 1814 ± 138 

100 

50 

0 
0.00 0 .05 0 .10 0.15 0 20 0 .25 

First Segment Energy Fracuon 

(c) Mean Aluminum Thickness 6.5 cm. 

"' 0 
0 
0 
:::::: 

" ] 
0 
'-., 

~ 
z 

"' 0 
0 
c 
:::::: 

] 
~ 
'O 
QI 

.a 
8 
;j 
z 

200 

150 

100 

50 

0 
0 .00 0 .05 0. 10 

x Da ta 
Photon 

-- Photon + Background 

Data : 3995 events 
Photon 1770 ± J 30 

B.G · 2197 ± l32 

x 2 = 34.8 / 39 

0.15 0 .20 
First Segment Energy Fraction 

(b) Mean Aluminum Thickness 6.0 cm. 

200 

150 

100 

50 

0 
0 00 0 05 0. 10 

x Data 
Photon 

-- Photon + Background 

Data 3995 events 

Photon 2515 ± 140 

B.G 1455 ± 136 

x 2 =39.4/ 39 

0.15 0 .20 
Fir:st Segment Energy Fract1on 

(d) Mean Aluminum Thickness 7.0 cm. 

140 

0.25 

0 25 

Figure 9.4: Fittings to the FSEF distribution of the data with the Monte Carlo spectra 
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Figure 9.8: The efficiencies for the level 2 trigger "gas photon 23 Ge V." Continues on 

the next page. 
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at the center of calorimetry tower 5 ( 'T/ = 1.45 or () = 26 .~rn ° ). Only 12 events with 
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dates without the Er and the VTPC requirements , and ( c) EM clusters with the same 
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Figure 9.23: (a) Distributions of FSEF for K~ 's, the total background, and single pho­
tons , showing the K~ contribution. The mean thickness of the aluminum plate is 6.5 cm, 
and the gaussian (]"is 2.0 cm for the GEANT3 simulation. Only the neutral decay modes 
are simulated for mesons. (b) Fitting with the above spectra to the prompt photon can­
didates. Bins of FSEF = 0.0 - 0.2 are used for a fitting. 
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Figure 9.24: Distributions of FSEF for the background. 71's and 7r
0 's are mixed at the 

production ratios of 0.75 (1.02 - lu), 1.02, and 1.29 (1.02 + lu). 
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production ratios of 0. 75 and 1.29. 
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Figure 9.26: (a) Distributions of FSEF for electrons, the total background, and single 
photons, showing the electron contamination. The electron spectrum is normalized to 
the background spectrum at a ratio of 0.04 which is best matched when the prompt 
photon to background meson ratio is 1. The mean thickness of the aluminum plate is 
6.5 cm, and the gaussian a- is 2.0 cm. (b) Distributions of FSEF for the background 
including electrons at e- / b.g. = 3, 4 and 53, where the prompt photon to background 

ratio is assumed 1. 
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Figure 9.27: Fittings with the electron mixed background. The electron contamination 
ratio is varied, e- / b .g. = 3, 4, and 53. Bins of FSEF = 0.0 - 0.2 are used for fittings. 
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Chapter 10 

Results and Discussions 

10.1 Inclusive Cross Section 

We have obtained the number of prompt photon events to be 1972 ± 353, the detecting 

efficiency and the systematic uncertainty to be 0.365 and 19.03, respectively. With 

the integrated luminosity of 3. 76 ± 0.13 pb- 1
, the inclusive production cross section of 

prompt photons with 27 GeV < Er < 40 GeV in 1.32 < 177 1 < 2.22 is evaluated to be 

u = 1.44 ± 0.09 (stat.) ± 0.27 ( syst.) nb. 

10.2 Differential Cross Section 

Theoretical calculations predict the production cross section of prompt photons in a 

certain range of Er decreases with pseudorapidity at high T/ as shown in Fig. 1.6. We 

evaluate the differential cross section with respect to 77, do-/ d17, in this section. The 

differential cross section is calculated for two pseudorapidity ranges, 1.32 < 177 I < l. 77 

and 1. 77 < 177 I < 2.22, in the same way as we have done for the inclusive cross section. 

The same criteria are used to select prompt photon candidates. We have 1303 

candidates in the low 77 range ( 1.32 < 177 I < l. 77) and :2692 in the high 1J range 

(l.77 < 177 1 < 2.22). The FSEF distribution for each 1J range is shown in Fig. 10.l. 
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10.2.1 Uncertainty in the Simulation 

The systematic uncertainty in the GEANT3 simulation was estimated in Chapter 7 as 

the uncertainty in the total amount of materials along the beamline between the MTS 

dipole magnets and the detector . And, we have observed it has only a small variation 

with respect to 7J as shown in Fig. 7.17. Thus, the same uncertainty in the simulation is 

applied to the differential cross section. 

The uncertainty on the material estimation of 0.046 X 0 corresponds to ±0.37 cm 

thick aluminum at the center of the low 77 range or ± 0.39 cm for the high 77 range, where 

the aluminum thickness is measured along the z axis. 

10.2.2 Estimation of Material Thickness 

Though the total amount of materials between the event vertex and the PEM was 

estimated in 1.32 < J77 I < 2.22, it is expected to change with 77 since most materials are 

placed either along or perpendicular to the z direction. Thus, we estimate the amount 

of materials for the low and high 77 ranges individually by comparing electron cascades 

from W decays with the GEANT3 simulation as done in Chapter 8. 

We have 397 W electrons in the low 77 range and 292 in the high 77. The FSEF 

distribution for each 77 range is shown in Fig. 10.2, and x}sEF values calculated for 

simulations with the aluminum thickness smeared around various means and with various 

gaussian a are listed in Table 10.l. The x}sEF in the low 7J range shows minimum 

around the aluminum thickness of 6.0 cm - 6.5 cm, which is almost the same as one in 

all pseudorapidity range. However , in the high 7J range, x}sEF takes minimum around 

5.0 cm. 

To estimate the most probable thicknesses and the corresponding uncertainties, 

X}sEF values are fitted with a quadratic function for each 7J range. Figures 10.3 and 

10.4 show some of FSEF distributions of the GEA T3 simulation together with the W 

electrons in the low and high 77 ranges, respectively. Quadratic fits to xh'EF values are 

shown in Figs. 10.3 (f) and 10.4 (f). Additional sets of Monte Carlo events are simulated 

with the aluminum thickness smeared around the mean of 2.5 cm to 3.5 cm, and 9.0 cm 

with the gaussian a of 2 cm. From the quadratic fits, the total amount of materials 



(j mean [cm] 
[cm] 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 
0.0 3.46 2.63 1.95 1.37 1.20 0.98 0.92 1.56 1.82 2.23 
1.0 3.38 2.50 1.62 1.08 1.06 0.80 0.67 1.32 1.40 2.05 
2.0 3.20 2.20 2.04 1.02 0.82 0.62 0.77 1.12 1.69 2.29 
3.0 4.04 2.67 1.83 1.20 0.54 0.77 0.63 0.99 1.32 2.14 
4.0 3.34 2.16 1.68 1.11 0.96 0.81 0.83 1.14 1.51 2.33 
5.0 3.54 2.84 1.37 0.93 0.78 0.74 0.74 1.00 1.52 2.57 
6.0 3.99 2.88 1.72 1.17 0.71 1.05 0.93 1.37 1.13 1.90 

1.32 < 177 1 < 1.77 

(j mean [cm] 
[cm] 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 
0.0 1.60 1.83 1.78 1.88 2.29 2.40 2.07 3.15 3.84 4.28 

I 1.0 2.30 1.69 1.54 1.65 1.96 2.01 2.75 3.05 3.35 2.79 

I 
2.0 1.53 1.65 1.14 1.39 1.54 1.59 1.41 2.20 2.44 3.74 
3.0 1.18 1.38 1.31 1.18 1.45 1.72 2.13 2.84 3.15 2.79 
4.0 2.02 1.47 1.20 1.52 1.48 1.57 2.23 1.79 2.92 2.61 
5.0 1.52 1.46 1.36 1.22 1.41 1.73 1.53 1.47 1.50 2.50 
6.0 1.38 1.68 1.31 1.11 1.35 1.41 1.42 1.61 1.81 2.51 

1.77 < 177 1 < 2.22 

Table 10.l: x} EF for the W electrons in each 17 range. The aluminum thickness in the 
GEANT3 simulation is smeared around the mean with the gaussian u, where the mean 
and the u are scanned. The thickness is limited within 0 cm to 2 x mean. x}sEF values 
for the mean thicknesses from 2.5 cm to 3.5 cm are not shown. 



measured along the z axis is estimated 

6.48 ± 0.35 cm thick aluminum or 0. 728 ± 0.009 X 0 for 1.32 < 111 1 < 1. 77 and 

5.34 ± 0.4 7 cm thick aluminum or 0.600 ± 0.012 X 0 for 1. 77 < 111 I < 2.22. 

10.2.3 Extraction of Photons 
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We need additional sets of simulation data to extract the nominal number of prompt 

photon events and the corresponding uncertainty in each T/ range. Considering the 

amount of materials between the event vertex and the PEM as well as the uncertainties 

in the simulation and the estimation of materials, simulation data sets with the aluminum 

thickness smeared around the mean of 5.5 cm to 7.5 cm are necessary to interpolate the 

numbers of photons in the low T/ range. And, in the high T/ range, 4.5 cm to 6.0 cm 

are essential. Single photons and background mesons are simulated with the aluminum 

thickness smeared around these means with u of 2 cm. 

Figure 10.5 shows the FSEF spectrum of the prompt photon candidates in the low 17 

range fit with different data sets of the GEANT3 simulation, and Fig. 10.6 in the high 

71 range. FSEF spectra of single photons and background mesons are obtained in the 

same way as described in Section 9.2 for both T/ ranges. The number of prompt photons 

from the fittings are shown against the mean aluminum thickness in Fig. 10.7. From the 

linear fits in Fig. 10.7, we have evaluated the nominal number of prompt photon events 

in each T/ range to be 

1229 ± 228 for 1.32 < IT/ I < 1. 77 and 

662 ± 147 for i.11 < IT/I < 2.22, 

where errors are systematics due to the uncertainties in both the simulation and the 

inside detector materials, corresponding to ±0.52 cm in the low T/ range and ±0.61 cm 

in the high 17 range. 
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Requirement / Variable 1.32 < 1771 < 1.77 1. 77 < 177 1 < 2.22 
Efficiency Uncertainty [%] Efficiency Uncertainty [%] 

Level 2 t rigger 0.662 ± 5.3 0.621 + 6.8/- 6.7 

I 
E¥0 (0.7) < 3 GeV 0.907 + 0.4/- 0.8 0.890 + 0.9/-1.2 

I Ehad / E EM < 0.05 0.989 ± 1.0 0.975 ± 1.0 
X~x 3 ( old )< 20 & X~x 3 < 5 0.997 ± 0.2 0.997 ± 0.2 

R i-rP ::; 0.8 0.978 ± 0.l 0.966 ± 0.1 
lz ver lex I < 50 cm 0.931 ± 0.4 0.931 ± 0.4 

Geometrical acceptance 0.712 ± 2.5 0.782 ± 3.3 
Level 2 cluster problem 0.883 ± 2.0 

77 / 7ro ratio + 0.1/-4.0 + 0.1 /- 2.4 
K o ~ 7ro 7ro ± 0.1 ± 1.5 

Electron contamination ±1.5 ± 1.7 

I 
G EANT3 Simulation ± 13.5 ± 14.8 

Materials ± 12.7 ± 17.6 
Luminosity ± 3.5 ± 3.5 

Total 0.384 ± 20.2 0.376 ± 24.9 

Table 10.2: Efficiencies and systematic uncertainties in the pseudorapidity ranges of 
1.32 < 177 1 < l. 77 and l. 77 < 177 1 < 2.22 . 

10.2.4 Efficiencies and Uncertainties 

Efficiencies of the cuts for prompt photons in each 77 range are estimated in the same 

ways as in Section 9.4, and summarized in Table 10.2. 

The strange pattern of cluster positions discussed in Section 9.4.8 is only seen in 

the high 77 range. Efficiencies for the x2 and the vertex cuts are common in both 77 

ranges . The total systematic uncertainty in each 77 range is slightly larger than one in all 

pseudorapidity range. This comes mainly from larger systematics due to the uncertainty 

in the inside detector materials . 

10.2.5 Differential Cross Section 

The differential cross section for prompt photon production with 27 Ge V < Er < 40 Ge V 

in 1.32 < 177 I < 2.22 is evaluated to be 

du - = 0.95 ± 0.08 (st at.)± 0.19 (syst.) nb 
d77 

in 1.32 < 111 1 < 1.77 and 
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du 
dTJ = 0.58 ± 0.07 (stat.)± 0.14 (syst.) nb in i.11 < ITJ I < 2.22 

and shown in Fig. 10.8 together with that in the central region. 

10.3 Comparison with QCD Predictions 

Our measurement is compared with QCD predictions provided by Owens [7] and plotted 

in Fig. 10.9 together with the leading order and the next-to-leading order calculations. 

The NLO calculation utilizes all the NLO matrix elements including the bremsstrahlung 

terms as well as the one-loop graphs. 

To compare predictions with the measurement, an equivalent isolation cut is applied 

to the QCD calculation. It requires E y in a cone of radius 0. 7 around the photon to 

be less than 1.6 Ge V. This requirement is equivalent to the isolation cut at 3.0 Ge V 

used for the prompt photon selection in Section 9.1 because of the following reasons. 

Due to calorimeter non-linearities, the response to low energy particles is depressed 

approximately by a factor of 1.4 [53]. In addition, we have the underlying energy of 

Er = 1.31 Ge V in a cone of radius 0. 7 around the prompt photon as well as the lateral 

shower leakage of Er = 0.49 Ge V as described in Section 9.4.2. 

The measurement in the end plug region shows a good agreement with the NLO QCD 

calculation rather than the leading order. Despite of large errors, the two measured 

points suggest the fall of the cross section toward large T/, which is significant in the 

NLO calculation. Note that CTEQ 3M parton distribution function is used here for the 

theoretical expectations. 

Two other PDF sets are compared with the measurement. Figure 10.10 shows the 

cross section dependence on the PDF sets. Discrepancies are rather noticeable at lower 

71. In the central region partons with the fractional momentum x as low as 0.006 

contribute to production of prompt photons. For x ~ 0.006, the gluon density of GRV 

94 HO is always lower than the other two PDF sets as seen in Fig. 1.5, and CTEQ 3M is 

always the highest. This fact directly reflects on the cross section in the central region 

of IT/ I < 0.9. In the endplug region, however the cross section reflects the gluon density 

in a wide range of x and results in only small discrepancies between the three PDF sets 
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due to smearing of the distributions. 

The statistical errors in the theoretical calculations are, in fact 0.43 at T/ = 0 and 

increase with pseudorapidity. At T/ = 2, they become an order of one percent. The 

statistical errors of this magnitude are comparable to differences in the cross section due 

to the choice of the PDF sets. 

In addition to the statistical uncertainties two sources of systematics are considered 

in the NLO QCD calculation. One is the isolation cut. Figure 10.11 (a) shows changes 

of the cross section for different isolation thresholds. The cross section is calculated 

with isolation thresholds of 1.6 GeV (standard), 3.2 GeV, and no isolation requirement. 

Only a slight increase is observed for double the standard threshold. However, it is 

found that the bremsstrahlung contribution is significant:, and it is strongly suppressed 

by the isolation requirement. The other source of the systematic uncertainty is the 

renormalization and factorization scales Q2 • In the NLO QCD calculation by Owens, a 

single scale Q2 = np} is used for both where n = 1 has been employed. The dependence 

of the cross section on the scale is illustrated in Fig. 10.11 (b) for n = 1/ 4 to 4. The 

cross section monotonically decreases with increasing n, and the changes are not small. 

They are an order of 103 and comparable to or larger than the differences due to the 

choice of the PDF sets. 

Considering the error m the measurement as well as that in the calculation, we 

cannot provide a strong constraint on the PDF sets from the measurement of prompt 

photon production in the end plug region. However, this new measurement at high 

pseudorapidity agrees with the NLO QCD calculation and also suggests a rapid decrease 

in the cross section at large T/. 

10.4 Photon Fraction 

In Section 9.3 the number of prompt photon events was obtained 1972 ± 353 out of 3995 

candidate events. It corresponds the photon fraction of 0.49 ± 0.09. This ratio should 

change with the isolation requirement because of the production natures of prompt 

photons and mesons. One may expect a larger fraction of prompt photon events for a 

tight isolation cut, and vice versa. 
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Figure 10.12 (a) shows the photon fraction with respect to the isolation threshold. 

As expected, the photon fraction monotonically decreases with the threshold. At 1 Ge V, 

about 803 of the candidates are expected to be prompt photon events, and the fraction 

decreases to 203 at 6 Ge V. 

Events are selected by the criteria listed in Table 9.1 except for the isolation require­

ment. The number of events is shown by a solid curve in Fig. 10.12 (b) with respect to 

the threshold. It increases rapidly with the threshold for ~ 8 Ge V, but does not change 

above 10 GeV because of the Ehad / E EJ\1 requirement. As shown in Fig. 9.13 (b ), the 

energy flow around the prompt photon is estimated as much as 3 Ge V. So, the rapid 

increase in number of Fig. 10.12 (b) for ~ 3 Ge V is only due to the increase in that 

of neutral mesons. For unisolated energy clusters, the accompanying hadrons make the 

Ehad / E E flf ratio so large that they are hardly formed as EM clusters. 

The FSEF spectrum of the data for each isolation threshold is fit with those of 

Monte Carlo photons and meson backgrounds. The same Monte Carlo spectra as shown 

in Fig. 9.3 (b) are used as well as those of the other three Monte Carlo data sets for all 

the data spectra. The nominal numbers of prompt photon events and background events 

are each extracted from linear fits to the numbers obtained from the FSEF fittings in 

the same way as done in Section 9.3. However, it is improper use of the Monte Carlo 

spectra to some extent except for the data with the isolation thresholds around 3 Ge V 

because: 

• Monte Carlo events are assumed to follow the PT and 77 spectra of the prompt 

photon candidates which satisfy E¥0 (0.7) < 3 GeV, and these spectra should be 

different from those with other isolation cuts. 

• Statistics for background events may not be adequate. For each set of simulation 

data, about 20k events of neutral mesons are collected. It is roughly 10 times of 

background events in the data for E¥0 (0.7) < 3 GeV. However, at an isolation 

threshold of 10 Ge V, nearly 8k events of neutral mesons are expected in the data. 

and statistics for Monte Carlo events are less than three times of the data. 

• The underlying energy should distort the FSEF spectrum of the data for loose 

isolation cuts. Considering the cone size for the isolation cut of ll77 x tlcp ~ 1.5 
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(7r x 0.72
) and the typical EM cluster size of b.17 x tlcp"' 0.1, the underlying Er of 

0.16 GeV is expected to overlay on the EM cluster for E.f0 (0.7) < 3 GeV assuming 

the underlying energy is uniform inside the cone. However, it becomes more than 

0.6 GeV for Ei/0 (0.7) < 10 GeV. The underlying energy is mostly measured or 

detected in the first segment of the PEM since it comes from low energy particles. 

In addition, the underlying energy for the mesons is not expected uniform inside 

the cone. It is rather expected larger near the cluster. The above effect broadens 

the FSEF distribution and should be subtracted from the data or implemented in 

the simulation for a proper analysis. 

Though the estimations of the numbers of prompt photons and background mesons are 

not so accurate, especially for loose isolation cuts, they show qualitative tendencies. 

Figure 10.12 (b) shows the numbers of prompt photon events and multi-photon 

events from neutral meson decays with respect to the isolation threshold. The number of 

prompt photon events increases with loosening the isolation requirement in the range less 

than 3 Ge V, and then saturates, while that of multi-photon events increases steadily until 

10 GeV. A slight decrease in the number of prompt photon events at larger thresholds 

may come from the improper fittings. However, qualitative trends confirm the isolations 

of prompt photons and mesons expected from QCD. 

The photon fraction is also estimated in two 17 ranges as shown in Fig. 10.13. The 

slope looks a little steeper in the high 17 range. Neglecting large errors, it suggests prompt 

photons are more produced at large scattering angles than neutral mesons in jets. This 

is consistent with QCD expectations as well as measurements (54]. QCD predicts the 

angular distribution of prompt photon production is roughly the form (1 - cos B*t 1
, 

while that of jets is (1 - cos B*t 2
, where B* is the center-of-mass polar angle. In the 

lowest order, prompt photon production is dominated by the t-channel quark exchange, 

and jet production by the gluon exchange. 

10.5 Stability of Photon Cross Section 

Finally, we will see the stability of the cross section to the isolation cut as a test of 

the fitting method. The numbers of prompt photons have been obtained in Section 9.3 
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for E¥0 (0.7) < 3 GeV, also in the previous section for other isolation thresholds. The 

efficiencies and uncertainties which depend on the isolation cut are calculated for each 

thresholds. The cross section for production of prompt photons is plotted against the 

isolation threshold in Fig. 10.14. Although the cross section drops at larger isolation 

thresholds, the evaluated numbers are constant for E,~ 0 (0 . 7) ~ 5 Ge V. This fact steadily 

supports the reliability of the fitting method. 
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Figure 10.1: Distributions of FSEF for the prompt photon candidates in two pseudora­
pidity ranges. 
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Figure 10.2: Distributions of FSEF for the W electrons in two pseudorapidity ranges. 
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Figure 10.3: (a)-(e) FSEF distributions for the W electrons and the GEANT simulations 
in 1.32 < 111 I < 1. 77 . In each simulation, the aluminum thickness is smeared with a 
gaussian function . The u is fixed to 2.0 cm, and the mean is scanned. ( f) x }sEF values 
with respect to the mean aluminum thickness . 



0 
0 

::::::: 

0 .. .. 
~ 

E 

30 ~ 

20 

" 10 z 

T 

0 .05 

I 77<171 1<2 22 

x Plug W Electrons 
- GEANT3 (Al 3 0/ 2 .0cm) 

0 10 0 15 020 
First Segmen t Energy F'recl1on 

(a) 

178 

I 77<'1!J<2 22 

30 Plug W Electrons 
- GEA T3 (Al 4 0/ 2 .0cm) 

20 

0 25 0 25 
F\rst Segment Energy F'reclton 

(b) 
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Figure 10.5: Fittings to the FSEF distribution of the data in 1.32 < 177 I < 1. 77 with 
Monte Carlo spectra of single photons and background mesons. Five sets of Monte Carlo 
data with the aluminum plate thickness smeared around different means are used. Four 
of them are shown here . Bins of FSEF = 0.0 - 0.2 are used for fittings. 
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Figure 10.7: Estimations of the nominal numbers of prompt photon events for the low 

and high 'T/ ranges. 
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Figure 10.8: Differential cross section for prompt photon production in the endplug and 

central regions. 
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Figure 10.9: Differential cross section for prompt photon production. The next-to­
leading order QCD calculation with CTEQ 3M parton distribution function is compared 
with the measurement. The leading order calculation is also presented. 
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Figure 10.11: Estimations of uncertainties in the NLO QCD calculation. (a) The QCD 
prediction increases with loosening the isolation cut. (b) The QCD prediction increases 
with decreasing the factor for the renormalization and factorization scales. 
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Figure 10.13: The photon fraction with respect to the isolation threshold for two T/ 

ranges. 
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Chapter 11 

Future Prospects 

The CDF experiment has been taking data after the 1988-1989 run. TEVATRON collider 

run "Run lA" started in August of 1992 and continued until May of 1993. In the 

next "Run lB" collider experiment data were taken during 1994 except for one month 

shutdown and for the first seven months of 1995. During both runs, over 110 pb- 1 data 

were collected at CDF. 

The enormous amount of new data allows us to see various characteristics on pro­

duction of prompt photons with smaller statistical uncertainties as well as smaller sys­

tematics. Measurement of the production cross section d2 
(]" / ( d17 dPr) for a wide range of 

Pr and narrower 77 bins will be possible. Currently, the largest contributions to the sys­

tematic uncertainty are the uncertainties of the GEANT3 simulation and in the material 

estimation. Both include P1 and 77 dependences, and they will be reduced considerably 

by narrowing the Pr and 77 bins. 

Moreover, with associated jet tag, the center-of-mass angular distribution of prompt 

photons becomes measurable. Jet tagging also provides information on the part on dis­

tribution. In the lowest order, measurement of prompt photons in the endplug region 

and associated jets gives us exact momenta of the colliding partons, providing precise 

information on the gluon distribution at small x. 

Furthermore, studies on various photon related topics will be possible with a large 

amount of data. Starting from an identification of other particle, the detection of the 

associated photon in the endplug region provides not only larger acceptance but also 
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larger opening angles between the photon and the other particle. For instance for two 

prompt photon production, detecting one in the central region and the other in the 

endplug may double the acceptance of both photons in the central region, and measures 

wider opening angles of two photons. 

11.1 Systematic Uncertainty 

Just by limiting the Pr range or the T/ range, the systematic error in the cross section 

for prompt photon production is reduced since the Pr and 17 dependences of the cascade 

shower which are included in the systematics of the GEANT3 simulation as shown in 

Fig. 7.17 vanish as well as the inside detector materials (Section 8.3). 

In addition, the large statistics also reduce the systematics in the total amount of 

materials inside the detector. Perhaps , we will see the cp dependence of the inside 

detector materials with more than thirty times of electrons from W decays in the new 

data. 

We expect that the systematic error can be reduced by a factor of 2 or larger; one 

for the GEANT3 simulation to be a factor of r-v 1.5, and one for the estimation of the 

inside detector materials will be r-v 1.5 or larger. 

11.2 Precision Measurement 

Figure 11.1 shows NLO QCD calculations of the differential cross section with respect 

to Py in the low and high 17 ranges. For instance, we expect r-v 3000 of prompt photon 

events in 1.77 < JTJ I < 2.22 and 50 GeV / c < Pr < 60 GeV / c in the new data. We will 

be able to measure prompt photons with Py = 60 Ge V / c in the end plug region. 

It however, is rather unattractive for a determination of the gluon distribution. 

Figure 11.2 shows differences between the cross sections with various PDF sets. Only a 

few to ten percent differences are expected from the LO QCD calculations. However, 

the new measurement may provide some hints on the gluon distribution. 
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11.3 Angular Distribution 

It becomes possible to observe the angular distribution of prompt photons with the new 

data. Just by taking prompt photons in the endplug region with the associated jets 

produced in the opposite direction, we can measure cos e* up to ,....., 0.98, where cos e* is 

the scattering angle of the photon in the center-of-mass system of the photon and the 

associated jet. In the LO QCD calculation prompt photon production is dominated 

(,....., 903) by the t-channel quark exchange process (Compton process in Fig. 1.1 (a)). 

The spin 1/ 2 quark propagator produces a photon angular distribution roughly of the 

form (1 - cos e*t1 • 

However, due to large distribution of small x gluons, a photon and the associated jet 

are mostly produced in the same side (east or west). Figure 11.3 is a scatter plot showing 

the correlation between prompt photon T/ associated jet T/ for Py > 20 Ge V / c. The 

distribution is obtained by the HERWIG (Hadron Emission Reactions With Interfering 

Gluons) Monte Carlo generator [55] which calculates all the LO QCD processes for 

prompt photon production. Still, we are able to see prompt photons produced in the 

opposite direction of associated jets. In the lowest order, the cross section for production 

of prompt photons in 20 Ge V / c < Pr < 30 Ge V / c and 1.32 < JTJ I < 2.22 with associated 

jets at the opposite is ,....., 35 pb. Hence, approximately 40k such events are expected in 

the new data. We will be able to add a few measurement points around cos B* = 0.93 

to the angular distribution of prompt photons in the central region [54 J. 

11.4 Small x Gluons 

There are two ways to see small x gluons. One is lowering the photon energy. The other 

is to go to higher T/. 

In the new runs, electromagnetic clusters with ET > 20 Ge V were triggered in the 

endplug region without prescaling. To see a specific range of x, one needs to tag the 

associated jets. For instance, in the lowest order Compton process, x will be limited 

between 0.0015 and 0.0030 if photons are required to be in 20 Ge V < Er < 30 Ge V 

and 2.04 < ITJ I < 2.22 with the associated jets in 3.0 < 111 1 < 3.6, where the gluon x 
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is assumed to be smaller than that of the quark. From the NLO QCD calculation, the 

production cross section for prompt photons and jets in the above ranges is ,....., 24 pb. 

Therefore, in the new data, we must have ,....., 2500 prompt photon events in the above 

ranges and it will be possible to see only gluons with 0.0015 < x < 0.0030 by tagging 

the associated jets. 
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Figure 11.3: Scatter plot showing an 'f/ distribution of prompt photons and the associate 
jets by the HERWIG Monte Carlo generator. 
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Chapter 12 

Conclusion 

We have studied production of prompt photons with transverse energies 27 Ge V < Er < 

40 Ge Vin the pseudorapidity range of 1.32 < 111 I < 2.22. The inclusive production cross 

section was measured to be 

G" = 1.44 ± 0.09 (stat.)± 0.27 (syst.) nb. 

The measurement is in good agreement with the NLO QCD predictions calculated using 

recent parton distribution functions from different groups, MRS, CTEQ, and GRV. 

The differential cross section with respect to pseudorapidity T/ was measured to be 

dG" 
- = 0.95 ± 0.08 (stat.) ± 0.19 (syst.) nb 
d77 

in 1.32 < ITJ I < 1. 77 and 

dG" 
- = 0.58 ± 0.07 (stat.) ± 0.14 (syst.) nb 
dTJ 

in i. 11 < 177 I < 2.22. 

They are also consistent with the NLO QCD calculations. 
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Appendix A 

Formulation for the Uniformity 

Estimation 

ItJ is assumed that a tower has a gain ak (k: tower number= 1, 127) whose mean (a) 

is normalized to unity. Thus the standard deviation Ua represents the uniformity of 

the towers. A bare (excluding the effect of a gain ak) response to an electron at tower 

k is defined as c: j. (i : event number = 1, 100). Then, Fig. 7.13 (a) is interpreted as a 

distribution of ak · c:A: for i = 1, 100. The mean and the variance of bare responses to 100 

electrons at tower k are written as 

1 100 2 
--- ~c;l - € 2 
100 - 1 ~ k k . 

i=l 

1 In this section , the parent mean (the parent standard deviation) and the sample mean (the sample 
standard deviation) are used as the same words. However, variables are defined as follows . 
The parent mean and the parent standard deviation of variable x are 

1 n 

( X) =: lim - ~ Xi, 
n-+oo n L...J 

i=l 

The sample mean and the sample standard deviation are 

s2 = _1_ ~ x? - x2 
.c- N- lL...J ' ' 

i=J 

where N is finite. 
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Then , Fig. 7 .13 (b) shows the distribution of ak ·Ek for k = 1 to 127, and ( c) is ak · ek. 

The mean and the variance of Ek are calculated 

1 127 

= 127 L Ek 
k=l 

E 

1 127 1 
82 = L E~ - E 2 ,.__, -(]"2 

E 127 - 1 k =l - 100 o 

where (e, ) and U e are the mean and the standard deviation of e,k. On the other hand, the 

RMS value divided by the mean in Fig. 7.13 (b ), which is ,.__, 0.1, describes the uniformity 

the statistical :fluctuations from the limited numbers of electrons and towers. Therefore , 

where a· E and s a·E are the mean and the standard deviation of ak ·Ek; a and S a are 

those for ak. Taking the mean of e%, 

e 2 
1 127 

121 I: e~ 
k=l 

1 127 1 100 

127 L ( lOO - 1 ~e,~
2 

- En, 
k=l i=l 

and comparing with s1, it is found that 

or 

Employing the above relation , a· E ~ a· E, and a 2 
• E 2 ~ a 2 

• E 2 ~ ( u~ + a2
) • E 2, the 

uniformity becomes 

2 2 
(J"a S a 

2 2 
a,2. (~ _ 8E) 

--2 -2 
a · E E 
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2 2 E2 
-2 ( 8 a-E a . 
a . a . E2 - -99_(_u_~_a;_2_)' 

Considering U a rv 0.1 and a~ (a) = 1, the uniformity is obtained as 

1 ( 2 1 ( )2) -- s --a·E 
a . E2 a·E 100 ' 

--2 --2 2 
where a · E , s~.£, and (a · E) 2 are calculable directly from data. Assuming a · E , sa·r; , 

and (a · E) 2 are independent each other, the uncertainty ~cT a is given by 

{2-l-(s2 , - (a. E)2 )}2 . (~a::E)2 
a. E3 a·E 100 

{ 2sa·E }2 . (A )2 + --2 uSa·E 
a·E 

+{ _1 -2 }2 . (~(a. E)2)2. 
lOOa · E 

Here, ~a· E, ~sa·E , and ~(a· E)2 are the uncertainties on a· E
2
, s~· E' and (a· E)2, 

respectively. Note that the first and the third terms are negligible small compared to 

the second term. 
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