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A search for tl pairs in pp collisions with a center of mass energy y'S = l.8TeV is presen-

ted. The ar~alysis looks for tI pairs which decayed through the chain tI -+ w+ bW-b -+ 

f+vbf-vb where one of the b quarks is explicitly identified. In a sample of 109.4 ± 7.2 pb-1 

of data, 6 tags in 4 events are found with an expected background of 1.53 ± .33 events. 

This results in an estimated production. cross section of 4.6!j:i pb at mtop = 175 Ge V / c2 • 
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Chapter 1 

Introduction and Theory of tt 

Production 

The Standard Model[l J of high energy physics consists of a unified theory of the electro-

weak interactions plus Quantum ChromoDynamics (QCD). The electroweak interaction 

is itself a combination of the electromagnetic interactions as described by Quantum Ele-

ctroDynamics (QED) and the theory of the weak interaction which governs processes such 

as nuclear ,8-decay. The Standard Model contains twelve fermions, six quarks and six 

leptons. The quarks: up, down, charm, strange, top, and bottom ( u, d, c, s, t, b) interact 

through both the electroweak interaction and QCD while the charged leptons: electron, 

muon, tau ( e, µ, r) and their associated neutrinos, only interact via the electroweak in-

teraction, The quarks and leptons are further divided into the three generations shown 

below with the lightest on the left and the heaviest on the right. 

Leptons 

Quarks 

(~) (:) (':) 
(:) (:) (:) 
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In this arrangement, the two leptons or quarks which are grouped together form a weak 

isospin doublet. 

The Standard Model also provides a description of the interactions between the fer-

mions listed above. In the Standard Model particles interact by exchanging a gauge 

boson. The electromagnetic interactions are governed by the exchange of a photon (I) 

between electrically charged particles, which includes all the quarks and leptons except 

the neutrinos. The weak interaction is described by the exchange of a massive vector 

gauge boson, w± or z0 , which couples primarily to members of one of the quark or 

lepton doublets above. The quarks also interact via the exchange of a gluon (g) which 

is the mediator of the QCD color interaction. A feature of the QCD interaction is that 

all observed particles must have a no net color charge. This implies that the bare quarks 

and gluons are not observable, only combinations with no net color, called hadrons, are 

observable. 

The Standard Model has been very successful over the last 20 years at describing 

the observations made at many detectors around the world operating at many different 

energies. All of the fermions and bosons had been found except the elusive top quark, 

whose mass is not directly predicted by the Standard Model. Recently even this has 

changed as the first observation of tI pairs was announced[2, 3]. These papers represent 

a huge effort and are the beginning of the difficult work needed to fully explore the top 

quark. These papers contain descriptions of some of the methods used to search for 

the top quark, the algorithms used to measure it's mass, and the first measurements of 

the production cross section. The analysis presented here is an extension of one of the 

analyses presented in Reference [2]. 

1.1 Production 

At the Tevatron, protons and anti-proton~ are collided together at a center of mass energy 

( Js) of l.8TeV. The proton (anti-proton) is the combination of three quarks (anti-

quarks) and gluons which together are called partons. The partons inside the proton and 
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q 

q 
g g g 

g t g g 

Figure 1.1: Tree level QCD diagrams for qq annihilation (top diagram) 
and gluon-gluon fusion (lower diagrams) to produce a tI pair. 

anti-proton combine to carry the observed macroscopic properties (momentum, charge, 

... ) of the proton and anti-proton. It is these partons which actually scatter off of each 

other to produce the tI pairs. 

The total tt production cross section can be written as[4]: 

a(s) = ~ j dx1dx2aij(X1X2s, m;0 P, µ2)Ff(x1, µ)Ff(x2, µ). ( 1.1) 
1,J 

The functions Fi are the parton distribution functions which describe the probability of 

finding the ith parton inside the p (p) with fraction Xi of the p's (p's) momentum. The 

parton-parton scattering cross section calculated in QCD is [j. The renormalization and 

factorization scale is given by µ which is known to be of order the mass of the top quark. 

The tree level diagrams which contribute to the first term in the perturbative expan-

sion for a are those due to qq annihilation and gluon-gluon fusion (see Figure 1.1). This 

is not the whole story though as the leading order corrections are known to be large[4]. 

This is based on the observation that the process gg --+ gtt, where one of the gluons has 

split into a tI pair (see Figure 1.2 for example Feynman diagrams), can be as important 

as the lowest order cross section, even though it is of order a~. This occurs because at 

lowest order the gg --+ gg cross section is about 100 times the gg --+ tI cross section. 
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g g g g 

?<c: 
Figure 1.2: Two examples of the Feynman diagrams illustrating the 
gg -+ gtt process which contributes to the O(a1) corrections to the 
tI cross section. 

This large gluon production cross section combined with the rate of gluons fragmenting 

into a heavy quark pair, which goes like as(m;)/27r, means that this process is still com-

petitive numerically with the tree level processes. The next-to-leading order corrections 

(order a~) have been calculated by several different groups[4, 5, 6, 7, 8] using different 

techniques to calculate the soft gluon contribution. The total production cross section of 

tI pairs up to order a~ as a function of top mass is plotted in Figure 1.3 as calculated in 

References [6], [7], and [8]. 

1.2 Decay 

Within the framework of the Standard Model, the top quark decays into a real W boson 

and a real b quark nearly 100% of the time if the mass of the top quark is greater than 

the sum of the W and b masses (see Figure 1.4). Because the quarks themselves carry 

color and are thus not observable, each b quark pulls q7j pairs out of the vacuum such 

that hadrons are formed. This process is called "hadronization". These hadrons follow 

the same basic direction as the initial quark and collectively are called a "jet" which 

is observed. The two W bosons each decay independently into either a light quark-

antiquark pair or a lepton neutrino pair. The possible final states are given in Table 1.1 

with the branching ratios found by assuming the Standard Model decay rates. 
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Figure 1.4: Production of a tI pair through qq annihilation and the 
subsequent decay of the top quarks into the dilepton final state. 
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Decay mode Branching ratio 
tt -+ q<f bq<fb 36/81 
tl -+ q<f bevb 12/81 
tl -+ q<f bµvb 12/81 
tl-+ q<fbrvb 12/81 
ti -+ evbµvb 2/81 
tt-+ evbrvb 2/81 
ti-+ µvbrvb 2/81 
tl -+ evbevb 1/81 
tl -+ µvbµvb 1/81 
tl-+ r11br11b 1/81 

Table 1.1: Decay modes for a tl pair and their branchingratios assu-
ming charged-current decays. The symbol q<f stands for ud, ud, cs, or 
cs. 

The all hadronic decay channel of the tI pair, where both W's decay into a q<f pair, has 

the largest branching fraction (36/81). However the QCD multijet cross section, which is 

the main background, is about 4-5 orders of magnitude larger than the tI cross section[9]. 

To see a respectable signal in this channel requires cutting hard on the kinematics of the 

event and requiring a jet consistent with having come from a b quark, which is called 

a b-tag. The lepton+jets decay modes (here 'lepton' 'includes only e or µ) have the 

next highest branching fraction (24/81 ). Again there is a large background due to QCD 

production of W +jets. To get a reasonable signal, either kinematic cuts or b-tagging 

information must be used. The T decays into either evv or µv17 are implicitly included 

in searches involving electrons and muons while the hadronic T decays are very difficult 

to differentiate from a QCD jet which fragments into just a few particles. As a result of 

this QCD background, hadronic T decays are very difficult to include in search analyses. 

This leaves the dilepton final states (again only considering the e and µ) which have 

a relatively small branching fraction ( 4/81) but have the advantage of having much lower 

backgrounds than the all hadronic, T, and lepton+jets channels. The main backgrounds 
I 

to be considered here are Drell-Yan production (qq -t f+f- including the Z peak), 

w+ w- production, direct bb production, and events where a hadron mimics a lepton. 
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In this analysis at least one jet is required to be consistent with having come from a b 

quark. In this case the backgrounds are those listed above, but in addition there must be 

a jet in the event, typically a gluon jet, which is (mis )identified as a b-jet. This allows the 

backgrounds to be reduced without cutting too hard on the kinematics of the tt system 

resulting in an observable signal. 
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Chapter 2 

The CDF Detector 

The Collider Detector at Fermilab (CDF)[lO] is a general purpose particle detector de-

signed to record the results of pp interactions. The original detector was designed to have 

azimuthal symmetry as well as forward-backward symmetry (see Figures 2.1 and 2.2). 

Before data taking started in 1992, several major upgrades to the detector were perfor-

med including additional muon detectors, a new vertex time projection chamber and a 

high resolution silicon microstrip detector. 

CDF uses a right-handed coordinate system with the z direction in the direction of 

the proton beam. They axis is chosen to be up and the x axis points radially out from the 

beamline. The azimuthal angle </> is defined as usual, as is the polar angle e. However, 

pseudorapidity, "I = - In tan((} /2), is usually used instead of (} because at relativistic 

energies differences in pseudorapidity are approximately Lorentz invariant. 

2.1 Tracking Systems 

The tracking detectors are the innermost detectors in CDF. Moving outward from the 

interaction point, a particle first meets the thin beryllium beampipe, followed by the 

silicon vertex detector (SVX), then the vertex time projection chamber (VTX), and 

finally the central tracking chamber (CTC). These three tracking detectors are designed 

to work together to provide high resolution on both the momentum of charged particles 
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Figure 2.3: Isometric view of one half of the SVX detector. 

and on the vertex position. To obtain a momentum measurement, the tracking systems 

are all contained in a superconducting solenoid of radius 1.5 m with an axial field of 

approximately 1.4 T. As a result of this field, charged particles will follow a helical 

trajectory which can be reconstructed. Measuring the curvature of the reconstructed 

track is equivalent to measuring the momentum of the particle transverse to the beamline, 

PT· Measuring the() of the track, allows the full momentum vector, p, of the particle to 

be reconstructed. 

Immediately outside the the beampipe is a four layer silicon microstrip detector 

(SVX)[ll]. The four layers are located at radii of 3.0, 4.2, 5.7, and 7.9 cm from the 

center of the beam pipe (see Figure 2.3). The SVX provides r-<P information which gives 

a high resolution on the impact parameter of a reconstructed track. The precise infor-

mation obtained using the SVX makes it possible to find tracks which do not come from 
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the primary vertex and to use those tracks to search for evidence of long lived particles 

such as b hadrons (see Section D.l). 

The VTX, which is located between the CTC and the SVX, provides r-z information 

out· to a radius of 22 cm with 177 I < 3.25. This information combined with the SVX 

provides an excellent measure of the beam position within the CDF detector on a run 

by run basis. For each individual event the combined VTX and SVX detectors provide 

precision information about the location of the primary vertex. 

Most of the tracking measurements start with the reconstruction of a track in the 

central tracking chamber (CTC)[12] which is a 3.2 m long drift chamber. This chamber 

has 84 layers of sense wires organized into 5 axial and 4 stereo "superlayers". The axial 

superlayers each have 12 wires parallel to the z axis which are used to measure the r-</> 

position of the track. Each stereo layer consists of 6 wires with a ±3° stereo angle which 

ailow a measurement of the r-z of the track. The combination of these measurements 

enables the reconstruction of tracks in three dimensions. The momentum of a charged 

particle as measured by the CTC has a resolution of 8pT /PT = [(0.0020PT )2 +(0.0066)2 )112 

where PT is given in GeV /c. When used in conjunction with the SVX, the momentum 

resolution of the track improves to 8pT/PT = [(0.0009pT)2 + (0.0066) 2 )112• 

2.2 Calorimetery 

Surrounding the tracking systems at CDF are the calorimeters which cover 211" in azimuth 

and out to ±4.2 in 71. The CDF calorimeters are divided into three distinct regions in 

71: the central region covers 1771 < 1.1, the plug covers 1.1 < 1771 < 2.4, and the forward 

calorimeters in the region 2.2 < 1771 < 4.2. Each region consists of an electromagnetic 

calorimeter with a lead absorber followed by an hadronic compartment which uses iron 

as the absorber. Also each detector is segmented in both 77 and </>into a projective tower 

geometry where each tower points back to the nominal interaction point. 

The central region consists of the central electromagnetic calorimeter ( CEM) [13] fol-

lowed by the central hadronic (CHA) and wall hadronic calorimeters (WHA)[14] all of 
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Figure 2.4: Schematic view of a CEM calorimeter wedge. 

which use a plastic scintillator as the active sampling material (see Figure 2.4). These 

detectors are segmented into 24 "wedges", 15° in <P by 0.1 in "l· The energy resolution 

(fl E / E) of the calorimeters is summarized in Table 2.1. The central strip chambers 

(CES), located at 6.3 radiation lengths into the CEM which is approximately shower 

maximum for electrons, are a set of proportional chambers with both strip and wire 

readout to provide (J and <P information. The CES provides information about the posi-

tion of the shower and it's transverse development. The CES has a position resolution 

of roughly ±2 mm for electrons with a momentum of 50 GeV /c. A central pre-radiator 

(CPR), which is another set of proportional chambers located between the solenoid and 

the CEM, provide a measurement of the shower's early development in the material of the 
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System Energy Resolution Thickness 
CEM 13. 7%/ ../ET EB 2% l8X0 

PEM 22%/VE EB 2% 18 - 21Xo 
FEM 26%/VE EB 2% 25X0 

CHA 50%/ ../ET EB 3% 4.5,\o 
WHA 75%/VEEB4% 4.5,\o 
PHA 106%/VE EB 6% 5. 7,\o 
FHA 137%/ VE EB 3% 7. 7,\o 

Table 2.1: Summary of CDF calorimeter resolutions. The symbol EB 
signifies that the constant term is added in quadrature in the resolution. 
1'he resolutions in the electromagnetic calorimeters are for incident ele-
ctrons and photons, while the hadronic calorimeter resolutions are for 
isolated pions. Energy is given in Ge V and ET is the projection of the 
energy onto the plane transverse to the beamline (ET = EsinO). 

solenoid. Also the CHA and WHA are equipped with TDC's which provide a measure 

of the time between the beam crossing and the particles passing through the hadron 

calorimeter. 

The plug and forward calorimeters[15] use gas based proportional chambers as the 

sampling medium. The PEM and PHA are the electromagnetic and hadronic calorime-

ters in the plug region while the FEM and FHA are the same for the forward region. All 

of these calorimeters are segmented into towers 5° in¢> by 0.1 in 17. In the PEM, electro-

magnetic shower positions are measured using () and ¢>-oriented strips giving a position 

resolution of 0.2 cm by 0.2 cm. The FEM uses cathode pads and anode wires to provide 

a position resolution which varies from about 1-4 mm depending on the location in the 

calorimeter. 

2.3 Muon Detection 

The muon detectors are the farthest out from the interaction region. There are three 

sets of central muon detectors at CDF in addition to the forward muon system (FMU). 

(The latter is not used in this analysis and will not be discussed further.) The central 
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Figure 2.5: The number of hadronic absorbtion lengths as a function 
of(} between the interaction region and the muon detectors at</> slightly 
greater than 0° to avoid the crack between wedges. The muon coverage 
extends to about 40° in 8. 

muon chambers (CMU)[16] were built and installed for previous runs while the central 

muon upgrade (CMP) and the central muon extension (CMX) were new detectors in this 

run[l 7]. 

The CMU and CMP chambers cover basically the same ranges in 11 (1111 < 0.6) and 

</> (2?r ). However, they are separated by ,...., 60 cm of steel which reduces the background 

in a muon sample by absorbing many of the hadrons which exit the back of the CHA 

and reach the CMU. The number of hadronic absorbtion lengths between the interaction 

region and the muon detectors is shown as a function of (} in Figure 2.5. The CMX 

extends the muon coverage from where the CMU ends, at 111 I = 0.6 out to 117 I = 1.0. 

The CMU chambers (see Figure 2.6) consist of four layers of drift cells whose wires are 

aligned along the z axis. Alternating layers of wires in the CMU chamber are radially 

aligned to provide a rough momentum measurement which is used in the trigger (see 

Section 2.4). The CMU system is divided into the same 15° "wedges" in </>as the central 

calorimeter and is divided at 11 = 0. Gaps in </> between the wedges reduce the CMU 

coverage to about 84% of the solid angle for 1171 < 0.6. Tracks can be reconstructed in 

the CMU using the measured drift times and the known time-to-distance relationship 
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Figure 2.6: Cross section of a CMU module. Each module subtends 
an angle of 5° in </>. 

in the drift direction. The use of a slightly resistive wire allows measurements of the z 

position of the track by comparing the amount of charge collected at each end of the 

wire. Resolutions of 250 µmin the r-</> direction and 1.2 mm in the z direction are found 

from cosmic ray studies. 

The CMP also uses four layers of drift tubes but in this case a half-cell staggered 

geometry is used (see Figure 2. 7). These stacks are mounted in a rectangular box around 

SO µm DIAMETER 

6" 
FIELD-SHAPING GRIDS 

Figure 2. 7: Cross section of a pair of CMP stack showing half-cell 
stagger. 
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Figure 2.8: CMX wedge view. 

the central detector. This results in a non-trivial q- <P coverage of the chambers. For the 

region !'IJI < 0.6, CMP covers 63% of the solid angle where most of the lost coverage is due 

to gaps in the magnet return yoke and CMU and CMP overlap in 53% of the solid angle. 

The acceptance lost by requiring CMP in conjunction with the CMU is outweighed by 

the gain in signal quality. (See Appendix A for more details on the CMP.) 

The CMX uses a chamber design like that used in the CMP but the chambers are 

mounted in a projective geometry more like CMU (see Figure 2.8). The CMX wires 

are radially aligned with the interaction point allowing a simple relationship between 

the track angle and the particle's PT· The chambers are arranged in a conical geometry 

which make possible position measurements in both the r-<P and r-z directions. The 

r-z measurement is possible because there are eight layers of chambers mounted in a 

conical shape resulting in wires which are not parallel and giving an effective stereo 

angle. Knowing the geometry makes it possible to reconstruct a track in all three spatial 

dimensions. CMX covers about 71% of the solid angle for 0.6 < l'IJI < 1.0. Again the lost 

coverage is due to large gaps in </> due to obstructions. A layer of scintillation counters 

(CSX) were installed on both the inside and outside of the CMX chambers. These provide 

timing information to help remove backgrounds in the CMX. 
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2.4 Trigger 

At the Tevatron, there is one pp beam crossing every 3.5 µs, which results in a crossing 

rate of over 285 kHz. The fraction of these which have an interaction depends upon the 

instantaneous luminosity. Meanwhile, the ability to write events to tape within the CDF 

environment is only a few Hz. Additionally, The process of reading the data out from 

the detector components takes about 3-5 ms which is "dead time" during events cannot 

be observed. To provide the reduction in rate needed, CDF uses a three level trigger 

system[18] which selects the most interesting events at each level for further processing 

and analysis. The trigger is designed to keep the detector ready to record an event for 

as many beam crossings as possible. The trigger at each of the three levels is the logical 

OR of a number of triggers designed to select various kinds of objects (muons, electrons, 

jets). 

The lowest level trigger, Level 1, uses fast inputs from the calorimeters and the muon 

systems to make a decision in less than 3.5 µs resulting in no deadtime for the Level 

1 trigger. The calorimeter based triggers, such as electron and jet triggers, all start 

off looking for a single tower with ET greater than a threshold which can be different 

for each region of the calorimeter. The Level 1 muon trigger looks for the presence of 

hits in the muon chambers which appear to have come from a muon with a PT above 

a programmable threshold (see Appendix B). If for a given beam crossing the Level 1 

trigger for any subsystem is present the next level of trigger processing begins, otherwise 

the detector electronics is reset in preparation for the next beam crossing. The Level 1 

accept rate is approximately 1 kHz. 

The Level 2 trigger does more extensive processing of the data which takes less than 

about 10 µs. A hardware track finder, the central fast tracker (CFT)[19), processes hits 

in the CTC to find 2 dimensional r-</> tracks with a transverse momentum resolution of 

§.Ex. = 0.035 x PT and an efficiency of 93.5 ±0.3% for tracks with PT > 10 GeV / c. If a CFT PT 

track extrapolates to a Level 1 muon trigger and the PT measured by the CFT is greater 

than a programmed threshold, a Level 2 muon trigger is generated. For the jet triggers, a 
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hardware cluster finder looks for contiguous towers in the calorimeter with an ET above 

some low ET threshold. If the total ET of the towers is above a programed threshold, a 

Level 2 jet trigger is generated. To look for electrons, the hardware cluster finder looks 

for energy clusters using only the electromagnetic calorimeters. In the central region, a 

CFT track is required to extrapolate to the same phi as the electromagnetic cluster for 

a Level 2 trigger. Outside the central region no track is required for the Level 2 electron 

triggers. If there is a Level 2 trigger from any subsystem, the data is readout before the 

detector electronics is reset to prepare for another event. The Level 2 accept rate is on 

the order of 12 Hz. 

The last online trigger system, Level 3, is a software based trigger runnmg on a 

farm of 8 commercially available Silicon Graphics multi-processor computers each with 8 

processors installed. These computers run a portion of the standard event reconstruction 

software on the events coming out of the Level 2 trigger. The reconstruction time for a 

single event is about 1.5 seconds and is dominated by the reconstruction of tracks in the 

CTC. Cuts are then placed on quantities from this reconstruction to decide if the event 

passes a Level 3 trigger. If the event passes one of the Level 3 triggers, it is written out 

to magnetic tape and sent off for further analysis. 

2.5 Luminosity Monitoring 

The CDF luminosity measurement comes from looking at hits in the beam-beam counters 

(BBC). These are two planes of scintillators, one in the forward and one in the backward 

direction at 3.24 < 1111 < 5.88. Hits in both planes which arrive in coincidence with the 

proton and antiproton beams serve as both a minimum-bias trigger and as a luminosity 

monitor. The rate of coincidences in the BBC's divided by their effective cross section 

is the instantaneous luminosity. Using the direct measurements of the elastic and total 

cross sections made by the CDF collaboration[20], the BBC cross section is measured 

to be 51.2 ± 1.7 mb. The instantaneous luminosity varied during the run from about 

1 x 1030 cm-2s-1 up to a high of 25 x 1030 cm-2s-1 • 
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Chapter 3 

Identifying b Quarks 

This analysis relies upon the ability to determine if there is at least one b quark in the 

event. The quarks have a color charge and are not directly observable, all observable 

particles have no net color charge. After the. quark is created it "hadronizes" to make 

color singlet objects such as mesons and baryons which can be observed. This happens 

as the quark begins to move away from other quarks and gluons, the QCD potential 

energy grows until it is energetically favorable to produce a pair of light quarks from the 

vacuum. This process continues until all the quarks and gluon are bound up into color 

singlet states. The particles which are created from a quark during this hadronization 

process tend to move away from the interaction region along the direction of the initial 

quark and are reconstructed in the detector into an object called a "jet". Below is a 

description of how a jet is identified using the CDF calorimeters and a brief overview of 

how those jets originating from a b quark are identified. 

3.1 Jet Clustering 

The quantities of interest in looking at a jet is the 4-momentum of the initial parton 

from which the jet evolved. Since jets <;>ften contain electrically neutral particles such 

as /, 71"0 , and q's, the tracking chamber cannot be used for either measurement and the 

information must be based on the calorimeter measurements. To identify jets CDF uses 
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a clustering algorithm with a fixed cone of 6.R = 0.4 in 7J - <P space to define the towers 

included in a jet. This cone size was chosen because the jets in t1 events tend to be high 

ET and very collimated when ffitop is large. 

The jet identification algorithm (see Reference (21] for more details) starts by building 

a list of towers above an ET threshold of 1.0 GeV. (In the plug and forward regions the 

towers are taken in groups of three in <P to provide the same 15° width as in the central 

region.) From this list contiguous towers are grouped to form a seed cluster. All towers 

within a cone of radius 0.4 around the seed cluster which have a measured ET greater 

than 0.1 GeV are added to the jet and an ET weighted centroid is calculated for the 

cluster. If the list of towers included in the new cluster is not the same as for the seed 

cluster, a new cone is drawn around the cluster centroid. All towers inside this new 

cone with ET greater than 0.1 GeV are added to the new cluster and a new centroid is 

computed. It is possible for towers to be added or removed from the cluster at this point 

depending upon how much the centroid has moved. This process is repeated until the 

list of towers in the jet is unchanged. 

While the jet clustering algorithm described above explains how the energy of a jet 

is reconstructed, the quantity of real interest is the energy and momentum of the parton 

which hadronized to make the jet. To reconstruct the parton energy from the measured 

jet energy, corrections must be applied to take into account mismeasurement of the jet 

ET. These mismeasurement possibilities include calorimeter non-linearities, low PT char-

ged tracks curving in the magnetic field and not being inside the jet reconstruction cone, 

poor response in the calorimeters at the boundaries between modules and regions, con-

tributions from the underlying event, out-of-cone losses due to radiation, and undetected 

energy of muons and neutrinos. These corrections are intended to reproduce the average 

jet ET correctly, they cannot reduce the fluctuations about this mean. 

The corrections for detector effects are derived by looking at the behavior of dijet 

events where one jet is required to be in the central calorimeter and the other is allowed 

to be anywhere in the detector. By requiring the transverse momentum of the two jets 

to balance, a correction for the ET of second jet can be derived. Looking at many events 
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with the second jet in all regions of the detector gives the corrections as a function of T/ 

and ¢>. Additionally, the corrections have been checked by looking at a sample of direct 

photon events which contain only one other jet. These events are a subset of the two jet 

sample where most of the energy of one jet is due to a single 7, 71"0 , or 'f/ whose shower 

is fully contained in the CEM where the energy scale is well understood. A comparison 

between the true parton and the measured jet was done using Monte Carlo events. This 

makes it possible to get the average parton PT which corresponds to the measured jet 

Er. These corrections are typically about 30% and result in a total uncertainty of about 

3-10% depending on the jet Er. 

3.2 Identifying b Jets 

In CDF two basic methods are used to identify jets from the hadronization and decay 

of b quarks. The first method, SECVTX, looks for secondary vertices coming from the 

decay of a long lived b hadron. The second method, SLT, looks for low PT electrons or 

muons coming from the semi-leptonic decays of the b quark. Both of these algorithms 

which are described more fully in Appendix Dare briefly summarized here. 

The SECVTX algorithm takes advantage of the lifetime of hadrons containing a b 

quark by looking for a reconstructed decay vertex which is displaced from the primary 

event vertex. This is possible because of the high resolution on the impact parameter, 

transver~e to the beamline, of a track which is provided by the SVX. If a secondary 

vertex is found which has a significant displacement transverse to the beamline from the 

primary vertex, the jets is declared to be "tagged" as coming from a b quark. 

The SLT algorithm takes advantage of the fact that roughly 35% of the time b hadrons 

will decay semileptonically either directly or through b-+ cX -+ £vY[22]. These decays 

can be found by looking for leptons associated with a jet. Since the leptons coming from 

ab decay" are often soft (low momentum), the minimum PT required is only 2 GeV /c to 

keep the acceptance high for tt. In addition, these soft leptons are required to be within 

a cone of 0.4 in 'f/ - ¢> of a jet to be called a tag. 
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Figure 3.1: Examples of QCD production of heavy quarks Q. The 
upper left diagram is flavor excitation, the upper right is direct produ-
ction, and the bottom diagram is gluon splitting. 

The backgrounds and tagging rates for the b identification algorithms are often studied 

by looking at samples of inclusive jets. These jets were selected using the jet triggers 

as described in Section 2.4 with thresholds of 20, 50, 70, and 100 Ge V for the total jet 

energy. These jet samples contain a mixture of gluon, light quark, and heavy quark jets 

where the heavy quarks come from processes like direct production (e.g. gg-+ bb), flavor 

excitation (an initial state gluon branching to a heavy flavor pair), and final state gluon 

splitting (see Figure 3.1). These processes are the source of the b jets in the background 

samples. 
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Chapter 4 

Signal Sample 

The data samples used in this analysis were derived from two periods of data taking 

with the CDF detector. The first period, Run lA, resulted in an integrated luminosity 

of 19.3 0.68 pb-1 during 1992-1993. After a brief shutdown, CDF resumed taking 

data for Run lB which lasted from 1994 through 1995 and resulted in an additional 

90.1 ± 7.21 pb-1 of data. These samples have been combined to give a total integrated 

luminosity of 109.4 ± 7.2 pb-1 • 

In the analysis presented here, events were required to have two leptons (e, µ) (see 

Section 4.1) and to he consistent with the kinematics of a tI pair decaying into dileptons 

(see Section 4.2). Lastly one of the identified jets was required to be consistent with 

having come from ab quark by requiring ab-tag in a jet. The number of events remaining 

after each of the cuts which are described in detail below, is shown in Table 7 .1. 

4.1 Lepton Identification 

This search begins by looking for events which contain two lepton candidates ( ee, eµ, 

µµ ). One lepton is required to pass a tight set of cuts while the second lepton is required 

to pass a looser set of cuts. After identifying these two lepton candidates in an event, the 

lepton passing the tight cuts is required to be isolated and the two leptons are required 

23 



to have opposite charge. The selection criteria used to select dilepton events is described 

below. 

4.Ll Electron Identification 

The algorithm used to identify high ET electrons begins by looking for clusters of energy 

in the CEM with an ET > 20 GeV and comparatively little energy in the hadronic 

portion of the calorimeter, CHA or WHA, (EHAD/ EEM ). The cluster is required to be 

in a fiducial region of the CEM, which means that it is far enough from the edges of a 

tower that the shower is well contained in the detector. A reconstructed track pointing 

to the cluster is required to have a measured PT > 10 GeV /c and be consistent with 

the CEM energy measurement ( E / P). ( E / P should be approximately equal to 1 for 

electrons of these energies but may differ due to bremsstrahlung and other effects.) The 

track is also required to come within 5 cm in z of a primary vertex which is required 

to be centrally located. The data from the CES chambers is used to make cuts on how 

well the extrapolated track matches to the location of the cluster in both the r-4> and r-z 

planes (~x and ~z cuts). A cut is made on the comparison between the observed lateral 

shower profile and parameterized lateral shower profiles derived from electron test beam 

data, 

LsHR ( 4.1) 

where th.e sum.is over the towers adjacent to the seed tower for the electron, and Eyred 

is the prediction based on test beam electrons. A cut is made on the x2 of a fit of 

the CES strip data to electron test beam data, x;trip· In addition cuts are made to 

remove electrons which appear to have come from a photon conversion. These cuts are 

summarized in Table 4.1 for both tight and loose CEM electrons and for the Level 3 

trigger. Distributions of several of these variables are shown in Figure 4.1 for the second 

electron in Z --t e+ c events. The events were chosen to have one CEM electron passing 

the tight cuts, the second was required to have the opposite charge and the pair had to 

have an invariant mass in the range 75 Ge V / c2 < Mu < 105 Ge V / c2• 
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Figure 4.1: Distributions of several of the reconstructed variables used to select CEM 
electrons. The vertical lines are located where the cuts are made. The plots are made 
from the second electron in Z -+ e+ e- decays. 
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Tight CEM Loose CEM Level 3 
Er > 20.0 GeV > 20.0 GeV > 18.0 GeV 
PT > 10.0 GeV /c > 10.0 GeV /c > 13 GeV/c 

E/P < 1.8 < 4.0 
EHAD/EEM < 0.05 < 0.055+0.045E/100 < 0.125 

LsHR < 0.2 < 0.2 < 0.2 
l~xl < 1.5 cm < 1.5 cm < 3.0 cm 
l~zl < 3.0 cm < 3.0 cm < 5.0 cm 

2 
Xstrip < 10.0 < 10.0 

I Ztrack - Zvertex I < 5.0 cm < 5.0 cm 
lzvertex I < 60.0 cm < 60.0 cm 

Table 4.1: Identification cuts for both tight and loose CEM electrons 
as well as the cuts applied in the Level 3 trigger. Note that the x;trip 
cut is not applied for loose CEM electrons and the E / P and Zvertex 

cuts are not required in Level 3. 

4.1.2 Muon Identification 

The first part of the muon identification algorithm is designed to look for muons which 

actually hit one the muon systems, called CMUO muons. This algorithm begins by look-

ing for a track in at least one of the muon systems with a high PT track reconstructed 

in the CTC pointing at it. Cuts are made on the quality of the match (~x) between 

the CTC track after it is extrapolated to the muon chambers and the position of the 

track reconstructed in the muon chambers. Also the energy deposited in the electromag-

netic (EEM) and hadronic (EHAD) calorimeters is required to be consistent with what 

is expected for a muon based upon test beam data. The total energy measured in ·the 

calorimeter towers traversed by the muon (EEM + EHAD) is required to be non-zero to 

remove candidates with a poorly reconstructed track which points to the wrong calori-

meter tower. To remove cosmic rays and poorly reconstructed tracks, a cut has been 

made on the impact parameter transverse to the beam line (d0 ). Also a cut is made on 

the distance in z between the intercept of the track and the beamline and the nearest 

primary vertex in the event. The cuts used for the analysis and in the Level 3 trigger are 

summarized in Table 4.2. Distributions of several of these variables are shown in Fig-
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CMUO Muon Cuts Level 3 Cuts 
PT > 20 GeV/c > 18 GeV/c 

EEM < 2.0 GeV 
EHAD < 6.0 GeV < 6.0 GeV 

EEM +EHAD > 0.1 GeV 
Impact parameter < 3.0 mm 

lztrack Zvertexl < 5.0 cm 
lzvertexl < 60.0 cm 
l~xlcMu < 2.0 cm < 5.0 cm 
l~xlcMP < 5.0 cm < 10.0 cm 
j~xlcMx < 5.0 cm < 10.0 cm 

Table 4.2: CMUO muon identification cuts applied in the analysis 
and in the Level 3 trigger. Note that the ~x cuts are only applied if 
that particular detector has hits used. These cuts are used for both the 
loose and tight CMUO muon categories. 

ure 4.2 for the second CMUO muon in Z--+ µ+µ- events. The Z events were required 

to have one tight CMUO muon, opposite charge, and the invariant mass in the range 

75 GeV /c2 < lvlu < 105 GeV /c2 • 

Loose muon candidates are identified in regions where the muon chambers do not 

exist, called CMIO muons, by looking for a high PT track pointing to an isolated energy 

cluster consistent with being from a muon. The cuts for a CMIO muon (see Table 4.3) are 

almost the same as for a CMUO muon, except the ~x cuts are removed and additional 

track quality and fiducial cuts are applied. The fiducial cuts remove tracks which point 

to cracks in the calorimeter which would result in a mismeasurement of the particle's 

energy deposition. Distributions of several of these variables are shown in Figure 4.3 

for the second lepton in Z --+ µ+ µ- events. The first muon is required to be a tight 

CMUO muon, the two muons have opposite charge and an invariant mass in the range 

75 GeV /c2 < Mu < 105 GeV /c2 • 

In theµµ channel there remains a background due to cosmic rays with a small impact 

parameter transverse to the beam line overlapping a real pp collision. A cosmic ray event 

will have two back-to-back tracks in the tracking chamber which can be removed by 

the following procedure. If aµµ event has two CMUO's or a CMUO-CMIO pair which 
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PT 
EEM 

EHAD 

EEM+EHAD 
Impact parameter 

lztrack Zvertex I 
lzvertexl 

number of axial CTC SL hit 
number of stereo CTC SL hit 
total number of CTC SL hit 

> 20 GeV/c 
< 2.0 GeV 
< 6.0 GeV 
> 0.1 GeV 
< 3.0 mm 
< 5.0 cm 
< 60.0 cm 
~3 
~2 

~6 

Table 4.3: CMIO muon identification cuts applied in the analysis. 
Note that there is no trigger for a stiff track in Level 3. 

are have 1~¢1 >178.5° and 1111 +1121 <0.1, the event is removed. This is not completely 

efficient because sometimes one of the reconstructed tracks will have its z intercept pulled 

toward the primary vertex by the tracking algorithm thus changing the true 17 of the track 

and causing the cosmic ray to pass the 17 cut. To help eliminate these events a looser 

cut is made if the muons have 1~¢1 >177.0° and 1111 +1121 <0.25. In this case, the data 

from the TDC's for the CHA or WHA must be consistent with a beam interaction and 

the difference between the times must be less than 14 ns (cosmic rays generally have a 

28 ns time difference). 

4.1.3 Isolation 

In general, leptons coming from the decay of a W boson can be expected to be isolated 

from other particles in the event because there are only two decay products, the lepton 

and the neutrino and the latter does not deposit energy in the calorimeter or leave hits 

in the tracking chambers. Thus there should be relatively little energy in the towers 

surrounding those the lepton passed through and few tracks around the lepton's track 

from the W decay products. The only remaining sources of extra energy or tracks are 

jets, either from the b quarks or from initial or final state radiation, and the underlying 

event from the breakup of the proton and antiproton. 
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Two types of isolation are used, one based upon calorimeter information, leal, and 

the other, ltrk, based on tracking. lea/ is defined as the energy in a cone of radius 0.4 

in 1J - <P space centered on the lepton direction, minus the lepton energy divided by the 

ET(PT) of the electron (muon). 

lea/= E(0.4) - E(lepton) 
ET,PT 

( 4.2) 

This "normalization" of the energy around the lepton takes into account that a higher ET 

particle can radiate more energy, some of which may be deposited in towers surrounding 

the lepton. ltrk is defined as the scaler sum of the momenta of all tracks within a cone 

of 0.4 in 1J - <P space around the lepton track, excluding the lepton track, divided by the 

ET(PT) of the electron (muon). 

In this analysis, both lea/ and ltrk are required to be less than 0.1 for the tight lepton. 

In addition, any CMIO muons are required to pass both isolation cuts even though they 

are not considered tight leptons. This extra requirement on CMIO muons is used to 

reduce the backgrounds such as mis-identifying a hadron as a lepton. 

Cutting on the isolation of a lepton in both the calorimeter and the tracking chamber 

is very effective at removing the bb background. In direct bb production, an event could 

potentially get into the signal sample if both b's decayed semi-leptonically. However, this 

would produce leptons which are close in 1J <P to a jet making it difficult for a bb event 

to pass both calorimeter and tracking isolation cuts. Figure 4.4 shows ltrk vs. lea/ for · 

leptons In both ISAJET[23] bb and tt events with mtop 160 GeV /c2 • 

4.1.4 Charge 

The events of interest in this analysis have two leptons which come from the decay of 

the W bosons. This implies that the two leptons should have opposite charges. By 

requiring the two leptons to be oppositely charged, the backgrounds can be reduced (for 

example the fake lepton background is reduced by a factor of two by this cut alone, 

see Section 5.2.2). However the signal only takes a small hit because after the lepton 
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Figure 4.4: hrk vs. I cal for leptons from bb production (left) and from tI production 
(right). The bb sample was generated using a modified version of ISAJET which increases 
the efficiency for producing semi-leptonic decays of the b quark. The tt sample was 
generated using standard IS AJET with ffitop ....:. 160 Ge V / c2• 

identification and isolation cuts, only about 3% of the events are removed by this cut. 

The events removed have one lepton from the semileptonic decay of a b quark. 

4.2 Optimization of Kinematic Cuts 

After selecting events with two leptons as described in the previous section, there is still 

a significant amount of background remaining in the sample. The background due to 

mis-identifying a light quark or gluon jet as a b-jet is proportional to the number of 

jets in the sample before tagging. If there are too many events prior to applying the 

b-tag requirement, the signal over background will be less than one. To improve the 

quality of the signal, cuts can be made on the kinematics of the events to select events 

with a topology more like that of tt decays than the background processes. However, 

because the cross section for tI producti<?n is small, the cuts must not be so hard that 

the acceptance for tt is reduced too much. Since the presence of a b-tag is an a priori 

requirement for this analysis, the cuts on the kinematics of the tI system are optimized 
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with that in mind. The procedure used to find the optimum point to cut at for several 

kinematic variables is described below. 

4.2.1 Monte Carlo Programs Used 

To calculate many of the numbers needed for this analysis, various Monte Carlo programs 

are used. There are three different Monte Carlo generators used to compute the hard 

scattering process, ISAJET, HERWIG(24], and PYTHIA[25]. ISAJET is a parton shower 

Monte Carlo based on the leading-order QCD matrix elements for the hard-scattering . 
sub-process which includes incoherent gluon emission and independent fragmentation of 

the outgoing partons. The HERWIG Monte Carlo program is based on the leading-

order QCD matrix elements for the hard-scattering sub-process with coherent parton 

shower evolution, cluster hadronization, and an underlying event model based upon data. 

PYTHIA is a Monte Carlo program which includes matrix elements for many hard-

scattering sub-processes, structure functions, and initial and final state parton showers 

based on the string fragmentation model. Additionally, the CLE0[26] Monte Carlo is 

used to decay the b hadrons in the event. This is done because the CLEO Monte Carlo has 

been fine tuned to reproduce the properties of b hadrons seen by the CLEO collaboration. 

The decays of r's are handled by TAUOLA[27]. 

For all Monte Carlo samples the response of the CDF detector to the final state 

particles in the event is simulated using a parametric detector simulation. The CDF 

reconstruction algorithms are used to reconstruct the leptons and jets in the event just 

as for the data. This makes it possible to use the same programs to analyze the data 

from the detector and from the Monte Carlos. 

4.2.2 Variables to Optimize 

Most of the variables chosen to look at were aimed at removing specific background 

processes. Using only the lepton identification cuts to select events will leave a very large 

contribution from Drell-Yan and Z production in both the ee andµµ channels as well as 
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Figure 4.5: Invariant mass spectrum from a Drell-Yan and Z boson 
Monte Carlo sample generated using PYTHIA after only the lepton 
identification cuts. 

w+w- and Z--+ r+r- in all channels. Many of the Z events can be removed by cutting 

on the invariant mass of the two charged leptons for ee and µµ events. The Drell-Yan 

events contain no neutrinos and thus cuts implying the presence of a neutrino signature 

were explored. Also, requiring the presence of two jets in the event can help reduce the 

background expectation from processes such as w+w- and Drell-Yan production. 

Invariant Mass While in general the Drell-Yan mass spectrum is steeply falling,.there 

is a large· resonance in the dilepton invariant mass spectrum at the mass of the Z boson 

(Figure 4.5). Also, the cross section times branching ratio for Z --+ f+ f- ( l is e or µ) at 

the Tevatron has been measured to be .214 ± .023 nb[28], which is about 50 times the 

theoretical tl production cross section. This results in a potentially enormous background 

in the ee and µµ channels due to Drell-Yan and Z production. While the falling portion 

of the Drell-Yan spectrum can not be removed by a cut on the invariant mass without 

removing the entire signal, the Z peak can be easily removed. A cut around the nominal 

mass of the Z, mz = 90 GeV /c2 , will remove most Z events, however it will also result 

in a loss of acceptance for tt (see Figure 4.6). The width of the cut around mz on the 
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Figure 4.6: Invariant mass spectrum from a tI Monte Carlo sample 
generated using ISAJET after only the lepton identification cuts. The 
solid histogram was generated mtop = 160 GeV /c2 while the dashed 
histogram used mtop = 180 Ge V / c 2• This plot only shows events cate-
gorized as either ee or µµ. 

invariant mass of the dilepton pair is a variable to optimize. 

Neutrino Momentum For real tt events decaying in the dilepton channel, there are 

two neutrinos in the final state. In general the momentum of the two neutrinos· does not 

add to zero and large momentum imbalance, /JT (see Appendix C for a definition), is 

expected in the event (Figure 4.7). While some background processes such as w+w-
production also have large /JT, others such as Drell-Yan and Z boson production do 

not (Figure 4.8). The backgrounds with large /JT can be reduced by cutting on the /JT 
observed in the event. 

Neutrino Direction Some of the backgrounds have a favored direction for the tT in 

relation to other physics objects in the event. One way this can happen is if the energy 

of a jet is badly measured. In this case, the f;T will tend to point along the jet whose 

energy is under-measured. Another case occurs in Z -+ r+r- events where both r's decay 
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leptonically, the jJT will often point along one of the charged leptons in </> because of the 

2 neutrinos accompanying the lepton (see Figure 4.9). To examine the removal of these 

two backgrounds, a cut on the tl.</> between the jJT and the </> of the nearest lepton or jet 

if the IJT< 50 GeV was explored. The distribution for tt shown in Figure 4.10, is more 

spread out than the Z -t r+ r-. 

Jet Energy Since there are two high PT b quarks in the decay of a fl pair with a large 

ffltop, there should be two high ET jets in these events (see Figure 4.11). Only jets with 

an 1111 < 2.0 are included in the counting because jets in this region tend to be better 

measured and a large value of ffltop tends to make the partons in a tt event more central. 

As a result of the cuts on the 1/ and ET of the jets some events will have fewer than 

two jets because either one jet is lost or the jets overlap. On the other hand, there are 

also events which have more than two reconstructed jets because of initial or final state 

gluon radiation. Raising the ET cut on the jets will reduce the backgrounds due to such 

processes as w+w-, Drell-Yan, and Z production whose jets are on a steeply falling 
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spectra (Figure 4.12). The ET of the two leading jets was optimized. Their minimum 

value was not required to be the same. 

4.2.3 Optimization Method 

At the time this analysis was begun, the top quark had not yet been discovered. As a 

result, the ultimate goal of the analysis was to discover the top quark in a sample of 

approximately 100 pb-1 • Optimizing the kinematic cuts for discovery requires estimates 

of both the number of signal and the number of background events expected as a function 

of the cut being optimized. Knowing these, a toy Monte Carlo is used to predict the 

probability that the expected observed number of events could be due to a statistical 

fluctuation of the expected background. The optimum point to cut at is where this 

probability is minimized. 
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Expectations for tt The acceptance for a dilepton analysis which did not reqmre 

a b-tag had already been calculated1[29]. The tt acceptance was calculated from Monte 

Carlo samples generated using ISAJET with mtop = 160 GeV /c2 and 180 GeV /c2 . Events 

were selected from these samples using the cuts from the dilepton analysis of Refe-

rence [29] resulting in 899(1064) events found in the ffitop=160(180) GeV /c2 samples 

(Ndil)· To get the expected number of events with respect to a given cut (Nopt), events 

were selected from the same sample using the same cuts except for the cut being exami-

ned. The number of tI events expected in dilepton analysis of Reference [29] is scaled by 

the ratio of the number of Monte Carlo events found using the cut being optimized to the 

number of Monte Carlo events found using the dilepton analysis cuts from Reference [29] 

and the ratio of integrated luminosities (RLuM = i~.~ ~t-=-~ ): 

N N dil NoptR 
exp = f-tag exp -N LUM' di/ 

(4.3) 

where f-tag is the efficiency for tagging ab (for the optimization only SECVTX was used) 

estimated to be about 44% and N:;~ is the expected number of events in 19.3 ± 0.68 pb-1 

in the Reference [29] dilepton analysis, 1.3(0.7) for ffitop=l60(180) GeV /c2 • Normalizing 

in this fashion made it possible to perform the optimization without having to calculate 

the acceptance from the ground up at each point. 

Background Estimates The major sources of backgrounds in a dilepton top analysis 

are w+w- production, Z--+ r+r-, Drell-Yan, and fake leptons. To estimate the contri-

bution from each of these processes before the tagging algorithm is applied, a procedure 

similar to that for the tI expectation was followed. From the same samples used to cal-

culate the backgrounds in the analysis from Reference [29], events were selected using 

the cuts from that analysis (Ndil) and with only the cut being optimized modified (Nopt)· 

These are then used to scale the background expectations from the non-tagging analysis 

1 In this dilepton analysis the kinematic cuts ·were chosen to be: 75 Ge V / c2 < Mu. < 105 Ge V / c2 , 

/JT> 25 GeV, 6.,P(/JT/or jet)> 20°, and E}, Ej, > 10 GeV. 
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( Nexp) to get the expected background before tagging: 

Nww - Nbb Nzn 
Nnotag R (NWW opt Nbb opt NZTT opt 

bkg = LUM· exp NWW + exp bb + exp NZn + 
dit Ndil dil 

NDY NFL 
NDY opt NFL opt ) 

exp NDY + e:i:p NFL 
di.I di.I 

( 4.4) 

where the superscript defines which background is being calculated and RLuM is the 

same as before. The expected background after b-tagging is given by: 

N tag (N Nnotag) n 
bkg = exp + bkg · r mistag ( 4.5) 

where Nexp is given by Equation 4.3, N;::;ag is given by Equation 4.4, and Pmistag is 

an average probability that a jet in a given event would be tagged. Since the mistag 

background is proportional to the total number of events the signal must also be included 

in Equation 4.5 to test the hypothesis that there is no tt in the sample. Pmistag was 

estimated from the tags in a sample of Z +2 jet events using the SECVTX algorithm and 

was found to be 0.015 tags per event. 

Toy Monte Carlo A toy Monte Carlo is used to randomly select an observed number 

of signal events according to a Poisson distribution with the expected number of events 

as the mean. The number of observed background events is selected in the same fashion 

using the expected number of background events as the mean. The sum of these observed 

numbers of events is the number of observed events for that experiment (Noba)· The 

probability that the expected number of background events could have fluctuated to the 

number of observed events or more is calculated for this experiment using: 

( 4.6) 

This single experiment is repeated 20,000 times and the fraction of the experiments 

consistent with a 2:: 3u result is calculated. The 3u point was chosen since a discovery 
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would be made using the significance combined with the lepton + jets analysis (recall 

that this analysis was started before the top quark was found) although the result is not 

sensitive to the nu chosen. The optimal point to cut is where the fraction of experiments 

to observe a ~ 3u result is maximized. However, since the expected number of observed 

signal events is small for all cases, the acceptance must be checked to insure that it is 

not reduced too much. Since only a few events are expected in the best case, it is very 

easy to wind up cutting so hard on a variable that the expected number of tI events is 

~ 1, which is not useful. 

4.2.4 Results of Optimization 

This procedure was applied to each of the cuts listed in Section 4.2.2 individually. The 

result of varying the individual cuts is displayed in Table 4.4 for the ISAJET sample with 

mtop = 160 GeV /c2 , the sample with ffitop = 180 GeV /c2 looks similar. As a result of the 

optimization, ee andµµ events with 80 GeV /c2 < Mu < 100 GeV /c2 are removed from 

the signal sample. The fJT is required to be greater than 20 GeV while the cut on the 

direction of the tT relative to the leptons and jets in the event was removed. For the 

jet selection the optimum cut was to require one jet with ET > 20.0 GeV and a second 

with ET > 10.0 GeV. These cuts were then checked to see that when they were applied 

together, they were at the optimum point. 
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I Signal Background F(?:. 3u) I 
Er 1

, Er:t. (GeV) 
10,10 2.96 0.19 0.777 
20,10 2.92 0.18 0.780 
30,10 2.57 0.15 0.740 
15,15 2.68 0.16 0.759 
20,20 2.28 0.13 0.706 
25,25 1.86 0.10 0.631 
30,30 1.46 0.08 0.548 

minimum $T( Ge V) 
10 3.19 0.29 0.712 
15 3.16 0.24 0.753 
20 3.08 0.21 0.779 
25 2.96 0.19 0.774 
30 2.86 0.18 0.769 
ll<P 
oo 3.33 0.25 0.766 
100 3.11 0.21 0.772 
20° 2.96 0.19 0.776 

Z window (GeV /c2 ) 

0 3.37 0.28 0.752 
10 3.10 0.20 0.785 
15 2.96 0.19 0.774 
20 2.81 0.18 0.754 

Table 4.4: Results of optimization method using the ISAJET sample 
with fitop = 160 GeV/c2

• The signal is the number of events expected 
after tagging in 100 pb-1 , the background is the expected number of 
background events expected in 100 pb-1, and F(2. 3u) is the fraction 
of experiments with a greater than or equal to 3u discovery. 
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Chapter 5 

Backgrounds 

The backgrounds for this analysis come from a combination of physics processes which 

mimic the signal and from reconstruction problems. The physics processes considered 

include Drell-Yan, diboson, and bb production. Contributions due to reconstruction 

failures resulting in a hadron being identified as a lepton are also considered. In all cases, 

the background primarily comes from the tagging algorithms either mistagging a gluon 

or light quark jet or tagging b jet which is the result of a process like gluon splitting. 

Two different approaches for calculating the background are described below. The first 

method (method 1) depends on the assumption that the jets in background events will 

have the same heavy :flavor content as inclusive jets, and involves looking only at our data 

samples to estimate the background. The second method (method 2) uses Monte Carlo 

programs to derive an estimate of the background due to physics processes but uses the 

data samples to estimate backgrounds due to reconstruction errors which are not well 

modeled by the Monte Carlo. Since the tagging algorithms are not highly correlated 

on the backgrounds, the backgrounds are calculated separately for each algorithm and 

added. 
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5.1 Method 1 

There are two ways for a background event to get into the sample. First the event might 

contain a jet from the hadronization of a b quark in which case the jet may be correctly 

tagged as heavy flavor by the tagging algorithms. In the second case, a light quark or 

gluon jet might be tagged due to track reconstruction errors. Looking at a sample of 

inclusive jets, there will also be tags from th~se same two sources: real tagged b or c jets 

and false tags. If the fraction of jets from a b or c quark is the same in both the inclusive 

jets sample and in the background sources, the tagging rate per jet found in the inclusive 

jets sample can be applied to the jets in the pre-tag sample to predict the background. 

The b jets in the inclusive jets samples come mainly from three processes: direct 

production (gg -jo bb), a final state gluon splitting into a bb pair, and flavor excitation 

(initial state gluon splitting). However, in the physics background events some of these 

b quark production mechanisms, such as direct production, are absent resulting in a 

smaller fraction of b jets in the background processes than what is found in the inclusive 

jets sample. As a result method 1 is expected to be at least a slight overestimate of the 

background. 

5.1.1 SECVTX 

For the SECVTX tagging algorithm, the tagging rate is defined as the number of tagged 

jets found divided by the number of "taggable" jets1 . Looking in the inclusive jets sample, 

the tagging rate is found to be a function of both the ET of the jet and the number of 

SVX tracks associated with the jet (Nsvx). To take these variations into account, the 

tagging rate is parameterized as a function of these two variables for both the + Lxy 

and -Lxy cases separately. The -Lxy tags are mainly due to mistags where the impact 

parameter of the tracks is poorly reconstructed although about 30% come from b or c 

jets. Since the track reconstruction makes mistakes equally in the direction it screws 

1 A taggable jet is defined as a jet with ET> 10 Ge V, and two SVX tracks within a cone 0.4 of the jet 
axis passing all the track selection cuts except the d/ud cut (see Section D.1). 
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Figure 5.1: SECVTX tag rates in inclusive jets as a function of jet Er 
and N sv x using the parameterization. The particular Er and N sv x 
bins shown were arbitrarily chosen. 

up an impact parameter, the L11111 distribution is expected to be symmetric about 0 and 

there will be roughly equal numbers of mistags with -L 11111 and + L 11111 • The difference is 

that +L11111 tags will also contain most of the real tags of b jets, less than a.bout 10% come 

from mistags. The parameterizations from a. sample of inclusive jets which triggered the 

Level 2 jet triggers are shown in Figure 5.1. 
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SECVTX SLT 
Njeta Ntaggable Ntag Npredict Ntag Npredict 

1 956 4 10.3 ± 1.6 14 14.6 ± 1.3 
2 350 4 3.7±.6 2 5.8 ± .5 
~3 102 1 1.6 .2 1 1.7 ± .2 

Table 5.1: Number of tags predicted and found in a sample of Z's as 
a function of the number of jets with Er>lO GeV and 1771 < 2.0. Here 
the errors only take into account the error on the fake tag probability. 
Also shown is the number of jets in each bin before tagging. 

Getting a background prediction for a given sample is simply a matter of applying 

the parameterization to the jets in that sample. This is done for each event by looking 

up the tag rate for the given Er and Nsvx of each jet in the event. The probability that 

the event will have at least one tagged jet is given by 

N;ees 

Bsvx = 1 - IT (1 - P(Er, Nsvx )) (5.1) 
i=l 

where P(Er, Nsvx) is the tag rate parameterization giving the probability of tagging 

each jet and Nieta is the number of jets in the event. The total background in the sample 

is just the sum over all events of the background per event. 

To check that these parameterizations are doing a reasonable job of predicting the 

number of tags expected due to b or c jets and mistags, the parameterization is applied 

to the jets in a sample of Z boson events. Here a Z boson is defined as having either two 

electrons or two muons defined as in Section 4.1 with opposite charges and an invariant 

mass in the range 75 Ge V / c2 < Mu < 105 Ge V / c2 • The jet counting is done with an Er 

threshold of 10 GeV and 1771 < 2.0. The number of tags found as a function of the number 

of jets in the event as well as the prediction based upon the tag rate parameterization are 

listed in Table 5.1. The Z sample is an excellent control sample for this study because 

most of the jets are gluon jets which is also the case for the backgrounds. 
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The comparison between the predicted number of tags and the number actually found 

looks good except in the one jet bin. In the one jet bin a smaller heavy flavor content 

than in inclusive jets is expected because most production mechanisms for b quarks in 

association with a Z result in two separate jets, one for the b and another for the b. For 

such an event to get into the one jet bin the second jet must be lost either because of 

the 'Y} cut, ET cut, or in a crack between calorimeter modules. Using tags in the Z's from 

Drell-Yan Monte Carlo with one reconstructed jet to get a prediction using the method 

of Section 5.2.3 of the number of e~SP.~cted tags results in prediction of 6.4 ± 1.6 tags 

which is in much better agreement with the observed 4 tags. 

In the pre-tagged signal sample there are 16 events (see Table 7.1) to which the 

tag rate parameterization must be applied. This results in a predicted background of 

0.584 ± .088 events. In addition to the statistical error, a ±15% systematic uncertainty 

has been included which takes into account how well the tag rate parameterization does 

at predicting the number of tags seen in a sample of events with large E Er. The E Er 

sample is made by looking for multi-jet events where the scaler sum of the Er of the jets is 

greater than 300 GeV. The ratio of the number of +Lxy SECVTX tags found divided by 

the number of tags predicted for that sample is shown in Figure 5.2 for several variables. 

The prediction is systematically low by ,..., 30%. Since the E Er in this sample is much 

harder than expected for a events, one half the difference is taken as a systematic error. 

5.1.2 SLT 

The method 1 background calculation for the SLT tagging algorithm follows a very similar 

procedure as was used for SECVTX. The biggest difference is that instead of being based 

upon jets, the calculation centers on the tracks near the jets. For the SLT algorithm 

the tag rate is defined as the number of tracks corresponding to an SLT tag divided by 

the number of tracks which extrapolate to a fiducial region of the detector for that type 

of lepton. The tag rates are parameterized as a function of the PT of the track. The 

electron tag rate is also parameterized as a function of the isolation of the track in the 
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Figure 5.2: Ratio of the number of +Lxy tags observed to the num-
ber predicted in the L.: ET sample as a function of various quantities. 
\~</>mini (~Rm;n) is the minimum~</> (~R) to the closest jet, and ~z 
is the distance along the beamline between two good primary vertices. 
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tracking chamber L,p/p, where L,p is the sum of the momentum of all tracks within a 

cone of 0.2 around the candidate track. This procedure is applied to each type of lepton 

separately, electron, CMUO muons in the CMX, and CMUO muons in the CMU and 

CMP. The tag rates are again found by looking at the tracks in a sample of inclusive jets 

which came in on several different jet trigger thresholds. Examples of the SLT tagging 

rate parameterizations are shown in Figure 5.3. 

The calculation of the background for each type of lepton tag in an event is very 

similar to that for the SECVTX algorithm: 

N1r1< 

BsLT = 1 - IT (1 - P(pr, 'L,p/p)) (5.2) 
i=I 

where Ntrk is the number of tracks in the event and P(PT,LP/P) is the tag rate parame-

terization. The total background per event is just the the sum over electrons and muons 

and the total background in a sample is the sum of the per event backgrounds. 

Again the usefulness of the background prediction can be tested by looking at the 

same sample of Z boson events used in the previous section. The prediction as a function 

of the number of jets in the event compared with the actual number of tags observed is 

given on the right in Table 5.1. Here the agreement is better in the one jet bin than was 

found with the SECVTX algorithm. This is in part due to the fact that the purity of 

the SLT algorithm is only about 25% (see Section D.2). This means that the majority 

of the tags found in the Z sample are really mistags which is what the number predicted 

represents. Since the tags in the 1 jet bin are predominantly not due to the presence of 

a b or c, the agreement is expected to be better for SLT than for SECVTX. 

Looking at the events selected before tagging and performing the background calcula-

tion gives an expectation of 0.772 ± .067 tagged events. This error includes a systematic 

error of ±10% on the muon tag rate and ±15% on the electron tag rates. These errors 

are estimated by looking at the tracks in jet events which are selected using different jet 

trigger thresholds. 
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Figure 5.3: Tagging rate parameterizations for the SLT algorithm. 
The CM U muon, CMX muon and CEM electron rates are shown sepa-
rately. 
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5.1.3 Combined 

The two tagging algorithms are expected to have very little correlation on the back-

grounds since they use very different approaches to find the b jets in an event. As a 

result, the background calculations for the two algorithms are not very correlated. This 

means that the expected background for the combination of the two algorithms is close 

to the sum of the separate backgrounds, 1.35 ± .11. Correlations between the tagging 

algorithms on the background would reduce the expected background further, so using 

the sum is conservative. This estimation method includes all of the dilepton backgrounds 

(Drell-Yan, Z-+ r+r-, w+w- production, fake leptons, and bb). 

There are reasons to expect that the method 1 calculation of the background results 

in an overestimation of the background in the sample. As was mentioned above, the b 

content is expected to be higher in the inclusive jet samples than in the pre-tagged signal 

sample due to the absence of processes like direct bb production as the source of the 

tagged jets in the pre-tag sample. (For direct bb production, the high PT leptons which 

cause the event to be selected as a dilepton + two jet event generally each come from 

the semi-leptonic decay of the band b quarks. Since the tagged jets are required to be 

separated from the leptons by 0.4 in 'f/ - </> space, the jets from the b hadronization and 

decay are generally not eligible for tagging and the tagged jet must be a light quark or 

gluon jet.) 

The second reason this is expected to result in an overestimation of the background 

is that the pre-tag sample has been assumed to be all background. In fact, following the 

hypothesis that there is top in the sample, then to get the proper background, a correction 

must be made to remove the expected mistags in signal events from the background 

calculation (see Equation 4.5). To show that there is an excess of tagged events, the 

conservative path is taken and this correction is not made. When the production cross 

section is calculated, this effect is taken into account. 
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Figure 5.4: AR distribution between a lepton and the nearest jet in 
ry- ¢ for a bb Monte Carlo sample generated using ISAJET. The leptons 
are required to have PT > 15 GeV /c. 

5.2 Method 2 

The second technique used to estimate the background for this analysis involves a combi-

nation of estimates based upon Monte Carlo techniques and calculations very similar to 

those of method 1. For backgrounds such as w+w- and Drell-Yan production, Monte 

Carlo calculations are used to include the theoretical knowledge available. For the mistags 

and fake leptons, the data alone is used since these are not modeled well in simulations. 

The background contribution due to bb production is extremely difficult to estimate 

accurately due to its small size. An estimate based upon the calculation for Reference [2] 

is made here and shown to be quite small. In that paper the total background from bb 
was estimated to be 0.03± .02 events in a 67 pb-1 sample. The tagged jet in a bb event is 

required to be outside a cone of radius 0.4 in "I - ¢ space centered on the lepton meaning 

Lhat in general it will not be from a b quark. Figure 5.4 shows the AR distribution 

between the leptons and the nearest jet in bb events for leptons with PT > 15 Ge V / c. 

The fraction of leptons which have a minimum AR< 0.4 is about 0.9 which means the 

jets which are taggable are dominated by gluon jets to which the mistag probability, 

conservatively about 10% for the sum of the two algorithms, should be applied further 
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reducing the estimate to about 0.003. Taking into account the increased integrated 

luminosity, the estimate becomes t"V 0.005 events which is small compared to the other 

processes considered. 

5.2.1 Mistags 

For the method 2 background calculation, the background due to real b jets is calculated 

using various Monte Carlo programs. As a result the estimation of the mistag background 

should include only the true mistags without the contribution due to b jets. For the 

SECVTX tagging algorithm the method to estimate the mistag background is essentially 

the same as in method 1. The difference is the use of the -L:i;y parameterization instead 

of the + Lxy parameterization and the assumption that the mistags are symmetric about 

Lxy = 0. Applying the -Lxy parameterization to the jets in the events in the pre-tag 

signal sample results in an estimated background of 0.155 ± .031 events due to mistags 

alone. The error here includes a ±20% uncertainty which is taken from the number of 

tags found and the number predicted in the L: Er sample. The ratio of the number of 

-Lxy SECVTX tags found divided by the number of tags predicted for that sample is 

shown in Figure 5.5 for several variables. The prediction is systematically low by t"V 40%. 

Since the L: Er in this sample is much harder than expected for tt events, one half the 

difference is taken as the systematic error. 

The SLT mistag background calculation makes use of the purity of the SLT algorithm 

as shown in Section D.2. It was found that the purity of the SLT tags is only 25 ± 12%. 

This implies that only 25% of the method 1 background for the SLT algorithm (0.772 

.067) was due to the presence of real b quarks and 75% was due to mistags. Using this 

argument, the SLT mistag background in the pre-tag sample is estimated to be 0.57 ± .11 

events. 
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5.2.2 Fake Primary Leptons 

The "fake lepton" background contribution is the result of events which pass the signal 

selection cuts, but one of the primary leptons found is really either from either a parton 

which either fragmented in some unusual way, was poorly measured and ended up being 

reconstructed as a lepton, or leptons coming from the decay of particles such as K and 

7r mesons or b or c hadrons. For an event of this type to get into the sample, the rest 

of the event must still pass all the cuts imposed. This implies that events with a fake 

lepton which gets into the signal sample are in fact probably W +jets events where the 

¥Jr and real lepton come from the leptonic decay of the W, the fake lepton is either a jet 

or track which looks similar to an electron or muon, and the jets are mostly gluon jets 

which may contain a b quark from gluon splitting and can be tagged. 

To calculate this background, a fake lepton rate is derived from inclusive jets and 

applied to events which contain a lepton, fJr, two jets, and a fake lepton candidate. 

The fake lepton rates are derived from an inclusive jets sample where cuts are made 

· to suppress real electron from leptonic W and Z decays to prevent overestimating the 

fake lepton rates and thus the background. This technique assumes that the jets in an 

inclusive jet sample will contain leptons at the same rate as events which might mimic the 

signal with a fake lepton. The calculation is designed to minimize the overlap between the 

sample of events containing fake lepton candidates and the signal sample. If the signal 

events are allowed into the fake lepton sample, the background would be overestimated. 

To calculate the fake rates, a new class of lepton, called "denominator lepton", is 

defined. These denominator leptons are selected using cuts which have no overlap with 

the lepton identification cuts defined in Section 4.1. This exclusion is done so that when 

the fake rates are applied to the W +jets events, the two primary leptons in the signal 

events will not contribute to the background estimation resulting in an overestimate of 

the background. A denominator central electron is defined as an energy cluster in the 

CEM calorimeter having: 

• Er> 20.0 GeV 
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• passing fiducial cuts 

• not consistent with being a conversion 

• Lshr > 0.2 or EHAD/EEM > 0.055 + 0.045ET/100. 

The Lshr and EHAD/ EEM requirements here are the inverse of what is required for a 

loose central electron in the analysis. Denominator CMUO muons are defined by: 

• PT > 20 Ge V / c 

• EHAD + EEM > 0.1 GeV 

• impact parameter and vertex cuts same as for CMUO muons 

• EEM > 2.0 GeV or EHAD > 6.0 GeV. 

Here the EEM and EHAD cuts are used to insure that muons passing the signal selection 

criteria are not included in the denominator selection. The CMIO muon denominator 

cuts are the same as the CMUO denominator cuts except that the CMIO fiducial cuts 

are also required to insure the energies are well measured and a cut EHAD/ EEM > 0.2 is 

added to remove electrons. (Isolated electrons will pass the CMIO denominator cuts if 

the EHAD/ EEM cut is not applied. Since an electron has no chance of passing the CMIO 

lepton identification cuts, including it in the CMIO denominator is wrong.) 

The fake lepton rates are defined as the number of leptons passing the analysis cuts 

divided by the number of denominator leptons found in a sample of inclusive jets which 

passed a 20 Ge V jet trigger. To remove real leptons from W decays from both the 

numerator and the denominator, events with .fJT> 15 GeV are removed from the sample 

used to measure the fake lepton raLes. Events containing a Z --t e+e- decay are remove<l 

by requiring that there be no other energy cluster in the electromagnetic calorimeter 

with Er > 15 Ge V in the event. To remove Z ---? µ+ µ- decays there must be no other 

CMUO or CMIO muon with PT> 10 GeV /c which has an invariant mass in the range 

75 Ge V / c2 < lVfu < 105 Ge V / c2 in the event. To prevent any bias from the trigger at 
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Category Isolated Non-isolated 
Tight CE 0.0153 ± .0055 0.0069 ± .0016 
Loose CE 0.0363 ± .0085 0.0165 ± .0025 
CMU/P 0.1053 ± .0573 0.0136 ± .0048 

CMX 0.2857 ± .2645 0.0649 ± .0305 
CMIO 0.0370 ± .0222 

Table 5.2: Fake rates for isolated and non-isolated leptons derived for 
this analysis. Note that the CMIO category always requires isolation. 

least one jet, which is outside a cone of 0.4 in q-¢> space around the fake lepton candidate, 

must pass the trigger threshold. 

The resulting fake rates are summarized in Table 5.2 for both isolated and non-

isolated lepton candidates. The fact that the fake rates for isolated leptons is higher 

than for the non-isolated leptons is a reflection of the definition used. The quantity 

which actually matters is the product of the fake lepton rate and the number of events 

with a denominator lepton. Since the number of isolated denominator leptons is much 

smaller than the number of non-isolated denominator leptons, the background from non-

isolated fake leptons actually dominates. 

These fake lepton rates are then applied to a sample of events selected with one lepton 

passing the analysis cuts and one "lepton" passing the denominator cuts. The dilepton 

invariant mass must pass the Z mass window cut, Jh>20 GeV, and there must be at. 

least two jets with E} > 20 GeV and Et > 10 GeV. There are two different ways of 

applying the b-tag to calculate the final background contribution. The first is to require 

that one jet is tagged, the second is to apply the fake tagging parameterizations to the 

jets/tracks in the events. Requiring a tag in the event results in a very statistically 

limited sample (there is only 1 event passing these cuts which contains a tag). The fake 

tagging parameterization can be used to get a statistically more robust answer. The 

background for a given event is 

BFL = P(fakelepton) x (Bsvx +BsLT) (5.3) 
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Category SECVTX SLT 
ee o.0_:000 o.o_:ooo 
µµ 0.0008 ± .0010 0.0029 .0026 
eµ 0.0269 ± .0086 0.039 ± .014 

Total 0.0267 .0086 0.040 ± .014 

Table 5.3: Expected background due to fake primary leptons for each 
b-tagging algorithm separately. 

where Bsir x and BsLT are given by Equations 5.1 and 5.2 respectively and P(f ake lepton) 

is the appropriate fake lepton rate from Table 5.2. In calculating the fake tagging pro-

babilities, the jets used must be outsid~ a cone of radius 0.4 around the fake lepton 

candidate. 

The background broken down by dilepton categories is shown in Table 5.3 with the 

total background being .067 .017. Obviously the background calculation is still limited 

by the number of events with a fake lepton candidate, especially in the e+ e- case. The 

background is entirely dominated by the eµ category. 

5.2.3 Drell-Yan Background 

Drell-Yan events2 which have two or more jets can mimic the t1 signal if there is some 

fT reconstructed in the event. If one of the jets is mismeasured the fT reconstruction 

algorithm, which makes use of momentum balance transverse to the beamline, will re-

construct some fT in the event. Also Z-+ r+r- events can fall into the signal region 

when both r's decay leptonically. In this case the fT is due to the four neutrinos in 

the event. The background in the signal region due to these processes will be calculated 

simultaneously by considering the complete Drell-Yan spectrum. 

To estimate the size of this background a sample of 6,000,000 Drell-Yan events were 

generated using the PYTHIA generato~ with both the Drell-Yan and Drell-Yan+jets . 

2In this section "Drell-Yan" will be used to refer to the entire invariant mass spectrum, while "Z" 
will be used to refer to only events with an invariant mass close to the mass of the Z boson. 
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processes enabled. Events with at least one electron or muon at generator level with 

PT> 15 GeV /c and 1111 < 3.0 were passed through a CDF detector simulation. 

To verify that the Monte Carlo is doing a resonable job of modeling the data, the 

Er of the two leading jets, the reconstructed IJr spectrum, and the jet multiplicity 

distributions were compared to the data. Figure 5.6 shows this comparison after the 

same lepton identification and opposite charge cuts are applied to both the data and the 

Monte Carlo. The Monte Carlo sample is normalized to the number of events in the 

data. In this case the jet counting includes all jets with Er > 10 GeV with 1111 < 2.0. 

The invarlant mass distribution for the lepton pairs is shown in Figure 5. 7 for the sample 

as a whole and for the 0, 1, and ~ 2 jet bins separately. Again the Monte Carlo is 

rescaled to the number of events seen in the data. There is some disagreement between 

the data and the Monte Carlo as to the relative numbers of events inside and outside 

the Z peak. Since the Z peak, which dominates the normalization, is cut away in the 

analysis, what is important is the shape outside the Z peak. To check how well the 

Monte Carlo does at reproducing the shape outside the Z window, the same plots are 

shown in Figure 5.8 except the normalization is now done based only on the bins in the 

region 40 GeV /c2 < Mu < 80 GeV /c2• Now the shape of the invariant mass spectra 

appears to match reasonably well above the Z peak. As a result this is the method used 

to normalize the background prediction. 

To get a background prediction from this Monte Carlo sample, the normal analysis 

cuts are applied with the exception of the IJr cut. The IJr cut is not applied since it is 

not modeled particularly well in the Monte Carlo (see Figure 5.6). Instead, the IJr cut is 

modeled by computing a rejection factor, defined below, from the Drell-Yan+2 jet data. 

The predicted background is given by: 

N.data 
B N MC R Ojet 

= tag,2jet * l'T * N,MC 
Ojet 

(5.4) 

where Nt~~2jet is the number of tagged events with ~2 jets found in the PYTHIA sample 

without the /Jr cut; Ngj;ta / Ntfe~ normalizes the Monte Carlo to the data in the 0 jet 
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Figure 5.6: Comparison of the Ej., E}, fJT, and Njets spectra between 
PYTHIA Drell-Yan Monte Carlo and the data. Only the fJT spectrum 
show much disagreement. 
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bin with no fT cut applied and using the low mass region; and Rl!T is the fT rejection 

factor. 

In the Monte Carlo sample there are 4.47 ± 2.05 SECVTX tags and 0.71 ± .71 SLT 

tags found. The number of tags has been corrected for several effects resulting in a non-

integer number of tags. For the SECVTX algorithm, the expected mistag contribution 

calculated by applying the - Lxy parameterization to the jets is subtracted since mistags 

are already accounted for by the calculation in Section 5.2.l and the Monte Carlo tagging 

scale factor (0.87 ± .07) (see Section D.1) has been applied. For the SLT algorithm, the 

number of tags in the Monte Carlo is overestimated because the detector simulation does 

not model some cuts well. This is taken into account by applying a known efficiency 

correction. There is no mistag correction for the SLT algorithm because on Monte Carlo 

events it only tags leptons from b or c decays. In both cases the detector simulation 

overestimates the efficiency of the primary lepton identification cuts (see Section 6.2) 

and this is taken into account here as well by using the lepton efficiency scale factors 

from Section 6.2. The normalization factor, N8J1f / Ntfe1, is given by 544/848. The fT 

rejection factor, Rl!T 39/188, is found by looking at the fraction of Z + 2 jet data 

events which have fT > 20 GeV. This results in an expected background of 0.60 .30 

SECVTX tags and 0.094 ± .094 SLT tags. This calculation is clearly dominated by the 

statistics of the Monte Carlo samples. 

5.2.4 w+w- Background 

The w+ w- +jets process can also mimic the tt signal. To get into the signal region both 

W bosons must decay leptonically and one of the jets must be tagged, the IJT comes 

naturally from the leptonic W decays. The total JtV+w- production cross section has 

been calculated to be 9.53 pb using the HMRSB structure functions[30] and a ±30% 

systematic error which includes the choice of structure functions is taken on this cal-

culation. Since little is known experimentally about w+w- production, two different 

Monte Carlo generators were used to estimate the background. The results of the two 

calculations are averaged to get the final expectation. 
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Using the PYTHIA Monte Carlo, 1,000,000 events were generated with the w+w-
and w+w-+jets processes. Similarly a sample of 400,000 events was generated using 

the ISAJET Monte Carlo. In both cases, events with at least one electron or muon with 

PT > 15 GeV /c and 1771 < 3.0 were put through a detector simulation. To check that 

the results of the two Monte Carlo programs are in reasonable agreement, comparisons 

of some of the relevant kinematic quantities were done. The ET of each of the two 

leading jets, the /JT ·and the Njets spectra for each of the two Monte Carlos is shown 

in Figure 5.9. The two Monte Carlos show some disagreement especially in the jet 

multiplicity. This could greatly affect the estimation of the background, however, only 

more data will determine which Monte Carlo program, if any, is giving the right jet 

multiplicity distribution. 

Using the number of tags found in the Monte Carlo samples when the full analysis is 

applied (Ntays), the expected background can be calculated using the formula 

B N <7th J £dt 
tags* N 

yen 
(5.5) 

where the number of events generated is N9en, <7th is the theoretical cross section for 

inclusive w+w- production, and J £dt is the total integrated luminosity of the data 

sample. In the PYTHIA sample there are 22.8 4.9 SECVTX tags and 1.54 ± . 77 SLT 

tags found after corrections. These result in background estimates of 0.024 ± .009 tags 

for SECVTX and 0.002± .001 for SLT. The ISAJET sample contains 16.1 ±4.1 SECVTX 

tags which results in a background estimate of 0.042 ± .014 tags and an estimated back-

ground of 0.002 .001 SLT tags based upon the 0.62 ± .44 SLT tags found in the Monte 

Carlo sample. The difference between the predictions of the two ·Monte Carlos is due 

to differences in the fraction of w+w- events with two or more jets. To account for 

this the background prediction is taken to be the average and the difference between the 

average and the individual Monte Carlo results is taken as a systematic error. Averaging 

results in an estimate of 0.033 .015 SECVTX tags and 0.002 ± .001 SLT tags expected 
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SECVTX SLT Combined 
Mis tags 0.155 ± .031 0.57 ± .11 0.725 ± .11 

Drell-Yan 0.60 ± .29 0.094 ± .094 0.69 ± .31 
Fake Leptons .027 ± .009 .040 ± .014 0.067 ± .017 

w+w- .033 ± .015 0.002 ± .001 0.035 ± .015 
Total 0.82 ± .29 0.71 ± .15 1.53 ± .33 

Table 5.4: Method 2 backgrounds for the dilepton+b-tag search shown 
for each tagging algorithm separately and for the combination. 

in the signal region due to w+w- production. The errors include the ±30% uncertainty 

in the theoretical cross section. 

5.2.5 Method 2 Total 

Since the background estimates for each portion of the background are independent, 

the total background for each tagging algorithm is just the sum of all the parts. There 

would be an overlap if the mistag component had not been removed from the SECVTX 

calculations based upon the Monte Carlos. The method 2 backgrounds are summarized 

in Table 5.4 for each tagging algorithm individually and for the combination. 

There has been no attempt to model the trigger in the Monte Carlo based calculations. 

However the trigger efficiencies should be essentially the same for the backgrounds as for 

tt. The trigger efficiencies for tt are almost 100% (see Table 6.6) and here they are 

assumed to be one. 

5.3 Summary 

The background estimation for the search for tt pairs in the di lepton +b- tag channel has 

been done with two different methods. The first method which relies only upon pp data, 

results in an estimate of 1.35 ± .11 tags. The second method which attempts to make 

use of our knowledge of the theory, results in an estimate of 1.53 .33 tags. Since the 

67 



expected overlap between tags is small, there is little difference between the number of 

background tags expected and the number of background events expected and at this 

point the two are used interchangeably. 
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Chapter 6 

Acceptance 

The acceptance calculation is factorized ·into the following form: 

A = Ageom X trv X fkin X ftrig X ftag· (6.1) 

The geometric acceptance for pairs of reconstructed leptons with 'PT> 20 GeV /c is given 

by Ageom, the lepton identification and isolation efficiencies combined for the two leptons 

is given by tw, the efficiency of the opposite charge and the kinematic cuts is given 

by tkin, the trigger efficiency for the two leptons is given by ttrig, and the efficiency for 

tagging at least one of the b's by either the SLT or the SECVTX algorithm is given by 

tiag. The acceptance calculation is done for each combination of lepton pairs ( CEMU, 

MUCE, CEMI, CECE, MUMU, and MUMI where CE is a central electron, MU is a 

CMUO type muon, and MI is a CMIO type muon) independently. In this nomenclature, 

the first lepton must pass the tight lepton identification and isolation cuts, while the 

second lepton must pass the loose lepton identification cuts. The total acceptance is just 

the sum over the lepton combinations. 

The acceptance for tt events is measured as a function of the mass of the top quark 

using three samples of t1 Monte Carlo generated using PYTHIA/CLEO/TAUOLA. Sam-

ples of about 40,000 events were generat~d using mtop = 160, 175, and 180 GeV /c2 • These 

masses are centered around the previously published mass measurement from CDF[2]. 
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Category Ageom(160) Ageom(l 75) Ageom(190) 
CECE .0079 ± .0004 .0089 .0005 .0088 ± .0005 
CEMU .0164 ± .0006 .0182 ± .0007 .0204 ± .0007 
MUCE .0164 ± .0006 .0182 ± .0007 .0204 .0007 
CEMI .0041 ± .0003 . 0038 ± . 0003 .0042 ± .0004 

MUMU .0074 .0004 .0088 ± .0005 .0097 ± .0005 
MUMI .0040 ± .0003 .0058 ± .0004 .0073 ± .0005 

Table 6.1: Geometrical acceptance for two leptons with Pr> 20 GeV /c 
determined using the PYTHIA sample as a function of mtop· Note that 
the CEMU and MUCE categories are equivalent at this point. 

Some parts of the calculation are not modeled particularly well by the detector simulation 

and information from data samples will be used to correct these efficiencies. 

6.1 Geometric Acceptance 

The geometric acceptance represents the fraction of tI events which are expected to have 

two leptons each having Pr> 20 GeV /c and passing fiducial cuts. For the electron and 

CMIO muon cases, the fiducial cuts mean the lepton does not hit the calorimeter face 

too dose to the edge of a tower. For the muon case, the fiducial cut means that a track 

is reconstructed in a muon system with a CTC track pointing to it. The geometric 

acceptance calculation begins by counting the number of events in the Monte Carlo 

samples which have two fiducial leptons with Pr> 20 GeV /c (Ngeom)· Dividing Ngeom 

by the number of events generated in the sample gives the geometric acceptance. ·The 

acceptance calculated in this fashion includes the assumed Standard Model branching 

ratio for tt into e, µ pairs, 4/81. Table 6.1 lists the geometric acceptance for the PYTHIA 

Monte Carlo as a function of mtop· 
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Category e:fnv R(f1)R(l2) lJD 

CECE 0.525!:()~~ 0.910 .007 0.478~:~~~ 
CEMU 0 368+·019 . -.018 0.917 .006 0 338+.018 . -.017 
MUCE 0 080+.on • -.DlO 0.929 ± .005 0 074+.010 . -.009 
CEMI 0 212+·038 . -.034 1 040+·036 . -.035 0.221~:~! 

MUMU 0.496 ± .028 0.936 ± .004 0.464 ± .026 
MUMI 0 247+·031 . -.029 1 062+·036 . -.035 0 262+·034 . -.032 

Table 6.2: Lepton identification efficiency for mtop = 175 GeV/c2. 
Note that there is no overlap between the CEMU and MUCE cate-
gories After the lepton identification cuts are made. Most event which 
contain a tight CEM electron and a tight CMU 0 muon are classified 
in the CEMU category for historical reasons. 

6.2 Lepton Identification Efficiency 

The lepton identification efficiency, e:rn, is the efficiency for a pair of fiducial leptons 

with PT> 20 GeV /c to pass the lepton identification cuts including the isolation cuts 

but not including the opposite charge requirement. A first approximation ( e:tff) can be 

made by just counting the number of events in the tt Monte Carlo which pass the lepton 

identification and isolation cuts, Nw, and then dividing by Ngeom· The result of this 

approach is shown on the left in Table 6.2 for ffitop 175 Ge V / c2. However, using this 

number does not take into account the fact that the detector simulation does not model 

some of the variables used for lepton identification particularly well. Figure 6.1 shows 

( Njata -. Nltc) / Ndata, where Nltc ( Njata) in the number of data (Monte Carlo) events 

in the ith bin and Ndata is the number of data events in the plot, for some of the lepton 

identification variables. The discrepancies in the cut regions contribute to the differences 

in lepton identification efficiency seen between the data and the Monte Carlo. 

The tt efficiency derived from the Monte Carlo is corrected by two quantities 

(6.2) 
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Figure 6.1: Plots showing (Ni.,0 NJa.ta.)/Ndata which emphasize the 
discrepancy between data and Monte Carlo for some of the lepton iden-
tification variables for CEM electrons and CMUO muons. 
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Figure 6.2: Invariant mass distributions for ee pairs (left) andµµ pairs 
(right) used to calculate the single lepton identification efficiency. One 
lepton passes the tight lepton identification cuts while the second leg 
has only fiducial, an opposite charge, and PT> 20 Ge V / c or ET<20 Ge V 
cuts applied. 

The R(i) defined as the ratio of the single lepton identification efficiency measured in 

Z data to the single lepton identification efficiency measured in Z Monte Carlo and 

depends only on the lepton type. The Z events used to derive the correction factor 

were selected by looking for events with one lepton which was required to pass all tight 

lepton identification cuts except the isolation cut, the second was required to pass only 

the fiducial and PT (ET) cuts, and the pair was required to have opposite charge and 

an invariant mass in the range 75 Ge V / c2 < Mu < 105 Ge V / c2 • The in variant mass 

distributions for e - e and µ - µ pairs passing these cuts is shown in Figure 6.2. The 

Monte Carlo is the PYTHIA sample used in Section 5.2.3 with the same cuts as applied 

to the data. Since one of the leptons is required to pass the tight lepton identification 

cuts, the other lepton is used to determine the efficiency of the identification cuts. When 

calculating the efficiency of tight lepton cuts where isolation is required, both leptons are 

required to pass the isolation requirements. 
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To determine the single tight CEM electron and both tight and loose CMUO muon 

cut efficiencies, the following procedure is used. There are four combinations of passing 

the cuts that a pair of leptons can have: PP, PF, FP, FF where P implies passing the 

cuts and F implies failing the cuts. The first three combinations have at least one lepton 

passing the tight identification cuts and will be in the Z sample, but no events of the 

last type (FF) will be in the Z sample. The ratio of the number of events with two tight 

leptons to the number of events with at least one tight lepton is given by: 

(6.3) 

where f.T is the efficiency for a single isolated, fiducial lepton with PT> 20 Ge V / c to pass 

the tight lepton identification cuts. Solving for f.T gives: 

(6.4) 

The single lepton identification efficiency for tight and loose CMUO muons and tight 

CEM electrons is given in Table 6.3 along with the ratio R(f). 

Using this same form to measure the loose single CEM identification efficiency could 

result in the sample_ having a large background component. Since the leptons in back-

ground events could have a different efficiency than those from Z decays, this would need 

to be corrected for and is difficult. Instead an approach similar to that followed for the 

tight leptons is taken. Here there are three possible outcomes for each lepton: passes 

the tight cuts, passes the loose cuts but fails the tight cuts, and fails the loose cuts. The 

ratio of number of events with one tight lepton and a second loose lepton (which can 

also pass the tight identification cuts since the tight cuts are a subset of the loose cuts) 

divided by the number of events with at least one tight lepton can be written as 

RL = 4 + fT(f.£ - fT) + (fL - fT)fT 

f.} + fT(l - fT) + (1 - fT)fT 
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Category t ata 
ID trv R(f) 

Tight CEM 0.850 .004 0.894 .002 0.951 ± .006 
Loose CEM 0.873 .004 0.911 .002 0.958 .004 
Tight MU 0.959 ± .002 0.987 .001 0.986 .003 
Loose MU 0.952 ± .003 0.987 ± .001 0.985 .003 

MI 0.447 ± .013 0.409 ± .006 1.094 ± .039 

Table 6.3: Single lepton identification efficiency measured using data 
and Monte Carlo Z events. The ratio of efficiencies for Data/Monte 
Carlo, R(f), is also given. 

where EL is the efficiency of the loose cuts and ET is the efficiency of the tight lepton cuts. 

Solving this for EL gives 
( RL ( 2 - ET) + lT) 

lL = 2 . (6.6) 

The single loose CEM lepton identification efficiency is given in Table 6.3. 

The single lepton identification efficiency for CMIO muons, which are always conside-

red a loose lepton, is straight forward. The efficiency is simply the ratio of the number of 

events with one CMUO muon passing the tight lepton identification cuts and one CMIO 

muon passing its identification cuts to the number of events with one tight CMUO muon 

and a track passing the CMIO PT and fiducial requirements. 

The single lepton scale factors combined in the proper combinations to apply to 

the tt Monte Carlo are shown in the middle column of Table 6.2. The final dilepton 

identification and isolation efficiency for mtop = 175 GeV /c2 are shown on the right. The 

final lepton identification and isolation efficiency as a function of the mass of the top 

quark is summarized in Table 6.4. 

6.3 Kinematic Cuts 

This section describes the efficiency of the combination of the the kinematic cuts from 

Section 4.2 and the opposite charge requirement. Again this measurement is done using 

the PYTHIA Monte Carlo samples. The efficiency is calculated by dividing the number 
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Category fm(160) m(l75) c:m(190) 
CECE 0.57L:o26 0.478_:026 0.459_:021 
CEMU 0 346+·018 . -.018 0 33g+.018 . -.017 0 306+·011 . -.016 
MUCE o os2+·011 . -.010 0.074:!::~ ·o.o68:!::Ug 
CEMI 0.251:!::8~ 0.221:!::8~ 0 239+·040 . -.036 

MUMU 0 481 +·028 . -.028 0 464+.o26 . -.026 0 416+.025 . -.025 
MUMI 0 299+.043 . -.040 0 262+·034 . -.032 0 199+.028 . -.026 

Table 6.4: Lepton identification and isolation efficiency as a function 
of mtop· 

of events passing all cuts except the b-tag (Nkin) by Nm defined in the previous section. 

The efficiency is summarized in Table 6.5 as a function of the top quark mass. 

6 .4 Trigger Efficiencies 

The data used in this analysis is derived primarily from the single electron and muon 

·triggers. Which lepton in a tt event actually caused the trigger is not important so that 

the trigger efficiency for the event is just 

Category fkin(160) fkin(l 75) fkin(190) 
CECE 0 375+.u.:ii . -.035 o 418+.u.:i,, . -.038 0.415!:0:0 
CEMU 0 697+·030 . -.031 o 810+.024 . -.027 0 793+·026 . -.028 
MUCE 0.607:!::~~ 0. 5 25 :!: :8g 0 828+·051 . -.064 
CEMI 0.905:!::8:; 0.758:!::8~~ 0.919::::8~~ 

MUMU '0 538+.042 . -.043 0 522+·040 . -.040 0 569+·041 . -.042 
MUMI 0 646+.o75 . -.082 0 569+·012 . -.074 0 604+·074 . -.078 

Table 6.5: Kinematic acceptance for PYTHIA fi Monte Carlo as a 
function of the top quark mass. 
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Category 
CECE 
CEMU 
MUCE 
CEMI 

MUMU 
MUMI 

€trig 
0.9998 .0001 
0.9981 .0005 
0.9981 .0005 
0.987 ± .003 
0.979 ± .003 
0.854 .009 

Table 6.6: Trigger efficiencies for tt. 

where t 1 and t 2 are the two trigger efficiencies relevant for that event. Note that the 

CMIO type muons, which consist of a stiff track pointing to very little energy in the 

calorimeter, are not triggered upon. Thus the trigger efficiencies for the CEMI and 

MUMI categories are just the electron and muon trigger efficiencies respectively. 

The single lepton trigger efficiencies have been determined by looking at samples of 

events which pass at least one trigger other than the trigger being examined. For example 

to measure the muon trigger efficiency, a sample of events passing a jet trigger could be 

used. The electron trigger was measured to be 98. 7 ± .3% efficient while the single muon 

trigger efficiency is 85.4 .9%. These triggers efficiencies are then combined to form the 

dilepton trigger efficiencies which are summarized in Table 6.6. Note that the triggers 

for single leptons are all designed to have a constant efficiency for PT> 20 Ge V / c. This 

implies that the trigger efficiency for each dilepton pair should not be dependent upon 

the mass of the top quark. 

6.5 b-tagging 

To measure the efficiency of the tagging algorithms a sample of tt Monte Carlo events ge-

nerated using PYTHIA with mtop = 175 GeV / c2 is used. After processing with a detector 

simulation, the number of events which pass all selection cuts except the tag is counted 

(481). In this sample there are 189 SECVTX and 93.7 SLT tagged events. The tagging 

efficiency for each algorithm to tag a tt event is the number of tagged events divided 
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Category Atot(160) Atot(l 15) Atot(190) 
CECE 0.00079 ± .00012 0.00083 ± .00012 0.00078 ± .00012 
CEMU 0.00186 ± .00021 0.00234 ± .00026 0.00232 ± .00026 
MUCE 0.00038 ± .00008 0.00033 ± .00007 0.00054 ± .00010 
CEMI 0.00043 ± .00009 0.00030 ± .00007 0.00042 ± .00009 

MUMU 0.00088 .00013 0.00098 ± .00014 0.00106 ± .00015 
MUMI 0.00031 ± .00007 0.00035 ± .00007 0.00035 ± .00008 
Total 0.00465 ± .00031 0.00513 ± .00034 0.0054 7 ± .00036 

Systematic error ±.00065 ±.00072 ±.00077 

Table 6. 7: Total acceptance for tt events from PYTHIA tI Monte 
Carlo as a function of top quark mass. 

by the number of events. Note that for the SECVTX algorithm, this must be corrected 

to account for the over-efficiency of the algorithm in the Monte Carlo 0.87 .07 (see 

section D.1). The individual tagging efficiencies per event are found to be 0.342 ± .034 

for SECVTX and 0.195 ± .20 for SLT. To calculate the total tagging efficiency per event, 

the efficiencies are summed and the overlap is removed: 

ltag = tsv x + ls LT - tsv x lSLT (6.8) 

This results in an efficiency of 0.4 70 ± .040 for one of the two algorithms to tag a tI event. 

6.6 Total Acceptance 

The acceptance is first calculated on a channel by channel basis according to Equation 6.1. 

The total acceptance is just the sum of all channels. Table 6. 7 summarizes the total 

efficiency for tt as a function of top mass. Several additional studies have been done to 

estimate possible systematic effects on the acceptance. 

To calculate the acceptance, a. specific generator has been chosen. To get an idea 

of how the generator selection affects the total acceptance, a sample of 210,526 events 

generated with HERWIG and a sample of 36,000 events generated with ISAJET using 

mtop = 175 GeV / c2 were examined. After applying all analysis cuts except the b-tag, 
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there are 2297 (392) events remaining in the HERWIG (ISAJET) sample. The PYTHIA 

sample has 482 out of 40688 events remaining after all cuts are applied except the b-tag. 

The maximum difference between the fraction of events passing is taken as a systematic 

error on the total acceptance (±8%). 

Additionally, there is no direct evidence which tells how much initial and final state 

gluon radiation there should be in an event. To look at these effects, three samples with 

ffitop = 175 Ge V / c2 were generated using the PYTHIA Monte Carlo. A sample of 40,688 

events were generated just as the default sample was except the mass, 482 passed all cuts 

except the b-tag. A second sample of 38,114 events were generated with the final state 

gluon radiation process turned off, 440 passed the cuts. The third sample made with the 

initial state radiation disabled consisted of 42123 events, 431 of which passed the cuts. 

In each of the two cases the difference from the default radiation settings is taken as a 

systematic error. This results in ±3% for final state radiation and ±14% for initial state 

radiation. 

Taking the largest of these as a systematic error on the total acceptance results in an 

estimated ±14% uncertainty. The systematic uncertainty is shown on the final line of 

Table 6.7. 

79 



Chapter 7 

Results 

The selection cuts described in Chapter 4 were applied to the inclusive central electron 

and inclusive central muon datasets to select top candidate events. The number of events 

remaining after each of the cuts is summarized in Table 7.1. The bottom line is that there 

are four events which contain six b-tags. These 4 events are shown in Figures 7.1-7.4 in 

both an end view and in a lego display of the ET measured in the calorimeter. 

From the method 2 background prediction from Section 5.2, 1.53 ± .33 tagged events 

are expected in this sample due to backgrounds. When compared to the observed 4 

events, a small excess is observed. The statistical significance of this excess can be 

calculated by looking at how often the predicted background :fluctuates to greater than 

or equal to the observed signal. In doing this calculation, no correction is made to the 

Selection Criteria Number of Events Remaining 
Lepton Identification 

and Isolation 8873 
Opposite charge 8856 
Invariant Mass 1171 

iT 77 
2 jets 16 
b-tag 4 

Table 7.1: Number of event remaining after each of the cuts in the 
analysis. 
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expected background to account for the presence of top in the sample as this is the most 

conservative approach. A toy Monte Carlo is used to calculate the probability by counting 

the fraction of events with a poisson distribution with a mean equal to the background 

which is greater than or equal to the observed number of events. For the method 2 

background prediction the statistical significance of the observed excess is found to be 

.076. 

Calculating the significance using the number of events found is expected to be an 

underestimate of the real statistical significance because there is additional information 

contained in the double tagged events. Calculating the significance using the 6 tags found 

and assuming that the number of tags in the background and the number of background 

events is the same results in a significance of 6.8 x 10-3 • This is in fact expected to 

be a slight overestimate because it does not take into account tag correlatio;ns in the 

background. (If the number of Drell-Yan events with a bb pair fluctuates high, this will 

affect both the SECVTX and SLT background calculations in the same way.) Check on 

the effect of this correlation indicate that it is indeed a small effect. 

These events all contain two leptons and /:T which are consistent with corning from 

w+w- pairs. There are also two jets, at least one of which is consistent with having 

come from a b quark, in the event. The most natural interpretation of these events is as 

a tI pair which decayed into w+ "bw- b with both W's decaying to electrons and muons. 

Proceeding under the assumption that these events are from top, the cross production 

cross section can be calculated. Before calculating the tI production cross section implied 

by the excess, the background contribution from SECVTX rnistags must be corrected 

since the calculation was done under the assumption that there is no tl in the sample. 

The presence of tt will tend to cause an overestimation of the background contribution 

from the rnistags. There should also be a small correction to the the fake primary lepton 

background, however since this background is only about 4 % of the total the correction 

would be negligible and is not considered further. 
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The correction to the mistag background is made using a simple iteration procedure: 

Btot = Bcor + Bu.near 

(7.1) 

(7.2) 

(7.3) 

where Nabs is the number of tagged events seen, Bcor is the portion of the background 

which must be corrected and Buncor is the fixed portion from Monte Carlo studies. The 

16 in the above equations is the number of events found before the tagging algorithms are 

applied. Only the portions of the background which are derived from the events before 

tagging are corrected, the others are absolute predictions. The iteration procedure loops 

around the above equations until the background changes by less than 0.01 event. 

For the SECVTX algorithm, Bcor is initially 0.155 (the mistag contribution) and 

Buncor is 0.66. This results in a corrected background of 0. 72 ± .30 events where the 

error is a combination of the fractional error before correction plus a 10% error from the 

tagging efficiency. Adding in the SLT background results in a total estimated background 

of 1.43 ± .33 events. The SLT mistag background does not need a correction applied to it 

because the acceptance is calculated using only leptons coming from the decay of either 

ab or c quark. 

After showing that there is a signal and assuming that it is tt, the cross section can 

be calculated. The cross section and its associated uncertainties are calculated using the 

following likelihood function: 

( [ .Cdt- [ .Cdt)
2 

(A-1)2 (B-112 ( J B)N 
L __ e 2.,.2 - 2.,. - 2.,. A · O'fi · .Cdt + -(A·u -·J Cdt+B) .c e A e s e ;; 

N! (7.4) 

where A is the total acceptance, B is the expected background, N is the number of obser-

ved candidate events, ua is the t1 production cross section, and J .Cdt = 109.4 ± 7.2 pb-1 

is the total integrated luminosity. The production cross section is found by minimizing 

- ln L. The parameters A, B, and J .Cdt are initially set to their expected values, A, 
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ffitop 160 GeV /c2 

Table 7.2: Measured cross section for tI production as a function of 
ffitop• 

B and J Cdt and allowed to vary according to their uncertainties. The uncertainties on 

the cross section are the points where the - ln L has changed by 1/2 from its minimum 

value. The minimization is done using the MINUIT[31] package. This procedure reduces 

to the form: 
N 

O' - - ---------
tt - AJ Cdt (7.5) 

for the central value, however the formal expression is necessary to get the proper uncer-

tainties. 

Using this formalism the cross section is calculated as a function of ffitop· The calcula-

tion uses the total integrated luminosity 109.4 ± 7.2 pb-1 the total corrected background 

1.43 ± .33, and the acceptance as a function of ffitop from Table 6. 7 to give at':; 4.6~i:i p b 

for an assumed ffitop = 175 GeV/c2 • This value of ffitop is chosen because analyses to 

measure the mass of the top quark find mtop = 176 ± 9 Ge V / c2 [32]. The result is sum-

marized in Table 7.2 an shown in comparison to the theory predictions in Figure 7.5 for 

top masses around the expected mass. 
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Chapter 8 

Conclusion 

The analysis presented here describes a method for searching for events containing a tt 
pair which decays to give two leptons, /Jr, and two jets, one of which is b-tagged, in the 

final state. Looking in the CDF Run 1 data sample of 109.4 ± 7.2 pb-1 , 6 tag~ were found 

in four events where only 1.53 ± .33 are expected from background sources. Assuming 

the observed excess is due to tI production, the production cross section is measured to 

be 4.6::1::j:i pb. 

This analysis is just one part of the overall strategy for searching for the top quark at 

CDF. Results from the lepton+jets and dilepton searches are already published and have 

firmly established the existence of the top quark. Other analyses pursuing the signature 

in the all hadronic mode and extending the dilepton channel to include hadronic T decays 

are also underway. Figure 8.1 shows a comparison between the cross section derived from 

this analysis and the CDF[34] combined and D0[33] measurements. These measurements 

are all consistent with one another. 

At this point data collection has stopped for both CDF and D0 and will resume 

m 1999. During this shutdown both the accelerator and the detectors will undergo 

improvements in the hardware. The accelerator will be upgraded with the addition of 

the Main Injector which will allow the T~vatron to operate at instantaneous luminosities . 

over 1032 cm- 1s- 1• The center of mass energy will be increased from 1.8 TeV to 2.0 TeV 

which should increase the tt production cross section by about 37%[7]. 
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The CDF detector will undergo several upgrades which will result in improved per-

formance for measuring the top quark system. The SVX detector will be replaced with a 

longer version which will increase the acceptance for b jets and will improve the tagging 

efficiency per jet to approximately 60% for vertex tagging algorithms alone[35]. The 

CTC and VTX will be replaced as will with detectors which are better able to withstand 

the density of tracks in the RunII environment and improve the tracking efficiency at 

higher 1771· The plug and forward calorimeters are being replaced with a scintillating 

tile calorimeter which should improve the energy resolution in those regions and increase 

the acceptance for electrons from W decays by about 36%. The gaps in </> in the CMP 

and CMX muon systems are being covered with chambers which should improve the 

acceptance for muons by as much as 25%. 

With an expected 2 fb-1 of data, there should be about 700 events in the lepton+jets 

channel and over 100 dilepton candidates. The resolution on the mass of the top quark 

which is now about 9 GeV /c2, should be about 4 GeV /c2 . Knowing the top quark mass 

to within a few GeV /c2 combined with the mass of the W boson may make it possible to 

make predictions about the Higgs boson (see Figure 8.2). Additionally the large sample 

of tt events will make it possible to measure such quantities as lvtbl, the branching ratios 

Br(t -j. Wb)/Br(t -j. Wq) and Br(t -j. W0 b) where W0 is a longitudinally polarized W. 

Searches for single top production and for the rare decays such as t -j. Zc, /C will also 

be possible. 

One _has to wonder if there is any significance to the top mass being 175 ± 9 Ge V / c2 

when all of the other quarks are very light in comparison (the next heaviest quark is 

the b with a mass of about 5 GeV /c2). Is this giving us a probe into the higgs sector, 

or perhaps an indication of new physics? These are questions whose answers may come 

from looking at more data. 
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Appendix A 

Design and Performance of the 

CMP 

In the 1988-1989 run the CDF detector relied on the CMU detector to identify muons 

with 1111 < 0.6. In this region there is an average of 5.4 pion interaction lengths between 

the vertex and the CMU chambers. Because of this, the trigger rate for CMU muons is 

dominated by hadronic "punch through", particles passing out of the calorimeter. During 

the 1988-1989 run the average instantaneous luminosities were about 1030 cm-2s-1 and 

the trigger rates were manageable. In the 1992-1993 run the expected instantaneous 

luminosities were of order 5x1030 cm-2s-1 which would have caused an excessive trigger 

rate. This hadronic punch through also made the identification of muons in jets difficult 

limiting the ability to study semi-leptonic decays of heavy quarks. By building the 

Central Muon Upgrade (CMP) and installing it outside the CMU behind an additional 

60 cm of steel, the identification of muons both at the trigger level and offline can be 

improved by requiring the presence of a track in the CMP system. This makes it possible 

for CDF to better exploit the physics potential of the Tevatron collider. 
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Figure A.1: CMP stack in an exploded view showing the endplate 
and wire support. The scale is not exactly correct in this figure. 

Chamber Design 

The CMP chambers were constructed using extruded rectangular tubes with an outside 

dimension of 2.54 cm x 15.24 cm and length of 6.4 m. The shape of the tubes was 

constrained by pre-existing obstructions around the detector and by the requirement of 

four layers of chambers. The chamber walls are 2.6 mm thick (Figure A.I). Four of these 

chambers were glued together with half the chambers offset by half their width to form 

a "stack". This staggering removes the left-right ambiguity of a reconstructed track. In 

addition, the time needed to make a trigger from the chambers is cut in half because hits 

in only two of the four chambers are required for a valid trigger. 
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Figure A.2: Electric field lines (top) and equipotential lines (bottom) 
inside a CMP chamber. 

The chambers have a 50 µm diameter gold-plated tungsten wire down the center 

which serves as the anode at +5400 V. There are cathode pads on the top and bottom of 

the chamber to shape the electric field (see Figure A.2). The center pad is set to +2800 V 

and has eight shaping pads on either side which have voltages decreasing in steps of 375 V 

towards the outer edge. These voltages are passed through the endplate by gold-plated 

Cu/Be contacts which were put into the endplate when it was molded. The division of 

the field shaping voltages is done by a 20 MOx8 divider resister which is mounted on 

a printed circuit board soldered to the contacts outside the endplate. The outer most 

shaping strips are electrically connected to the chamber wall using a conductive epoxy. 

The chambers are run in proportional mode with an active volume filled with a 

50%/50% Ar-C2H6 mixture bubbled through isopropyl alcohol at a temperature of -7° C. 

Setting the pads at 2800 V and the wire at 5400 V gives a nearly saturated drift velocity. 

At these voltages the chambers have a measured gain of about 6 x 104 yet remain several 

hundred volts from streamer mode. It is important to keep the chambers out of streamer 

mode because of the running conditions at the Tevatron where some of the chambers are 

hit by a spray of particles from the Fermilab Main Ring as it negotiates the overhead 

95 



bypass. This spray of particles produces large currents in streamer chambers which will 

cause the high voltage supplies to either trip or reduce the output voltage. 

Because the chambers are 6.4 m long, they would be electrostatically unstable if a 

wire support was not put at the middle of the chamber. This support consists of a PVC 

body glued to 5 cm long PVC legs. The legs are made from rods sorted by diameter 

with variations up to 200 µm. The variation in diameter allows the wire support to be 

customized for each chamber to insure that the friction between the legs and the chamber 

walls will keep the support in place. 

The signal from the wires comes out through a 2200 pF blocking capacitor onto a 

preamp board. The preamp board is mounted directly to the stack by four delrin standoffs 

which are screwed into the endplates. Each preamp board contains the preamplifiers for 

all four channels in a stack as well as a calibration pulse (Figure A.3). The preamp 

boards are based on a Radeka 10354 hybrid preamps. From the preamp the signal is sent 

to a 48 channel Amplifier-Shaper-Discriminator (ASD) card which sends a digital signal 

. to a LeCroy 1879 Fast bus TDC. 

A.2 Chamber Performance 

After each stack was constructed, it was put through a series of tests to insure it was of 

good quality before being shipped to FermiLab for installation. 

A.2.1 Gas Tightness 

The chambers were checked for leaks by pressurizing them to about 0.13 atm above 

atmospheric pressure with N2 gas. A reference vessel of approximately 10 i was pressu-

rized to the same initial pressure as the chamber provided a stable reference pressure. 

Once the system is isolated, the pressure of the chamber, P(t), can be measured as a 

function of time: 

P(t) =Po+ (Patm - Po)eatfV, (A.1) 
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Figure A.4: CMP dark current distribution at anode voltage of 5600 V 
measured using good stacks. 

where Po and Patm are the initial chamber pressure and atmospheric pressure respectively; 

V is the volume of the chamber ("" 19 i); and a is the leak rate for that chamber. The 

average measured leak rate for these chambers was about 5 cc/min. Larger leaks around 

the endplates were found in some chambers and were plugged with RTV. 

A.2.2 Dark Currents 

The dark current on the anode wires for a stack were measured as a function of anode 

voltage. For good chambers, the dark current was flat up to about 5800 V at which 

point the current draw begins to rise sharply. Chambers with defects on the wire have an· 

increas~ in current draw at a lower voltage. The distribution of dark currents measured 

at 5600 V is shown in Figure A.4. The average dark current at an anode voltage of 5600 V 

is about 30 nA. Chambers were re-strung if the observed dark current was significantly 

larger than normal. 

A.2.3 . Wire Tension 

The tension of the wire was measured by taking advantage of the resonance properties 

of a periodic signal propagating down the wire when it is placed in a magnetic field. A 
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Figure A.5: Measured CMP wire tensions. The nominal tension is 
250 g. 

stack was place in the gap of a large horseshoe magnet. A sine-wave signal from a pulse 

generator was input at one end was compared to the signal measured at the other end of 

the chamber. By measuring the phase difference between these two signals, the resonant 

frequency of the wire can be found when the input and output signals are in phase. The 

wire tension can then be derived from the fundamental resonant frequency / 0 as 

(A.2) 

where L is half the chamber length (because of the wire support); µ is the mass per unit 

length of the wire (3.79x10-5 kg/m for tungsten wire with a radius of 25 µm); and g is 

the acceleration due to gravity. The tension measurements are shown in Figure A.5 have 

a mean of 249 g with a width of 4 g. The tails of the distribution are the result of friction 

in the pulley used to set the wire tension. A wire tension much lower than nominal was 

taken as a sign that the wire was not properly soldered at one end and those chambers 

were re-strung. 
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A.2.4 Cosmic Ray Testing 

General chamber performance was checked by reconstructing tracks from cosmic rays 

passing through the stacks. From these reconstructed tracks, the hit residuals, hit effi-

ciencies and drift velocities can be measured. 

Tracks were reconstructed using three of the four chambers in a stack and extrapo-

lating or interpolating to the fourth chamber. The difference between the measured hit 

position and the predicted position is called the residual. A typical residual distribution 

is shown in Figure A.6 for good chamber. A Gaussian fit to the data give an average 

chamber resolution of about 300 µm. The distribution of resolutions for the chambers is 

shown in Figure A. 7. The same technique of fitting three chambers and looking at the 

fourth chamber is used to measure the efficiency as a function of hit position across the 

width of the chamber. In this case the fourth chamber is checked for a valid hit. Fig-

ure A.8 shows the typical efficiency of a typical chamber as a function of the hit position 

within the chamber. The efficiency is measured to be ""'99% out to the edge of the drift 

region. Inefficiencies also occur around the wire support and the end of the chambers, 

these distributions are shown in Figures A.9 and A.10. 

The drift velocity for a given chamber can be calculated by using the drift times of the 

other three chambers in a stack and the stack geometry under the assumption that the 
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Figure A. 7: CMP hit resolutions measured using good stacks. 
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Figure A.8: C:MP single hit efficiency measured for a typical cham-
ber. The chamber position is the distance between the wire and 
extrapolated/interpolated track. 
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Figure A.9: CMP hit efficiency measured near the wire support. The 
position is the distance along the wire from the wire support to the 
extrapolated/interpolated track. 
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Figure A.10: CMP hit efficiency measured near the end of the cham-
ber. The chamber position is the distance from the end of the chamber 
to the extrapolated/interpolated track position. 
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Figure A.11: CMP drift velocity distribution measured in a typical 
chamber. The mean is expected to fall between 45 and 50 mm/ µs. 

drift velocity is constant for all chambers in a give stack. In that case the drift velocity 

is given by: 
a 

(A.3) 
Vdrift = bt1 + ct2 + ct3' 

where a, b, c, and d depend on the relative positions of the wires and t 1 , t 2, and t3 

are the three drift times. The drift velocity distribution for a typical stack is shown in 

Figure A.11. The tails are caused by the inclusion of tracks which were not fit well. 

103 



Appendix B 

The CDF Muon Trigger Scheme 

The CDF central muon trigger has three levels, two implemented in hardware and a 

third in software. This appendix describes the procedures used by the Level 1 and 

Level 2 central muon trigger to arrive at a decision. 

The central muon trigger in CDF is organized into 5° segments, called "trigger to-

wers", three for each wedge in the central detector. A decision is made based only upon 

information pertinent to a single 5° slice of the detector. Note that the CMP portion of 

the trigger was designed to be used only as a confirmation of the CMU trigger, it does 

not provide an independent trigger. The general organization of the trigger is shown in 

Figure B.1 and is described below. 

B.1 Level 1 

The Level 1 muon trigger consists of several different modules designed to extract in-

formation from a specific detector and generate a "primitive" and a. set of modules to 

combine those primitives. Many of the modules are capable of generating primitives for 

two programmable thresholds making it possible to trigger separately on high PT and low 

PT muons. The trigger rate for single low PT muons is very high and would cause to much 

dead time. However, accepting pairs of low PT muons does not incur unreasonable dead 

time and yet still allows CDF to trigger on muon pairs from sources such as J /'l/J ~ µµ, 
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Figure B.1: Organization of the CDF central muon trigger system. 
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Figure B.2: Cross section of a CMU module showing the different 
drift times for chambers in alternate layers for a non-radial track. 

a powerful tool for doing b physics. As a result, the CDF muon trigger can select events 

with at least one high 'PT muon or at least two low 'PT muons. 

MUl T The Level 1 trigger modules for the CMU system were implemented as cards 

in the front end electronics crates for the 1988-1989 run[37]. The idea is to look at the 

time difference D..t between the arrival of hits from a muon passing through the chamber 

on the wires for alternate layers (see Figure B.2). Because of the magnetic field in the 

solenoid, a muon will follow a helical trajectory until it passes into the solenoid at which 

point its trajectory becomes a straight line. As a result, the muon's track in CMU will 

make an angle relative to the radial line which is inversely proportional to the PT of the 

track. Measuring D..t determines the relative angle between the track and the radial line 

and also the 'PT· If the time difference is less than a programmed threshold which is 

determined by the desired minimum PT, the module generates a CMU primitive. Each 

wedge in CMU is instrumented with two of these modules making it possible to have two 

independent thresholds. The entire system has one output for each of the trigger towers 

on each half of the detector, at each threshold for a total of 288 bits. 
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MPlT The CMP trigger modules, MPlT, are custom FASTBUS modules which are 

designed to look for hit combinations in the CMP. Because of the rectangular geometry 

of the CMP a simple relationship between the track angle and the PT does not exist. As 

a result the CMP is used only as confirmation of a CMU trigger. This philosophy means 

that the trigger only needs to look for the presence of hits in CMP chambers which are 

consistent with having come from a muon passing through a given CMU trigger tower. 

To do this Monte Carlo simulations of muons were used to determine which pairs of 

chambers could be hit for each CMU tower by muons with PT> 3.3 GeV /c. The output 

is a single bit for each of the 72 CMU trigger towers in ¢>. 

MXl T The MXl T cards are also custom FASTBUS modules which are similar to the 

MUl T modules in function. The MXl T modules measure the time difference between 

the arrival of hits from radially aligned pairs of wires to make a PT measurement. There 

are two different programmable PT thresholds for each module. Each module corresponds 

to 30° in ¢>for one side of the detector and has 12 outputs, giving a total of 288 bits. 

CSX The CSX meantimers are designed to pass along information from the CSX for use 

in the CMX trigger. These modules were designed to make an OR of pairs of scintillators, 

one on the inner surface of CMX and the other on the outer, and to tighten the timing 

of the hits relative to the beam crossing. By gating the meantimers around the beam 

crossing time, much of background not associated with muons from the pp interaction 

can be removed. These backgrounds are a problem due to the location of the CMX and 

CSX systems. 

MHl T The MHl T modules are custom designed to add information from the TDC's on 

the CHA and WHA calorimeters into the muon trigger. The idea is that a muon passing 

through a calorimeter module should have deposited some energy. The TDC's provide 

a fast signal which simply says that calorimeter had some energy deposited in it. The 

OR of the CHA TDC bits is available for use in the CMU /CMP trigger while the OR of 

four towers in the CHA and four in the WHA which are covered by the CMX chambers 
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are available for use in the CMX trigger. This can help remove backgrounds coming 

from fake CMU or CMX primitives which have no energy deposited in the appropriate 

calorimeter towers. 

MU2X The MU2X cards are FASTBUS boards built here which combines the infor-

mation provided by all the above systems to form the actual Level 1 trigger. These 

cards were designed to have a great deal of flexibility built into them so that triggers 

from the new systems could be integrated smoothly. There are 24 of these cards for the 

CMU /CMP trigger.and 24 for the CMX trigger, each card make the decision for all three 

towers in a 15° wedge. In a given 5° trigger tower, the CMU, CMP, and hadron TDC 

primitives can be combined by requiring a programmable combination to form a Level 1 

CMU trigger. The CMX, CSX.and hadron TDC primitives can be combined in a similar 

fashion to provide a Level 1 trigger for the CMX system. 

B.2 Level 2 

The Level 2 muon trigger decision is based upon whether or not a track from the CFT 

extrapolates to the trigger tower where a Level 1 trigger occurred. The CFT provides 

information about tracks in the CTC to a FASTBUS module called the CTCX in the form 

of a wire number in the outer-most superlayer of the CTC and a crude PT measurement. 

The CTCX uses these two pieces of information as inputs into a lookup table to determine 

which 5° trigger towers the track might have hit. The CTCX passes along three bits to 

each MU2X corresponding to a track matching to each of the trigger towers. The CTCX 

also passes along the track information from the CFT to the rest of the trigger system 

to be used in other trigger decisions such as the electron trigger. 
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Appendix C 

Neutrino momentum 

Neutrinos only interact with the other quarks and leptons through the weak interaction 

resulting in a very small cross section for a neutrino to be observed. As a result, the 

momentum of a neutrino cannot be directly measured in the CDF detector. However, the 

total momentum transverse to the beamline of non-interacting particles can be inferred by 

requiring conservation of momentum transverse to the beamline for all observed particles. 

A quantity called "missing transverse energy", /Jr, is defined which represents the total 

transverse momentum of all the unobserved particles and is calculated as follows. 

The transverse energy in the calorimeter tower i is defined to be E~, given by Ei sinOi, 

where Ei is the measured energy deposited in tower i and Bi is the polar angle from the 

event vertex to the calorimeter tower. The total vector transverse energy, Er, measured 

in the detector can then be defined by: 

Er= L: E~iii, (C.l) 
i 

where Di is a unit vector transverse to the beam line pointing to the ith calorimeter tower 

and the sum is over all towers with 1111 < 3.6. The 17 range is restricted because the FHA 

is partially obscured at high 1111 by the quadrapole magnets which focus the beams. In 

addition only towers with an energy above a threshold of 100 MeV in the CEM, CHA, 

and WHA, 300 MeV in the PEM, 500 MeV in the PHA and FEM, and 800 MeV in the 
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FHA are included in the sum. The Er must then be corrected for muons which deposit 

little of their energy in the calorimeter. This is done if the muon had PT > 10 GeV /c 

by subtracting out the Er in the towers the muon passed through, and adding back in 

the PT of the muon. In addition, since jets are corrected back to the parton energies (see · 

Section 3.1) these corrections are taken into account in the calculation of the Er. 
If the momenta of all the particles in the event have now been accounted for, the I Erl 

would be 0 GeV. However, if there is a neutrino in the event, the !Erl will in be non-

zero. The total missing transverse energy, ir, is defined to be -!Erl· This technique 

only wori<s in the plane transverse to the beam line because particles with 1111 > 4.6 can 

escape from the detector without having been seen. Also particles with 1111 > 3.6, which 

include many of the fragments of the proton and anti-proton which collided, would not 

contribute much to the ir since most of their momentum is along the beamline. 
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Appendix D 

Tagging Algorithms 

This Appendix servers to describe some of the details of the b-tagging algorithms used in 

this analysis. These algorithms were developed by other people and are presented here 

for completeness sake. 

D.1 SECVTX 

The SECVTX algorithm is used by CDF to look for displaced vertices from the decay of b 

hadrons. The idea is to look at tracks which are inconsistent with having originated at the 

primary vertex and to see if any appear to have come from a common point. The decay 

products of a top quark decay include b quarks which will have a typical momentum of 

"'60 GeVJc for a top mass of 175 GeV/c2 (Figure D.1). CDF has measured the average 

lifetime of b hadrons to be 1.46 ± .08 ps[38] by looking at inclusive J / 1/J production. This 

implies that b hadrons from the decay of a top quark will have a flight distance of a few 

mm between the primary vertex and the b decay vertex. 

The SECVTX algorithm first makes an association between a jet and the tracks in the 

event by finding all tracks within a cone of 0.4 in 11- </>of the jet axis. Tracks which do not 

have a significant impact parameter transverse to the beamline are removed. For each 

jet, the SECVTX algorithm makes two passes through the remaining tracks looking for a 

common vertex associated with that jet. The first pass attempts to make a vertex with 3 
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Figure D .1: Transeverse momentum spectrum of b quarks from top de-
cays in tI Monte Carlo generated with PYTHIA at mtop = 175 GeV /c2 • 

tracks, while the second pass only requires two tracks but tightens the track quality and 

PT requirements on those tracks. Tracks which are consistent with being from a Ka or 

a A decay are excluded from both passes of the algorithm. (These are identified as two 

oppositely charged tracks with an invariant mass within 10(6) MeV /c2 of the nominal 

Ks (A) mass, the displacement from the primary vertex along the momentum vector of 

the reconstructed particle is greater than lOu, and the displacement perpendicular to the 

momentum vector is less than 3u.) 

For the first pass, the tracks in a jet with PT > 0.5 GeV Jc and unsigned impact 

parameter significance (I ;'
4 
I) greater than 2.5 are ranked according to their PT, impact 

parameter significance, and number of good SVX hits used in the track's fit. The two 

highest ranked tracks are constrained to a single point. This point is used as a seed to 

look for an additional displaced track which has an impact parameter significance < 3 

with respect to the seed vertex. If a vertex is found, a tag is declared and the algorithm 

ends, otherwise the next highest ranked pair of tracks is used as a seed. If no vertex is 

found when all seed combinations have been tried, then the algorithm goes to the second 

pass. 

The second pass of the SECVTX algorithm searches for displaced vertices made of 

tracks which pass more stringent track quality cuts. All tracks in the jet with PT > 

112 



Reconstrueted 
Secondary 

Vertex 

Reconstructed 
Secondary 

Primary Vertex 

Jet Axis 

)J 

Figure D.2: Diagram showing both negative (top) and positive (bot-
tom) Lxy vertices. 

1.5 Ge V / c and unsigned impact parameter significance > 4.0 with respect to the primary 

vertex are considered. The fitting routine forms a vertex using all tracks passing these 

cuts. All tracks contributing more than 50 to the x2 of the vertex fit are removed and a 

new fit is performed. This procedure is iterated until the tracks in the vertex remain the 

same. If no vertex is found during this pass, the algorithm ends. 

After a vertex candidate is found in either pass, the 2D decay length, Lxy, and its 

error, O'L,,y, arc computed. The sign of Lxy is defined as the sign of the dot product 

between a vector from the primary vertex to the secondary decay vertex and a vector 

in the direction of the jet axis (See Fig. D.2). The Lxy distribution for tagged jets in a 

sample of inclusive jets with a 50 GeV trigger is shown in Figure D.3. 

To be considered a tag, a secondary vertex must pass the following cuts: ILxyl < 
5.0 cm and J.h.iJ. > 3.0. Tags with Lxy < 0 are expected to be dominated by "mistags" 

aLxy 

which are due to mismeasured tracks and detector resolution effects. The tags with 
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Figure D.3: Lxy distribution for tagged jets selected with a 50 GeV 
trigger threshold. 

Lxy > 0 will contain some mistags but are dominated by real bb and cc. The Lxy 

distribution for mistags is expected to be symmetric about Lxy = 0 since reconstruction 

errors and resolution effects have no preference for a sign on Lxir This symmetry allows 

the tags with Lxy < 0 to be used to estimate the number of mistags which are contained 

in the Lxy > 0 sample. 

A difference is seen in the tagging efficiency measured in inclusive electron data and 

the Monte Carlo for the SECVTX algorithm[2] and a scale factor is computed to apply to 

Monte Carlo samples to correct for this effect. Monte Carlo tracks are imbedded in jets 

with ET > 15 GeV, 1111 < 1.0 and Zvert < 30 cm in events which passed the 50 GeV jet 

trigger and the track reconstruction code is re-run on the event. The efficiency for finding 

a track in a jet is the fraction of the events where the added Monte Carlo track is found. 

Following the same procedure with a sample of inclusive jets events generated using 

PYTHIA results in a tracking efficiency for the Monte Carlo. The ratio of data/Monte 

Carlo tracking efficiencies is a measure of how many fewer tracks are found in the data 

than in the Monte Carlo. Applying this ratio of tracking efficiencies to tracks in Monte 

Carlo jets effectively reduces the track finding efficiency to be what is observed in the 

data. 
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In the tt Monte Carlo, the effect of this tracking efficiency on the SECVTX tagging 

efficiency can be seen by applying this tracking efficiency effect to the tracks in b jets. 

This is done by discarding the individual tracks in the jets according to the expected inef-

ficiency before applying the SECVTX algorithm. The efficiency for tagging a lepton+jets 

event before this procedure was 47.5 ± .4%, while afterward, the efficiency is 41.2 .4% 

(the errors quoted are statistical only). The ratio of the data tagging efficiency to Monte 

Carlo tagging efficiency is 0.87 ± .07 after systematic effects such as the b lifetime, the 

SVX resolution, b hadronization and decay effects, and track multiplicities in the jets are 

included. 

D.2 SLT 

The second method used to look for b hadrons is to look for the presence of low PT muons 

and electrons near jets. This method takes advantage of the fact that approximately 20% 

of the b decays have an electron or muon in them. The idea in this algorithm is to look 

at the tracks in jets to see if they are consistent with being from either a muon or an 

electron. The algorithm used in this analysis is a slight variation from what has been 

used by CDF in the past[2, 29] in that here the soft lepton is required to be within a 

cone of 0.4 in 'T} - 4> of a jet axis. 

The soft electron finding algorithm starts by locating the tracks within 0.4 of a jet 

axis with a PT > 2.0 GeV /c, an impact parameter relative to the beamline of less than 

3 mm, two axial CTC superlayers with hits, and two CTC stereo superlayers with hits. 

Tracks from photon conversions to e+ e- pairs are removed if a second, oppositely charged 

track which makes a small invariant mass and comes within 3 mm in the r-4> plane. The 

shower shape and charge in the CPR arc required to be consistent with having come from 

an electron. For tracks with P :::; 15 GeV /c, a cut is made on the dE/dX measured in 

the CTC. The algorithm also requires 0.7:::; E/ P:::; 1.5 and EHad/EEM :::; 0.1. Also the 

track is required to extrapolate to a good fiducial region of the CES and CPR detectors. 
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The soft muon identification algorithm begins by looking for CTC tracks which extra-

polate to the muon detectors. If the track extrapolates to inside one of the detectors, hits 

in that detector are required. Tracks with PT< 3 GeV /c and !TJI < 0.6 are only required 

to point to hits in the CMU detector because muons with PT < 2.8 GeV /care expected 

to stop before getting to the CMP. The CTC tracks are required to have hits in at least 

two axial and two stereo CTC superlayers as well as have an impact parameter relative 

to the beamline less than 3 mm. Cuts are then made on the number of TDC and ADC 

hits seen in the detectors and how well the muon stub matches the extrapolated track 

in both position and in the phi of the segments. There is also a minimum ionizing cut 

placed on the muon candidates, EH ad - I: P(0.2) < 6.0 where I: P(0.2) is the scalar sum 

of momenta of all the tracks in a cone of radius 0.2 around the muon candidate. 

The SLT purity can be measured in a sample of inclusive jets by looking for jets which 

are tagged by both the SLT and SECVTX algorithms. The purity can be written as 

P NsLT-svx 
SLT = 

NsLT <::svx 
(D.l) 

where NsLT-SVX is the number of jets tagged with both algorithms, NsLT is the number 

of jets tagged by the SLT algorithm which are taggable by the SECVTX algorithm, and 

<::sv x is the efficiency for tagging a taggable b jet by the SECVTX algorithm. Looking in 

a sample of inclusive jets with a 50 GeV trigger jet, the purity is found to be 25 ± 12%. 
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