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IV 

Abstract 

Presented here is the first measurement of the bottom (b) and charm (c) flavor 

content of inclusive jets in collisions of protons and antiprotons at a center of mass 

energy of 1.8 TeV, using the Collider Detector (CDF) at the Fermilab Tevatron. 

Jets with displaced vertices are identified and the estimated proper decay-length 

distribution is fit to the expected distributions from b, c, and non-heavy flavor 

jets. The fraction of jets that contain at least one b or b quark is approximately 

0.02, while the fraction of jets containing at least one c or c quark decreases from 

approximately 0.12 to 0.04 in the jet transverse energy range from 15 GeV to 135 

GeV. Finally, the azimuthal correlations between b jets give information on the 

relative contributions of bb production processes. 
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Chapter 1 

Introduction 

In recent years, high energy physicists have made substantial progress in under-

standing the microscopic physical universe: elementary particles and their interac-

tions. Experimentally, elementary particles and interactions are studied by scat-

tering particles at very high energies (equivalently, small distances), revealing for 

example, the quark and gluon structure of nucleons. The Standard Model [1, 2] is 

the theory that enumerates the fundamental constituents of matter and describes 

the forces through which they interact. Over the past two decades, predictions 

made by the Standard Model theory have been very successful in describing the 

experimental data. 

1.1 The Standard Model 

The Standard Model describes the interaction between the fundamental particles. 

The four forces through which these interactions occur are the strong force, the 

electromagnetic force, the weak force, and the gravitational force. Since gravity 

is extremely weak compared to the other forces, it may be neglected. In the 
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Standard Model, interactions are described by two gauge invariant theories; the 

Electroweak model that includes Quantum Electrodynamics (QED), and Quantum 

Chromodynamics (QCD) [3]. Gauge theories are a special class of quantum :field 

theories where an invariance principle specifies the existence of interactions among 

particles. QCD, with a SU(3) gauge symmetry, describes the strong interaction. 

The unification of the electromagnetic and weak interactions forms the SU(2)L X 

U(1) Glashow-Weinberg-Salam electroweak theory. 

The Standard Model contains the fundamental particles: quarks, leptons, and 

gauge bosons (see table 1.1). Quarks obey Fermi-Dirac statistics (fermions with 

spin = 1/2) and experience both the electroweak and strong interactions. There 

are six quarks whose existence has been experimentally verified; up (u), down (d), 

charm (c), strange (s), top (t), bottom (b). Quarks are organized in three families 

or doublets. Each quark also has a strong force color charge of Red (R), Green 

(G), or Blue (B). This is analogous the electric charge in the electromagnetic force. 

Leptons, also fermions, only participate in electroweak interactions, therefore carry 

no color charge. The leptons appear in three families: The electron (e), muon (J.L), 

and tau (r), paired with their associated neutrinos (ve,v11 ,v.,). Thee, J.L, and T 

all have mass and electric charge -114 Neutrinos are electrically neutral and are 

consistent with being massless. 

Gauge bosons, which obey Bose-Einstein statistics (bosons have integral spin), 

are particles that "mediate" or carry the forces described by the Standard Model. 

The strong, electromagnetic, and the weak forces are mediated by the gluon (g), 

photon (T), vector bosons (W± and Z 0 ), respectively. The coupling, a, is a di-

mensionless measure of the strength of an interaction, and is dependent upon the 

momentum transfer, q2 , between the interacting particles. In Table 1.1 are listed 

the approximate asymptotic values of the coupling for the strong, electromagnetic, 

and weak forces. Because of the non-abelian nature of the strong force, gluons 



Fermions 
Quarks Qje Weak 

Isospin 

Leptons 

Bosons 

8 Gluons 
(g) 

Higgs 
(h) 

3 

(:e)(~) (:T) Photon 
(T) 

Figure 1.1: The fundamental particles that make up the Standard Model. Quarks 
and gluons carry color (Red, Green, and Blue), while the leptons, the w±, Z 0 , 

and 1 are colorless. The quarks and leptons also have antiparticle counterparts of 
the same mass but of opposite charge. Interactions between the fermions (quarks 
and gluons) are mediated by the second group, the bosons (W±, Z0 , gluons, and 
1)· 

carry color charge and can therefore interact among themselves as well as quarks. 

This will have implications upon the short (large q2 ) and long range (small q2 ) 

behavior of the strong force (discussed below). In addition, there is a spin-zero 

Higgs boson. Not yet observed, the Higgs boson is required by the electroweak 

theory to explain the masses of fundamental particles. 

Through the strong interaction, quarks form colorless bound states called hadrons. 

Two classes of hadrons are observed; mesons and baryons. Mesons are bosons con-

sisting essentially of one quark and one antiquark, bound together through the 

exchange of gluons. For example, the 7r+ meson is composed of ud. Baryons are 

fermions consisting of three quarks, also bound together by gluons. Protons and 

neutrons are baryons composed of uud and udd quarks respectively. Other mesons 

and baryons are composed of different combinations of quark flavors. 

QCD is a remarkable theory that exhibits two complimentary behaviors: asymp-



Table 1.1: Coupling strength of forces described by the Standard Model. 

Interaction 
Strong 
Electromagnetic 
Weak 

Typical 
Coupling 
as ""' 1 
a""' 10-2 

aw ""'10-6 

Typical 
Range 

00 

""' 10-3 F 

4 

totic freedom and confinement. The coupling, as, is dependent upon the interac-

tion momentum transfer scale (q2 ). The q2 dependence of as is approximately 

(1.1) 

Nt is the number of quark flavors, and AQcD is a constant (""' 0.200 GeV) deter-

mined by experiment. The q2 dependence of as causes the strength of the strong 

interaction to be very small (a 8 (q2 ) < 1) at large q2 (small distances < 1 F ). 

In the infinite q2 limit, as ~ 0, quarks and gluons behave as if they were es-

sentially free particles (asymptotic freedom). Conversely, when the momentum 

transfer is below""' (1 GeV)2 , the coupling becomes large("-' 1). This means that 

for QCD, perturbation theory should work well at large q2 (small distances), but 

break down at small q2 (large distances) where as( q2 ) is large. The scale beyond 

which perturbation theory roughly breaks down is AQCD· It is believed that this 

is the reason why quarks and gluons are not observed in isolation, but are confined 

within hadrons. 

Confinement implies that colored particles (quarks and gluons) manifest them-

selves as jets of hadrons. It is also believed that QCD has the property that the 

potential energy between two colored quarks increases linearly with the distance 
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between them. This means that it would take an infinite amount of energy to 

separate the participating quarks. Consequently, quarks are confined to hadronic 

color-neutral bound states. For example, in a high energy hadron-hadron collision, 

a quark from one hadron can scatter from a quark (or gluon) in the other. As the 

quark moves away from the quark (or antiquark) in the hadron to which it was 

bound, the energy in the color field between the quarks increases. Soon the energy 

will be large enough such that it is favorable to create quark-antiquark pairs out of 

the vacuum. These new quark-antiquark pairs then combine with each other and 

with the original interacting quarks producing color neutral (color singlet) hadrons 

in the final state. This process continues until the original interaction energy is 

dissipated, producing a multitude of hadrons called a jet. The direction of the jet 

will be approximately collinear with the quarks (gluons) that initiated it. There-

fore experimentally, what is observed are jets of hadrons, and by studying jets one 

can learn about quarks and gluons. The process through which a quark or gluon 

becomes a jet of hadrons is called fragmentation. 

1.2 Bottom and Charm Production 

A measurement of jets containing bottom and charm quarks (heavy-flavor jets) 

is interesting both theoretically and experimentally. Such a measurement is a 

good test of perturbative QCD. In principle, systematic effects present in other 

QCD-data comparisons can be controlled or eliminated. By comparing the heavy-

flavor jet Pr [4], as opposed to the heavy flavor quark Pr, infinities in the QCD 

calculation are controlled. By measuring the ratio of heavy-flavor jet production 

to all jets, uncertainties in parton-distribution functions (described below) and q2 

scales largely cancel. In addition, this measurement identifies heavy-flavor jets by 

the long lifetimes of bottom and charm hadrons, thus they are not dependent on 
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specific decay modes of these hadrons. 

The signature of a heavy-quark jet is important to other physics processes. The 

work presented in this thesis helps identify that signature and explain possible 

backgrounds. For example, the top quark is detected through the production 

of a W boson and b-flavored jets (b jet). Signals for new physics such as an 

intermediate mass Higgs and supersymmetric partners to top may be detected by 

the presence of b jets in the final state. Charm quark structure functions may 

be studied in events containing a photon and a c jet. Strange quark structure 

functions may be probed in the production of a W boson and a c jet [5]. There are 

also interesting discrepancies between data and QCD theory in charm production. 

For example, at CDF, the prompt 1/JI (an excited state of the cc hadron J /1/J) rate 

is higher than the theoretical prediction by a factor of"" 50 at low Pr [6]. Present 

theoretical attempts (such as the color octet model) have failed to give an adequate 

explanation. Is the hadronic production of charm in agreement with QCD? 

Bottom and charm quarks produced in high energy proton-antiproton (pp) 

collisions are described by the QCD parton model [7]. As previously stated, the 

proton and antiproton are made up of point-like quarks and gluons which are 

sometimes referred to as partons. In the proton (antiproton), the partons are the 

light valence quarks uud (uud), gluons, and a sea of virtual quark-antiquark pairs. 

In a pp collision, a single parton in the proton will collide with a single parton in 

the antiproton. The remaining partons or "spectators" do not participate in the 

collision. 

The QCD cross section for bottom and charm production is given by the short-

distance partonic cross section convoluted with the momentum distributions of the 
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incoming partons: 

Upp = L: j dxpdxfiuii--+bb(cc)Xff(xp,P,)/)(xii,J.£) (1.2) 
a,} 

The momentum distributions or "structure functions", Jfc.~), give the probability 

that a parton i (j) has a fraction Xp (xp) of the proton (antiproton) momenta. 

Structure functions are determined empirically in deep (large momentum transfer) 

inelastic scattering experiments where a lepton is scattered off a nucleon [8]. The 

evolution of the structure functions with the momentum transfer, q2 , is calculated, 

for example, by using the Alterelli-Parisi equations [8]. In Equation 1.2 above, the 

structure functions are evaluated at the fragmentation/renormalization scale q2 = 

p,2 • This arbitrary scale, p, 2 , serves to separate the long and short distance effects of 

QCD. In heavy flavor production, a typical choice of scale is p, = Jm~(c) + Pf,b(c)· 

The short distance QCD partonic cross section, uii--+bb(cc)X, is the cross section for 

the interaction where parton i interacts with j to produce bb ( cc). The term X refers 

to the rest of the partons in the event. The short distance cross section is calculated 

in a perturbation series in a: 8 (p,2 ). The final state bb ( cc) quarks will fragment and 

appear as jets in the detector. Quarks with masses less than AQcD( rv 0.200) GeV 

are considered light ( u, d, s ), and will be symbolized generically as q ( q). Quarks 

with masses larger than AQc D are considered heavy ( c, b, t). The masses of the 

c, b, and t quarks are rv 1.5, rv 4.5, and 175 Ge V / c2 [9] respectively. Hereafter, 

the term "heavy flavor" shall be used to refer to bottom and charm quarks (and 

antiquarks ), and will be symbolized generically as Q ( Q). 
The short distance QCD cross section for heavy flavor production is calculated 

as perturbative series expansion in a:8 • Each term in the series is evaluated by 

computing the relevant matrix elements, represented by Feynman diagrams, for a 

given order. The lowest order (LO) term is of order a;, and the next-to-leading 
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order term is of order a:~. A typical scale used to determine a:8 is the heavy quark 

mass. The massive quark scale ensures that the perturbation calculation is well 

behaved. 

The lowest order heavy flavor production is given by light quark-antiquark an-

nihilation and gluon fusion: 

qq~QQ 

gg~ QQ 

The Feynman diagrams for these processes are depicted in Figure 1.2. The theory 

of such events at lowest order perturbative QCD are well understood up to a choice 

in scale and choice of structure functions (10]. 

The next-to-leading order (NLO) heavy flavour production will include virtual 

corrections to the leading order processes and include the 2 ~ 3 processes: 

qij ~ QQg 

gq( ij) ~ QQq( ij) 

g ~ QQij 

gg ~ QQg 

Examples of virtual corrections to leading order are depicted in Figure 1.3. The 

2 ~ 3 processes of gluon emission, initial-state gluons splitting (flavor excitation), 

and final-state gluon splitting is shown respectively in Figures 1.4a, 1.4b, 1.4c. 

The contribution of NLO (2 ~ 3) processes for heavy flavor production are not 

only expected to be non-negligible, but can be dominant at pp collider energies (11], 

(energies much higher than the heavy quark mass). At higher momentum trans-

fers, the gluon structure functions are large and gluon-gluon scattering becomes 
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Figure 1.2: Examples of Feynman diagrams depicting heavy flavor production at 
leading order (2 ~ 2 processes). 
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Figure 1.3: Examples of Feynman diagrams depicting virtual corrections to leading 
order heavy flavor production. 
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(a) 

(b) 

Q 

(c) 

Figure 1.4: Examples of Feynman diagrams depicting next - to - leading order 
heavy flavor production (2----+ 3 processes). 
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important. This means that in a high energy regime, processes where a gluon 

fragments or "splits" into a heavy quark pair in the initial state ("flavor excita-

tion") or the final state can contribute a significant amount to the inclusive cross 

section. The QCD cross section for gg - gg is more than two orders of magnitude 

larger than gg - QQ. Because of this, the estimated ratio of the 2 - 3 process of 

gg - gQQ to the 2 - 2 process of gg - QQ process can be as high as 5 - 10 [12]. 

The 0( a~) calculations for heavy flavor quark production have been performed 

[13] [14]. Figure 1.5 shows inclusive the b (b)-quark cross section (pp - b(b)X) 

measured at CDF [15] compared to the QCD prediction calculated to NLO. While 

the shape of the theoretical prediction is in good agreement with the data points, 

the overall normalization of the default theory curve is lower than the data by about 

a factor of two. Other NLO QCD comparisons with experimental measurements 

for the bottom cross section show similar results [16]. 

Recently, the calculation of heavy-flavor jet production has been performed [17] 

to NLO in QCD. A heavy flavor jet is defined as a jet containing at least one b (c) 

quark, or at least one anti-b (c) quark, or both the b (c) and the anti-b (c) quark in 

the same jet. Throughout the rest of this work, the two species of heavy flavor jets 

will be referred to as "b jets" and "c jets". Figures 1.6 and 1. 7 show the predicted 

production rates of heavy-flavor jets from reference [17]. In this calculation, the 

default value of the renormalizationlfactorization scale is /lo = Jm~(c) + E},b(c)' 

and the b- and c-quark masses used are mb = 4. 75 Ge VI c2 and me = 1.5 Ge VI c2 • 

This calculation is potentially more precise for heavy-flavor jet variables compared 

with similar variables for heavy-flavor quarks. For example, at high momentum, 

large logarithmic singularities, caused by hard (high momentum) collinear gluon 

emission, appear in the perturbative expansion of the quark Pr distribution. These 

collinear logarithms need to be resummed. Such collinear logarithms do not occur 

in the calculation of the heavy flavor jet Er distribution. This is because the jet 
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Figure 1.5: The inclusive b cross sections from CDF, using several decay modes. 
Also shown are NLO QCD calculations for different choices of renormaliza-
tion/factorization scales and choice of b-quark mass. (Note: 90% of b quarks have 
Pr greater than P-Tin. The rapidity, Yb, of the b-quarks, is defined as tanh-1(IE·).) 
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Er does not depend on the energy sharing between the quark and the collinear 

gluon. 

1.3 Overview of Analysis 

In this physics analysis the heavy flavor content in an inclusive jet sample is ex-

tracted by identifying the decay of bottom and charm hadrons within the jet. This 

is done by searching for a secondary decay vertex displaced from the pp interaction 

point (called the primary vertex). By fitting the estimated proper decay-length or 

cT (where c is the speed of light in vacuum, and T is the proper lifetime) distri-

bution in data to a sample of jets generated using a Monte Carlo simulation, the 

production rate of heavy-flavor jets is measured. 

Bottom and charm quarks produced in high energy pp collisions will fragment 

to form jets containing Band C hadrons (along with a number of other hadrons). 

The average B-hadron proper decay length is ,....., 450 p.m [18] and the average for 

a Chadron is ,....., 220 p.m [19]. Since bottom and charm hadrons have long average 

cr, their decay vertices can be resolved from the primary vertex with the CDF 

detector. Bottom and charm hadrons in jets with energy greater than 15 Ge V will 

travel as far as 1 to 2 mm from the primary vertex before they decay. In addition, 

because of the differences in their average proper decay lengths, the cr distribution 

is used to distinguish b-flavored jets from c-flavored jets 

A secondary vertexing algorithm is used to reconstruct the heavy-flavor decay 

vertex within the jet by constraining charged particle tracks consistent with heavy 

flavor decay to a common vertex. The two-dimensional distance, the decay length 

Lxy, between the primary and secondary vertex is then determined. If a secondary 

vertex is found and if Lxy is large compared to its uncertainty, the jet is referred 

to as tagged. An estimate of the proper decay length is determined from Lxy· 
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Figure 1.6: Next-to-leading order QCD calculation of the Ratio of b jets to 
inclusive-jet as a function of Er distributions, with jet cone size of R = 0.4 (de-
scribed in Chapter 3), for different choices of renormalization and factorization 
scales. 
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Figure 1.7: Next-to-leading order QCD calculation of the Ratio of c jets to 
inclusive-jet Er distributions, with jet cone size of R = 0.4 (described in Chap-
ter 3), for different choices of renormalization and factorization scales. 
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A control sample with a known b content, independent of the tagging algorithm, 

is used to test the tagging efficiency. B-flavored jets tagged in this sample serve 

also as a check on the shape of the estimated proper decay length distribution. 

To obtain the fraction of tagged jets that come from b, c, and non-heavy flavor 

jet sources, the cr distribution in the data is simultaneously fit to a sum of the 

expected cr distributions from b, c, and non-heavy jets. Once the number of tagged 

b and c jets in the data are obtained from the fit, the fractions of b jet and the c 

jet fractions are determined by scaling the fit number of heavy-flavor jets by their 

respective tagging efficiency and dividing by all jets in the sample. 

Several checks of these results have been performed using the data. Events 

with two separately tagged jets (double tags) are used to extract the b content. A 

Monte Carlo model predicts that the double tags found in data are primarily from 

bb production. By scaling the number of data double tags by the ratio of single 

tags to double tags obtained from a Monte Carlo bb simulation, the resulting b-

jet fraction agrees well with that found with cr fit method. The c-jet fraction is 

checked using the rate of fully reconstructed Dd (charm-flavored) mesons in jet 

data. The number of D*± candidates expected in the sample is calculated using the 

measured values for charm and bottom jet fraction from the cr fit. The expected 

number is consistent with Dd rate measured in data. Finally, the inclusive bottom 

and charm-quark cross sections are determined using the cr fit method. The results 

compare well with other CDF data and are consistent with QCD predictions to 

NLO. 

A complementary analysis of double-tagged events is used to explore aspects 

of the bb production dynamics. The opening angle between tagged b jets is used 

to study the contributions of 10 and NLO processes in bb production. 
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Finally, all systematic uncertainties in the measurement of the bottom and 

charm jet fraction caused by uncertainties in cr distributions, fitting, and tagging 

efficiencies are studied. 
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Chapter 2 

Experimental Apparatus 

2.1 The Tevatron 

The Fermilab Tevatron is a synchrotron storage ring 1 km in radius operating with 

6 bunches of 900 GeV protons colliding with 6 bunches of 900 GeV antiprotons. 

The produced collisions have a total center-of-mass energy of 1.8 TeV. A diagram 

of the Fermilab Tevatron accelerator is shown in Figure 2.1. 

At Fermilab, protons (p) are accelerated in a series of steps to attain an energy 

of 900 Ge V. The protons start in a hydrogen glass bottle. They are then accelerated 

with two electrons attached to form n- ions to 750 Ke V in the Cockcroft Walton. 

After the electrons are stripped off, the protons are accelerated to 400 MeV in 

a 150 m linear accelerator (Linac). From the Linac, the protons are sent to a 

circular accelerator (a synchrotron called the "Booster") of circumference 475 m, 

where they reach an energy of 8 Ge V. The protons are then fed into the Main Ring 

(a synchrotron of 6300 m circumference), where they are accelerated to 150 GeV. 

Following the Main Ring, the protons are transferred into the superconducting 

accelerator called the Tevatron where they are accelerated to 900 GeV. 



Booster 

Anti-proton Source 
Debuncher 
Accumulator 

BO Interaction Region 
(CDF detector) 

DO Interaction Region 
(DO dectector) 

Figure 2.1: Diagram of the Tevatron accelerator complex. 
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Antiprotons (p) are produced by diverting a sample of protons from the Booster, 

and accelerating them in the Main Ring up to an energy of 120 Ge V. These protons 

are extracted and focussed onto a copper target to produce antiprotons. With 

momentum near 8 GeV, antiprotons are sent to the Debuncher and Accumulator for 

stochastic cooling to reduce the momentum spread. The antiprotons are "stacked" 

until "' 6 X 1011 are collected, then are reinjected into the Main Ring until they 

reach 150 Ge V, and are injected into the Tevatron. In counter-rotating helical 

orbits, both the p and p bunches are accelerated in the same magnetic and RF 

fields. Quadrupole magnets are used to focus the bunches to a transverse diameter 

of "' 35 JLm. The entire process produces "' 1012 protons and "' 1011 antiprotons. 

More detailed information about the Tevatron can be found in references [20] 

[21]. The instantaneous luminosity (L) of the Tevatron can be obtained with the 

following equation: 

(2.1) 

where NP is the total number protons per bunch (1.2 x 1011 ), Nfi is the total number 

antiprotons per bunch (3.1 x 1010), B is number of bunches of each type (6), fo 

is the frequency of bunch revolution ( 4 7. 7 kHz), and u 2 is the cross-sectional area 

of the bunches ("' 5 x 10-5 cm2 ). For the 1992-1993 Tevatron run (Run lA), the 

typical and best instantaneous luminosities are 5.4 x 1030 cm-2 s-1 and 9.2 x 1030 

cm-2 s-1 , respectively [21]. 

2.2 The Collider Detector at Fermilab 

The Collider Detector at Fermilab (CDF) is a general purpose detector designed to 

measure the energy, momentum, and identify electrons, muons, and photons [23]. 

It also identifies the sprays of particles called jets, which come from quarks and 
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gluons created from the proton anti-proton collisions. It is a cylindrical detector, 

approximately symmetric about the interaction point, with a central barrel region, 

plug regions capping the barrel at both ends, and two forward regions (see Fig.2.2). 

The detector uses electromagnetic (EM) and hadronic (HAD) calorimetry systems 

to sample the energy of particles. Charged-particle tracking chambers immersed in 

a magnetic field measure the momentum of particles. The CDF coordinate system 

is defined with the positive z axis pointing along the beamline in the direction of 

the protons, () as the polar angle, and c/J as the azimuthal angle. Pseudorapidity 

( 17) is defined by the relation 17 = -ln( tan(() /2) ). 

2.2.1 The Tracking Detectors 

The charged-particle tracking system at CDF consists of several tracking detectors 

within a 1.4 Tesla magnetic field oriented along the proton beam direction. The 

field is created by a 4.8 m long superconducting solenoid of radius 1.5 m. 

The Central Tracking Chamber ( CTC) is a large drift chamber that measures 

the transverse momentum of a charged particle by determining the curvature of 

its path in the magnetic field. The CTC is constructed of 84 drift layers organized 

into 9 superlayers: five axial layers are interspersed with four stereo layers. The 

drift wires of the five axial layers run parallel to the beamline, whereas the wires 

in the four stereo layers are at an angle of 3° to the beamline. Figure 2.3 shows a 

tranverse view of the CTC end plate. The combination of the alternating axial and 

stereo layers provides 3 dimensional ( r - c/J- z) tracking. For tracks with 1171 < 1.0, 

the track finding efficiency is greater than 95%. The physical properties of the 

CTC are listed in Table 2.1. 

A vertex time projection chamber (VTX) is primarily used to determine the z 

position of each event vertex. It is located within the inner region of the CTC. The 
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Figure 2.2: A side-view cross section of the CDF detector. The detector is forward-
backward symmetric about the interaction region, located at the lower-right corner 
of the figure. The detector components are described in the text. 
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554.00 mm I.D. 

2760.00 mm O.D. 

Figure 2.3: Transverse view of the CTC endplate illustrating the 9 superlayer 
geometry. The wire planes are tilted 45° relative to the radial to account for the 
lorentz angle of the ionization drift velocity. 
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VTX is comprised of 8 octagonal modules of time-projection chambers with sense 

wires running radially outward from the beamline. The VTX provides tracking 

information in the r- z plane in a pseudorapidity range of 1111 < 3.5. The uncer-

tainty in the measurement of the z coordinate position of the primary event vertex 

is Uz = 1 mm. Table 2.1 summarizes the physical characteristics of the VTX. 

The silicon vertex detector (SVX) is a silicon strip microvertex detector that 

provides precise r- cjJ information for the reconstruction of charged particle tracks. 

It is located with its center on the nominal CDF interaction point, mounted within 

the VTX. The SVX consists of two barrels that are aligned end-to-end along the 

beam axis with a 2.15 em gap between the two active regions at z = 0. Each 

barrel (Fig. 2.4) is composed of four concentric layers of silicon strip detectors. 

These detector layers are arranged in twelve 30° wedges. Each wedge holds four 

25.5 em long ladders, one per layer. The total number of ladders is 12(wedges) x 

4(layers) X 2(barrels) = 96. Each ladder has three 8.5 em long single-sided silicon 

wafers, with readout strips running parallel to the beam line. The strips have a 

60 JLm pitch on the inner three layers, and 55 JLm on the outer layer. The SVX 

single hit resolution is 13 JLm, and has a hit efficiency of 96% per layer. The 

physical properties of the SVX are summarized in Table 2.1. 

Combining SVX and CTC tracking information results in an impact param-

eter resolution that approaches 15 JLm for high momentum tracks. The impact 

parameter is distance of closest approach of a track projected back to the primary 

pp interaction point. The momentum resolution of the SVX/CTC combination is 

SPr/ Pr = yi(0.0009Pr )2 + (0.0066)2 (GeV /c). Up to a few GeV /c, the Pr resolu-

tion in the SVX/CTC is dominated by multiple scattering in the silicon measuring 

planes and in the material between the CTC and the SVX. In the CTC, the intrin-

sic resolution (200 JLm) dominates over the multiple scattering effects in the gas. 
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Central tracking Vertex tracking Silicon vertex 
chamber (CTC) chamber (VTX) detector (SVX) 

Polar Angle 1771 < 1.5 1771 < 3.25 1771 < 1.2 
Coverage 

Inner, Outer 30.9, 132.0 8, 22 2.7, 7.9 
Radii (em) 

Length (em) 320 280 26 

Layers 60 axial, 24 stereo 24 4 

Wire/Strip 10 mm 6.3 mm 60 JLm (inner 3 layers) 
Spacing 55 JLm (outer layer) 

Spacial 200JLm (r- </J) 200-500 JLm ( r-z) 15 JLm (r- </J) 
Resolution 4 mm (r-z) 

Momentum 6Pr / Pj. = 0.002 6Pr/Pf. = 0.001 
Resolution 

Thickness ~ 0.015Xo ~ 0.0045Xo ~ 0.035Xo 

Table 2.1: Description of the charged particle tracking chambers. 
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Figure 2.4: Schematic of a single SVX barrel. The SVX detector is comprised of 
two barrels placed end to end, with their readouts at the outer ends of the barrels. 

2.2.2 Calorimetry 

CDF employs electromagnetic (EM) and hadronic (HAD) calorimeters to sam-

ple the energy of particles and jets. The calorimetry surrounds the solenoid and 

tracking detector volume, covers a range 27r in azimuth and -4.2 to 4.2 in pseudo-

rapidity. Segmented in 17 and c/J, the calorimetry is arranged in a projective tower 

geometry pointing back to the interaction point. The calorimetry consists of three 

subsystems separated into regions of pseudorapidity: the central (1"71 < 1.1), plug 

(1.1 < 1"71 < 2.4), and forward (2.4 < 1"71 < 4.2). 

The central calorimeter is segmented into a series of wedges, each covering 15° 

in c/J, containing an electromagnetic ( CEM) section followed by a hadronic ( CHA) 

section. A CEM wedge is shown in Figure 2.5. The electromagnetic section is com-

prised of alternating layers of a lead absorbing medium and a scintillator active 

medium. The hadronic section is comprised of alternating layers of iron and scin-
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System Coverage Segmentation Energy resolution Thickness 
( 1771) ( fl77 X fl</J) (GeV) 

CEM < 1.1 0.1 X 15° 13.7%/v'Er ffi 2% 18 Xo 
CHA < 0.9 0.1 X 15° so%; VET EB 3% 4.5 .Ao 
WHA 0.7-1.3 0.1 X 15° 75%/VET EB 4% 4.5 .Ao 
PEM 1.1-2.4 0.1 X 5° 22%/ VET EB 2% 18-21 Xo 
PHA 1.3- 2.4 0.1 X 5° 106%/ VET EB 6% 5. 7 .Ao 
FEM 2.2-4.2 0.1 X 5° 26%/ VET EB 2% 25 Xo 
FHA 2.4-4.2 0.1 X 5° 137%/ JEi. ffi 3% 7. 7 .Ao 

Table 2.2: Summary of CDF calorimetry subsystems. 

tillator. Within the CEM, wire proportional strip chambers (CES) are embedded 

at approximately the position of maximum electromagnetic shower development ( 6 

radiation lengths). The CES provides shower-position measurements in both the 

z and r- ¢views. The physical properties of the calorimetry are summarized in 

Table 2.2. 

The plug and forward calorimetry consists of electromagnetic (PEM, FEM) 

and hadronic (PHA, FHA) sections. The physical characteristics of the plug and 

forward are summarized in Table 2.2. The PEM is made up of 34 layers of lead 

absorber sheets sandwiched between conductive plastic proportional tube arrays. 

Each layer has a set of cathode pads and anodes that are read out. The cathode 

pads are arranged to form towers for the calorimeter segmentation. The PHA, 

located immediately behind the PEM, uses proportional tubes sandwiched between 

iron sheets. The forward calorimeters also use proportional chambers with cathode 

readout. 

Used for the detection of muons, the central muon system ( CMU) consists 

of four layers of drift chambers located outside the central calorimetry system. 

Positioned behind the CMU, is the central muon upgrade (CMP) comprised of an 
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Figure 2.5: Diagram of a single central calorimeter wedge. Each wedge is comprised 
of 10 towers. A single tower spans tl.1J X tl.ljJ = 0.1 X 15°. There are twelve wedges 
per arch in the central calorimetry system. There are a total of four arches. 
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additional 0.6 m of steel and an additional four layers of drift chambers. The central 

muon extension ( CMX) is used for additional muon coverage and for triggering. 

2.2.3 The Trigger System 

The event Trigger for CDF is a 3 level system with the aim to maximize the 

number of interesting events written to tape. The trigger system is designed to 

select events with electrons, muons, or jets. With a bunch crossing rate of 280 kHz, 

at an average of '"" 1 interaction per crossing in Run IA, the trigger must reduce 

the output event rate to a few (3 - 5) Hz. This is the rate at which reconstructed 

events can be written to 8 mm tape. Trigger levels 1 and 2 are hardware triggers. 

Level 3 is implemented in software. 

The lowest level trigger, level1, requires calorimeter energy summed in (Ll71 = 

0.2 x Ll4J = 15°) above a threshold, a tranverse energy imbalance in the calorimetry, 

or hits in the muon chambers. The trigger takes 2 J.LS to make the decision whether 

to accept the event. Since the beam crossings occur every 3.5 J.LS, there is no 

dead-time incurred. The output event rate delivered to level 2 is a few kHz. 

At level 2, the largest number of events are rejected. A hardware cluster finder 

forms clusters of calorimetry towers. For each cluster, Er, < 11 >, and < 4J > 
are determined. High momentum tracks are reconstructed in r - 4J from hits in 

the CTC by the Central Fast Tracker. The momentum resolution of the tracks 

is aPr/ Pr ~ 0.035 X Pr. Found tracks can be matched to clusters in the central 

electromagnetic calorimetry to form an electron candidate, or to track segments in 

the CMU, CMP, and CMX to form a muon candidate. The trigger decision time 

is 20 J.LS, and the output event rate is '"" 12 Hz. 

Level 3 is a software trigger that performs an almost full reconstruction of the 

event. It differs from the "offiine" reconstruction in that it uses two dimensional 
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tracking instead of three. Level 3 consists of commercial processors (Silicon graph-

ics "farm'') running at 1000 MIPS. The events are written out to 8 mm tape for 

"offline" processing at a rate of 5 - 10 Hz. 

The instantaneous luminosity at CDF is monitored by counting minimum bias 

events with the beam-beam counters (BBC). A minimum bias event is a very weak 

or "soft" pp interaction that generates a spray of particles from the interaction point 

at small angles relative to the beam axis. These events make up the vast majority of 

interactions at the Tevatron. The BBC consists of a plane of scintillators mounted 

in front oft he FMU that covers the forward and back regions of 0.32° < () < 4.4 7°. 

The BBC is triggered when there is a coincidence of hits in the BBC with the 

crossing of particle bunches in the CDF detector. The instantaneous luminosity 

measured at CDF is found using the expression: 

L(t) = NBBc(t) 
lrBBC 

(2.2) 

NBBc(t) is the number of BBC hits at time t. The BBC cross section, UBBC, can 

be expressed as 
NBBC 

UBBC = Utot • -N 
tot 

(2.3) 

Where Utot is the total elastic and inelastic pp cross section, N BBC is the total 

number of BBC triggered events, and Ntot is the total number of events. Inte-

grating equation 2.2 over time gives the total luminosity delivered. The integrated 

luminosity for the 1992 run (Run IA) is 19.3 pb-1 with an uncertainty of 3.3% [22]. 
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Chapter 3 

The Event Sam pies 

The data used in this analysis are inclusive jet samples and a sample of inclusive 

electrons. Monte Carlo samples use a detector simulation that models the geometry 

of the CDF detector, and uses a parameterization of the response observed in 

data to charged particles passing through the tracking chambers and jet energy 

deposition in the calorimetry, rather than a derivation of the response from first 

principles. The generation of Monte Carlo will be decribed below. Both the data 

and Monte Carlo must pass the same selection criteria and are processed with the 

same analysis code. 

3.1 The Data 

3.1.1 Inclusive Jet Samples 

At CDF, a jet will show up as energy deposited in a "cluster" of calorimetry tow-

ers. The CDF clustering algorithm uses a cone of a fixed radius in TJ - <P space 

( LlR = v'TJ 2 + ¢2 ) to define a jet [24]. Event samples triggered on jets with nom-

inal Er thresholds of 20 and 50 Ge V, corresponding to integrated luminosities of 
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0.038 pb-1 and 0.655 pb-1 (thejet_20 andjeL50 trigger samples, respectively). Jet 

energies are corrected as a function of Pr and 1J for calorimeter nonlinearities, unin-

strumented regions, energy lost outside of the clustering cone, and energy gained in 

the underlying event (soft interactions of spectator quarks and gluons) [25]. In ad-

dition, all jets must have corrected Er 2: 15.0 GeV, 1111 < 2.0, and IZ~~:~~~ < 30.0 

em. After these requirements there are 429214 jets in "' 220000 events in the jet_20 

sample, and 272039 jets in "' 120000 events in the jeL50 sample. Figure 3.1 shows 

the corrected Er spectrum of the inclusive jet data samples. 

3.1.2 The Inclusive Central Electron Sample 

The Inclusive Central Electron sample (the ICE sample) is made up of low Pr 

electrons passing the selection criteria listed in Table 3.1. The following variables 

are used to select good electrons. The E / P requirement insures that the momen-

tum (P) measured in tracking chambers balances the energy (E) measured in the 

electromagnetic calorimetry. Lateral energy sharing (LSHR) of calorimetry tow-

ers from an electron cluster must be consistent with test beam electron showers. 

This requirement eliminates clusters which are too wide, such as multiple particle 

backgrounds that could possibly fake an electron. The ratio of hadronic energy 

to electromagnetic energy, HAD /EM is used to select electrons. Electron showers 

are nearly fully contained in the electromagnetic (EM) calorimetry, and hadronic 

showers tend to deposit energy in both the electromagnetic and hadronic (HAD) 

sections. This variable is dependent on the physics because electrons from W boson 

decay, for example, will be more isolated than electrons from semileptonic bottom 

decay where there will be energy deposited in the hadronic section from the b jet. 

The 8x and 8z are the separations (in the r- ~and z view respectively) between 

the extrapolated CTC track position and electron shower position measured in the 
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CES. These "matching" variables are used to eliminate overlapping backgrounds 

from charged and neutral hadrons. The electron shower shape measured in the 

CES must be consistent with test beam electrons. A x2 test is used to compare 

the pulse height shape in the z-view (Xstrip) and the r - tP view (Xwire)· When a 

W boson decays to an electron or muon, the final state includes a charged lepton 

with high transverse momentum (PT ), and an imbalance of transverse energy (ET) 

from the undetected neutrino called the missing ET or fJT· Therefore, the fJT 

requirement removes electrons from the decay of W bosons. The z coordinate po-

sition is chosen such that the event vertex is near the center of the CDF detector. 

A fiducial requirement removes electrons near the detector boundaries. Finally, 

electrons produced by photons that convert as they traverse the detector material 

are removed. These electrons are identified by searching for an additional oppo-

sitely signed charged track near the electron track that extrapolates to a common 

tangent point. Electrons are labeled as conversions if they pass the following re-

quirements: The separation from the nearby track in r- <P is less than 0.2 em and 

the difference in cot( 9) for the two tracks is less than 0.06. 

The inclusive electron data sample is used to test the b-tagging algorithm be-

cause the sample contains a large fraction from semileptonic b-quark decay. The 

fraction of primary electrons coming from semileptonic b decay (FB) in this sample 

is determined by looking for the muon from the semileptonic decay of the charmed 

meson (D) produced from the b-decay. In this search, the decay mode used is 

Ex ---+ e-iJeDX, followed by D ---+ JL+vJJ.X, where the Bx is any flavor B meson 

or baryon, and D includes D0 , n+, Ds mesons (The charge conjugate modes are 

implied). The charge of the muon from the charmed meson decay will be opposite 

to that of the electron from the B hadron decay. The invariant mass of the e and 

JL is kinematically limited to be less than the B mass. These two characteristics 

are used to extract a signal for this decay. 



Good Electron Candidate Requirements 
E:jectron > 8.0 Ge V 

Ej P < 1.5 
LSHR< 0.2 

Had/ Em < 0.05 
6z < 3.0 em 
6x < 1.5 em 
Xstrip < 10.0 
Xwire < 10.0 

lJr < 20.0 Ge V 
z~~:~~ < 30.0 em 

electron in fiducial region 
conversions removed 

Table 3.1: Selection criteria for good electrons. 
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Electrons are identified using the requirements listed above in Table 3.1. The 

muon identification requirements are listed below: 

• Pf > 2 GeV/c. 

• Hadronic energy in the muon tower< 5.0 GeV. 

• Electromagnetic energy in the muon tower< 2.0 GeV. 

• CMU-CMP matching requirements: 

I~XIfux < 3.0 

I~ZI/uz < 3.0 

• Muon found in CMU or CMP. 

The invariant mass is formed for all same-sign and opposite signed electron-

muon (e- JL) pairs. To insure that thee- JL pair is from the same B hadron, the 
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invariant mass is required to be less than 5 Ge V / c2 • Because, one would expect 

no charge correlation in e - J.L pairs from background, the amount of signal is 

determined by the observed number of excess opposite signed e - J.L pairs. The 

total number of opposite sign e -J.L pairs is 75 ± 8. 7, the number of same sign pairs 

is 18 ± 4.2, resulting in an excess of 57 ± 9.6. The uncertainty in these numbers 

are the statistical error. 

Using the total number of excess opposite sign e - J.L pairs, FB is calculated 

with the expression: 
FB = Ne-p. 

NfotBr( D ---+ J.LX)Et 
(3.1) 

Where Ne-p. is the total number of excess e - J.L pairs, Ntot( = 18975) is the total 

number of electrons passing the cuts listed in Table 3.1, Et is muon reconstruction 

efficiency, and Br(D -+J.LX)(= 0.103±0.003) [26) is the average branching ratio of 

charmed mesons decaying semileptonically. With ISAJET Monte Carlo (described 

below) using the above decay mode, the reconstruction efficiency is Et = 0.080 ± 
0.012(stat). From equation 3.1, the fraction of electrons from semileptonic b-decay 

is 0.372 ± 0.081. The error is the statistical and systematic uncertainties added in 

quadrature. 

The major contributions to the systematic uncertainty include the uncertainty 

in Br(D ---+ J.LX), the reconstruction efficiency, and the background subtraction. 

Br(D ---+ J.LX) contains an unknown mixture of D mesons whose decay constitutes 

the signal for this measurement (although the branching ratios for the individual 

modes are reasonably well measured). In addition, there is a contribution from the 

Ds ---+ J.LX mode for which the branching ratio is not measured. Uncertainty in the 

tracking efficiency will affect the reconstruction efficiency of the muon. Further-

more there may be some local charge correlation not due to the cascade B decay, 

such as kaon and pion decay in flight. This contribution is believed to be small. 
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3.2 The Monte Carlo 

3.2.1 Monte Carlo Event Generators 

Multi-process Shower Monte Carlo event generators are used to simulate the physics 

of pp collisions in order to understand the characteristics of interesting physical 

processes, and to separate them from background events. These programs use 

QCD and electroweak theory to generate complete pp collisions that in principle 

may be treated in the same way as data for the purpose of analysis. The processes 

generated with these Monte Carlos are accurate only to leading order and use QCD 

cascade approximations to simulate higher orders. 

The Monte Carlo event generators used in this analysis are HERWIG [27], 

PYTHIA [28], and ISAJET (29]. HERWIG (version 5.6) is a multi-purpose co-

herent, parton shower Monte Carlo, with cluster hadronization and an underlying 

event model based on data. This generator is used to create bbX, ccX, non-heavy 

flavor jet events with 20 Ge V and 50 Ge V jet trigger simulation. These samples 

are used to model the data jet samples in which the bottom and charm quark con-

tent is measured. To test the ability of the jet-tagging algorithm to identify jets 

with secondary vertices from B-hadron decay, the inclusive electron data sample is 

compared to a Monte Carlo sample of bbX jet events (the B hadron is forced to de-

cay semileptonically 100% of the time). PYTHIA (version 5.6) uses JETSET [30] 

(version 7.3) to provide coherent final state showers, uses string hadronization and 

decays, and its underlying event model is based upon multiple parton scattering. 

This Monte Carlo is also used to produce samples of bbX, ccX, and non-heavy 

flavor jet events. ISAJET (version 7.0) is an incoherent parton shower program 

that uses independent hadronization and an underlying event model. This gen-

erator is used to produce events with the decay Bx --t e-veDX, D --t p,+vl-' to 
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obtain the muon reconstruction efficiency described in the measurement of F 8 

above. ISAJET is also used to generate bbX and ccX jet events events forcing 

the decay: D*± - D0 1r±, D0 - K"T1r±. This Monte Carlo sample will be used 

to find the reconstruction efficiency of Dd 's in jets in a cross check of the overall 

charm content. These "generator-level" physics events are passed on to software 

that simulates the CDF detector response to such events. 

3.2.2 Detector Simulation 

In this analysis, b and c jets are identified by searching for secondary decay vertices 

formed with good quality (described below) SVX tracks. Furthermore, the relative 

fractions of b and c jets are determined by using the shape of the estimated proper 

decay length distribution ( cr) as a distinguishing variable. The impact parameter 

(the distance of closest approach between a track and the primary vertex) of the 

daughter tracks from a decaying object is directly proportional its proper decay 

length. Therefore an accurate modeling of the dense tracking environment (and 

subsequently the tracking variables such as impact parameter) in jet events is 

essential. The simulation of the CDF Detector consists of a jet and tracking 

model. To produce and cluster jets in the CDF detector, a model based upon the 

detector response measured from test beam data is used. The tracking simulation 

takes the resolutions of variables and the tracking efficiencies measured for good 

quality SVX tracks found in jet data, and applies them to the Monte Carlo charged 

particles. 

The CDF Fast Simulation Package called QFL [31] (version 3.59) is used in 

conjunction with generator-level Monte Carlo events to produce and cluster jets 

in the CDF detector. QFL uses a parameterization of the detector response to jet 

energy deposition in the calorimeter, rather than a derivation of the response from 
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first principles. Stable particles from the generated event are transported through 

a cylindrical tracking chamber and charged particles are bent in the magnetic 

field. After exiting the tracking chamber, particles pass through the solenoid or 

the CTC endplate and enter the electromagnetic and hadronic calorimeters. The 

energy deposition in the calorimetry for generated particles of a given energy was 

parameterized with test-beam data. 

The tracking simulation begins with a list from the Monte Carlo generated 

event containing the coordinates of the event vertex and momentum 3-vectors for 

all jets, B (C) hadrons, Kg and A's, their decay products, and particles from the 

underlying event. Using this information, one can calculate the five variables that 

fully describe the helical path of a charged particle (called a track) at CDF: 

• cot( 0): 0 is the polar angle of the track. 

• C: 1/(radius of curvature) of the helical path of a charged particle traversing 

a magnetic field in ( m -I). 

• ¢: azimuthal angle of the track. 

• Z0 : z coordinate position of the track. 

• d0 : the distance of closest approach between the track and the primary event 

vertex. 

For example, the tranverse momentum, Pr, can be derived with the relation: 

F _ Q * 0.29979 * B 
T- ICI (3.2) 

where B is the magnetic field of 1.4116 Tesla and Q is the charge of the particle. 

The uncertainties of cot( 0), C, ¢, and z are measured for good quality SVX tracks 

in jet data. For a SVX track to be of good quality, the following is required: 
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• Pr ~ 2.0 GeV/c 

• The minimum number of SVX layers with a hit (cluster of readout strips) is 

three. 

• At least two of the SVX hits must have less than four strips in the cluster, 

no dead strips in the cluster, no hits shared with another track, and a cluster 

charge profile consistent with that of only one track. 

• The maximum SVX x2 per degree of freedom is < 6. 

• The maximum track Z0 relative to the primary vertex Z is 3.0 em. 

The Monte Carlo track variables (with the exception of the impact parameter) are 

smeared with a gaussian probability using the measured data uncertainty for u of 

the distribution. 

The impact parameter, d, for each Monte Carlo track is convoluted with a 

resolution function taken from the data. The d for each Monte Carlo track in the 

event is calculated with the relation: 

pTrack 
d= T l I Pjrack I X xy 

(3.3) 

lxy is the decay length of the parent hadron and ft:Jrack is the momentum of the 

daughter track in the plane transverse to the beam axis. The ft:Jrack is taken from 

the generator level Monte Carlo. The decay length is found with the expression 

lxy = CT * ft!jadronjM. The parent hadron mass, M, is obtained from the parti-

cle data book [32]. The cT of the parent hadron is generated at random with an 

expontential decay distribution where the decay constant is the lifetime of that 

specific hadron also taken from the particle data book. ft!jadron is the generator-

level Monte Carlo transverse momentum for the parent hadron. Figure 3.2 shows 
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Figure 3.2: Signed impact parameter distribution for tracks in the jeLSO sample. 

the impact parameter distribution for SVX tracks in jet data. The distribution 

shows that impact parameters from tracks associated with jets may be positive or 

negative. The sign of the impact parameter is determined by the angle it makes 

with the jet axis. If the angle is acute, the track originated from the same side 

of the event as the jet and the impact parameter is positive. If the angle is ob-

tuse, the track originated from the opposite side of the event from the jet and 

the impact parameter is negative. Tracks in jets arising from zero lifetime objects 

have equal numbers of positive and negative impact parameters, whereas tracks 

from the decay of long lived objects inside a jet have positive impact parameters. 

Therefore the shape of the negative impact parameter distribution is a measure 

of the resolution, while the shape of the positive impact parameter distribution 
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contains both resolution and lifetime effects. The excess of positive over nega-

tive impact parameters shown in Figure 3.2 indicates the presence of tracks from 

long-lived objects. From the jet data, a list containing impact parameters, their 

uncertainty, and Pr, is made for good quality SVX tracks. The list is created such 

that it reflects the shape of the resolution function; it is made up of equal numbers 

of positive and negative impact parameters. For each Monte Carlo seed track, an 

impact parameter is randomly chosen from the data track list and added to the 

calculated impact parameter. However, this occurs only if the difference in Pr 

between the data and Monte Carlo track is less than 30% of the Monte Carlo Pr. 

The process continues until a track with a suitable Pr is found. The uncertainty in 

the impact parameter from the data track chosen from the list is simply assigned 

to the Monte Carlo track. These chosen elements of the data track list are used 

only once per simulation. This convolution method takes into account possible 

correlations from the impact parameter uncertainty and transverse momentum. 

The CTC tracking efficiency model starts by checking the seed track to see 

whether it is within the CTC geometric acceptance. If not, the track is discarded. 

The CTC tracking efficiency, estimated in jet data samples, is parameterized as 

a function of the density of the tracking environment [33]. A "quality factor" 

variable, Q, inversely proportional to the track density, is used to characterize the 

tracking environment. Q is a function of the number obscured CTC wire hits due 

to nearby tracks that "overlap" the seed track. Figure 3.3 shows the variable Q as 

a function of obscured hits for Monte Carlo seed tracks embedded inside real data 

jet events. The CTC track-finding efficiency is estimated by first embedding Monte 

Carlo tracks into data jet events composed of a mixture of 20, 50, 70, and 100 GeV 

jet Er thresholds. Next the event is processed with the standard CDF offline track 

reconstruction software. The efficiency with which the embedded track is found is 

parameterized as a function of the Q variable. Figure 3.4 shows the track finding 
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Figure 3.4: CTC track-finding efficiency as a function of Q for tracks in a mixture 
of jet data samples. 

efficiency in the CTC as a function of Q. The integrated efficiency of finding a 

track with Pr > 2.0 GeV /c in the CTC is 96%, and is relatively flat as a function 

of track momenta. Seed tracks within the CTC fiducial region are then removed 

at random to according to the CTC tracking efficiency distribution as a function 

of track Q. 

The CTC-to-SVX linking efficiency is measured in jet data. This efficiency is 

the rate at which a found CTC track, that projects into the SVX fiducial region, 

is reconstructed as a SVX track with hits on three or more layers of silicon. The 

upper plot of Figure 3.5 shows the CTC-to-SVX linking efficiency is weakly depen-
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dent upon the track Pr. This distribution is parameterized as a function of Pr and 

used as a probability distribution to discard the Monte Carlo tracks at the rate 

observed in data. The overall CTC-to-SVX linking efficiency is 83%. The lower 

plot of Figure 3.5 shows the efficiency of SVX tracks passing good quality criteria 

(described earlier in this Chapter) as a function of the density of the track envi-

ronment. The track density is measured by counting the number of nearby tracks 

in the event that fall within a cone of half angle 8° centered on the seed track 

axis. The integrated efficiency with which an SVX track passes the good quality 

criteria is 81%. Most of the SVX tracks that fail the quality requirements are 

poorly reconstructed. The combined CTC, CTC/SVX linking, and SVX tracking 

efficiency is nearly 70%. 
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Figure 3.5: SVX tracking efficiencies as a function of track Pr and the density of the 
tracking environment. The upper plot shows the CTC-to-SVX linking efficiency as 
a function of track Pr. The lower plot shows the efficiency that tracks with three 
hits in the SVX pass the quality requirements (listed in the text) as a function of 
the number "nearby" tracks. 
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Chapter 4 

Tagging Heavy Flavor Jets 

The secondary-vertex algorithm (JETVTX) is designed to find decay vertices dis-

placed from the pp collision point, called the primary vertex. Bottom (b) and 

charm (c) quarks are long lived and hadronize, forming B and C hadrons along 

with a number of other hadrons (pions, kaons, etc ... ). Figure 4.1 is an illustration 

of a typical B or C-hadron decay as it might look in the CDF detector. The 

distance between the primary vertex and the B and C-hadron decay (secondary) 

vertex is the decay length ( L). The projection of L in the r - <P plane is called 

the two-dimensional (2d) decay length (Lxy)· The proper decay length of the B 

hadron is CT ~ 450 pm [18]. For the charm hadrons n± and D0 , the average cr's 

are ~ 314 pm and 124 pm respectively [19]. Because of the B and C hadron's 

long lifetimes and large boost, they can travel a measurable distance from the 

primary vertex before decaying. The upper plots in Figures 4.2 and 4.3 show the 

distributions for 2d decay length of B and C hadrons. The lower plots in these 

two Figures show the average Pr for Monte Carlo generated B and C hadrons, in 

jets with Er > 15 Ge V, are large in comparison to the b and c quark masses. 

Tracks from B and C-hadron decay are measurably displaced (large impact 
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Figure 4.1: Simplified view of an event containing a secondary vertex, shown in 
the transverse ( r - c/J) plane. 
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HERWIG Charm Monte Carlo 
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Figure 4.3: Plot (a) is the distribution of the two-dimensional decay length, Lxy 
for a mixture C hadrons in jets with Er > 15 Ge V. Plot (b) is the Pr spectrum. 
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parameter) from the primary vertex. Tracks from the decay of short-lived particles 

tend not to be displaced. The ability to identify these displaced tracks depends 

upon the resolution for determining the trajectory of these tracks and the position 

of the primary vertex. The primary vertex has a gaussian distribution with CT "' 30 

em along the beam axis and CT"' 35 pm in the plane transverse to the beam axis. 

The CDF detector axis and the beam axis are not parallel and have a relative 

slope of "' 5 J.Lml em in the horizontal plane and "' -3 pml em in the vertical 

plane. The difference between the detector axis and the beam axis at the nominal 

interaction point, z = 0, shifts between 200 and 1200 pm ( 400 and -1000 pm) in 

the horizontal (vertical) plane. Because of changing Tevatron conditions, the slope 

and displacement drifted during the course of data taking, yet are measured on a 

run-by-run basis to accuracies of"' 0.4 pmlcm for the slope and"' 10 pm for the 

displacement. 

The position of the primary vertex is found for each event using a weighted fit 

of SVX tracks and the z position determined by the VTX. Corrections are made to 

account for the beam offset and slope. Displaced tracks are removed from the fit 

with an iterative procedure. The uncertainty in the primary vertex position varies 

from 6 to 36J.Lm in the plane transverse to beam axis. 

Good quality SVX tracks (defined in Chapter 3.2.2) that are displaced from 

the primary vertex are used as input to the secondary vertex finding algorithm. To 

remove poorly measured tracks, photon conversions, long-lived K~'s and A's, the 

maximum impact parameter for each track must be less than 1500 p.m. A displaced 

track is required to have a large impact parameter, d, compared to its estimated 

uncertainty, ud, such that the significance, M, is larger than 3. The uncertainty in 
fTd 

the impact parameter ranges from 50 pm for charged tracks with Pr of 1 Ge VIc, 

and asymptotically to 15 pm for 10 Ge VIc tracks. Figure 3.2 (from Section 3.2.2) 

and Figure 4.4 show the signed impact parameter and its significance for SVX 
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Figure 4.4: Impact parameter significance for good quality SVX tracks from jet_SO 
data. 

tracks in the jeL50 data sample. 

Figures 4.5 and 4.6 show the impact parameter and its significance for SVX 

tracks from bottom, charm, and non-heavy flavor HERWIG Monte Carlo jets. The 

impact parameter distribution is plotted with an arbitrary sign in order to better 

illustrate the relative displacements for bottom, charm, and background tracks. 

Tracks from b jets are more displaced than tracks from cor background jets. The 

fraction of tracks that pass the ~ > 3 requirement is 0.23 for b, 0.11 for c, and 
lrd 
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Figure 4.5: Impact parameter for good quality SVX tracks from b, c, and non-heavy 
flavor jet Monte Carlo. 

0.07 for background jets. It should be noted that the d and .!L distributions for 
lTd 

background have long-extending tails caused by mismeasured tracks. 

4.1 The JETVTX Algorithm 

JETVTX, the algorithm that searches for secondary vertices in jets, uses good 

quality, displaced SVX tracks that have been associated to jets which have Er > 15 
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Figure 4.6: Impact-parameter significance for good quality SVX tracks from b, c, 
and non-heavy flavor jet Monte Carlo. 
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GeV and 1171 < 2. The association is performed by requiring the cosine ofthe angle 

between the jet axis and the track in the r- ¢plane to be larger than 0.80. Next, 

tracks associated to jets must pass the following selection criteria: 

• Pr 2::: 2.0 GeV fc 

• Tracks must have hits on at least two stereo superlayers and two axial su-

perlayers of the CTC. 

• They must be good quality SVX tracks, as described in Section 3.2.2. 

• The impact parameter is less than 1500 pm. 

• The track must be displaced, M > 3. 
lTd 

When a jet has at least two tracks satisfying the above criteria attached to 

it, the tracks are constrained to a common vertex with a two-dimensional fit in 

the ( r - ¢) plane. Because the vertex resolution is much larger (over two orders 

of magnitude) in the z-direction compared to the resolution in the r - ¢ plane, 

a two-dimensional rather than a three-dimensional fit is used. During the fit, 

the individual x2 contributed by each track to the overall x2 of the vertex fit is 

calculated. In an iterative process, tracks contributing a x2 larger than 50 to the 

vertex fit are removed, and the fit is attempted with the remaining tracks. This 

procedure continues until tracks are no longer removed or there are only two tracks 

left to form a common vertex. Tracks in the secondary vertex are uniquely assigned 

to that jet. Jets with secondary vertices successfully found are considered tagged. 

For each common vertex formed, Lxy and uL,y ("""' 130pm) are calculated. The 

decay length is signed. The sign is taken from the vector dot product of the di-

rection of Lxy and the vector sum of the momenta of the tracks in the secondary 

vertex. As shown in Figure 4. 7, Lxy is positive (negative) if the secondary vertex 
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Figure 4.7: Schematic showing a positive and negative two dimensional decay 
length, Lxy· Where Lxy is positive (negative) if the secondary vertex is recon-
structed in the same (opposite) hemisphere as the jet. 
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Figure 4.8: The two-dimensional decay length, Lxy, for tags in b, c, and background 
jet Monte Carlo. 

is reconstructed in the same (opposite) hemisphere as the jet. Positive (negative) 

tagged jets have +Lxy ( -Lxy)· Figure 4.8 illustrates that jets containing bottom 

and charm decay will have predominantly positive Lxy distributions. The Lxy dis-

tribution for non-heavy flavor jets, also shown in Figure 4.8, is symmetric about 

Lxy = 0. Tagged jets containing many poorly-measured tracks and no true sec-

ondary vertex, are equally likely to have a positive or negative Lxy· The majority 

of the secondary vertices of these mistagged jets are made up of only two tracks. 
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Figure 4.9: The two dimensional decay length, Lxy, for tagged jets in the jeL50 
data sample. The vertical dashed line marks Lxy = 0. 

Figure 4.9 shows the Lxy for tagged jets in the jeL50 data sample. The distribution 

shows more positive tags than negative tags, indicating the presence of real heavy 

flavor. 

To better identify tagged jets that contain bottom or charm decay, the following 

requirements must be satisfied: 

• To remove possible conversions from an interaction occurring in the inner-

most layer of the SVX, Lxy must be less than 2.5 em. 
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• A decay length significance of ILxyl/uL.,v > 3 is efficient at removing non-

heavy flavor jets with secondary vertices constructed from mismeasured tracks. 

• Tagged jets with two-track vertices consistent with coming from K~ ---+ 7r+7r-

and A 0 ---+ p+7r- decay are removed. This is done by forming the two-track 

invariant mass (assuming the two tracks are both pions or one pion and the 

other track a proton), and removing the tagged jets with invariant masses 

falling within 3 u uncertainty of the world average value [32] for the K~ and 

A0 masses. 

4.2 The Bottom and Charm Tagging Efficiency 

In order to measure the bottom and charm fraction of inclusive jets, the efficiency 

with which JETVTX identifies or tags b and c jets must be evaluated. HERWIG 

generated bbX and ccX jet events are used in this evaluation. 

The tagging efficiency, E~~~, is found with the following equation: 

b(c) tagged b(c) jets 
Etag = all b( c) jets ( 4.1) 

Both positive and negatively tagged jets are used. The tagging efficiency is cor-

rected to account for differences in tagging between data and the Monte Carlo 

simulation. This correction will be discussed in the next section. The corrected b 

and c jet tagging efficiencies are listed in Table 4.1. Figures 4.10 and 4.11 show 

that the tagging efficiency increases as a function of Er. In addition, the tag-

ging efficiency for b jets is larger than that for c jets. Thus the overall tagging 

efficiency for the Monte Carlo 50 Ge V jet trigger sample is larger than the 20 

GeV. Figure 4.10 and Figure 4.11 show that the tagging efficiency increases as 

a function of Er. Thus the overall tagging efficiency for the 50 Ge V jet trigger 



20 Ge V Trigger 50 Ge V Trigger 
E~ag 0.1550 ± 0.0050 0.2217 ± 0.0035 
E~aq 0.0334 ± 0.0017 0.0560 ± 0.0013 
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Table 4.1: Monte Carlo b and c jet tagging efficiencies. The uncertainties are 
statistical only. 
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Figure 4.10: b and c jet tagging efficiencies as a function of Er in the 50 GeV 
trigger jet Monte Carlo sample. 
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Figure 4.11: b and c jet tagging efficiencies as a function of ET in the 20 GeV 
trigger jet Monte Carlo sample. 
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sample is expected to be larger than the 20 GeV. The higher b jet tag rate may 

be traced to three effects. First, it can be shown that the impact parameter of a 

track is proportional to the proper decay length of the parent particle. The impact 

parameter distribution for tracks from B-hadron decay is wider than tracks from 

C-hadron decay (see Figure 4.5). Tracks with larger impact parameters are more 

likely to be displaced. The impact parameter significance distribution (Figure 4.6) 

shows that b jets have a larger fraction of displaced tracks, M > 3, than c or 
lTd 

non-heavy flavor jets. As described in Chapter 4.1, only good quality SVX tracks 

that are displaced are input to the JETVTX secondary vertex finding algorithm. 

Therefore, tracks from b decay will be accepted by the vertex finding algorithm 

more often than tracks from c decay. Subsequently, b jets will be more likely to 

be tagged than c jets. This has the largest effect on the difference between the 

tagging efficiencies. The inclusion of sequential b -t c decay in the calculation of 

d for tracks from b decay also tends to increase the d of the track making it more 

likely to be displaced. Lastly, the average track multiplicity is higher in b than in 

c decay. Jets with higher track multiplicity are tagged more often. 

4.3 Tagging efficiency scale factor. 

To test for differences in tagging b jets in data and Monte Carlo, JETVTX's 

performance is checked in a large inclusive electron data sample, and compared 

with similar events generated with Monte Carlo. As seen previously in Chapter 3, 

the fraction of electrons coming from semileptonic b decay in this sample has been 

measured to be 0.372 ± 0.081. For this reason, the tagged jets associated with 

an electron in this sample are almost entirely b jets [34]. A scale factor is used 

to correct the differences in tagging efficiency between data and Monte Carlo. If 

the Monte Carlo model did a perfect job in simulating the physical event and 
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detector effects, the scale factor would be unity. The jet data is used explicitly to 

characterize the resolution of the tracking parameters in the Monte Carlo model. 

Moreover, SVX and CTC tracking efficiencies, measured in jet data as a function 

of the density of the track environment, are also implemented in the Monte Carlo 

model. Still, a scale factor is needed to correct the difference between data and 

Monte Carlo tagging efficiencies. The scale factor is defined in equation 4.2 below: 

scale data Tagging Efficiency 
F = Monte Carlo Tagging Efficiency ( 4.2) 

The sources of the difference may include correlations between tracking variables, 

properties of b (c) fragmentation, and features of b (c) decay that the Monte Carlo 

does not model accurately. 

The overall tagging efficiency ( €) can be separated into two terms: 

€ = Etaggable * €tag (4.3) 

The first term, the taggable rate, is defined to be the number of taggable jets 

divided by the total number of jets. A taggable jet is associated with at least two 

good quality SVX tracks as listed in Chapter 3.2.2. The second term, the tagging 

efficiency, is defined as the number JETVTX tagged jets divided by the number of 

taggable jets. By defining the overall tagging in this manner, the full scale factor 

can be determined in the same way: 

Fscale _ Fscale * Fscale 
- taggable tag ( 4.4) 

F/:;~~ble corrects the differences in taggable jet production rates between the generic 

jet Monte Carlo and the inclusive jet data sample [36). The taggable scale factor 

is defined as the data taggable rate divided by the taggable rate found in Monte 
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Carlo. Ft:c;le corrects the differences in tagging efficiencies between the bb Monte 

Carlo and the inclusive electron data sample. The scale factor for the tagging 

efficiency is defined as the data tagging efficiency divided by the Monte Carlo 

tagging efficiency. 

In the calculation of the scale factor for the taggable rate, the Run lA jeL20 

and jeL50 data samples are used. For Monte Carlo inclusive jet event simulation, 

HERWIG bbX, ccX, and non-heavy flavor jet events with 20 and 50 GeV Er 

trigger filter are used. The detector simulation is decribed in Chapter 3. 

The upper plot in Figure 4.12 shows the taggable rate in the Run lA jeL50 

sample compared with that found in HERWIG generic jet Monte Carlo. The lower 

plot in the same figure is the corresponding scale factor as a function of jet Er. The 

distribution is flat and consistent with the value of 1.0 for jets with Er between 

15 to 90 GeV. Above 90 GeV, the scale factor slowly falls to approximately 0.8 at 

200 GeV. The integrated taggable rate for the jeL50 data is 0.462 ± 0.001(stat). 

In Monte Carlo, the taggable rate is 0.491 ± 0.002(stat). This gives a scale factor 

of 0.941 ± 0.003(stat). The Monte Carlo model overestimates the taggable jet 

production rate. Figure 4.13 shows the taggable rate plots for the Run lA jeL20 

sample and generic jet Monte Carlo. In data, the integrated taggable rate is 

0.385 ± 0.001. In Monte Carlo, it is 0.305 ± 0.002. This gives a scale factor of 

1.26 ± 0.01. In this case, the Monte Carlo model underestimates the taggable jet 

production rate by 26%. 

For the calculation of the tagging efficiency scale factor, two methods are em-

ployed to find the tagging efficiency ( Etag): single tagging and double tagging. Both 

methods (to be described below) measure the efficiency for tagging b's that decay 

semileptonically in the inclusive electron sample. 

The samples used in this calculation are the Run lA inclusive electron data and 

HERWIG Monte Carlo was used to generate bbX jet events. Each Monte Carlo 
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Figure 4.12: The jeL50 data and Monte Carlo taggable rate. The upper plot is the 
taggable rate as a function of jet Er. The lower plot shows the associated scale 
factor. 
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Figure 4.13: The jeL20 data and Monte Carlo taggable rate. The upper plot is the 
taggable rate as a function of jet Er. The lower plot shows the associated scale 
factor. 
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event must contain a B hadron decaying semileptonically, to a C hadron and an 

electron (Bx ----+ Dx e X). The detector simulation was described earlier in the 

text. In both the inclusive electron data and the bb Monte Carlo sample good 

electrons are associated to jets (electron jet) by demanding that the electron to be 

within a cosine cone of 0.95 centered on the jet axis. Table 3.1 (in chapter 3) lists 

the selection criteria for good electrons. Next, an additional jet is required in the 

event not associated (away jet) with the electron that is a distance D..R > 2.5 from 

the electron-jet. Finally, all jets in all data and Monte Carlo samples described 

above, must have Er > 15 Ge V and I7Jdetector I < 2.0. 

The single tag efficiency ( E:!;gte) is defined as the number of tagged electron jets, 

divided by the total number of taggable electron jets. In data, this efficiency must 

be corrected for the b-fraction of the sample, and for mistagged electron jets [37]. 

The expression for the single tag efficiency in data is: 

N -Npred *(1-FB) single _ ele-tag ele-tag 
Etag - N FB 

ele-jets * (4.5) 

The numerator is the corrected number of tagged electron jets, where Nete-tag is 

number of observed tagged electron jets, and N:!ee:!tag is the predicted number of 

mistagged electron jets. In this calculation, only positive signed tags are used. F 8 

(0.372 ± 0.081) is the fraction of electrons in the Run IA inclusive electron data 

sample that come from semileptonic B decay. The denominator is total number 

of electron jets where the electron comes from semileptonic B decay. 

The double tag efficiency ( Ef~~ble) is the total number of tagged electron jets, 

provided that the away-jet in the event has been tagged, divided by the total 

number of away-tags. The double tag efficiency must be corrected for the number 

of mistagged away jets. The double-tag efficiency in data is calculated with the 



relation: 

Inclusive Electron data 
sample Taggable jets 

electron jets 28701 
tagged electron jets 3268 

tagged away jets 453 
electron+away tags 130 

predicted electron jet tags 4 7 4 
corrected tagged electron jets 2969 ± 86 

predicted away tags 163 
corrected away-tags 350 ± 31 

Table 4.2: Summary of tags in data. 

HERWIG bb Monte Carlo 
sample 

good electron jets 
tagged electron jets 

away tags 
electron+away tags 

Taggable jets 
2136 
641 
129 
38 

Table 4.3: Summary of tags in bb Monte Carlo. 

double Nele+away-tag 
€tag = -N---N---'-p-re....,d,...::--(--"1--F-B-) 

away - away * -
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(4.6) 

Listed in Table 4.2 are the observed tags in the inclusive electron data. Table 4.3 

contains the tags in the bb Monte Carlo. The integrated tagging efficiencies for 

data and Monte Carlo are summarized in Table 4.4. The uncertainty in the data 

single tag efficiency is dominated by the error in FB, whereas the uncertainty in 

the double tagging efficiency is dominated by statistics. Since both the single tag 
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Tagging efficiencies per taggable jet 
Tagging Method bb Monte Carlo data 

single 0.300 ± 0.010 0.280 ± 0.060 
double 0.294 ± 0.040 0.287 ± 0.036 

weighted average 0.300 ± 0.010 0.285 ± 0.031 

Table 4.4: Comparison of tagging efficiencies in Monte Carlo and data. The un-
certainty in the data efficiencies include both the error on F 8 and the statistical 
error. 

and the double tag methods measure the efficiency to tag semileptonic b decay, the 

weighted average of the two is calculated. In Monte Carlo, the weighted average 

of 0.300 ± 0.010 is in good agreement with the value of 0.285 ± 0.031 measured in 

data. 

In Figure 4.15 the single and double tagging efficiencies are plotted as a func-

tion of jet ET. For both data and Monte Carlo, the two tagging methods are in 

agreement. The upper plot in Figure 4.14 shows the weighted averages of the single 

and double tag efficiencies for data and Monte Carlo as a function of jet ET. The 

lower plot is the scale factor as a function of jet ET. The scale factor is consistent 

with being independent of jet ET. Fitting the distribution to a constant value, the 

resulting scale factor is 0.96 ± 0.08. The error in the scale factor is the uncertainty 

in the fit. In Figure 4.16 several variables of the tagged electron jets are plotted: 

the estimated proper decay length (will be described in the following chapter), 

the tagged jet invariant mass formed with the tracks in the tag (Mass), the com-

bined PT of those tracks, and the number of tracks in the tagged jet (NTRK). The 

Monte Carlo distributions agree with what is observed in the data. This gives us 

confidence that the Monte Carlo model simulates the tagged jets properly. 

Equation 4.4 is used to calculate the full scale factor. The taggable rate in the 



0.6 

~0.5 g 
.~0.4 
u ..... 
~0.3 
OJ) 
. so.2 

OJ) 
OJ) 
~0.1 

010 

1.6 
1.4 f:"" 

51.2 r--u 1 c!j r-
~ 

~0.8 r-
c!j 

~0.6 f-

0.4 f-

0.2 r-

0 
10 

o Data 
• Monte Carlo 

±~1¥-- ----r -- --. ... 

25 30 35 
Jet Et 

50 55 
GeV 

--- ----------------~~---- ----------- --------
------r-- -----------~---- ----------- --------

fit = 0.96 ± 0.08 

I I I I I I l J I 
15 20 25 30 35 40 45 50 55 

Jet Et GeV 

71 

Figure 4.14: Scale factor calculated with weighted averages of the two tagging 
methods as a function of jet Er. In the upper plot, the weighted average of the 
two tagging efficiencies in data (open points) is compared with Monte Carlo (solid 
points). The lower plot shows the scale factor. The solid line is the resultant 
constant fit, and the 2 dashed lines are the ±lu uncertainty in the fit. 
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Figure 4.15: The tagging efficiency as a function of jet Er. A comparison of the 
two tagging methods for the inclusive electron data are shown in the upper plot. 
The lower plot shows the two methods in the bb Monte Carlo. 
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Figure 4.16: Comparison of tagged electron jet variables described in the text, 
Data (solid points) and Monte Carlo (histograms) are normalized to unit area. 
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jeL50 sample has been corrected so Ft:;~~ble = 1. Hence the full scale factor is 

Fscale = Ft:;le = 0.96 ± 0.08. For the jeL20 sample, Fscale = 1.21 ± 0.09. 
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Chapter 5 

The Determination and Fitting of 

the Estimated Proper Decay 

Length Distributions 

5.1 Fit Method 

A common method for determining the proper decay length for a decaying particle 

uses the measured three-dimensional (3-d) decay length (Lxyz): 

M 
CT = Lxyz · p (5.1) 

M is the mass and P is the magnitude of the 3-vector momentum of the particle 

before decay. The ratio ~ gives the lorentz factor of J-r. Because of the poor 

z-resolution of the secondary vertex, the 2-d decay length (Lxy) is used in this 



analysis to determine the proper decay length: 

M 
CT = Lxy •-

Pr 
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(5.2) 

Pr is the transverse momentum of the particle before decay. The ratio ~ gives 

the lorentz factor of ~\ in the plane transverse to the beam axis. 

The secondary-vertex finder estimates the two-dimensional decay length of a 

long-lived object using displaced tracks within a jet. However, the object is usually 

not fully reconstructed because not all tracks from the decay are found. Neutral 

particles such as neutrinos and 1r0 's will not be detected in the tracking chambers. 

Some charged particle tracks will not be successfully attached to the secondary 

vertex because they are poorly measured. Moreover, since the combined tracking 

efficiency is ,....., 70% (see Chapter 3), a significant part of the time tracks will be 

completely missed. The invariant mass (Mv) and transverse momentum (Pr ), 

determined with the tracks that make up the secondary vertex, can be related 

to the M and Pr of the long-lived object before decay by a correction factor 

determined from Monte Carlo: 

K = M/Pr 
Mv/Prv 

(5.3) 

Using equation 5.3, the estimated proper decay length for a tagged jet can be 

expressed as: 
Mv 

CT = Lxy · -- · K 
Prv 

(5.4) 

Correction factors have been found for both B (Kb) and C hadron (Kc) decays 

using Monte Carlo simulation. The distributions of Kb and Kc are independent of 

Prv above 15 Ge V /c. Fit to a constant value, the correction factors are similar: 

• Bottom Correction factor Kb = 1.39 ± 0.02 
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Figure 5.1: The cr distributions for HERWIG Monte Carlo b, c, and background 
tagged jets. 

• Charm Correction factor Kc = 1.19 ± 0.01 

Where the uncertainties are the error in the fit. The average value of the correc-

tion factor, Kavg = 1.29, is used for data and all Monte Carlo cr distributions. 

Using the average value of the correction factor does not significantly limit cr as 

a discriminant between b and c quarks. 

The Monte Carlo generated cr distributions for c, b, and background tagged 

jets are shown in Figure 5.1. The contents of each Monte Carlo distribution are 
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described below: 

• The cr distribution for b jets contains the decay products from B hadrons 

formed by a fragmenting b quark. B jets may also contain the decay products 

of C hadrons from the sequential decay of B hadrons. 

• The cr c jet distribution contains the decay products from C hadrons formed 

by a fragmenting c quark only. The decay products from C hadrons produced 

by the sequential decay of B hadrons are not included. 

• The background cr distribution contains non-heavy flavor jets only. There 

are no b or c jets included. 

When normalized to equal areas, the distinguishing qualities of the three dis-

tributions may be observed. Both the band c distributions show a large positive 

decay length tag asymmetry about cr = 0. This is expected for jets from heavy 

flavor decay. Because of its shorter lifetime, the cr distribution for cis more central 

(the distribution peaks closer to zero) than the b distribution. The c distribution 

has a larger fraction of negative decay length tags than b. The ratio of the number 

of positive decay length tags to the number of negative tags is "' \3 for b, compared 

with "' I for c. The larger number of negative signed tags for cis due to lifetime 

effects and impact parameter resolution smearing. The background distribution 

is symmetric about zero, and has long extending tails. The slope of the positive 

side of the cr distribution for background jets is less steep than that for either 

of the b or c distributions. Ordinarily, this would indicate a longer lifetime for 

background. Recall that the tagging algorithm requires tracks with large impact 

parameters. In Chapter 4 it was shown that the negative signed impact parameter 

distribution for data jets is used as the impact parameter resolution function to 

smear Monte Carlo generated tracks. In addition, this distribution was shown to 
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have long extending tails. The majority of the secondary vertices in tagged (or 

rather "mistagged") background jets are composed of two poorly measured tracks 

with large impact parameters from the tails of the resolution function. Therefore 

secondary vertices made up of these tracks give larger cr's producing a shallower 

slope in the background shape. The slopes on the negative side of the cr distribu-

tions for b, c, and background jets are approximately the same as the positive side 

slope of the background cr. This also illustrates the effects of resolution smearing. 

The narrow depression centered about cr of zero in all three distributions is caused 

by the requirement that the decay length significance, ~, must be greater than 
trL:r:y 

3. This requirement is efficient in removing mistags (See Chapter 4). 

The cr distributions for tagged jets in the jeL50 and the jeL20 data samples 

are shown in Figures 5.2 and 5.3. These distributions show a positive decay 

length tag asymmetry that indicates the presence of real heavy flavor. The ratio 

of the number of positive decay length tags to the number of negative tags is 

"' ~. These distributions also contain a narrow depression at cr = 0 due to the 

decay significance requirement. The cT from data tagged jets is fit to a sum of 

three components: the Monte Carlo generated cT distributions of tagged b, c, and 

background tagged jets. The fit is a x2 minimization performed with the software 

package MNFIT (which uses MINUIT for minimization) [38]. The only constraint 

in the fit is that the sum of the normalizations for each component is unity. 

5.2 Fit Results 

The fit for the jeL50 sample is shown in Figure 5.2. Of 3006 tagged jets, the 

fractions (with the fit uncertainty) are: 

• ( 45.2 ± 3.5)% b jets 



-0.3 

CDF PRELIMINARY 

t DATA: 50 GeV jet Et trigger 
FIT 

-0.2 -0.1 0 
C't 

0.1 0.2 0.3 
(em) 

80 

Figure 5.2: The cr distribution in the jeLSO data (points) and fit (histogram) to 
the b, c, and background cr distributions. 
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Figure 5.3: The cr distribution in the jeL20 data (points) and fit (histogram) to 
the b, c, and background cr distributions. 



data jets 
jeL50 3006 
jeL20 3008 
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Content of Tagged Jets 
b jets c jets Background jets 

1359 ± 105 1223 ± 117 424 ± 57 
1363 ± 132 1290 ± 135 355 ± 51 

Table 5.1: The cr fit results for tagged jets. The uncertainties are from the fit 
error. 

• (40.7 ± 3.9)% c jets 

• (14.1 ± 1.9)% Background jets 

The resulting cr fit for the jeL20 sample is shown in Figure 5.3. Of the 3008 

tagged jets: 

• (45.3 ± 4.4)% b jets 

• ( 42.9 ± 4.5)% c jets 

• (11.8 ± 1.7)% Background jets 

5.3 Fit Consistency Check 

One can plot the cr distribution for tags that use only 2 tracks to tags with 

3 or more tracks. Comparing the plus-to-minus ratio of tags in the two track 

only ("' f) cr distribution to the three or more track ("' \8
) cr, the 3 track 

ratio is much higher, indicating that the background is greatly reduced. This is 

because background tagged jets or mistags are dominated by secondary vertices 

that contain only two tracks. The three or more track b (c) fit can be used as a 

consistency check of the results of the standard two or more track cr fit. Using 
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the relation below, the number of two or more track tags from the number of fit 

three or more track tags can be predicted: 

>2 track E-
E d b( ) t _ l\r;:::3 track b(c) 

xpecte c ags- 1Yb(c)tag * >3 track 
Eb{c) 

(5.5) 

Nli,:)t~;ck is the b (c) fraction of tags with three or more tracks in the secondary 

vertex obtained with the data cr fit. The tagging efficiency, obtained from Monte 

Carlo, for two (three) or more tracks in the tag is E~~tack(E~~tack). Table 5.3lists 

the tagging efficiency ratios of :~~ :::::. Figure 5.4 shows the data cr distribution 

for secondary vertices with three or more tracks, fit to b, c, and background Monte 

Carlo. The b, c, and background jet content of tagged jets in the jeL50 and jeL20 

data samples with three or more tracks in the secondary vertex are listed below. 

For the jeL50 sample: 

• 79 ± 7% b jets 

• 20 ± 7% c jets 

• 1 ± 1% Background jets 

For the jeL20 sample: 

• 77 ± 13% b jets 

• 23 ± 13% c jets 

• 0 + 3% Background jets 

The content of the tags is very different than for the two-track tags. There is 

much more b, about half as much c, and very little background. the number of 

tags of each type are shown in table 5.2. The uncertainties in the jet content 
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Figure 5.4: The three or more track cr distribution in the jeL50 data (points) and 
fit (histogram) to the Monte Carlo b, c, and background. 

B, C, and Background Content of 2: 3 track Tagged Jets 
Data Tags Bottom Charm Background 
jeL50: 645 510 ± 45 129 ± 45 6 ± 6 
jeL20: 458 353 ± 60 105 ± 60 0 + 3 

Table 5.2: The cr fit results for tagged jets containing three or more tracks. 



The Ratio of MC Tagging Efficiencies: 
Monte Carlo Bottom 

Sample Ratio 
jeL50: 2.58 ± 0.07 
jeL20: 3.87 ± 0.07 

€~2 track _ to _ €~3 track 

Charm 
Ratio 

6.62 ± 0.07 
7.37 ± 0.16 

Table 5.3: The ratio of 2:: 2 - to - 2:: 3 track tagging efficiencies. 

jeL50 b jets 
jeL50 c jets 
jeL20 b jets 
jeL20 c jets 

Prediction From > 3 Track Fit 
1316 ± 121 
854 ± 298 
1385 ± 233 
774 ± 443 

Standard 2:: 2 Track Fit 
1359 ± 105 
1223 ± 117 
1363 ± 132 
1290 ± 135 
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Table 5.4: The b and c content of tagged jets obtained from the cr fit of three or 
more tracks is used to predict the b and c content in tagged jets with two or more 
tracks. 

are due to the fitter uncertainty. With the numbers taken from Table 5.2, and 

using equation 5.5, the predicted b and c content of the total number of two or 

more tagged jets is listed in table 5.4. The prediction of the b content agrees well 

with the standard two or more track cr fit results (see Table 5.1). For c jets, the 

prediction is consistent within uncertainty. 
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Chapter 6 

Results 

6.1 Fraction of Bottom and Charm per Jet 

The fraction of all jets that come from heavy flavor can be determined using the 

expressiOn: 
NTagged b(c) 

~ _ ~J:"7et..;;_s __ 
b(c) - b(c) NTotal 

Etag Jets 
(6.1) 

NJe~~ged b(c) is the number of tagged b (c) jets determined from the cr fit, and 

NJ~~al is the total number of jets in the data sample. The tagging efficiency, E~~1, 

determined using Monte Carlo, is defined as the total number of b (c) jets that are 

tagged, divided by the number of jets that contain at least one b (c) quark. The 

tagging efficiencies (described in Chapter 4.2) are used to correct the number of b 

and c tagged jets obtained from the cr fit. Using equation 6.1, the absolute b and 

c fraction per jet is measured. The data results and the generator-level HERWIG 

and PYTHIA Monte Carlo predictions are listed in Table 6.1. The first uncertainty 

in the heavy-flavor jet fractions in data is the statistical error and the second is 

the systematic uncertainty (described below in Section 6.4). The uncertainty in 



sample 
JET_50 data 
JET_20 data 
HERWIG 
PYTHIA 

2.25 ± o.18~g:~~ 
2.05 ± o.2o~g:!i 
1.88 ± 0.06 
2.66 ± 0.08 

8.0 ± 0.7~g 
9.0 ± 0.9~~:~ 
3.66 ± 0.08 
4.44 ± 0.10 
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Table 6.1: The band c-jet fractions integrated over the Er range from 15 GeV to 
135 GeV. 

the Monte Carlo fractions are due to the finite amount of statistics in the samples. 

The HERWIG prediction uses KMRS [39] and MRSA [40] structure functions, 

AqcD = 200 MeV, and b and c-quark masses of 4.9 and 1.6 GeV /c2 • PYTHIA 

uses CTEQ [41] structure functions, AqcD = 213 MeV, and band c-quark masses 

of 4.9 and 1.6 Ge V / c2 • The difference in c jet content between the jeL20 and jeL50 

samples is due to the Er dependence of Fe and the different Er spectra of the two 

data samples. The HERWIG and PYTHIA predictions agree with the measured 

value of Fb. The measured Fe is about a factor of two higher than the HERWIG 

and PYTHIA predictions. 

The measurement of Fb(e) as a function of jet Er is obtained by performing the 

cr fit separately for each Er bin, and also determining the Monte Carlo tagging 

efficiencies for that bin. The resulting distributions of Fb(e) for both data and Monte 

Carlo, are given in Figure 6.1. The Fb and Fb distributions for data compared with 

the NLO QCD calculation [17] are shown in Figures 6.2 and 6.3. The HERWIG, 

PYTHIA, and NLO QCD Fb distributions are in agreement with the measured 

Fb; the distributions are approximately independent of Er. The measured Fe 

distribution falls from about 0.12 at 15 GeV, to 0.04 at 120 GeV. The predicted Fe 

distributions from HERWIG and PYTHIA are roughly flat at 0.04 over the same 

Er range. The NLO QCD calculation gives values of Fe between 0.015 to 0.03 
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Figure 6.1: The Fraction of b and c jets as a function of Er. The data (points) 
are compared with HERWIG and PYTHIA predictions for b (lower contours) and 
c (upper contours). The open (solid) points indicate the jeLSO (jeL20) data. The 
uncertainties on data points are correlated. The inner error bars are the statistical 
uncertainty, the outer error bars are the statistical and the systematic uncertainties 
added in quadrature. 



b jets 
c jets 

50 Ge V Trigger 
0.0455 ± 0.0015 
0.0070 ± 0.0006 

20 GeV Trigger 
0.0345 ± 0.0030 
0.0075 ± 0.0015 
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Table 6.2: Monte Carlo b and c jet double-to-all tag ratios. The uncertainties are 
statistical only. 

depending upon the choice of factorization/renormalization scale. These values 

are also independent of Er in the range 15 GeV to 100 GeV. 

6.2 Cross Checks 

6.2.1 Double Tags 

Double-tagged jet events, when two or more jets separately are tagged in the same 

event (see Figure 6.4), may be used for an independent check on the cr method of 

obtaining the b content of tagged jets. From a Monte Carlo simulation the ratio 

of the total number of jets in double-tagged events to the total number of tags is 

determined. As listed in Table 6.2, this ratio (shown with statistical uncertainties) 

is many times larger for b jets than for c jets. Since the cr fit results indicate that 

the number of b and c tagged jets are almost equal, the majority of double tags 

result from b jets. Figure 6.5 shows the cr distribution for jets in double-tagged 

data events compared with b jets in double-tagged events from HERWIG Monte 

Carlo. 

In the jeL50 data sample, there are 78.0 ± 6.2( stat) tagged jets in 39 double-

tagged events observed. In thejeL20 data sample, there are 48.0±4.9(stat) tagged 

jets in 24 double-tagged events. Using the ratios in Table 6.2 to correct for a small 

c content, the number of b jets in data double-tagged events is listed in Table 6.3. 
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Figure 6.2: The next-to-leading order QCD calculation of the Ratio of b-jet to 
inclusive-jet Er distributions, for different choices of renormalization and factor-
ization scales (J.LR = J.LF = J.L) for jet cone sizes R = 0.4 and R = 0.7. The data 
points for R = 0.4 are shown with statistical uncertainty only. 

Data jets 
b jets 

jeL50 
78 ± 6.2 

67.6 ± 9.2 

jeL20 
48 ± 4.9 

39.4 ± 9.3 

Table 6.3: b jet Content of Double-Tagged Events. The uncertainties are statistical 
only. 
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Figure 6.3: Next-to-leading order QCD calculation of the Ratio of c-jet to inclusive-
jet Er distributions, for different choices of renormalization and factorization scales 
(JLR = JLF = p,) for jet cone sizes R = 0.4 and R = 0.7. The data points for R = 0.4 
are shown with statistical uncertainty only. 
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.Jet 1 

Vertex 1 

Figure 6.4: Schematic showing a double-tagged event. Double-tagged jet events 
are defined as two or more jets separately tagged in the same event. 
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Figure 6.5: The cr distribution for jets in double-tagged events. The HER-
WIG Monte Carlo (histogram) cr distribution for b jets is normalized to the data 
(points). 



Data sample 
jeL50 
jeL20 

Double-tag prediction 
1485 ± 208 
1142 ± 288 

CT fit 
1359 ± 105 
1363 ± 132 
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Table 6.4: Double-tag prediction of the number of tagged b jets. The uncertainties 
are statistical only. 

To predict the total number of tagged b jets in the data, the number of b jets in 

the double-tagged data events in Table 6.3 is scaled by the double-to-all tag ratios 

determined from Monte Carlo (Table 6.2). The predictions are shown in Table 6.4. 

For both data samples, the predicted numbers of b jets are in good agreement with 

the cr fit results (see Table 5.1). 

To predict the value of Fb, an expression similar to equation 6.1 is used with 

the predicted number of b jets from Table 6.4. At an average jet Er of 58 GeV, the 

predicted value of Fb in the jeL50 sample is (2.2±0.3(stat)) x 10-2 • This is in good 

agreement with the absolute measurement of H = (2.25 ± 0.18(stat)~g:~~(syst)) x 

10-2 and with the Fb distribution in Figure 6.1 determined using the cr fit method. 

In thejeL20 sample, the predicted bjet fraction is Fb = (1.7±0.5(stat)) X 10-2 at 

an average jet Er of 35 Ge V. Again, this is in agreement with the integrated mea-

surement of Fb = (2.05 ± 0.20(stat)~g:~i(syst)) X 10-2 and with the Fb distribution 

resulting from the cr fit. 

6.2.2 D* Production in Jets 

The measurement of the production of the charm meson D*± in jet events [42) is 

an independent check on the c-jet content. An ISAJET Monte Carlo simulation 

predicts that the observed D*± 's are predominately produced from direct charm 

and not from bottom decay. The charm content in jets is checked by comparing the 
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number of fully reconstructed D*± candidates in jets, to the number of expected 

candidates using measured values of the Fb and Fe from cr fit method. 

Dd mesons are reconstructed in jet events using the exclusive decay channel 

D*+ - D 01r+, D 0 - K-1r+ (the conjugate modes of this decay are implied). The 

decay channel D*+ - D 0 1r+ is used because of its very low Q value ( mn• - mno -

m1r = 6 MeV/c2), reducing the phase space for background. The 7r+ in this decay 

(this "soft", low Pr, pion will hereafter be denoted as 7r8 ) takes a relatively small 

fraction of the D*+ momentum, providing a convenient signature to identify the 

decay channel. 

A standard [43] method is used to search forD*± candidates. First, all possible 

charged track combinations of K1"1r±1r;= are found (assuming all tracks are either 

K or 1r ), keeping the correct charge correlation ("right sign") between the K and 

the 7r8 • Next, the 2-track (D0 - K1r) invariant mass is formed. The D 0 candidate 

must have a mass within a 30 MeV j c2 window centered the world average D 0 

mass of 1864.6 ± 0.5 MeV /c2 [32]. The invariant mass is formed with the D 0 

(K1r) candidate and the soft pion (1r8 ). Finally, Dd candidates will be evident 

as an excess of events over combinatoric background in the distribution of the 

invariant mass difference ( LlM) between the K 1r1r s and the K 1r combinations. The 

combinatoric background for LlM is obtained with "right sign" combinations with 

a Mass(K-1r+) > 2.0 GeV /c2 (well above the true D 0 mass), normalized to the 

LlM distribution above the nominal D*± - D 0 mass difference. A combinatoric 

background distribution composed of "wrong sign" (incorrect charge correlation 

between the K and the 7r8 ) K1r1r8 combinations is very similar in shape. 

The following kinematic requirements must be satisfied for all tracks used in 

Dd candidates; Charged tracks must have at least four hits on two or more CTC 

axial superlayers and at least two hits on two or more CTC stereo superlayers. If 

the track is linked to hits in the SVX, only two hits in the SVX are required. All 
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tracks must have !:l.Z = jzcrc- zPRIMARYI < 5 em. D* candidates must pass 

the following criteria: 

• Pf > 1 GeV/c 

• P:;. > 0. 7 Ge VIc 

• P;· > 0.4 GeV /c 

• IM(K1r) -1864.61 < 30.0 MeV/c2 

• Pj?* > 6.0 GeVIc 

All D* candidates must be associated with a jet. This is accomplished by specifying 

that the cosine of the angle between the 3-momenta of the D* candidate and the 

nearest jet to be greater than 0.8. All jets must have Er 2: 15.0 GeV, detector 

1111 < 2.0, IZ~~:~~~ < 30.0 em, and cone radius R = 0.4 (R = Jt:1112 + !:14J2). 
The upper plot in Figure 6.6 shows the !:1M distribution for "right sign" K 11"11"8 

combinations. The solid histogram denotes the D* candidates and the dashed 

histogram is background composed of combinations with mass of the ( K 1r) greater 

than 2.0 Ge V / c2 , normalized to the !:1M distribution above 0.151 Ge VI c2 • A 

significant excess is observed over background at the world average D*± - D 0 mass 

difference of 145.42 ± 0.05 MeV I c2 [32]. The lower plot in the same Figure shows 

a minimum x2 fit (solid line) to the !:1M distribution for D* candidates (points). 

The !:1M distribution is fit to the following function: 

A* (!:1M- M1r )8 + P1 * exp( -(!:1M- P2)2 12 * P32 ) (6.2) 

The first term of the function describes the background shape of the distribution. 

Parameters A and B are free-floating constants determined by the fit, and M1r is the 

pion mass. The second term in the function is a gaussian distribution describing 
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Figure 6.6: The K1r1r- Krr mass difference (AM). In the upper plot, the solid 
histogram is the distribution forD* meson candidates, and the dashed histogram is 
background taken from the K 1r (D0 ) mass sideband. In the lower plot, the points 
are the D* meson candidates, and the solid line is the fit. The total number of 
reconstructed D* candidates is 143 ± 28(stat.) ± 20(syst.). 
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the shape of the signal. The amplitude (P1), mean (P2), and width (P3) of the 

gaussian are also free-floating parameters determined by the fit. The total number 

of reconstructed D*± 's is taken as the area of the gaussian distribution returned 

from the fit. This is a reasonable approach given the shape of the background 

distribution. The total number of reconstructed D*± candidates obtained from the 

fit is 143±28(stat.)±20(syst.). The statistical error is the uncertainty returned by 

the fit. The systematic uncertainty is described below. The mean of the gaussian 

distribution returned by the fit is 145.5 ± 0.3 MeV/ c2 • This value agrees with the 

world average D*± - D 0 mass difference. 

The ±14% systematic uncertainty on the total number of Dd candidates is 

estimated by taking the difference between the area of the gaussian fit and two 

alternative methods for obtaining the total number of reconstructed D*±. In the 

first method, the total number of D*± candidates is taken as the excess number 

of events above background in the signal window of ILlM- 145.41 < 3 MeV /c2 • 

The number of background events is found by integrating the background function 

of A* (LlM- M1r )8 over the signal window. For the second method, the total 

number of D*± candidates is determined by performing a straight subtraction of 

the number of background events from the total number of events in the signal 

window (See Figure 6.6). 

Using the measured values of Fb and Fe, the number of For good quality SVX 

tracks in jet data, expected D*± candidates from b and c jets is determined with 

the following equations: 
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The total number of jets in the sample is Njets· P( c -+ Dd X) is the probability 

that a charm quark fragments to D*± X. From an ALEPH measurement[44], the 

value of P(c-+ DdX)Br(Dd -+ D 0 -rr±)Br(D0 -+ K=f-rr±) is (6.5 ± 0.5(stat.) ± 
0.2( syst.)) X 10-3 . The following branching ratios are taken from the Particle Data 

Book [32]: 

• Br(B-+ D*± X) = (23.1 ± 3.3)% 

• Br(D*± -+ D 0 -rr-) = (68.3 ± 1.4)% 

• Br(D0 -+ K=r-rr±) = (3.83 ± 0.12)% 

The reconstruction efficiency (ERE), obtained using ISAJET [29] Monte Carlo of 

bb and cc events, is defined as the total number of reconstructed D*± passing the 

criteria listed above, divided by the total number of produced D*± associated with 

jets. For each event the sequential decay D*± -+ D 0-rr±, D 0 -+ K=f-rr± is forced 

to occur 100% of the time. The detector simulation is described in Chapter 3. 

The reconstruction efficiency for Dd produced from bb events is (19.6 ± 0.6)% 

and (33.0 ± 0.5)% from cc events. The bb reconstruction efficiency is lower than cc 

because D*± 's from the decay of B hadrons tend have a softer energy distributions 

than D*± 's produced from cc. Scaling branching ratios by the reconstruction effi-

ciencies, and assuming equal production rates, the ratio of Dd produced by charm 

to that produced by bottom is approximately 1.6-to-1. Furthermore, assuming a 

c-to-b ratio in jets from HERWIG of 1.9-to-1, then the ratio of D*± produced by 

charm to that produced by bottom is at least 3-to-1. Thus fully reconstructing 

Dd is primarily a check on the charm content. 

The number of expected Dd candidates from b and c jets are obtained from 

equations 6.3 and 6.4: 

• Number of Dd from c jets is 83 ± ll(stat)~~~(syst) 
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• Number of D*± from b jets is 10 ± 2(stat) ± 2(syst) 

• Expected D*± candidate Total = 93 ± ll(stat)~~~(syst) 

The systematic uncertainty in the expected values comes from the measured values 

of Fb and Fe in the jeL20 sample. The total number of expected D*± candidates 

is consistent with the total number reconstructed. It is important to note that 

the expected number of D*± is not greater than the total reconstructed. If the 

measured value of Fe is high by a factor of two, the expected number of D*± 

candidates would also be larger than the total reconstructed by approximately the 

same factor. 

Finally, Dd candidates are not successfully reconstructed in the jeL50 sample 

using this method because the signal-to-background ratio is poor compared to the 

jeL20 sample. This is mainly due to the increased combinatoric background caused 

by the higher average track multiplicity per jet in the jeL50 sample. In the jeL20 

sample, the ratio of signal-to-background is 1-to-3. With the measured values of Fe 

and Fb for the jeL50 sample in Table 6.1, and using equations 6.3 and 6.4, 45 D*± 

candidates are expected in the jeL50 sample. A total of 748 background events 

is estimated by counting the number of "wrong sign" combinations in the signal 

window of the b.M distribution. This results in an estimated signal-to-background 

ratio of nearly 1-to-17, more than 5 times worse than the jeL20 sample. 

6.2.3 Inclusive Bottom and Charm Quark Cross Section 

As an additional cross check of the Fb and Fe measurements, the inclusive cross 

sections for bottom and charm quark production are calculated using the results of 

the cr fit method. The results are compared with CDF measurements for bottom 

and theoretical predictions for both bottom and charm. In this measurement, the 

tagged jets are required to pass the trigger threshold ("trigger jet") of 50 GeV in 
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thejeL50 sample. This is done to reduce systematic uncertainties in the calculation 

of the trigger acceptance. The cross section for pp - bX (eX) is measured for 

quarks with \y\ < 1.0 and PT > Prin (90% of all quarks have a PT greater than 

P!f'in ). From the Monte Carlo simulation, b quarks are found have a P!f'in = 35.0~~ 

GeV /c, and c quarks have a P!f'in = 25.0 ± 2 GeV /c. The values for Pyin are less 

than the jet ET trigger threshold because the dominate bb ( cc) production mode is 

gluon splitting. From HERWIG Monte Carlo, about 50% of gluons that fragment 

to bb or cc have both quarks inside the same jet, each quark sharing approximately 

equal amounts of the total energy. Thus in a 50 GeV g- bb jet, both the band b 
quarks would have an energy of"' 25 GeV. 

The equation below is used to calculate the inclusive cross section for b and c 

quarks: 
N;~~) * 1/2 

CTb(c) = b(c) 
£ * Eacc 

(6.5) 

• N;~~) * 1/2 is the number of b or c-trigger jets from the cr fit. NJit = 595 ± 62 

and Nfit = 509 ± 72. The factor of 1/2 is to count only a b (c) quark orb (c) 

quark, but not both. 

• .C = (13100/20) nb-1 is the luminosity of the jet_50 sample, corrected for 

prescaling. The uncertainty on the luminosity is 3.3% [22]. 

The acceptance, E~~~, is determined using the following relation: 

b(c) _ QJ * Trig QJ Tag 
Eacc - EQ EQJ * ETrig QJ (6.6) 

• E~ 1 
: The efficiency that a b (c) quark, with PT > P!f'in and \y\ < 1, is 

associated with a jet with ET > 50.0 GeV. 

• E~7g Q 
1 

: The efficiency that b (c) jets pass the jet_50 trigger threshold. 



Monte Carlo 
b jets 
c jets 

QJ €g 
0.089 ± 0.009 
0.031 ± 0.003 

1 rag QJ 
€qJ 

0.657 ± 0.008 
0.644 ± 0.005 

1'ag 
€Trig QJ 

0.404 ± 0.009 
0.092 ± 0.004 

Table 6.5: Efficiencies for the acceptance calculation. 

• €~~f9 QJ : The tagging efficiency of the trigger jets. 
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These efficiencies are listed in Table 6.5. The inclusive cross section for pp-+ bX is 

CTb = 19±2(stat.)±4(syst.) nb and for pp-+ eX is CTc = 2ll±30(stat.)~~~(syst.) nb 

(the systematic uncertainties will be described in the following section). The cross 

section measured forb is consistent with other CDF results, as shown in Chapter 1.2 

(Figure 1.5). In addition, the b measurement is consistent with the NLO theory 

prediction shown in Figure 6. 7. The inclusive c cross section, shown in the same 

Figure, is higher than the theoretical prediction. 

6.3 bb Production Correlations 

As a by-product of the analysis discussed thus far, the double-tagged events, a very 

pure bb sample (see Section 6.2.1), can be used to explore other aspects of the bb 
production dynamics. Heavy flavor production can be represented approximately 

by the superposition of three classes of processes: direct production via light quark-

antiquark annihilation or gluon-gluon fusion, final state gluon splitting, and flavor 

excitation. Figure 6.8 shows examples of possible Feynman diagrams for these 

processes. 

The azimuthal angle between the two tagged jets, D.</>, is used to study bb 
correlations [47]. Figure 6.9 shows the D.</> distribution between the tagged bjets in 
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50 

Figure 6. 7: The inclusive b and c-quark cross sections measured with the cr fit 
method compared with the NLO QCD predictions (for different choices of renor-
malization/factorization scales and choice of b-quark mass). The errors on the 
measured values for bottom and charm are the statistical and systematic uncer-
tainties added in quadrature. 
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Figure 6.8: Examples of Feynman diagrams depicting heavy flavor production. 
Light quark-antiquark annihilation is shown in diagram (a), gluon-gluon fusion is 
depicted in diagrams (b) and (c). Diagrams (d) and (e) show examples of flavor 
excitation (initial state gluon splitting). Final state gluon splitting is depicted in 
diagrams (f) and (g). 
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HERWIG direct production 

HERWIG flavor excitation 

HERWIG gluon splitting 
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(rad) 

Figure 6.9: The /j.</J distribution for double-tagged bb Monte Carlo events. The 
figures show the /j.</J distributions for the three production processes. 

the Monte Carlo sample of double-tagged events, separated by production process. 

The distributions in /j.</J for each process are distinct. In direct production, the jets 

produced are dominantly back-to-hack, while jets from final state gluon splitting 

tend to be collinear. B jets produced through the flavor excitation mode are more 

uniformly distributed in /j.</J. 
By fitting the /j.</J distribution in jet_50 data to the sum of the three sub-process 

distributions from b Monte Carlo, the relative contributions of each subprocess is 
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Figure 6.10: The /lf/J distribution for double-tagged b data (points) events fit 
(histogram) to the sum of the three sub-processes from bb Monte Carlo. 

determined. The fit is shown in Figure 6.10, and the resultant fractions of each 

production mode are listed in Table 6.3. The fractions are in good agreement 

with the respective contributions from HERWIG. The same level of agreement is 

seen in the jeL20 sample. 



Fit results 
b Monte Carlo 

Direct 
0.59 ± 0.11 
0.55 ± 0.02 

Flavor excitation 
0.17 ± 0.11 
0.20 ± 0.02 

Gluon splitting 
0.24 ± 0.08 
0.25 ± 0.02 
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Table 6.6: The relative fractions of each production mode determined by fitting 
the !l¢ distribution of the double-tagged data, compared with HERWIG b Monte 
Carlo. The uncertainty for the data fit results is the fitter error. The uncertainty 
in the Monte Carlo fractions are the statistical error. 

6.4 Systematic Uncertainty 

The systematic uncertainties in the measurement of Fb and Fe are estimated by 

measuring various effects (integrated over all Er and as a function of Er) that 

influence the tagging efficiencies and the cr fitting. The effects and their impact 

upon the b and c jet fractions are described below. The overall uncertainties are 

listed in Table 6.4. The values reported in this section are percentages relative to 

the measured values of Fb and Fe. The systematic uncertainties binned in jet Er 

are shown in Figure 6 .1. 

The systematic uncertainty due to the variance in the overall tagging efficiency 

as a function of jet Er, is estimated by combining the uncertainties in Ft":;~~ble 

and F/:;te. The systematic uncertainty from Ft~e;~~bte is determined by taking 

the maximum difference per Er bin in the scale factors calculated for b, c, and 

background (non-heavy flavor) jet Monte Carlo. Because most of the jets in the 

inclusive jet sample are not from heavy flavor, this is a conservative estimate. 

The overall Er-weighted uncertainty in the taggable rate in the jeL50 and jeL20 

Monte Carlo is ±4% and ±14% respectively. In Figure 4.14 the tagging efficiency 

scale factor, Ft:;te, is independent of jet Er. Therefore it is reasonable to fit the 

distribution to a constant factor. The ±1u error in the fit of ±8% is taken as 

the measure of the systematic uncertainty in the tagging efficiency scale factor. 
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The full systematic uncertainty is determined by adding the contributions from 

the taggable scale factor in quadrature with the tagging efficiency scale factor. In 

the jeL50 Monte Carlo, the full systematic uncertainty is ±9%, and for the jeL20, 

the uncertainty is ±16%. There is not a charm enriched data sample analogous 

to the inclusive electron sample with which the charm tagging efficiency can be 

checked. Therefore a reasonable assumption is made that both the scale factor and 

its associated systematic uncertainty can be used for charm tagging as well. 

It is assumed that the cr distribution observed in data tagged jets is due to a 

combination of b, c, and (non-heavy flavor) background. The Monte Carlo model of 

the SVX/CTC tracking is relied upon to determine the band c tagging efficiencies 

used in obtaining Fb and Fe. Since the Monte Carlo can also be used to determine 

the background tagging efficiency, all of the information is available to predict 

the number of jets before tagging, as a consistency check. This prediction can be 

compared to the observed number of jets. Any discrepancy provides information 

on the validity of the original assumptions. The following relation is used to predict 

the total number of jets before tagging: 

N vredict T d J ( %b %c %BKG ) 
calc. = agge ets * -~ + - + BKG _c c 

tag ttag "-tag 
(6.7) 

where E~ag and E~ag are the bottom and charm tagging efficiencies ( see Chapter 4.2 

) and t:{!:0 is the background tagging efficiency. The total number of jets predicted 

is "" 15% lower (but within uncertainty) that what is observed in data. However, 

because the background tagging efficiency is smaller by more than a factor of 

twenty compared to the b and c jet tagging efficiencies, equation 6. 7 is primarily a 

check on the background tagging efficiency rather than a check on the knowledge 

of b or c production. A systematic uncertainty can be set on the model using the 

above relation as a constraint in the fit. Within uncertainties, the fit is constrained 
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to yield the observed number of jets before tagging. The constraint lowers the c 

jet fit fraction by 23% of its value and lowers the b jet fit fraction by 6.4%. As 

a conservative measure, a negative systematic is set for Fb at -6.4% and for Fe 

-23.0%. The effect of the constraint is greatly diminished for both the b and 

c fits as a function of jet Er. The larger uncertainties in the data points, from 

statistically smaller samples binned in Er, permits more tolerance in the fit. The 

average uncertainty as a function of jet Er is ,...., 1% for Fb and ,...., 6% for Fe. 

It is assumed that the background cr distribution is symmetric about cr = 0. 

This may not be the case and it could change the band c jet fractions on the cr fit. 

The sources of background in data come from: mistags, K~, A 0 's, and interactions 

in the silicon (the innermost layer of the SVX). Since K~ and A0 's are explicitly 

removed, and Lxy is required to be less than 2.5 em (this excludes the innermost 

layer of the SVX), most of the background comes from mistags. Tagged jets in 

data are used to set a bound on the ratio of positive to negative decay length tags 

( ~ ratio ) by loosening or inverting the SVX x2 requirement on one or more of 

the tracks in the tagged jet (recall that good quality svx tracks have a x2 < 6). 

Degrading the SVX track x2 reduces the heavy flavor content and increases the 

number of mistags in the data tagged jets. The combination of at least one track 

with x2 2: 3 and an additional track with x2 2: 5, puts a bound on the ~ ratio of 

1.2 ± 0.2(stat.). The Monte Carlo background has a~ ratio of 1.02 ± 0.02(stat.). 

This effect is illustrated in Figure 6.11. The cr fit is performed using the standard 

b and c shapes, and a background cr distribution forced to have an asymmetry 

determined from the data. Because the limiting asymmetry measured in data is 

1.2 ± 0.2( stat.), the Monte Carlo background asymmetry is varied from 1.0 to 

1.4. As the asymmetry is increased, the resulting fit fractions for b and c decrease 

from their default fit values by 5.0% and 7.2% respectively. A negative systematic 

uncertainty for Fb is set at -7.2% and for Fe -5.0%. 
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Figure 6.11: The estimated proper lifetime distributions in jeL50 data tagged 
jets. The dashed histogram has the default SVX track x2 requirements. The solid 
histogram has the SVX x2 requirements degraded as described in the text. Both 
histograms are normalized to unit area. 
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Uncertainties in the data CTC and SVX tracking efficiencies employed in the 

Monte Carlo simulation will mainly influence the tagging efficiencies. An increase 

(decrease) in tracking efficiency will in turn increase (decrease) the tagging effi-

ciency. The SVX and CTC tracking efficiencies are described in Chapter 3.2.2. The 

individual tracking efficiencies are varied simultaneously so the combined tracking 

efficiency changes by ±lu uncertainty. The observed the change in the overall Fb 

measurement is ±4.9%, the change in Fe is :~t~%. 

The vector-to-pseudoscalar production ratio for charmed mesons (the produc-

tion ratio of spin=l n* to spin=O n mesons) will influence the charm-tagging 

efficiency and the shape of the cr distribution. The probability of producing a 

charmed vector meson is 0. 75 based upon naive spin counting. A CLEO [45] mea-

surement of this probability is 0.85 ± O.ll(stat.) ± O.l7(syst.), compared with a 

value of 0. 70 used by the HERWIG Monte Carlo. To estimate the systematic un-

certainty, the fraction of n* produced is varied from 0.5 to 1.0. For each fraction, 

the charm tagging efficiency was calculated and the cr distributions refit. As the 

amount of n* is increased, the amount of no increases as well, because of the 

dominant n* to no decays. This has the effect of decreasing the overall charm 

tagging efficiency (largely due to the shorter lifetime of the n°), which in turn 

would increase the charm fraction per jet. This also introduces an effect on the 

slope of the charm cr distribution, and thus also affects the charm fraction of the 

cr fit. These two effects compensate for charm, but only one effect, the cr shape, is 

relevant for bottom. As a result, the systematic uncertainty in the charm fraction 

per jet is slightly smaller than for bottom, His ~t~%, and the uncertainty for Fe 
• +2.001' IS _ 3 _1 /0. 

The rate at which the bottom meson decays into n*0 and n*± versus no and n± 
in turn affects the relative amount of no versus n±. The systematic uncertainty 

due to this effect may be set by observing the change in Fb when the charm meson 



Monte Carlo 
b jets 
c jets 
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Production Mode Tagging Efficiencies 
DIRECT FLAVOR EXCITATION GLUON SPLITTING 

0.276 ± 0.009 
0.056 ± 0.004 

0.243 ± 0.007 
0.051 ± 0.002 

0.216 ± 0.005 
0.055 ± 0.002 

Table 6.7: The tagging efficiencies forb and c tagged jets in Monte Carlo separated 
by production mode. Uncertainties are the statistical error. 

in the sequential b ~ c decay is either 100% D0 or 100% D±. The change in Fb 

is small and the resulting systematic is ±?:~% (Note that the systematic would be 

much smaller if the measured branching ratio uncertainties [32] are used). 

Double-tagged jet events provide information on the uncertainty in the relative 

fractions of production modes. As shown earlier in Section 6.3, heavy-flavor pro-

duction in jets can be separated into three sub-processes: direct production, gluon 

splitting, and flavor excitation. Because the Monte Carlo b and c jets produced 

through these modes have different tagging efficiencies, the relative amount of each 

sub-process will affect the band c jet fractions. Therefore, if one can estimate how 

much the relative amounts differ in Monte Carlo from what is found in data, a sys-

tematic uncertainty can be set. Table 6. 7 lists the fractions and tagging efficiencies 

for b and c jets separated by sub-process. 

It is assumed that the differences in the amount (see Table 6.3) of each produc-

tion mode observed in the double tags between the data fit and the b Monte Carlo 

can be used to set the systematic uncertainty in the production mode fractions 

in all tagged b jets. The effect of the difference on the overall tagging efficiency, 

and subsequently Fb, is estimated with the following method: First, the maximum 

deviation between the double-tag fit of fl¢ and the HERWIG generated fraction of 

a particular production mode is determined. This maximum deviation is in turn 
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applied to the relative fraction of that same mode in all tagged Monte Carlo b 

jets. The fractions of the other two modes are permitted to float while constrain-

ing the sum of all three fractions to unity. The uncertainty in Fb is determined 

to be ~~:g%. Assuming the same method can be used for c jet production, the 

uncertainty in Fe is determined to be~~:~%. If this assumption is not made for c, 

a systematic can be set by noting the differences in efficiency for each c production 

mode. A worst case systematic uncertainty can be determined by assuming that 

only one of the three production sub-processes contributes to the observed tags. 

This approach indicates that the systematic in Fe due to the production mode un-

certainty is ±7%. However, a systematic uncertainty determined in this way does 

not depend on any assumptions about how production mechanisms differ between 

double-tagged events and all tagged jets. (Using this same approach for H, the 

systematic uncertainty would go from ~~:g% to ±12% ). 

Obviously, large changes in the lifetimes for bottom and charm used in the 

Monte Carlo will affect their respective tagging efficiencies and cr fits, which in 

turn will affect the value of Fb(e)· The lifetimes of the B and C hadrons in the 

Monte Carlo simulations were raised and lowered by llT about their world average 

values [32) to observe the change in Fb(e). Because the errors on the measured 

lifetimes are small, on the order of a few percent, Fb and Fe change very little. The 

resulting change in Fb is ~i:~% and for Fe ~~:~%. 

Monte Carlo statistical uncertainties come from the finite statistics used in 

determining the b and c tagging efficiencies. Chapter 4.2 describes the efficiencies 

used in determining Fb and Fe, and the resulting systematic uncertainties are 

±1.5% for Fb and ±2.5% for Fe. 

There is also a systematic due to the uncertainty in the b and c quark fragmen-

tation. This uncertainty was estimated by measuring the change in the bottom and 

charm tagging efficiencies as the energy-momentum variable (z) distribution is var-
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ied by± 1u in Monte Carlo from the measured values[46]. The energy-momentum 

variable z is defined as: 
~hadron 4- ~hadron 

z = II 
~quark 4- pquark 

Where ljfadron is the projection of the hadron momentum in the direction of the 

quark. The z distributions for bottom and charm Monte Carlo can be seen in 

Figure 6.12. Their mean z values are consistent with their measured values. The 

bottom and charm tagging efficiencies (also shown in Figure 6.12) vary slowly as 

a function of z in the region of their respective mean values, consequently the 

resulting systematic for Fb is :!:6:~% and for Fe is :!:~:g%. 

A summary of the systematics is listed in Table 6.4. In the jeLSO sample, the 

resulting total systematic uncertainty for Fb is :!:~~% and for Fe is :!:~~%. In the 

jeL20 sample, the resulting total systematic uncertainty for Fb is :!:~~% and for Fe 

is :!:~~%. The result systematic for CTb is ±19% and for CTe is :!:~~%. The increase in 

the size of the systematics for the cross sections (evaluated in the jeLSO sample) 

relative to that for the b and c fractions is due to the additional uncertainty in the 

Monte Carlo statistics, and the uncertainty in the integrated luminosity [22]. 
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Figure 6.12: Plots (a) and (b) are the bottom and charm Monte Carlo quark 
fragmentation (z) distributions. Plots (c) and (d) are the bottom and charm 
tagging efficiencies as a function of the fragmentation variable, z. 



Uncertainty 
Tag efficiency JET _50( JET _20) 
Total jet fit constraint 
Background cr shape 
Tracking efficiency 
D* / D production 
D*/D in b- c 
Production mode 
Lifetime measurements 
Monte Carlo statistics 
Fragmentation 
Total JET _50 
Total JET _20 

±9.0(16.0) 
-6.4 
-7.2 
±4.9 
+5.8/- 3.4 
+3.4/- 1.5 
+3.0/- 4.0 
+2.4/- 1.5 
±1.5 
+1.1/- 0.6 
+13/- 15 
+19/- 20 

±9.0(16.0) 
-23.0 
-5.0 
+6.8/- 2.6 
+2.0/- 3.1 

+3.4/- 2.2 
+2.5/- 3.8 
±2.5 
+2.0/- 1.3 
+13/- 26 
+19/- 29 

Table 6.8: Summary of uncertainties (in %) in the Fb and Fe measurement. 
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Chapter 7 

Conclusions 

In this thesis, a secondary-vertex finding algorithm is used to identify a sample of 

jets with vertices displaced from the pp interaction point. By fitting the estimated 

proper decay-length distribution in data to a sample of jets generated using a 

Monte Carlo simulation, the fraction of jets that contain at least 1 b (b) quark, 

and the fraction of jets that contain at least 1 c (c) quark, Fb and Fe respectively, 

are measured. 

The absolute rate and the Er dependence (over a jet Er range from 15 to 135 

GeV) of Fb agrees well with NLO QCD calculations and with the HERWIG and 

PYTHIA Monte Carlo predictions. Moreover, the Fb is cross checked by making an 

independent measurement using a bb enriched data sample: double-tagged events. 

The resultant Fb agrees well with that measured using the estimated decay length 

fit. 

The measured value of the Fe, with relatively large systematic errors, is approx-

imately a factor of two higher than the predictions from the NLO QCD calculation 

and the HERWIG and PYTHIA Monte Carlos. Fe is checked with the data rate 

of D*± mesons in jet events. The number of expected D*±'s are determined using 
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Fe and Fb from the cr fit method. The Monte Carlo predicts that the majority of 

D*±'s come from cc production. The expected number of Dd's is consistent with 

the total number of independently reconstructed D*±. This would imply that the 

theoretical calculations and the Monte Carlo predictions underestimate the value 

of Fe· 
With the OPAL detector at LEP, the multiplicity of heavy quark pairs from 

gluon splitting in Z 0 hadronic decay events produced in e+ e- annihilation events 

has been measured [48]. Two methods are employed in this measurement. First, 

gluon splitting to heavy quarks is studied in the analysis of D*± production in Z 0 

hadronic decay events at low D*± energies. In a second method, gluon splitting 

to heavy quarks is studied in an analysis of 3-jet events with a prompt lepton in 

the lowest energy jet (assumed to be the gluonic jet). The LEP measurements 

for g ---+ cc indicate that the data production rate is consistently higher than 

the rate predicted by HERWIG by a factor of two. This is interesting in that 

the c-jet fraction (where cc is believed to be mainly produced by gluon splitting) 

presented in this work is approximately a factor of two higher than the HERWIG 

prediction. However, there is reasonably good agreement between LEP results and 

the ARIADNE and JETSET Monte Carlo predictions. 

Finally, an analysis of bb production dynamics was performed in double-tagged 

jet events. It was shown that leading order and next-to-leading order bb produc-

tion modes may be distinguished with the distribution of azimuthal correlations 

between tagged jets in double-tagged events. By fitting the distribution in data 

to the sum of the expected distributions of the production modes from bb Monte 

Carlo, the relative fractions of each mode can be measured. It was shown that 

the HERWIG predictions of the contributions of each production mode is in good 

agreement with results found in double-tagged bb data events. 
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