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Abstract 

We have used 106 pb-1 of data collected in pp collision at VB = 1.8 TeV 

by the Collider Detector at Fermilab (CDF) to measure dijet invariant mass 

distribution and jet angular distributions using four single jet triggers. The 

dijet invariant mass spectrum extends from 180 to 1035 GeVlc2 • The mass 

distribution is significantly above a QCD and CDF detector simulation at high 

mass. We present limits on the hypothesis that the effect is new physics with 

an isotropic angular distribution. Fitting the data to· a smooth background 

function plus a mass resonance we obtain a 95% confidence level upper limit 

on the cross section for new particles as a function of mass. We compare this 

upper limit to the cross section for axigluons, excited quarks, technirhos, new 

_gauge bosons (W' and Z') and Es diquarks. This search excludes at 95% 

confidence level a model ofaxigluons for 200 < MA < 1060 GeVIc2 , a model 

of excited quarks for 200 < M* < 560 and 620 < M* < 760 GeVlc2 , a model 

of technirhos for 260 < MpT < 490 GeVlc2 
, a model of new gauge boson W' 

for 300 < MWI < 430 GeVlc2 , and a model of E6 diquarks for 280.< MEG < 

420 GeVIc2 • The jet angular distributions agree with next to leading order 

QCD predictions in all dijet invariant mass regions. The data excluded at 

95% confidence level a model of quark substructure in which all quarks are 

composite and the excluded regions are A+ :::; 1.8TeV and A_ :::; 1.6TeV. 
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Chapter 1 

Theory 

1.1 Introduction to Standard Model 

-
Decades of particle physics research has produced an elegant and concise theory 

...... of particle interactions at the subnuclear level, which is frequently referred to 

as the "Standard Model". 

In the Standard Model, all matter is described as composed of quarks and 

leptons, which are pointlike, structureless, and spin-t fermions. These funda­
-.:' 

mental fermions may be divided into three "generations" or "families": 

First Second Third 
Generation Generation Generation 

-. 


Each generation contains two "flavors" of quark and lepton. The leptons 

carry "lepton number" L = +1, but zero "baryon number", while the quarks 

have baryon number B = +~, but L = O. In addition to flavor, baryon and 

lepton number, spin, and charge, the quarks have another intrinsic quantum 
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-number: color. The "color" charges have three different values with the fun­

damental SU(3)c representation: "red" (R), "green" (G) or "blue" (B). Color 

is what distinguishes the quarks from leptons. Each particle has an associated 

anti-particle, which is identical in mass with the particle, but which has oppo­

site charge and color. The quarks and leptons and some of their properties are 

shown in Table 1.1. 

Table 1.1: The elementary particles. 

vor ChargeGeneration Spin Colors Mass 
1 u (up) +2/3 1/2 3 '" 6 MeV 

d (down) -1/3 1/2 3 '" 10 MeV 
e (electron) -1 1/2 No 0.511 MeV 
Ve (neutrino) 0 1/2 No < 7 eV 

2 c (charm) +2/3 1/2 3 1.3 GeV 
8 (strange) -1/3 1/2 3 0.2 GeV 
J.t (muon) -1 1/2 No 0.1057 GeV 
Vp. (neutrino) 0 1/2 No < 0.27 MeV 
t (top) 

b (bottom) 

T (tau) 

V T (neutrino) 


3 +2/3 1/2 3 
-1/3 1/2 3 

-1 1/2 No 
0 1/2 No 

174 GeV 
4.3 GeV 

1.776 GeV 
< 21 MeV 

In the Standard Model, these fundamental particles undergo four known 

types of gauge interaction: gravitational, electromagnetic, and the weak and 

strong. If we leave aside gravitation, which is a negligible perturbation at 

the energy scales usually considered here, the other three interactions have 

an underlying unity and are all described by gauge theories mediated by spin 

1 gauge bosons. The quarks experience all three interactions. The leptons 

participate only in the weak and electromagnetic interactions. 

The electromagnetic and weak interactions are described by a unified elec­
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-troweak theory, which was provided by Glashow-Weiberg-Salam theory [1] 

based on the gauge group SU(2)L ® U(l)y. In this theory, the local gauge 

invariance is spontaneously broken, or hidden, by the Higgs mechanism. This 

causes the intermediate bosons W+, W-, and ZO of weak interactions to ac­

quire large masses and leaves the photon massless. A consequence of this form 

of spontaneous symmetry breaking is the existence of at least one scalar Higgs 

boson of unspecified mass. The SU(2)L ® U(l)y model has had a number of 

notable successes: The prediction and'detailed description of the weak neutral 

current interaction observed later in experiment, the prediction of charm, and 

the predictions of the masses of the charged, and neutral intermediate bosons. 

The strong interaction, which binds quarks together to form hadrons, is the 

strongest of the three interactions. It is described by a formal gauge theory 

called quantum chromodynamics (QeD). QeD is based on the exact local color 

gauge symmetry SU(3)c. Strong interactions are mediated by an SU(3)c 

octet of colored spin 1 gauge bosons called gluons .. The gauge symmetry is 

exact, and the gluons are massless particles. QeD is a non-Abelian theory, i.e., 

the gauge bosons (the gluons), carry color charges. This means that gluons, 

unlike photons in electrodynamics, can couple to themselves. This leads to 

an interesting property of colored objects called confinement. In QeD quarks 

and gluons are permanently confined within color singlet hadrons. A crucial 

property of non-Abelian gauge theories in general and of QeD in particular is 

asymptotic freedom, the tenden.cy of the coupling strength to diminish at short 

distances. This behavior suggests a resolution to the parton model paradox 

that quarks behave as free particle within hadrons, but can never be liberated. 

Finally, it is suspected that gravity is mediated by an as yet unobserved 

particle called the graviton and acts on all particles with mass. The strength of 

3 
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the force between two quarks at a distance of 10-15 cm is f'V 10-41 of the strength -
of the electromagnetic force. It is indeed a negligibly small perturbation at the 

energy scales usually considered! ­
The so called "Standard Model" , QeD plus electroweak theory, describes all -

the principle systematics of elementary particle phenomenology and achieves 

a wide-ranging synthesis of elementary phenomena. ­
1.2 	 Quantum Chromodynamics and Jet Pro­

duction -
The success of QeD in describing the strong interactions is summarized by two 

terms: asymptotic freedom and confinement. These behaviors can be explained ­
by the "running" coupling constant of the strong interaction, Q s ( Q2), which -may be expressed to the lowest order as 

-
(1.1) 

where Q2 is the interaction momentum transfer scale, nJ is the number of quark 


flavors with mass less than Q, and A is the QeD scale parameter determined 
 -
experimentally to be about 0.2 GeV. -The running of the strong coupling constant causes the strong interaction 


to be very different at short versus large distances. The effective coupling is 
 -
very large at large distance (small Q2) where the confinement of quarks occurs, 

but decreases to zero at short distance (large Q2) where quarks and gluons are ­
asymp~otically free particles. 

-

-

-


To understand the importance of these two attributes we should recall some 
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facts about the strong interactions. Hadron spectra are very well described by 

the quark model, and certain high energy cross sections are quite successfully 

described by a model in which the valence quarks do not interact at all. But 

quarks have never been seen in isolation. Any effort to produce single quarks 

at high PT at high energy collision experiments leads to jets of the familiar 

mesons and baryons. Confinement means that quarks and gluons must be 

studied indirectly. From studying the "jet" one can learns about the initiating-
quark and gluon. 

The Parton Model 

- Jet production in high energy hadron-hadron collisions, as depicted in Fig 1.1, 

is thought to arise from the hard scattering of the elementary constituents of 

the incident hadrons which can be regarded as collections of quasi free partons 

which sharing the momentum of the hadron. These constituents then scatter 

at wide angles and merge with outgoing partons to materialize into the hadrons 

that are observed experimentally. 

The cross section for producing two jets at large Pt is factorized into a 

convolution of structure functions f~hd(Xhl' Q2), for finding parton constituent 

'a' in hadr<:>ll hI with momentum fraction Xh 1 , an9- a hard scattering cross 

section Uab-+cd to be computed in perturbative QCD for the .2 -+ 2 parton­

parton scattering subprocess ab -+ cd. -
The cross section is conveniently written in terms of the rapidities YI and Y2 

of the two jets and their common transverse momentum Pt [2]. The differential 

cross section is given by 

5 
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Jet ­
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Jet -
Figure 1.1: High energy hadron-hadron collision in the parton model -

-

h 

-
-

The quantities s; i, and it are parton level Mandelstam variables for the 

2 -+ 2 parton-parton scattering subprocess ab -+ cd, which are defined as ­
-

" s - (p~ +p~? (1.3) 

i - (~_ ~)2 (1.4) ­
u - (p~ _ p~)2 (1.5) -

Defining 

-
.!:.In(Ei + Piz )Yi - (i = 1,2) (1.6)
2 £.-P:' 

1 'z 

1 
Y* - 2"(Yl - Y2), (1.7) 

-6 
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(1.8) 

we may write 

(1.9) 

and 

(1.10) 

(1.11) 

The invariant mass distribution of the two jets, within the rapidity region 

[-Y, y], is obtained by integrating Yl and Y2 as -

du 7rMr jY d l Ymaz d L Uab(S, t, it) 
dM - -2- _Y Yl Ym,n Y2 ao (1 + 8ab ) S cosh2y* 

where Ymin =max(-Y, in tan -yt}, and Yma.:c =min{Y, -inr - Y2). 

The subprocess cross section Uab-+cd is predicted by perturbative QCD. For 

the high momentum transfer parton-parton hard scattering process where the 

strong interaction becomes weaker, perturbation theory can be used. The 

Feynman rules for computing the cross section in terms of a pertu~bation ex­

pansion in the strong coupling Os are determined from the QCD Lagrangian. 

It is straight forward to calculate the fundamental parton interaction cross sec­

tion U [3], a.t least at lowest order in perturbation theory, from the underlying 

theory. The expressions for the subprocess cross sections have been listed in 

Table 1.2 for all of the lowest order Feynman diagrams shown in Fig. 1.2. 

7 
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Figure 1.2: Lowest Order Feynman graph for 2 -t 2 processes 
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Subprocess O"ab~cd(S, t, u) 
!!5 82 1i,2qi% -1> qi% 98 t 

qiqi -1> qjqj 

qiqi -1> qiqi 

qiqi -1> gg 

gg -1> qiqi 

gq -1> gq 

gg -1> gg-

~821iJ,2 
9a t 

~[Ptu2 82"t2U2 2il,2] 
98 82 + t + 3il 

8a~(P+il,2) [4- _ 1 J 
38 9tu P­

3a~(ptu2) [4 _ lJ 
~8 9tu a2 

a~(8 tu2 
) [1 _...L] 

2 
8 12 9jil, 

9a [ tu .iU at ]=ift3-~-1'2-~ 

Table 1.2: Lowest Order Feynman graph for 2 -1> 2 processes 

Parton Distribution Functions 

In the naive parton model the distribution functions are independent of the 

momentum transfer,Q, of the hard scattering. However, this picture is only 

an approximation because, according to QeD, scaling will be violated at first 

order in as with f!hd(Xhl) -1> fJhd(Xhl' Q2) as a result of gluon emission by the 

quarks and of qq creation by the gluons. In order to calculate the cross section, -
one must have available the relevant distributions at the appropriate Q scale. 

- The quark and antiquark distribution functions are measured at low values of 

Q2 in deep inelastic lepton scattering experiments and the gluon contribution 

- is also inferred from the Q-dependence of these data in a model dependent 

way. The evolution of the parton distribution function with Q2 can then be 

calculated using the Altarelli-Parisi' equations [4] for distribution functions or 

their equivalent for the fragmentation functions. These are a set of coupled 

differential-integral equations that describe the Q2 dependence of the quark 

and gluon distribution or fragmentation functions. 

There are several widely used sets of parton distribution functions currently 
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available. Many recent sets have incorporated all relevant modem high statis­ -
tics experimental results and are applied using the next to leading order (NLO) 

QeD formalism. -
Parton Hadronization -
QeD perturbation theory, formulated in terms of quarks and gluons, is valid at -
short distances. At long distances, QeD becomes strongly interacting and per­

turbation theory breaks down. In this confinement regime, the coloured partons ­
are transformed into colorless hadrons by a process called either hadronization 

or fragmentation. ­
The fragmentation process has yet to be understood from first principles -starting from the QeD Lagrangian. The natural way out has been the in­


troduction of phenomenological models for jet fragmentation, implemented in ­
terms of computer programs that generate complete events, which can be di­


rectly compared with experimental data. Three different approaches have been 
 -
used extensively: independent fragmentation model [5], cluster fragmentation -model and string fragmentation model [6]. 

The model used in our PYTHIA simulation in this analysis is the string -
fragmentation model. The string model is most easily illustrated for the pro­

duction of a back-to-back qq jet pair. As the partons move apart, the physical ­
picture is that of a colour flux tube stretched between the partons. The poten­

tial energy stored in the string increases. With the tube assumed to be uniform ­
along its length, this automatically leads to a linear confinement picture. The -
string may break by production of a new <til pair, so that the system splits 

into two colour singlet systems qil and qlq. If the invariant mass of either of 

these systems is large enough, further breaks may occur until only ordinary 

-10 
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-hadrons remain, each hadron corresponding to a small piece of string with a 

quark in one end and an antiquark in the other. 

Although the jet fragmentation does not appear in the dijet cross section 

and the dijet invariant mass distribution formula, we are still concerned about 

it because the detector response to a jet depends on how the jet fragments. 

We will discuss these effects in detail in Chapter 3. 

1.3 Beyond the Standard Model 

Despite its great success, it is essential to recognize that the current Standard 

Model is not an ultimate theory and leaves a host of cI:ucial problems open. 

For example, it fails to unify all the fundamental forces, and a large number of 

coupling constants and masses are left unspecified. Furthermore, the pattern 

of observed ~ass ratios and quantum numbers is rich in nontrivial unexplained 

features. The masses of charged fermions span several orders of magnitude. 

The iteration of three identical generations of quark and lepton flavors is im­

pressive and without explanation. Many features are put in by hand with their 

- profound origins remaining mysterious. This is at odds with our viewpoint, 

fostered by a history of repeated simplifications, that the world should be com­

prehensible in terms of simple laws. Given this, it is not surprising that there 

are many directions of theoretical speculation departing from the current Stan­

dard Model. Many of these have important implications which can be observed 

at the present time. The following sections describe the phenomena we will 

search for in this analysis. 

All theoretical cross sections were calculated at lowest order using CTEQ2L [7] 

(leading order) parton distributions and one loop calculations of as using a 

11 



-

renormalization scale #J=M (mass of new particle). Each phenomena consid­ -
ered has a half-width at half maximum r /2 which is much smaller than our 

dijet mass resolution (0- ~ O.IM). ­
1.3.1 Axigluons ­
The Standard Model offers a consistent description of all elementary particle ­
phenomena and presents the threat of a desert at higher energies. In its minimal 

version, the only new particle awaiting discovery is the Higgs boson. But, is the ­
standard theory unique? Like its electroweak sector, which is spontaneously 

broken from SU(2)L ® U(1)y ~ U(I)Q near the Fermi scale MF ~ 250GeV, ­
the strong interaction may be described by a larger chiral color group SU(3)L x -
SU(3)R' which breaks to normal SU(3)c at some scale, leaving standard QeD 


at low energies. Unfortunately,there appears to be little motivation for this 
 -
model, except perhaps that it predicts so many new particles that "the desert 

is turned into a teeming jungle" [8]. ­
There are many different implementations of chiral models [8, 9], and all -- demand the existence of a wide variety of new particles. The most important 

model-independent prediction of chiral color is a massive color octet of gauge ­
bosons, the axigluons. 

-
Lagrangian 

-
The axigluon is constrained by gauge invariance to couple to all quark flavors 


according to the following interaction lagrangian [10]: 
 -
(1.13) 

• 

•
12 
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-where tii are the usual SU(3) color matrices. The axigluon cannot decay to 

two gluons because of parity conservation. So its dominate decay is expected 

to be to qq. 

Width and Branching Ratio 

The width of the axigluon is given by [9]: 

(1.14) 


where NA counts the number of open decay channels, i.e., the number of quarks 

with mass less than the MA/2. We will assume a Standard Model version of 

axigluons in which NA = 5 when the axigluon has mass less then 2Mt (Mt 

top quark mass) and NA = 6 when the axigluon has mass greater than 2Mt 

but less than around a TeV. Wi.th this assumption rA/2 ~ .05MA which is 

smaller than the CnF dijet mass resolution (0' ~ O.IM). Additional families 

of quarks and leptons are required by this theory [8], but for convenience we 

will assume they have a mass greater than MA /2. With these assumptions 

when MA < 2Mt the branching ratio to light quarks (u,(l,s,c,b) is 1 and when 

MA > 2Mt the branching ratio is taken to be [10]: 

(1.15) 

where M t = 174 GeV /c2
• 

Cross Section 

One of the axigluon signatures at hadronic colliders is the appearance of an 

axigluon resonance in the dijet invariant-mass plot, which depends on the res­

onant production of s-channel axigluons as in Fig. 1.3. 
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Figure 1.3: Quark-antiquark annihilation through axigluon exchange in the 
S-channel. -

The production cross section is easily computed to be -
(1.16) -

where the minimum boost is yrin=max(-Ycut, In y'T), the maximum boost is -yr(lZ=min(Ycut, -In .JT), and T = M2 / S = xpxji with Xp and xji being the 

momentum fraction of the quark and anti quark in proton and antiproton re­
, ' -

spectively. The parton luminosity in Eq. 1.16 is given by 

-L(x
P' 

x-) = "'[J.(p)(x
qi p, M2)J.~ji)(x«qi y' M2) + J:"~p)(x

P' 
M 2)J.(ji)(x- M2)] 

qi P' 
(1.17)p L..t J qi 

i 

-
and A(Yb, Ycutl cos O~t) is the acceptance for our jet rapidity and cos 0* cut, 


which is evaluated at each value of Yb within the integral using the axial-vector ­
decay angular distribution, 
 -

dN 1 2 lI* 
II = + cos 17. (1.18)

d cos 17* -
This cross section is then multiplied by Eq. 1.15 to obtain the cross section 

times branching ratio we compare to our limit. ­
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-1.3.2 Excited Quarks 

Compositeness is the most historically compelling extension of the standard 

model. Many times in the past physicists have assumed incorrectly that all 

the known particles were truly fundamental. Perhaps history will once again 

repeat itself. If quarks are composite particles then excited states are expected. 

Lagrangian 

For simplicity only the simplest kind of excited quark, one with spin 1/2 and 

weak isospin 1/2 is discussed. The Lagrangian for transitions between an. 

excited quark of mass M* and a quark plus a gauge boson (q* H q+[-y, 9, W, Z]) 

is constrained by gauge invariance to be of magnetic moment type [11]: 

(1.19) 

where G:v ' W"II' and B"II are the field-strength tensors of the gluon, the 

SU(2), and the U(I) gauge fields; Y is the weak hypercharge (baryon num­

ber + Strangeness), and 9a, 9 and g' are the gauge coupling constants. Finally 

fill f and f' are unknown couplings determined by the composite dynamics 

and are all assumed to be equal to one. 

Width and Branching Ratios 

Production of a single excited quark will take place in hadronic collisions via 

quark gluon fusion. The excited quark can then decay into a common ground 

state quark and any gauge boson. The relative decay rates [11] are listed in 

Table 1.3. 
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-
IDecay Mode IBr. Ratio(%) IDecay Mode I Br. Ratio(%) I 

u* -+ ug 
u* -+ U"Y 
u* -+ dW 
u* -+ uZ 

83.4 
2.2 

10.9 (ell 1.2) 
3.5 (ee .27) 

d* -+ dg 
d* -+ d"Y 

d* -+ uW 
d* -+ dZ 

83.4 
0.5 -

10.9 (ell 1.2) 
5.1 (ee .39) -

Table 1.3~ The decay modes and branching ratios of excited up and down 
quarks for 18 = 1 = l' and as =0.1. ­

Expressions for the partial decay rates are given in reference [11]. The q* -
half width for Is = 1 = l' is approximately given by 

-
(1.20) 

-which for 1 ~ 1 is significantly narrower than our dijet mass resolution. 

-Cross Section 

The invariant mass distribution of the final state quark and gauge bosons for -
pp -+ Q* -+ q'V (V = g, "y , W, and Z) is given by -

-
(1.21) 

where T = XIX2 = m2/ s, y = ~ln(;;), s is the pp center of mass energy squared, -
and the partonic cross section is given by 

-
-

-


(1.22) 


with 

(1.23) 
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and 

f(Q*) =L: f(Q* -+ q'V) (1.24) 
v 

A(y, Ycut, cos 9~t) is the acceptance for our jet rapidity and cos 9* cut, and 

(1.25) 

is the luminosity function for Q* production. 

1.3.3 Technirhos 

The origin of electroweak symmetry breaking is arguably the last remaining 

puzzle of the Standard Model. Symmetry breaking arising from a fundamental 

Higgs boson is admittedly ad hoc. Instead, technicolor assumes that pairs 

of fundamental techniquarks are bound into a composite scalar, a technipion, 

which generates a dynamical symmetry breaking. The mechanism is similar 

to the way Cooper pairs [12] of electrons generate a superconducting phase 

transition in the BeS theory of superconductivity. In a recent technicolor 

model [13, 14] there also exists a color octet technirho (PT) which couples to 

qq and 99 via a virtual intermediate gluon (PT -+ 9 -+ qq,99). Here we search 

for PT in the dijet channel as depicted in Fig. 1.4. 

Width and Branching Ratios 

In the technicolor model [14] we assume that all the various technipions have a 

- mass that is greater than half the mass of PT which consequentially can decay 

only to dijets. The branching ratio is therefore 100% to dijets. The width of 

the PT is given by .it's decays into gluons and five species of light quarks with 
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Figure 1.4: Feynman graphs for technirho (PT) production 	and decay into -dijet channel. 

a relative decay rate of three to one [13, 14]: 	 ­
(1.26) -

where the technirho coupling constant aPT is related to the PT -t TrTTrT decay ­
constant 9PT as -

(1.27) 

-
Here 9PT is assumed to be scaled from the constant for P -t TrTr in QeD, 

and NTC = 6 is the number of technicolors. The resulting half width of the -
technirho r /2 R:: .00MpT is an order of magnitude less than the dijet mass 

resolution 0' R:: .IM. -
Cross Section -
The dijet invariant-mass distribution in a pp collider with center-of mass energy -
vis, where both jets are required to have rapidity IYl,21 < YC'lJ.t 	 and IcosB*1 < 
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-cos O~t' is given by [13) 

du(pp -t jet jet) 

dM 

~ 2: do-(ij -t kl) 
(1.28)

2 k,l dz ' 

where z(=CQsO* = 21/s+ 1) is the scattering angle. The quantity T = M2 / S, YB 

is the boost rapidity of the subprocess frame, and the rapidities Yt, Y2 of the 

produced jets are related to YB and z by 

1 (1 + z) 
Yl,2 = YB ± 2ln[(I_ z»)' (1.29) 

The cut on the jet rapidities corresponds to the limits 

YB - min[Ycut, -~lnT) 

zo - min[cosO;Ut1 tanh(Y - IYBI)] (1.30) 

In Eq. 1.28, do-(ij -t kl)/dz is the subprocess cross section. All subpro­

cesses involved are presented in reference [13]. The analysis is complicated by 

the fact that there is no direct coupling between the technirho and qq or gg, 

only an indirect coupling that originates from a mixing between the technirho 

and a virtual gluon. The technirho comes into the cross section through the 

interference between pure QeD and technicolor in a complex propagator Dgg 

in the subprocess cross sections: 

D2 
(1.31)Dgg = Q2(D2 -2o. Q2D/o. )'s PT 

where the complex number D = Q2 - M2 + iQr contains the technirho. This 

produces a peak that is very much like a Breit-Wigner. The resonance peaks ~t 
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-a dijet mass 8%±0.5% higher than the input technirho mass parameter because 

of QCD corrections (see equation 2.27 in reference [13]). Since QCD corrected 
-


mass peak is the observable variable, we will set limits on that instead of the ­
input technirho mass parameter. -
1.3.4 New Gauge Bosons -
New gauge bosons, W' and Z', appear in certain attempts to enlarge the 

SU(2)L ® U(I)y gauge group of the standard model. For example, left-right -
handed symmetric models [15, 16] feature a right-handed SU(2)R and corre­ -sponding new gauge bosons, including heavier right handed W' and Z'. 

Width and Branching Ratios ­
We assume the W' and Z' are just heavier versions of the conventional Standard ­
Model W and Z, which means that the new gauge bosons have the same 

couplings as for the ordinary Wand Z. ­
Under these assumptions the half width of the W' and Z' are given by -

rW I rwMtv - --- (1:32)
2 2 Mw -

rz, rzMz- - (1.33)
2 2 Mz -

Here rw :::::: 2.0GeV and rz :::::: 2.5GeV. The half width of the W' and Z' are 

significantly less than the dijet mass resolution (f :::::: .1M. 

Since the couplings for W'qq' and Z'qiJ are taken as in the Standard Model, -
the corresponding widths are given by [15] 

.. 
(1.34) 

•
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(1.35) 

where Nc = 3, and Qq is the quark electric charge. 

The branching ratios for W' and Z' in the dijet channel are equal to the 

branching ratios to the five light quarks. 

L:q,ql:;!:t rW/~qqtB(W' --+ qi'j') - (1.36) 
rWI 

(1.37)B( Z' --+ qi'j) ­

Cross Section 

The new gauge bosons production cross sections can be obtained from the 

ordinary W and Z production cross sections by replacing Mw,z with MWI,ZI. 

For example, the subprocess cross section of hadronic W' production is given 

by [17] 

(1.38) 

The differential cross section for hadronic W' production is the convolution of 

the subprocess cross section with the quark densities, including a color factor 

of ~, 

dO'(pp --+ W') _ I< ~ (('1')( M'2 ) ((15)( _ M2 ) A (-' W')A- L,., Jq X'P' W' Jql X p, W' 0' qq --+ . (1.39)
dXp dxp 3 q . 

Here the usual K factor [17] takes into account the first order QeD corrections, 

(1.40) 
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-and the variable A is the kinematic acceptance that is discussed below. It is ­
convenient to get the total hadronic W' production cross section by integrating 

over the variables m = 0 and Yb = (Yl + Y2)/2 = (1/2) In(xl'/xp) rather than ­
xl' and xp, so we transform to these variables using dm dYb = (s /2m )dxp dxl' . -
In this integral the kinematic acceptance is 

(1.41) ­
The production cross section for Z' can be obtained from Z in the same ­

way. -
1.3.5 E6 Diquarks -
Superstring theory in 10 dimensions, which holds the prospect of unifying 

all forces including gravity, is anomaly free if the gauge group is Eg X Eg. ­
The compactification of the extra 6 dimensions can lead to Ea as the grand -unification group for the strong and electroweak interactions. The Ea models in 

turn predict the existence of many kinds of new particles [10, 18, 19], including ­
- a color triplet scalar diquark D(DC) with charge -1/3(+1/3) which couples 

to ud(ud). Thus the discovery of a dijet mass resonance could indicate an Ea ­
diquark and be interpreted as evidence for a "theory of everything" . 

-
Lagrangian -The interaction Lagrangian for transitions between Ea "diquarks and up and 

down quarks is [10]: ­
(1.42) ­

-22 

-




where it is commonly assumed that the unknown couplings are of electromag­

netic strength (.\ = .\c = e) and that the masses are degenerate (MDc = MD)' 

Width and Branching Ratio 

Assuming electromagnetic strength Yukawa couplings, the width of the Es 

diquarks is given by [18]: 

(1.43) 

where a = .\2/41r is the electromagnetic coupling constant which is 1/128 after 

running to high masses. Es diquarks in the first family decay into u and d 

quarks only. The branching ratio to dijets is 100%. 

Cross Section Calculation 

The Es diquark cross section is obtained from integrating the subprocess cross 

sections. Following reference [18], the differential cross section for D is given 

by: 

(1.44) 

and similarly for tJ with ij -t q in the parton distributions. The cross section 

for DC is given by 

and similarly for fjc with q -t ij in the parton distributions. In Eq. 1.44 

and 1.45, S = sXpXp, and the variable P is the kinematic acceptance that 

is discussed below. Like the new gauge boson case, It is more convenient to 
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-integrate over the variables m and Yb by transforming to these variables using -
dm dYb = (s/2m)dxp dxp and then integrate Eq. 1.44 and Eq. 1.45 from yr,n 
to y;:IJ.X to obtain the Breit-Wigner dcr/ dm for the diquark resonance. In this ­
integral the kinematic acceptance is -

A = A(Yb, Yc-at, cosO*) (1.46) 

-
which is the probability that both final state partons pass our cuts in rapidity 

and cosO* =tanh(y*) =tanh(Yl - Y2) as a function of the variable Yb­ -
-

-


-
-

-

-
-
-
-
-
-
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-Chapter 2 

Experimental Apparatus 

2.1 The Tevatron Collider 

The Tevatron Collider at Fermi National Laboratory is currently the world's 

highest energy accelerator, colliding protons with antiprotons at center of mass 

energy ..;s = 1.8 TeV. A schematic drawing of the Fermilab Collider is shown 

in Figure 2.1. 

Protons are accelerated in the Tevatron up to 900 Ge V through several 

stages. In the first step, negative hydrogen ions are released in a device called 

a Cockcroft-Walton accelerator, which produces an electromagnetic field to 

propel the ions to an energy of 750 Ke V. The ion!) then enter a linear accele~ator 

(Linac) to boost their energy to 400 MeV. The ions then pass through a carbon 

foil, striping the electrons off the ions. 

In the second step, the protons are guided into the booster where the energy 

IS raised to 8 GeV. Then protons are assembled in bunches and enter the 

Main Ring, where they are accelerated up to 150 GeV. The protons are then 

transferred to the Tevatron ring where they await the antiprotons. 
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Figure 2.1: Schematic of the Fermilab accelerator complex. The main ring 
and the Tevatron physically occupy the same tunnel. The CDF experiment is 
located at the BO interaction region, as shown. -


-

The Main Ring also provides primary protons at 120 GeV to the antiproton 

source. The protons are focused into short bunches at 120 GeV. They are then ­
. . 

extracted from the main ring and strike a copper target, producing antiprotons. -
The antiprotons are collected and focused. through a lithium lens. Then the 

antiprotons are directed to the first antiproton storage ring, known as the -
Debuncher. The Debuncher uses two cooling processes, called debunching and 

stochastic cooling, to reduce the momentum spread and transverse motion ­
of the antiprotons. After the Debuncher squeezes the antiproton energy and 

bunch size, they are sent to the Accumulator. After enough antiprotons are ­
-26 
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accumulated, a portion of the stored antiproton beam is transferred to the Main 

Ring. The antiprotons are boosted to 150 Ge V in the Main Ring and then 

injected into the Tevatron ring where protons have been circulating. Because 

the protons are positively charged and the antiprotons are negatively charged, 

the protons circulate in a direction counter to that of the antiprotons. The 

antiproton bunches pass through the proton bunches many times, but at this 

stage the bunches are much too diffuse for significant collisions to take place. 

During the final step, both bunches of proton and antiproton are accelerated 

to full energy 900 GeV. Strong quadrupole magnets in the Tevatron's ring then 

squeeze the particles together. The beam cross sections are focused down to a 

diameter of about O.lmm. The focusing greatly increases the density of each 

bunch. The protons and antiprotons then collide at the BO and DO interaction 

regions at a center of mass energy of 1800 GeV. 

2.2 The Collider Detector at Fermilab (CDF) 

In this section, an overview of the CDF detector will first be provided, to- . 

get her with a more detailed description of the components used to make jet 

measurements. Full details of the detector can be found elsewhere [20]. 

CDF (Collider Detector at Fermilab) is a general purpose detector that 

surrounds the BO interaction region of the Fermilab Tevatron. It was designed 

for testing many different predictions of the Standard Model and also to search 

for processes beyond the Standard Model. 

To provide such general-purpose measurements, CDF is a combination of 

several detector components. It is a forward-backward and azimuthally sym­

metric detector with its geometric center positioned at the nominal collision 
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Figure 2.2: A side view cross section of the CDF detector. The detector is 
forward-backward symmetric about the interaction region, which is shown at ­
the lower right corner of the figure. The proton direction is to the left, along 
the positive z axis. -
point. Its coverage includes the full azimuthal range and extends to within 2° -
of the beam axis on either end. A side view of one half of the detector is shown -in Figure 2.2. 

Starting at the collision point and moving outward, the final-state particles -
first traverse the thin beryllium shell of the Tevatron beam-pipe. Then the 

Silicon Microvertex Detector (SVX) which is designed to track particles very .. 
near the interaction point and distinguish sequential decay vertices on the tens 

of microns level. Further out from the beam pipe is the Vertex Chamber (VTX) ­
that is designed to measure tracks with high resolution in (z,r) coordinates. The 

particles then traverse the Central Tracking Chamber (CTC) that measures the 
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position and curvature of the charged particle trajectory. Outside the tracking 

chambers is a superconducting magnet which immerses the tracking chambers 

in a 1.5 Tesla solenoidal field. Surrounding the magnet are electromagnetic 

and hadronic calorimeters for measuring the energy of the particles. Beyond 

the calorimeters are muon detectors. 

The CDF coordinate system takes the direction of the proton beam to be 

- the positive z-axis. The y-axis points upward; the x-axis points radially out 

of the Tevatron ring in compliance with the right-hand rule. The azimuthal 

angle cP is measured from the positive x-axis; the polar angle () is measured 

with respect to the positive z-axis. At CDF a polar coordinate is generally 

given in terms of the pseudorapidity 1], which is defined as 

(2.1) 

1] is equivalent to rapidity, y, for a massless particle where rapidity is defined 

as 

(2.2) 

-If E :» m then 1] ~ y. Particle production in P P collisions is best described 

in terms of y and PT. This is because, if the system is Lorentz boosted along 

the z axis with a velocity u, the PT is unchanged and y is a simple additive 

quantity 

(2.3) 

where 

1 1 +U 
(2.4)Yboost = 2"ln( 1 - u)' 


This simplicity of the transformation is important because the scattered quark 


system is often boosted in the z direction. This is because, although the 
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proton and antiproton have equal beam energy, the constituent quarks do not -
necessarily carry equal fractions of proton and antiproton momentum. For this 

reason, we will often use fJ in describing both the detector geometry and the ­
particle kinematics. 

The following sections describe of the CDF components used in this analysis 

in more detail. -
2.2.1 The Tracking systeUl -
The Silicon Detector (SVX) 

-
The detector component closest to the interaction point is the silicon vertex 

detector (SVX) [21]. This detector was installed for the 1992-1993 run, as part ­
of the upgrade of the original CDF tracking system. It was replaced with the 

radiation-hard SVX' in 1994. The SVX is designed to track particles very near ­
the interaction point to a precision of about 10 microns. It is used to improve -
tracking resolution via precise determination of the beam interaction position. 


This precision also enables it to reconstruct the secondary vertices arising from 
 -
-c and b quark decays. 

The SVX consists of two independent cylindrical modules (barrels), laid ­
end-to-end, with the nominal beam-beam interaction point in the center be­ -tween them. It is 51 cm long and its acceptance covers about 60% of the 


interaction region. The SVX contains 4 radial layers of silicon strip detectors 
 -
with the strip parallel to the heam. The inner and outer radii are approxi­

mately 3 and 7.9 cm. It provides information in the transverse (r - cP) plane, ­
with a resolution of approximately 15 pm in each layer. One of the barrels is 

shown in Figure 2.3. The SVX barrels each have twelve 300 <p-wedges. In order ­
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Figure 2.3: Isometric view ofthe SVX. 

to obtain a length of 25.5 cm along t4e beam direction, three silicon detectors 

of 8.5 cm each were electrically bonded together. A group of three connected 

detectors is called a "ladder" and it is the basic subdivision of the device. The 

structure of one ladder is shown in Figure 2.4. The total number of readout 

channel is 46,080 in SVX. 

The Vertex Time Projection Chamber 

The vertex time projection chamber (VTX) [22] system consists of eight ad­

jacent octagonal chambers surrounding the SVX and beamline in the region 

1171 < 3.25 and having an outer radius of 22 cm. It provides tracking informa­

tion that gives a good z and (J measurement, which is then used to determine 

the interaction vertices. 

Each VTX module contains a central high voltage grid that divides it into 
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Figure 2.4: Schematic view of one SVX ladder. ­
two 12.25 cm long drift regions. The modules are filled with an argon-ethane ­
mixture. At the end of each module are two end caps, divided into octants, with 

24 sense wires and 24 cathode pads in each. The arrival times of the eledrons ­
at the sense wires provide an event picture in the r-z plane. Adjacent modules 

are rotated relative to each other by 11.30 about the beam axis. This provides ­
4> information from small angle stereo. By combining the r - z informatIon ­
from the wires and the 4> information from the pads, a three-dimensional track 

can be accurately reconstructed and the event vertices can be determined with ­
a resolution of 1 mm. 

-
The Central Tracking Chamber (CTC) 

-
The central tracking chamber (CTC) (23] is a 3.2 meter long cylindrical drift 

chamber encased in a superconducting solenoid magnet of central field 1.4 .. 
Tesla. It provides three dimensional tracking and high-resolution momentum 

•
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2760.00 m:m O.D. 

Figure 2.5: Endplate of the Central Tracking Chamber. 

- measurement for charged particle in a angular region -1.2 < 7] < 1.2. The 

resolution for the CTC is 0::; = O.0011PT for tracks from known position of 

the Tevatro~ beam (jl:J = O.002PT without the beam constraint). 

The chamber is made up of a large cylindrical drift cells arranged in 9 

superlayers, containing a total of 84 layers of sense wires as shown in Figure 2.5. 

Five axial superlayers each consist of 12 sense wires parallel to the beam axis; 

Four stereo superlayers each consist of six sense wires tilted by 3° relative to the 

beam axis; The axial or stereo superlayers alternate. The 5 axial super layers 
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-provide measurements of the position of charged particles in the r - </> plane -
with a spatial precision per hit about 200 Jtm. Combined with the information 

from the axial and stereo superlayers this provides z information for tracks ­
with a resolution of 6 mm. 

-
2.2.2- The Calorimetry 

-The CnF calorimeters were the most important detector subsystems used in 

this analysis. Jets were reconstructed and their four-momenta determined -
solely from their energy depositions in the calorimeters. 

CnF calorimetry coverage is complete in azimuth and extends to within ­
about 20 of the proton-antiproton beam axis. The calorimeters are grouped 

into three different sections: ceritral (1771 <1.1), plug (1.1< 1771 <2~2) and for­

ward (2.2< 1771 <4.2). Each secti()n consists of an electromagnetic calorimeter -
and a hadronic calorimeter. They are-segmented into projective towers which 


point back to the nominal interaction point at the center of the detector. While 
 -
lead and iron are the interactive medium for the electromagnetic and hadronic 

calorimeters respectively, the collection or sampling media are regionally de­ ­
pendent. In the central calorimeter the sampling medium is scintillator, while -for the Plug and Forward regions it is gas proportional chambers with seg­

mented cathode pad readout. ­
The Central Calorimetry 

The CnF central calorimeters are also constructed in a projective tower ge­

ometry. Each tower covers approximately 0.1 units of pseudo-rapidity and 150 ­
of azimuthal angle </>: this segmentation is small enough that a typical jet is -
spread over multiple towers. Each half of the central detector is divided into 24 
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-wedge-shaped modules that are arranged in a barrel around the solenoidal coil 

and provide nearly full azimuthal coverage. Each wedge is 15° in 4>. Figure 2.6 

is a cutaway view of a single wedge which contains 10 towers. The central 

calorimeters can be pulled apart for servicing or access to the inner detector 

components. 

y 

Figure 2.6: View of one wedge of the central calorimeter. The Central Electro­
magnetic Strip (CES) proportional chamber is embedded at shower maximum. 

The central electromagnetic calorimeter (CEM) [24J consists of 31 layers 

of polystyrene scintillator interleaved with 30 layers of lead absorber. The 
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calorimeter is 18 radiation lengths (0.6 absorption lengths). Electrons and ­
photons that interact with the lead will generate an electromagnetic shower 

through bremsstrahlung and pair production. The total number of particles -
created in this shower will be proportional to the energy of the incoming par­ -ticle; therefore the number of photons coming out of the scintillator will be 

proportional to the initial particle's energy. Light from the scintillators is read -
out through wavelength shifters on both sides of a wedge in projective slices 

of the calorimeter that cover 0.1 units of TJ per cell. The energy resolution for -
electrons centered in towers is given by 

(j'E _ 13.7% 207' 
(2.5)E - vIET E9 70, -

where energy ET (ET = E sin 0) in Ge V and the symbol E!1 signifies that the 

constant term is added in quadrature in the resolution. ­
The CEM is a hybrid detector, that incorporates a strip chamber (CES) -

near shower maximum to determine shower position and transverse develop­

ment. The CES is a gas proportional chamber. Sixty-four wires positioned 
 -
-parallel to the beam gather information in R - 4> views, while 128 stripes per­

pendicular to the wires give z information. The position resolution of the CES ­
is on the order of 2 mm by 2 mm. Figure 2.7 shows the orientation of the -cathode strips and anode wires. 


Behind the CEM are two iron-scintillator hadron calorimeters: the cen­ -
tral hadron (CHA) [25] and the endwall (WHA), which cover the ranges 0< 


ITJdl <0.9 and 0.6< ITJdl <1.1 respectively. The central hadronic calorimeter ­
uses steel absorber interspersed with acrylic scintillator as the active medium. 
 .. 

-

There are 32 layers of 2.5 cm thick steel and 1 cm thick scintillator, making a 
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Figure 2.7: A schematic diagram of a CES chamber. 

total thickness of 4.7 absorption lengths. The resolution of the CHA is 

(2.6) 

for isolated pions. 

The wall hadronic calorimeter is designed to complete the pseudorapidity 

coverage of the CEM where the CHA left off. n is located outside the barrel 

endwall of the detector and covers the range 0.9 < 1771 < 1.3. The WHA 

employs the same type of the detector as CHA at a similar thickness of 4.5 - pion absorption lengths, except that the WHA uses a 5 cm steel sampling size 

instead of 2.5 cm for the CHA. This reduces the resolution of the WHA with 

respect to the CHA. Its energy resolution is 

(J'E _ 75%. 4O't 
(2.7)E - .JET $ 10. 

The Plug Calorimetry 

The plug calorimeters consist of the plug electromagnetic calorimeter (PEM) [26] 

and the plug hadronic calorimeter (PHA) [27]. Both calorimeters employ 
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gas multi-wire proportional chambers to measure the showers. The central 


calorimeters use scintillators for good energy resolution, but in the more for­


ward region of the detector, the radiation exposure becomes too great for plastic 
 -
scintillators. 

The PEM covers the region 1.2< 17] 1 <2.4. This calorimeter is cylindrical in 

shape with a conical hole in the center corresponding to an 7] of 2.4. It consists ­
of 34 layers of lead and gas MWPC's and is located at either end of the CTC. 

The total thickness is 18-21 radiation lengths (0.6-0.7 absorption lengths). As 

is the case with all the gas calorimeters at CDF, the most precise energy and 

position measurement is provided by an etched copper circuit board, segmented ­
in 7] - 4> into cathode pads.· The cathode pads all form projective towers that -
point back to the nominal vertex. The PEM has an energy resolution of 

-"E = 28% 63 2% (2.8)
E VET 

(ET in GeV) with a tower size of 0.09 x 50 in 7] x 4>. Shower positions are 


measured using information from the () and 4> pads resulting in a resolution of 
 -
- 0.2 cm by 0.2 cm. 

The PHA covers the region 1.1< I'll <2.2. It is situated behind the PEM, ­
forming a 'partial conical shape. The PHA uses steel plates as absorber, with -similar gas proportional chambers as the active medium. The PEM projective 


geometry and segmentation is preserved. ThePHA is 5.7 absorption lengths 
 -
thick and has an energy resolution of 

-
(2.9) 

-
for isolated pions. 
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The Forward Calorimetry 

The forward calorimeters are positioned approximately 6.5 meters from the 

nominal interaction point, and cover the range 2.2< 1771 <4.2. Both calorime­

ters are gas multi-wire proportional chambers. 

The forward electromagnetic calorimeter (FEM) [28J consists of 30 layers 

of 4.5 mm thick lead interleaved with gas sampling chambers and cathode 

pad readouts giving a total thickness of 25 radiation lengths (0.8 absorption 

lengths). The projective geometry is extended from the plug region in a grid of 

approximately 0.1 units in 77 and 5° in </>. The FEM has an energy resolution 

of 

(2.10) 


with a tower size 0.1 x 5° in 77 x </>. Shower positions are measured using 

information from the () and </> pads with a resolution of 0.1-0.4 em depending 

upon the location in the calorimeter. 

The forward hadronic calorimeter (FHA) [29] consists of 27 layers of 5 . 

_ em thick steel interleaved with the gas sampling chambers. The FHA is 7.7 

absorption lengths thick and has an energy resolution of 

O'E = 130% EB 4% (2.11)
E VET 

for isolated pions. 

2.3 Beam-Beam Counters (BBC) 

The beam-beam counters consist of two planes of scintillating plastic located 

5.8 m from the nominal interaction point. These counters cover the range 
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-3.24 < I'll < 5.9. Coincident hits in the BBC's at opposite ends of the in­

teraction region are used to define the minimum-bias trigger. The BBC also 

provides a monitor of the luminosity delivered to CDF. -


-

-

-

-

-

-

-

-
-
-
-

-
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-Chapter 3 

Jets Measurement at CDF 

To fully analyze high energy physics experimental data, one would like to 

measure the distribution of final state quarks and gluons. However, owing to 

the confinement of color charge these are not the final-state particles of the 

reaction, colorless hadrons are. Since quarks and gluons can not be isolated, 

they must be studied indirectly. When a quark or gluon recoils energetically 

from a hard collision, the broken lines of force behind it lead to a jet of hadrons. 

A typical CDF jet event can be seen in the event picture of figure 3.1. 

One 'of the most difficult aspects of proton-antiproton collider experiment 

is the enormous total cross section for P P interactions. The interaction rate 

is 105 times higher than the CDF data-recording capability. The bulk of the 

cross section is due to soft processes, called minimum bias events. The more 

interesting physical processes (such as high ET jets events) are buried under 

the soft processes. This requires a ~phisticated trigger processor to pick out 

only events of particular interest. Section 3.1 describes the CDF trigger system 

with emphasis on the jet triggers used in this analysis. 

From studying jets one learns about the initiating quarks or gluons. How­

ever, jets are not fundamental degrees of freedom in. the theory, so an op­

erational jet definition and reliable methods to calculate their properties are 

needed. Section 3.2 describes the CDF jet clustering algorithm and the defini­

tions for relevant jet quantities. 
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Figure 3.1: A typical dijet event taken during the CDF run lB. The height ­
of each lego tower shows the amount of energy detected in each section of a 
detector's calorimeter. The pseudo-rapidity is defined as 11 = -In(tan ~), and 
jets are defined in the (11, <p) space. 

• 
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Due to the limitations of the detector performance and the fundamental 

elements of the physics process, a huge amount of work needs to be done to 

understand the jets observed in the calorimeter. Section 3.3 describes the 

methods used in CDF to correct the jet as closely as possible to the partons 

initiating the jets. 

3.1 CDF Jet triggers 

The Tevatron produces roughly 1,000,000 collisions per second; however, the 

CDF data is stored on magnetic tapes at a maximum rate of only a few events 

per second. This requires a sophisticated trigger processor to pick out only 

events of particular interest. 

In order to accomplish the event rate reduction, CDF uses a three-level 

trigger system in which each level reduces the event rate sufficiently to allow a 

more detailed examination of the interesting events by the next level. 

The level 1 trigger makes use of fast analog signals [30] with the decision 

being made in the 3.5 fJS between beam crossings. It therefore incurs no dead­

- time. The Levell trigger system consists of the following main componen~s; 

• Coincidence hits in the BBC (Beam-Beam Counter). 

• Single calorimeter towers over ET threshold. 

• Muon chamber track stubs over PT threshold. 

The projective geometry in the calorimeters is preserved in the trigger. But 

to reduce the number of signals to a manageable level, calorimeter towers are 

summed together to produce logical trigger towers with a width of 0.2 in 17 
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- and 15° in ¢. This maps the detector into an array of 42 (in 1]) by 24 (in 

¢) in both electromagnetic and hadronic calorimeters. The EM and hadron 

towers produce separate trigger. The analog calorimeter signals are corrected 

for pedestal offsets and gain variations in the trigger system. 

The trigger tower segments are also weighted by sinO, where 0 is the de­

tector polar angle, so the trigger threshold can be set as the transverse energy 

in the tower: ET = EsinO. No correction is made for possible event variations 

in the z vertex position. The thresholds used by the two level 1 calorimeter 

triggers which are used later by some of the level 2 jet triggers are shown in 

Table 3.1. 

Trigger Tower Threshold (Ge V) 
Low Et Trigger High Et Trigger 

West FEM 
West PEM 

CEM 
EastPEM 
EastFEM 
West FHA 
West PHA 

CHA 
EastPHA 
East FHA 

4.0 
4.0 
4.0 
4.0 
4.0 
51.0 
51.0 
4.0 
51.0 
51.0 

51.0 
11.0 
8.0 
11.0 
51.0 
51.0 
51.0 
8.0 
51.0 
51.0 

-

.. 


-
Table 3.1: Levell Jet trigger calorimeter tower threshold. 

Levell passes events through to Level 2 at a rate. of a few kHz. With 

the added processing time, a much more sophisticated decision can be reached 

level 2. At Level 2 trigger is able to determine the topology of the event and 

differentiate crudely between events containing jets, electrons and muons by 

using the following information from the detector. 
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• Fast CTC track pattern recognition (CFT) [32]. 

• Hadronic and Electromagnetic calorimeter clustering. 

• Matching eFT tracks to muon hits and calorimeter clusters. 

• Global energy sums (Total, Transverse, Missing transverse). 

The procedure for finding calorimeter clusters is as follows. Two sets of 

thresholds "seed" and "shoulder" are applied to all calorimeter trigger towers. 

The threshold starts at a high value (e.g. 100 GeV) and begins to decrease 

until one or more calorimeter towers are above the threshold. This application 

of thresholds results in a map of seed towers. The map is then scanned sequen­

tially in (TJ, cjJ) space. When a trigger tower is found passing the seed threshold, 

a cluster is flagged. The four nearest neighbors (the "diagonal" neighbors with 

different TJ and different cjJ values are not included) are then checked to see if 

they pass the low level threshold (e.g. 1 GeV). Then the nearest neighbors 

of the newly selected towers are checked and so on until no more contiguous 

towers are found. The process is repeated until no new seed towers exist. At 

this time the high threshold may be lowered and the process repeated. Once 

a tower is included in a cluster, it is prohibited from being included in any of 

the subsequent clusters. 

When all towers in a cluster are identified, the cluster is digitized with 

associated values of E:x, Ey, ET, TJ, cjJ, etc.. Appropriate analog and digital 

weighting is performed for the sinO, sincjJ and coscjJ factors, on a tower by 

tower basis. Global sums of calorimeter energies such as total energy, total 

transverse energy, and total missing energy are also available at Level 2. All 

information produced at Level 2 can be triggered on alone or in conjunction 
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-with any combination of other Level 2 data. Each level 2 jet trigger used in ­
this analysis requires that an event has at least one jet cluster with Et above 

threshold and may be prescaled. The Level 2 ET thresholds and prescale factors ­
are listed in Table 3.2. Additionally, the level 2 jet 20 trigger requires a low 

-ET threshold level 1 cal<;>rimeter trigger, and the level 2 jet 50 trigger requires 

a high ET threshold level 1 calorimeter trigger. -
Trigger Et Cut (GeV) Prescale Factor 
Jet 20 20.0 1000 
Jet 50 50.0 50 
Jet 70 70.0 8 
Jet 100 100.0 1 

-

-

-

Table 3.2: Level 2 Jet ET threshold and prescale factor. 

Level 2 requires about 10 JlS to make a decision and will reset the front-end ­
electronics if no Level 2 trigger is satisfied. A deadtime of about 5-10% is -
incurred at this level. The prescale factors are chosen so that level 2 passes 

events through to Level 3 at a rate of a few Hz. ­
Level 3 is basically a software filter that has incorporated into it ideas 

and concepts derived from off-line analysis code. Level 3 has access to the ­
full information from the detector. Thus it is possible to " fine-tune" the -
event selection process by, for example, employing more accurate clustering 

techniques and using more precisely reconstructed tracks for better rejection -
of various backgrounds. 

Before executing the level 3 jet filter algorithms, signals due to noise sources 

such as cosmic rays, high-voltage discharge, neutrons giving large energy depo­ -
sition in the gas calorimeter, and cable noise pickup were removed. Following 
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removal of calorimeter noise, clusters are found using the same clustering al­

gorithm used off-line (see Section 3.2). Events are then required to have at 

least one jet cluster with Et above some threshold based on the level 2 trigger 

threshold (see Table 3.3). All Level 3 jet triggers except jet 100 also require 

corresponding Level 2 jet triggers. 

Trigger Level 3 Et Threshold 
Jet 20 10.0 GeV 
Jet 50 35.0 GeV 
Jet 70 55.0 GeV 
Jet 100 80.0 GeV I 

Table 3.3: Level 3 Jet ET threshold. 

3.2 Jet Clustering 

There are many possible ways of defining jets. In CDF the jet clustering 

algorithm uses a cone of a fixed radius in (17, 4» space to define a jet which 

corresponds closely to the definitions used in calculating QCD cross sections. 

Cone algorithms are conceptually very simple to define, as a direction that 

maximizes the energy flowing through a cone drawn around it. In addition, 

studies have shown that the cone definition produces a clean separation in the 

(17, 4» metric, and one very nice feature of the cone algorithm is the apparent 

ease with which energy corrections can be made. This is because they are 

purely geometrical, so the amount of out-of-cone showering in the calorimeter 

for example, can be very easily calculated from known detector response and 

the energy inside the cone. 

The jet finding algorithm begins by creating a list of towers above a fixed 

47 




-

-


where (J is the polar a.ngle of the tower, corrected for the position of the event ­
vertex. The jet position in ("1, 4» space was determined using the cluster ET 

weighted center of mass. ­
3.3 Jet energy correction 

Since jets are a mixture of neutral and charged particles with a variable frag­ -
mentation spectrum a.nd their energies are computed by adding up contribu­ -tions from the EM and hadronic compartments, the calorimeter response to 

jets is a convolution of the calorimeter response to single particles with the. -
fragmentation function for jets. The energies and momenta defined in Eq. 3.1­

3.5 depend only on the energy deposition observed in the calorimeter. These -
quantities differ from the true partonic values for a variety of reasons. Some of 

these are due to limitations of the calorimeter performance and others result ­
from fundamental elements of the physics process. The major sources of the 

difference between their true values and measured ones are given below. ­
• 	The calorimeter non-linearity: The calorimeter response to low-energy 


charged pions exhibits a nonlinearity for momenta below 10 GeV. 
 -
• 	The non-uniform nature of the calorimetry: Particles that shower in 

boundary regions of the calorimeter will have a smaller energy reported ­
than for regions of uniform response. -

• Energy of neutrinos and muons: They deposit either zero or only a small 

fraction of their energy in the calorimeter. ­
• 	 Underlying events energy: Energy not associated with the hard- scatter­ .... 

ing process will be collected within the clustering cone. 
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• Out-of-cone energy: Transverse spreading of the jet due to fragmentation 

effects will cause particles to be lost outside the clustering cone, and . 
charged particles with low transverse momenta will be bent outside the 

cone by the magnetic field. 

A correction must be applied to take into account all of these effects. The 

procedure for generating the correction function has two parts. The first is 

compensating for known deficiencies in the detector which requires the de­

termination of response of the calorimeter to jets. The second is adjusting 

for discrepancies between experimentally defined jets and theoretically defined 

partons which includes corrections for energy escaping the jet cone (out-of-cone 

addition), and being added by the underlying event (underlying subtraction). 

The theoretical uncertainties in correcting for detector effects is relatively small, 

as all the necessary pieces can be determined from jet data. However, the the­

oretical uncertainties involved in adjusting for out-of-cone loss and underlying 

event surplus are large and more serious, as the correction of these effects is 

very model dependent. 

3.3.1 Calorimetery response determination 

. . 
The calorimeter response determination is divided into two stages. First, the 

relative change in response as a function of jet location in the detector relative 

to the central region is determined using dijet balancing. Then the absolute re­

sponse in the central region is determined using Monte Carlo generated events. 

The parameters in the Monte Carlo are tuned to reproduce the measured re­

sponse to single particles, and the measured jet fragmentation properties. 
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Relative Jet correction .a 

The aim is to correct jets back to an equivalent central jet in the TJ range 0.2 < .. 
ITJI < 0.7 where measurements were performed using scintillaters with superior 

resolution. The jets in this TJ range are sufficiently far from the 90 degree crack .­
and the 30 degree crack, and the non-linear response is well understood [33,34]. 

To measure the relative response of the detectors at large pseudorapidity, ­
jet PT balancing is used. Events are selected by requiring that there be two -and only two jets with PT > 15 GeV. To avoid trigger biases, the average jet 

transverse momentum PT must be at least 5 Ge V above the trigger threshold. -
Each jet in an event is then labeled either "trigger", meaning it is contained in 

the central region (0.2 < 1171 < 0.7), or "probe", meaning it can be anywhere -
in TJ. If both jets fall in the central region, a random assignment of trigger and 

probe is made. Events with no Jet in the central region are excluded from the ­
study. -

The balancing is performed using the missing ET projection function (MPF), 

1l' P. probe/F probe + 1l' P. probe/F probe -M P F = "fJTx x T "fJTy y T (3.6)tn(PTProbe + P T gger )/2 

-
The component of Ih- along the probe jet is measured by MPF. Apart from 

the soft gluon radiation which gives the dijet system a small transverse boost, ­
MPF should be zero if the correct relative energy scale is used. A systematic 

PT unbalance in the calorimeter indicates an energy scale difference between ­
the central region and the probe jet region. By using the JET of the event, -
rather than the PT imbalance of the jets, the effects of any transverse boost 

of the system are minimized. The MPF is measured as a function of the TJ -
of the probe jet for five bins of E PT. The correction factor is defined as 
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Figure 3.2: The jet balancing variable, missing ET projection function MPF, 
is plotted as a function of 1] before and after the jet energy corrections for five 
bins of L: ET. The 1]'S of the structures in the uncorrected plot correspond to 
the boundaries between the different calorimeters. 
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< ptigger 
/ probe >. This way the effect of the transverse boost cancels on the 

average. A correction function can be derived from the above information to 

correct the energy of each jet based on the 'fJ and PT of the jet. Fig. 3.2 shows ­
the MPF as a function of 'fJ before and after the relative jet energy correction 

function has been applie<;l for five E PT for the Run 1B jet trigger events. After 

the jet energy corrections, the relative energy scales are equal at the (1-2)% -
level for all five bins of E ET. 

-
Absolute Jet correction 

Because the 'fJ dependence of the jet response was determined from data, there ­
was no need to measure the absolute jet response as a function of 'fJ. Conse­ -'quently, the absolute scale was only determined for central jets. To be consis­


tent with the relative scale analy~is presented above, a central jet was defined ­
by 0.2 < l'fJdetecter I < 0.7. 


The measured jet energy is distorted due to effects such as the non-linear -
response of the hadron calorimeter, which is caused by the non-linear low­

energy response of the calorimeter to single hadrons. Th~ jet energy measured ­
in the calorimeter is a convolution of the single-particle response with the jet -
fragmentation function. So the observed jet energy is a function not only of 

the incident parton energy but also of the momentum spectrum of the particles ­
produced in the fragmentation process. 

The correction algorithm was derived using Monte Carlo simulation of both ­
the fragmentation process and the CDF detector. It is important that Monte -Carlo events used injet studies reproduce both the observed fragmentation and 

the observed response of the calorimeter to charged hadrons. The response of 

the calorimeter to hadrons was determined from test beam data and isolated 

.. 
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-tracks in the central tracking chamber. The jet fragmentation spectrum was 

also measured using central charged tracks. The Monte Carlo simulation in­

corporated both calorimeter response and tuned Field-Feynman [35] jet frag­

mentation to reproduce the observed jet fragmentation properties, and was 

used to determine detector response to central jets. Jets were clustered using 

the standard CDF algorithm, and cluster Pt was then compared to the mag­

nitude of the vector sum of all particles whose initial direction was within the 

corresponding jet cone Pt>r·. 

Even though the response of the calorimeter is linear for photons and elec­

trons, the EM energy scale still needs to be corrected for scintillator aging in 

the EM calorimeter during the runs. The shift of EM energy scale is inves­

tigated by using the standard dielectron Z database [36], comparing the raw 

dielectron mass distribution from the data in Run 0 (88-89), Run lA (92-93), 

and Run IB (94-96). Figure 3.3 shows that dielectron mass spectrum for the 

three runs overlaid with Gaussian fits. The means of the Gaussian fits are 93.8 

GeV/c2 , 89.8 GeV/e, and 89.4 GeV/e ,respectively, for the three runs. Since 

all corrections are made relative to Run 0, the Run lA correction is +0.045 

and the Run IB correction is +0.049. 

3.3.2 Underlying Event correction 

The underlying event refers to a collection of relatively low Pt particles not 

associate with the jet: This includes particles arising from interactions between 

spectator partons from the same interaction and particles from other possible 

interactions in the same event. These particles can contribute a small amount of 

additional energy within the jet cone. The underlying event correction depends 

on the luminosity of the run and the cone size. For Run IB the luminosity 
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Figure 3.3: The dielectron mass distribution for Run 0 (cross hatched), the 

Run lA (shaded), and Run lB, showing the shift between the three runs 


-
is much higher than Run lA, so the effects of the multiple underlying event -

- correction on the jet energy is more important, especially for the low energy 

and large cone size jets. The underlying event correction includes the effects -­
of multiple interactions run. For a cone of size R = 0.7 an average PT of 2.21 

GeVor 3.29 GeV will be contributed from the underlying event for run lA and ­
run lB respectively. 

3.3.3 Out of cone correction 

The nature of the fragmentation process generally results in some fraction of 

the fragmentation products falling outside the cone. The magnitude of the ­
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vector sum Pt of the particles falling outside a cone was determined with the 

Monte Carlo simulation program used to determine the jets absolute energy 

scale. The out of cone energy for cone size of R = 0.7 was well described by 

the relation, 

OUTCONE = 8.382 (1 - 0.846 e-O.OO728 Pt). (3.7) 

In a real jet event, it is impossible to unambiguously associate specific jets 

with initiating partons. However, this is precisely the information required to 

make an out-of-cone correction. Consequently, a theoretical model of jet par­

ticle production must be used to determine the amount of energy/momentum 

lost out-of-cone. Therefore, the correction is very model dependent and has 

large uncertainties. 

In this analysis, the estimated amount of energy falling outside the cone 

was added to the jet energy. 
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Chapter 4 

Measurement 

4.1 Data Set 

The data set used in this analysis is from Tevatron Run 1A (1992-1993) and 

Run 1B (1994-1996) using four single jet triggers, which have yielded total 106 

pb-I of data. The jet triggers used have been described in chapter 3. For run 

lA, jet ntuples on disk were used which contain clustered jets (cone size 0.7) 

and level 2 jet triggers information for the five highest ET jets. For Run IB 

split stream B pad data stored on 8mm tapes was used to produce similar 

jet ntuples. To limit the introduction ?f the duplicate events, only these files 

listed for a given tape in the production manager were used. But there are still 

some event duplications in the jet ntuples which were removed by the analysis 

code. The events were also required to pass cosmic ray filter COSFLT, which 

-was used in HATFLT mode. In this mode COSFLT rejects the events which 

have 6 GeV or more out of time energy. Cosmic ray events which fall into 

the interaction time gate are not removed by this filter program, these in-time 

background events were removed in the analysis program. The COSFLT cut 

is summarized in table 4.1. 

4.2 Dijet Event Selection 

When processing the ntuples we select events that are good for non-muon 

ana.lyses [37] a.nd are required to pass the following cuts. 
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Trigger Tested Accepted Fraction 
Jet 20 555502 554136 99.75% 
Jet 50 357421 317622 88.87% 
Jet 70 388241 301976 77.78% 
Jet 100 2200050 1751950 79.63% 

-

-

-

-

-


Table 4.1: Cosmic ray filter (COSFLT) cut summary 

-
• Vertex cut: IZverte:r:1 < 60 cm 

• Missing ET significance cut: ItT / JE'ET < 6.0 

• Junk Event cut: EET < 2 TeV and E E < 2 TeV 

• Forward Jets cut: 171},21 < 2.0 and 1cos 0*1 < 2/3 -
Each of these cuts will be discussed below. 

Vertex Cut 

The Z vertex position of the events in the final event sample is required to be 

within 60 cm of the mean interaction point to keep the projective geometry of 

the CD F detector. 

In principle, the Z-vertex cut efficiency should be independent of the trigger 

type of the events used to measured it, but it may be a little biased because of 

the non-uniformity, and different online energy scales of the calorimeters. In 

this analysis, we measured the cut efficiency using the events from the level 

2 jet trigger. The Z vertex cut efficiencies for these jet triggers are given in 

table 4.2 for Run 1A and Run 1B respectively. 
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Level 2 Tested Passed Efficiency 
Trigger Run lA Run IB Run lA Run IB Run 1A Run IB 
Jet 20 255383 517695 241155 476210 94.4% 92.0% 
Jet 50 113550 301029 106588 275057 93.9% 91.4% 
Jet 70 106383 281633 99914 259995 93.9% 92.3% 
Jet 100 93230 333913 87733 308473 94.1% 92.4% 
Total 568546 1434270 535390 1319735 94.2% 92.0% 

Table 4.2: Zvertez cut efficiency for various QCD triggers 

Junk Event Cuts 

The COSFLT filter has already cut a lot junk events produced by cosmic 

rays, main ring splash, and other detector background; but there is still some 

remaining. This remaining background is rejected by requiring the missing 

Er signi~cance to be less than 6.0, and that both the L ET and total energy 

deposited in the calorimeter be less than 2 TeV. The generic jet events are 

expected to have no missing ET except that introduced due to mismeasurement 

of the jets or from neutrinos from semi-Ieptonic decay of heavy quarks . 

.Forward Jet Cuts 

The dijet is defined to be the two jets with the largest corrected ET in the 

event. In order to get more reliable measurements, both jets are required to 

be in the central region of the detector with, a pseudorapidity cut IT}dl < 2.0. 

A cut on scattering angle in the dijet center of mass frame Icos 0*1 < 2/3 

provides a more uniform acceptance as a function of mass and reduces the 

QCD background which peaks at Icos 0*1 = 1. 

These cuts define the detector acceptance, but the data is not corrected for 

these cuts, instead the same cuts are applied to the theory predictions. 
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- All the jets in the event are then corrected using JTC96X [38]. The cor­


rections include the calorimeter response including degradation of the EM 


calorimeter over the run, energy outside the clustering cone, and underlying ­
event including multiple interactions on average over the run. The control in­


put parameter to JTC96X was CODE='YY', ERROR='DD', OFFVER=5(7) ­
for run lA(IB). 
 -
4.3 Trigger Efficiency -
The efficiencies of the Run lA and Run IB jet triggers were measured by -
looking at lower j~t triggers and asking how often the higher ET level 2 cluster 

passed the level 2 ET threshold. For example, to measure the efficiency of the ­
jet 70 trigger, we go to the jet 50 trigger and make two plots: the rate as a 

function of fully corrected dijet mass and the same plot with the requirement ­
that the level 2 ET is greater than 70 GeV. The ratio of the latter plot divided -by the former is the efficiency of the level 2 jet 70 trigger as shown in Fig. 4.3. 

For the jet 20 trigger there is no lower threshold trigger to measure the -
-efficiency with, so we pick a a lower mass threshold that is safely 100% efficient 

(M > 180 GeVJc2 ). For the sake of completeness the jet 20 trigger efficiency ­
is estimated by using a self-checking method [39]. At mass threshold of 180 -Ge V Jc2 the estimate of the jet 20 trigger efficiency is 100%. 

At level 2, the ET was calculated assuming that the primary interaction took -
place at Z = 0.0 as opposed to actual vertex position. This leads to smearing 

in the effective ET threshold. However the level 3 triggers were essentially fully ­
efficient because they required the corresponding level 2 trigger and had an ET 

threshold that was set significantly lower than level 2 threshold. ­
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Figure 4.1: The Run lA (closed circle, solid line) and IB (open circle, dotted 
line) efficiency for the Jet 50 Trigger (top), Jet 70 Trigger (middle) and Jet 
100 Trigger (bottom) as a function of dijet mass and smooth fits. The dashed 
lines indicate mass cuts for this analysis. 
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The efficiency plots as a function of fully corrected dijet mass are presented ­
in Fig. 4.3. Data is used from the trigger begin at the mass in Fig. 4.3 marked 

with a dotted line and ending where the next trigger begins. The values of the ­
mass cuts chosen and the the efficiency at those cuts are displayed in table 4.3. 

The value of the cut is chosen to be reasonably efficient and to correspond to ­
our mass bin edges, which were chosen apriori so that each bin was roughly 

equal to the measured dijet mass resolution at the central value of the mass 

bin. ­
4.3.1 '!rig Efficiency vs. X 

To correct the dijet angular distribution for the trigger efficiency, the trigger -
efficiency as a function of the angular variable X is needed. Since the trigger 

cuts in jet ET, for a given mass bin the trigger is expected to be less efficient 

at the lowest values of sin 8* ~ 2Et /m, corresponding to the highest values of 

cos 8* and X. The trigger efficiency vs. X is calculated in the same way as 

described in section 4.3, but plotted vs. X in bins of dijet mass. In Fig. 4.3.1 

the trigger efficiency vs. X behaves as expected, falling off gradually at higher ­
x· 

4.4 Luminosity -
For both Run 1A and Run 1B the luminosity was determined using a program 

LUM_CONTROL, and summing the luminosity of runs that were good for 

"non-muon" analyses. The luminosity used by this analysis is listed in table 4.3. 

For Run 1B, the luminosity was multiplied by 0.987 to correct for acciden­

tals. This brings the total luminosity correction to the "standard" value of .903 
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Figure 4.2: Jet trigger efficiencies as a function of angular variable X for five 
different mass regions. 
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Level 2 Mass Cut (GeV) Efficiency Lum/Prescale (pb- I 

) 

Run 1A Run 1B Run 1A Run 1B 
Jet 20 
Jet 50 
Jet 70 
Jet 100 

180 
241 
292 
388 

I"Y1.00 
0.99 
0.95 
0.97 

1.00 
0.98 
0.96 
0.96 

19.1/500 
13.1/20 
19.1/6 
19.1/1 . 

87.3/1000 
87.3/40 
87.3/8 
87.3/1 

-

-


Table 4.3: Level 2 triggers, mass cuts, efficiency at threshold and luminosity 
divided by prescale factors. ­
used in Run lA, which is the combined correction for both accidentals and the ­
new measurement of the beam-beam counter (BBC) cross section. For run 1A 

LUM_CONTROL was also used, but for that run [55] LUM_CONTROL did 

not correct for the new BBC cross section or accidentals, so the full correction -
factor of 0.903 was used. 

-
-

-


-
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Chapter 5 

Search for New Particles Decaying into 
Dijets 

Many classes of new particles have a larger branching fraction into two partons 

(quarks and gluons) than into modes containing a lepton or electroweak gauge 

boson. However this channel (dijets) is difficult because of the large QCD 

background and the poor mass resolution. However, high statistics in the dijet 

sample allow exclusions of new particles with their cross sections that are a 

small fraction of the dijet cross section. Also, the poor dijet mass resolution can 

be turned to our advantage, allowing us to search for many different phenomena 

with a single dijet mass resolution function. 

In this chapter, the dijet mass resolution function is presented in section 5.!. 

Sections 5.2 and 5.3 focus on the Monte Carlo simulation of the QCD back­

-ground and the dijet mass resolution function of new particle production in 

the CDF detector. Section 5.4 will discuss the significance of observed fluctu­

ations in the dijet mass distribution. The next two sections (section 5.5 and 

section 5.6) will describe and illustrate the method used to determine the limits 

for new particle production. Section 5.7 covers the discussion of the systematic 

uncertainties. The final section of this chapter (section 5.8) concludes with a 

summary of limits for new particle production set by this analysis. 
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5.1 The Measured Dijet Mass Distribution and 
Background Fit 
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Figure 5.1: The dijet mass distribution (points) compared to a smooth back­
ground fit (dashed curve). 

The dijet mass distribution, after correcting for the acceptance of the Z-vertex 

-cut and the trigger efficiency, is shown in Fig 5.1. The bin widths are roughly 

equal to the dijet mass resolution at each energy, and the points are plotted at 

the mean mass value of the data in the bin. The error bars, which are mostly 

too small to.see, are Poisson statistical uncertainties. The data has been fit to 

a smooth parameterization of the form: 

da/dm = A(l- m/vs +c(m/vs)2)NImP, (5.1) 

where A, c, p and N are parameters. Here the l/mP term imitates the QeD 

matrix element and the (1 - m/..jS + c(m/..jS)2)N term imitates the parton 
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Figure 5.2: Left) The fractional difference between the dijet mass differential 
cross section and a smooth background fit. Right) The r~siduals between the 
dijet mass differential cross section and a fit to a smooth background param­
eterization. The residuals are in units of Gaussian standard deviations, as is 
the error bar. 

distribution falloff at high x '" m/Vs. Clearly this parameterization is moti­

vated by simple lowest order QCD. The X2 per degree of freedom is 1.49 for 18 

degrees of freedom, corresponding to a probability of only 10%. The statistical 

power of the data is best illustrated by (Data - Fit)/Fit in Fig. 5.2, and the 

-quality of fit is best illustrated by the residuals (Data - Fit)/Error in Fig. 5.2. 

In this analysis the measured dijet mass spectrum begins at 180 GeV/c2
• 

Although jet 20 trigger efficiency is very high down to 124 Ge V / c2 
, the data 

in the region 124 < M < 180 GeV/c2 is not very well understood. If the fit is 

extended to lower dijet mass, a fluctuation appears near 200 Ge V / c2 
• It might 

be new physics, but could also be an artifact of the low energy jet corrections, 

which are more sensitive to run dependent underlying event corrections, or 

the inability of the parameterization to accommodate the true shape of the 

background, or some other unknown threshold effect. From the point of view 
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-

of searching for new particles away from our threshold, the threshold at 180 -
GeV/c2 is chosen for its reasonably low x2/df for the background fit. 

-
5.2 QeD background simulations -
5.2.1 Event Generation 

The Monte Carlo program used to generate QCD jet events is PYTHIA [41]. In 

this analysis, the string inspired matrix elements and CTEQ2L parton distribu­ ­
tions [42] are used. No higher-order processes are explicitly included, nor any 

higher-order loop corrections to the 2 -+ 2 processes. However, by initial-and ­
final-state QCD radiation, multijet events are being generated. The fragmen­

tation processes in PYTHIA is modeled by the Lund string model [43]. In this ­
model, the string break-up process is assumed to proceed until only on-mass­

shell hadrons remain, each meson corresponding to a small piece of string with 

a quark in one end and an anti quark in the other. ­
5.2.2 QFL Detector Simulation -
The response of the CDF detector to final-state particles generated by the -
Monte Carlo is simulated using QFL [44], which is a fast simulation of the 

CDF detector. This simulation is fast mainly because it parameterizes the de­ ­
tector response rather than deriving it from first principle. For electrons and 

photons, an electromagnetic shower model is used to simulate the energy depo­ ­
sition in the calorimeters and strip chambers. For hadrons, an hadronic shower 

model is used to simulate the energy deposition in the hadronic calorimeters. 

The simulation models used by QFL have several parameters which have been 

carefully tuned to match the CDF testbeam data, and have been shown to 

•
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do a good job of simulating the detector's response to leptons, photons, and 

hadrons. 

QFL produces higher level analysis banks rather than raw data, thus elim­

inating the need to run the complete reconstruction on the simulation output. 

QFL o~tput can be used.as input for various CDF offline codes. Jets are re­

constructed from towers using CDF jet clustering algorithms. This enables 

the sample of Monte Carlo events to be processed as real data, except that 

the jet energy corrections are specifically designed for QFL to reflect difference 

between events from the real detector and those from QFL. 

5.2.3 Comparison of Data and QCD Simulation 

In order to get a mass distribution over a wide range in mass with reasonable 

statistics, multiple generator mass· thresholds were used in the QCD jet events 

simulation. Table 5.1 listed the details· of the simulation. 

Generator 
Mass Cut 
(GeVJc2 

) 

Generated 
Events 

(Million) 

Saved 
Mass Cut 
(GeVJc2 

) 

Plotted 
Mass Range 

(GeV/c2
) 

Plotted 
Events 

Number 
of 

Bins 
50 
70 
90 
150 
250 
325 
500 

0.24 
0.50 
0.79 
0.83 
1.44 
3.19 
0.98 

100 
130 
163 
241 
388 
450 
700 

-
-

180-265 
265-470 
470-568 
568-832 

832-1108 

-
-

5030 
7931 
4071 
11859 
1625 

-
-
4 
6 
2 
4 
3 

Table 5.1: For each generator level mass cut, the events generated and simu­
lated, the dijet mass cut for saving events in the ntuple, the dijet mass range 
plotted, the number of simulated events plotted, and the number of mass bins. 

In Fig. 5.3 and Table 5.2, data is compared to the QCD prediction using 
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Table 5.2: For each mass bin in the analysis, the mean corrected dijet mass, 
the number of events in run lA + run lB, the combined differential cross 
section, it's Gaussian statistical error (same as Poisson except for last 3 bins), 
a QeD simulation (normalized to the data in the first 6 bins by dividing the 
simulation by 0.65), and the background from the fit to the data are listed. 
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Mass Hin 
(GeVIt?) 

Mean Mass 
(GeVIt?) 

lA+lB 
Events 

lA+IB Xsec 
(pb/GeVle2 ) 

Stat. Error 
(pb/GeVle2 ) 

QeD Sim. 
( pb/GeVl(2 ) 

B kgr. Fit 
(pb/GeVle2 ) 

180-198 188.2 1942 9.2024e+2 2.0883e+l 9.105ge+2 9.3048e+2 
198-217 206.6 1165 5.2300e+2 1.5323e+l 5.0694e+2 5.1047e+2 
217-241 228.1 771 2.7402e+2 9.8683e+O 2.7363e+2 2.6810e+2 
241-265 251.9 8813 1.4055e+2 1.4972e+O 1.4256e+2 1.3942e+2 
265-292 276.9 5229 7.3293E+l 1.013&+0 7.4631e+1 7.4097e+l 
292-321 305.1 14093 3.8UOe+l 0.3210e+0 3.B493e+l 3.8358e+l 
321-353 335.2 8299 2.0101e+l 0.2207e+0 2.0004e+l 1.9995e+1 
353-388 368.7 4599 1.0137e+l 0.1495e+0 1.0150e+l 1.021le+l 
388-427 405.4 19283 5.132ge+0 0.3697e-l 4.9592e+0 5.1333e+0 
427-470 445.9 10723 2.5411e+0 0.2454e-1 2.3388e+0 2.5225e+n 
47~517 490.6 5502 1.1822e+0 0.1594e-1 1.0793e+0 1.2074e+0 
517-568 539.5 2973 0.5887e+0 0.1080e-1 0.4840e+0 O.56l1e+O 
568-625 592.8 1452 0.2573e+0 0.6751e-2 0.2063e+0 0.2522e+0 
625-688 652.3 614 0.9842e-l 0.3912e-2 0.8218e-l 0.1062e+0 
688-756 716.8 258 0.3816e-1 0.2385e-2 O.309ge-l 0.4215e-l 
756-832 786.8 121 0.1608e-1 0.1462e-2 0.1087e-l 0.1538e-l 
832-915 867.0 47 0.571ge-2 0.8341e-3 0.3314e-2 0.4622e-2 

915-1007 941.3 12 0.1317e-2 0.3803e-3 0.912ge-3 0.1378e-2 
1007-1108 1020.0 4 O.4000e-3 0.2000e-3 0.1993e-3 0.3157e-3 



PYTHIA and QFL. The simulation is normalized to the first 6 data points by 

dividing the simulation by a factor of 0.65. The left figure shows the comparison 

of data and QCD predictions on a logarithmic scale, and the right one shows 

the fractional difference between the simulation and the data on a linear scale. 

These figures show there is an excess in the data at the high mass end, similar 

to what is seen in the inclusive jet cross section from run lA [45J. 

Clearly, the difference between the data and the simulation is quite signif­

icant. As for the high Et excess in the inclusive jets [45], hypotheses for the 

origins of this difference range from the mundane suggestion of an unknown ex­

perimental systematic, to the possible solution of a larger than expected gluon 

distribution of the proton, to many exotic suggestions of new physics. 

5.3 	 Dijet Mass resonance line shape from New 

Particle Production 

New particles with a natural width significantly smaller than the measured 

dijet mass resolution should all appear as a dijet mass resonance of the same 

-line shape in the CDF detector, so the mass resonance line shape of the signal 

only needs to be modeled for a single type of new particle decaying to dijets. 

When a new particle is produced and decays, QCD radiation off the initial and 

final state partons gives rise to additional jets, which smear the meaning of 

the basic processes and worsen the dijet mass resolution. The processes being 

searched for in this analysis are mainly qq -t X -t qq and qg -t X -t qg. The 

process gg -+ X -t gg is only a small component of the PT signal. 

In this analysis the line shape of a new particle signal in the CDF detector is 

parameterized using the PYTHIA Monte Carlo and QFL detector simulation 
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Figure 5.4: Left) The dijet mass distribution (points) and fit to a smooth 
parameterization. (solid curve). Also shown simulation of an excited quark 
signal in the CDF detector (dashed curves). Right) The fractional difference 
between the dijet mass distribution (points) and a smooth background fit (solid 
line). Also shown is a simulation of excited quark signals in the CDF detector 
(dashed curves) 

for the qg -t Q* -t qg process. The dijet mass line shape has a Gaussian 


core from jet energy resolution and a long tail toward low mass resulting from 


QCD radiation. Fig. 5.4 shows the simulation of an exCited quark signal for 


_ excited quarks of mass 200, 400, 600, and 800GeV /cz in CDF detector on a 


logarithmic scale (left figure) and the fractional difference between the dijet 


mass distribution and background on a linear scale (right figure). The figure 


shows a signal will show up in at least 2 and as many as 4 mass bins. 

5.4 Search for New Particles 

There are upward fluctuations appearing in the data near 200, 550 and 850 

GeV/i'-.. Although these effects are likely statistical fluctuations, this is a 

search for new particles, so the possibility that they are real effects due to new 
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~physics will be investigated in the following sections. 

5.4.1 Significance of Observed fluctuations 

For the purpose of searching for a resonance, the fit to the data using the 

parameterization presented previously in equation 5.1 is used as background. 

In the 200 GeV mass region (198 < M < 241 GeV/c2), there are 1936 

events with an expected background of 1918 ± 44 events from the straight 

background fit without signal. This corresponds to 0.4 (J' effect. The probability 

that the estimated background has fluctuated up to greater than the number 

of events seen in this mass region is about 34.1%. In the 550 GeV mass region 

(517 < M < 625 Ge V / c2
), there are 4425 events with an expected background 

of 4254 ± 65 events from the background fit. It is about 2.6 (J' effect, which 

corresponds to a probability of 0.44%. In the 850 GeV mass region (756 < 

M < 1007 GeV /c2
), there are 180 events with an expected background 167 ± 

13 events. It is about a 1 (J' effect, with a corresponding probability of 15.7%. 

Currently, the probability of seeing a background fluctuation is not suffi­

- ciently small to claim that new particle production has been found in any of 

these mass regions. 

5.4.2 Search unusual features 

Fig. 5.5 and Fig. 5.6 show 8 different variables separately to check whether the 

550 GeV "feature" and the high mass excess have any unusual features. Their 

distributions are compared in the three mass regions: 400 < M < 517 GeV/c2 

indicated by a solid histogram, 517 < M < 625 GeV/c2 indicated by points 

with errors, and M > 625 Ge V / c2 indicated by a dashed histogram (errors on 
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Figure 5.5: The jet multiplicity, EM Fraction, Detector T} and 4> distribu­
tions for events or leading jets with 400 < M < 517 GeV/c2 (solid hist), 
517 < M < 625 GeV /c2 (points), and M > 625 GeV/c2 (dashed hist). The 
histograms are normalized to the sum of the points. 
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this region are roughly twice as big as the errors on the points). In all the -
plots, the low mass region and high mass region are both normalized to the 

entries in the 517 < M < 625 GeV/c2 region. In those plots where the vertical ­
axis is "jets", both leading jets of the dijet are plotted. -

In Fig. 5.5, the jet multiplicity distributions (from 2 to 5) are the same 

in the three mass regions within statistics (the 5 jet bin has only a single ­
event for the high mass region). The EM energy fraction of jets in the 3 mass 

regions is also virtually identical, eliminating the possibility that high mass ­
effect is due to photons or detector noise in EM or HAD sections separately. 

The jet detector 1] distributions are also quite similar within statistics, given 

that the errors on the dashed histogram are twice those on the points. It -
is possible that a slightly larger correction for the 90 degree crack would be 

appropriate for the highest mass jets, but such a small correction would not 

produce a noticeable change in the angular or mass distributions. The jet <P 

distributions also do not show any significant effects, but it is possible that the ­
small fluctuations near 90 and 270 degrees represent a residual contamination 

of main ring splash or cosmic rays at the level of 1 % of the total rate in the 

517 < M < 625 Ge V / c2 region. However, the distributions for jets with <p" of 
• 

90 and 270 degrees show no indication of an enhancement of main ring splash 

or cosmic rays: they have good distributions of jet EM fraction, jet charge • 

fraction, missing Et significance, number of tracks per jet, etc. 

In Fig. 5.6, the rise in the missing Et significance in the M > 625 Ge V / c2 


region may indicate that there is a 1% residual contamination of cosmic rays 


or main ring splash, or perhaps the distribution is just slowly evolving as dijet 


mass goes higher: in either case, this is an acceptable amount of possible 


contamination, given that the statistics in this region are poor. In Fig. 5.6, the 
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ret charge fraction and track multiplicity for the three mass regions is roughly 

the same. Finally, the dijet D.¢> distribution shows the back-to-back ¢> location 

of the two leading jets. It is expected that this distribution should be narrower 

for the higher mass dijet events. 

There appears to be nothing unusual about the events in the mass regions 

of the 550 Ge V / c2 fluctuation or the high mass excess. 

5.5 	 Determination of the New Particle Pro­
duction Limits 

Using the measured dijet mass spectrum, limits can be set on the amount of 

new particle production that can be present in the data. A 95% confidence 

limit on the cross section for producing new particles, times the branching ratio 

into dijets, was determined using a binned maximum likelihood method. 

To set a limit on the cross section for new particle production as a function 

of particle mass, the number of events observed in the data are assumed to 

come from a mass resonance signal sitting on a large QCD background. The 

-signal differential cross section at mass m for a new particle of mass M*, is 

calculated using the excited quark line shape discussed in the previous sec­

tion and the cross section normalization from the theory for the new particle. 

This gives the predicted signal events in the ith mass bin: Ni(q* signal). The 

QeD background is given by the parameterization in Eq. 5.1. This gives the 

predicted QCD background events in the ith mass bin: Ni(QCD background). 

The total predicted number of events in the i th mass bin Jli is then given by 

adding the predicted signal, normalized by an unknown factor a, and the QCD 

background events. That is: 
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J.Li = aNi ( signal) + Ni(QCD background). (5.2) 

-
The probability Pi of observing ni events when J.Li are predicted is given by 

Poisson statistics ­
(5.3) 

The likelihood for seeing the observation, L, is the product of Pi over all ­
bins in the mass spectrum. That is: -

(5.4) ­
For each value of new particle mass M*, from 200 GeV Ic2 to 1150 GeV Ic2 -

2in 50 Ge V Ic steps, the best fit value of the q* normalization parameter a, 

and the background parameters of Eq. 5.1 (A, c, p, N) is found by minimizing ­
-In L. Next, by varying a with the background parameters A, c, p and N 

held constant, the 95% confidence upper limit can be determined by finding ­
the value of a95 such that -

J;95 L(a)da = 0 95 (5.5) -Jooo L(a )da .. 

Multiplying the total expected cross section for the new particle of mass 

M* by a95 gives the 95% confidence upper limit on the cross section for new 
•

particle production and decay. 

Results of the fit are presented in Table 5.3. 
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Mass 
(GeV) 

AxlO-15 

(phjGeV) 
p N C Signal 

(ph) 
Error 
(ph) 

95% CL 
(ph) 

200. 11.428 5.655 4.966 -0.296 3529.626 1049.712 12766.905 
250. 19.006 5.755 4.587 -0.356 98.687 306A06 756.048 
300. 30.893 5.853 4.144 -0.434 0.005 16.501 76.717 
350. 31.232 5.856 4.101 -0.450 0.661 7.451 37.549 
400. 24.851 5.808 4.377 -0.380 0.028 7.006 16.055 
450. 24.680 5.807 4.367 -0.388 0.276 1.405 15.170 
500. 17.607 5.726 5.124 -0.225 10.174 3.686 30.628 
550. 17.727 5.730 4.983 -0.280 7.682 2.436 21.036 
600. 20.918 5.772 4.561 -0.363 1.231 1.710 8.303 
650. 19.307 5.755 4.664 -0.329 0.002 0.508 2.916 
700. 27.495 5.828 4.270 -OA03 0.002 0.191 1.294 
750. 22.212 5.783 4.549 -0.340 0.000 0.236 0.859 
800. 26.398 5.819 4.330 -0.395 0.001 0.396 0.840 
850. 25.696 5.814 4.370 -0.376 0.004 0.201 0.933 
900. 25.774 5.816 4.294 -0.409 0.000 0.134 0.947 
950. 23.927 5.802 4.346 -0.405 0.076 0.152 0.735 

1000. 24.103 5.803 4.351 -0.403 0.064 0.163 0.561 
1050. 27.356 5.828 4.256 -0.412 0.000 0.029 0.409 
1100. 28.777 5.839 4.188 -0.430 0.000 0.053 0.305 
1150. 33.654 5.871 4.025 -0.465 0.000 0.041 0.118 

Table 5.3: Results from the fit. As a function of new particle masS, the amplitude A 
and C and powers p and N of the background function (A(l- M/.JS +C(M/.JS)2)N/MP) 
are listed, the mean cross section of the new particle signa.!, its statistical uncertainty, the 
95% confidence level upper limit including systematic uncertainties. 
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Figure 5.7: The fractional difference between data and the background from 
a fit to background plus a resonance (points), and compared to the fractional 
difference between best fit from a fit to background plus 200 GeV/t? (Left) and 
550 GeV/t? (Right) resonance (dashed line) and the same background. Also 
shown is the 95% C.L. upper limit on resonance (dotted line). 

Figure 5.7 is an illustration of the method used to set limits on the search 

for mass resonances. It shows the fractional difference between data and the 

- background from a fit to background plus a resonance, and compares to the 

fractional differences between the best fit to a background plus 200 GeV/t? 

and 550 GeV/c2 resonance and the same background. The most statistically 

significant fluctuation in the data occurs at 200 GeVJc2 , which has a signal of 

3529.6 ± 1049.7 picobarns (3.4 0'). Note that the 95% CL upper limit (dotted 

hist) is above all of the points in the region of this peak. In the 550 GeV/c2 

mass region the data favors a new particle signal of 7.682 ± 2.436 picobarns 

(3.2 u), but the shape of the data does not look like a mass resonance because 

the next two data points are too low. 
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5.7 Systematic Uncertainties 

This section first describes the method that was used to include the systematic 

uncertainties in the limits calculation, and then discusses each of the system­

atics and concludes with a summary. 

5.7.1 Procedure for Including Systematics 

The method for including systematic uncertainties in the new particle pro­

duction limits calculation is similar to that used for previous CDF analy­

sis [47, 48, 49, 55]. 

Each so1ce of systematic uncertainty is estimated by varying the uncer­

tainty by 10', and redoing the fit for new particle production. The effect of 

each systematic uncertainty on the limit is expressed as an uncertainty on the 

95% CL limit in the signal normalization parameter (.6.0) at each value of 

new particle mass. Once the uncertainty on 0 is known for each systemi\-tic, 

the total systematic uncertainty .6.oTOT is generated by adding all sources of 

systematic uncertainties in quadrature. 

Given the total systematic uncertainty on 0, .6.oTOT, a new likelihood fUI1C­

tion is formed by smearing the old likelihood function with a Gaussian whose 

(5.6) 

Then the 95% CL upper limit is determined using the new likelihood dis­

tributions that includes systematic uncertainties. The convolution smears out 

the probability distribution and therefore increases the 95% limit by moving 
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more probability from low 0: to high 0:. 

5.7.2 Estimates of Systematic Uncertainties 

There are several sources of systematic uncertainties in the limits calculation. 

In the following paragraphs the systematics are discussed in decreasing order 

of importance. In all cases where there is both a positive and a negative 

systematic uncertainty: the larges~ one is taken as the systematic uncertainty. 

Uncertainty in Absolute Jet Energy Scale 

The systematic uncertainty on the central jet energy scale for a cone size 

R = 0.7 was !t~~ ( !i:~~) for ET = 25(300) GeV jets in the 1988­

89 run [50J. Also, there is an additional 2.5% systematic associated with the 

relative calibration of the run 1A and 1988-89 energy scales [51J, and an addi­

tionall% systematic associated with the relative calibration of the run IB and 

run lA energy scale [52J. Combining these uncertainties in quadrature gives a 

systematic uncertainty of !~:~~ ( !i:I~) for ET = 25(300) GeV jets in 

run lA+IB. 

A mass. independent systematic uncertainty of ±5% was used in this anal­

ysis. The effect on limits was estimated by moving the masS' position of the 

dijet resonance up and down by 5% and redoing the fits and corresponding 

limits. The systematic uncertainty on the limit coming from the uncertainty 

on the absolute jet energy scale, shown by open circles in Fig. 5.8, is very mass 

dependent and varies from 10% to 225%. 
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Uncertainty Introduced by Low Mass Data 

As discussed in section 5.1, there is a fluctuation near 200 GeV/c2 when low 

mass data is included in the analysis. Since it is not clear whether the effect is 

caused by the presence of a mass resonance, or an artifact caused by jet energy 

corrections, this is included in the systematic uncertainties. The effect on limits 

was estimated by comparing the default limits and the ones from including the 

low mass data (150 < M < 180 GeV/c2). In Fig. 5.8 the solid squares show 

the resulting percent change in the limit as a function of new particle mass. 

The largest effect is at low mass, and the mass dependent systematic varies 

from 5% to 160%. 

Uncertainty in Background Parameterization 

In order to estimate the systematic uncertainty introduced by the background 

parameterization, the default parameterization in equation 5.1 was changed to 

do-/ dm = A(1 - m / VS)N / mP• The difference between the two was taken as a 

10- systematic, which was highly mass dependent varying from 2% to 95%, as 

-shown by the solid triangles (downward pointing) in Fig. 5.8. 

Uncertainty in Jet Energy Resolution 

The systematic uncertainty in the Gaussian jet energy resolution is quoted as 

10% [53]. To incorporate this systematic the fits were redone for the data sam­

ple with the Gaussian cores of the dijet mass resolution widened or narrowed 

by 10%. This 10- systematic gives a mass dependent uncertainty from 1 % to 

90%, as shown by the open diamonds in Fig. 5.8. 
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Uncertainty between Run IB and Run lA energy scales 

A difference between the Run 1B and Run 1A energy scales can cause a shift -
within a mass resonance in the data, distorting its shape and potentially hiding 

the resonance. The Run 1B cross section is roughly 5% less than the Run lA -
cross section, which could correspond to an energy scale shift of 1 %. To account 

for the possibility that there is a 1 % difference, the the energy scale in Run 1B -
have been shifted up by 1% before combining with Run lA data. This shift -gives a mass dependent systematic between 1% and 80%, shown by the solid 

triangles (upward pointing) in Fig. 5.8. -
Uncertainty in Relative Jet Energy Scale vs. TJ -
The jet correction routine JTC96X sets the relative scale using dijet balancing 

in both Run lA and Run 1B data, and provides a relative energy scale error 

from the upper and lower statistical bounds (a curve vs. Et ) [54]. To incor­ -
porate this systematic uncertainty the data are corrected using both the low 

bound and the high bound and again .fit for resonances. Here the systematic ­
-is applied to the data, instead of to the mass resonance theory. This 10' un­

certainty gives a mass dependent systematic from 1 % to 75%, as shown by the ­
open boxes in Fig. 5.8. -
Uncertainty in Trigger Efficiency 

-
The statistical uncertainty on each bin of the trigger efficiency is roughly 2% 

in the tum-on region. A systematic uncertainty of ±2% was used for trigger ­
efficiency effects. The effect on limi ts was estimated by moving the trigger 

efficiency up and down by 2% and redoing the fits and corresponding limits. 
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-This gives a very mass dependent systematic varying from 10% to 70%, as 

shown by the open stars in Fig. 5.8. 

Uncertainty in Radiation Effects 

When a new particle is produced and decays, QeD radiation off the initial and 

final state partons contributes to a long tail to low mass which distorts the 

otherwise Gaussian dijet mass resolution. The effect was discussed in the run 

1A analysis [55], and here the same estimates of the systematic uncertainty in 

radiation are used, although the fits are redone with the entire run lA and 1B 

data sample. The systematic is relatively Hat with mass at roughly 5% to 40% 

on the cross section limit, as shown by the open triangles in Fig. 5.8. 

Uncertainty in Luminosity and Efficiency 

The official luminosity uncertainty of 3.6% was used. The Z vertex cut is 94% 

(93%) efficient in Run 1A (1B), and it's systematic uncertainty is of order 1% 

and entirely negligible. The jet finding efficiency is essentially 100% for jets 

_from a 200 Ge V new particle. The TJ and cos f}* cuts are not corrected for in 

the data, but are incorporated in the lowest order cross section calculations. 

Table 6.3 summarizes the systematic uncertainties used to smear the origi­

nal likelihood functions. The individual uncertainties are added in quadrature 

to obtain a total uncertainty on cx. The total uncertainty is v~ry mass depen­

dent varying from 35% to 305%, as shown by solid circles in Fig. 5.8. 
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Figure 5.8: The systematic uncertainty in the cross section limit as a function 
of new particle mass resulting from the uncertainty in absolute central jet 
energy scale (open circles), including data with mass lower than 180 GeV /c2 

(solid squares), radiation's effect on the mass resolution (open triangles), the 
parameterization of the QeD background (solid down triangles), the jet trigger 
efficiency (open stars), the jet energy resolution (open diamonds), jet energy 
scale relative to the central (open boxes), and a possible shift in the run 1B 
energy scale compared to run lA (solid up triangles). Not shown is a systematic 
uncertainty on the luminosity (3.6%) and efficiency (1%). These uncertainties 
are summed in quadrature to obtain the total uncertainty (closed circles). 
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Table 5.4: Systematic Uncertainty. 

Source Systematic Effect on Xsec limit 
10% - 220%Absolute Energy Scale ±5% in mass 

Low Mass Data Low mass-High mass 10% - 160% 
Background Parameter added parameter 2% - 95% 
Jet Energy Resolution 10% ofRMS 5% - 90% 
Trigger Efficiency 2% in efficiency 5% - 80% 
Energy Scale Shift 1B-1A cross section 1% - 75% 
Relative Energy Scale Dijet balance stst. 1% - 70% 
Radiation wJwo radiation 5% - 40% 
Luminosity 3.6% in Luminosity 1% 
Total 35% - 305% 

5.8 Limits on New Particle Production 

5.8.1 Limits on New Particle Productions without Sys­

tematics 

Fig. 5.9 shows the preliminary 95% confidence upper limit on the cross section 

times branching ratio vs. new particle mass. The cross section limit contains 

only statistical uncertainties. Also shown in Fig. 5.9 is the theoretical predic­

tions for axigluons, technirhos, excited quarks, new gauge bosons (W', Z') and 

Es diquarks. The new particle production is excluded at a 95% confidence level 

in the mass ranges where it is above the limit curve. The limits are summarized 

in Table 6.3. Notice that the excited quarks have the steepest slope because 

they require a gluon in the initial state, and that the objects produced directly 

via strong interactions have the largest cross sections. 
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Figure 5.9: The 95% confidence level upper limit on the cross section times 
branching ratio for new particles decaying to dijets vs. new particle mass 
(points) is compared to the theoretical prediction for the cross section for ax­ ­
igluons, excited quarks, technirhos, new gauge hosons (W' and Z'), and E6 
diquarks. The cross section limit contains statistical uncertainties only. -
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Figure 5.io: The 95% confidence level upper limit on the cross section times 
branching ratio for new particles decaying to dijets vs. new particle mass 
(points) is compared to the theoretical prediction for the cross section for ax­
igluons, excited quarks, technirhos, new gauge bosons (W' and Z'), and Es 
diquarks. The cross section limit contains both statistical and systematic un­
certainties. 
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5.8.2 Effect of Systematic Uncertainties on the Limit 


Following the procedure outlined in Section 5.7.1, the 95% CL limits with -
systematics are found from the solid curves in Fig. 5.10. As the statistical pre­

cision of the data has increased, the systematics have become more important. -
The actual limits on neW particles before and after systematic uncertainties 

are summarized in Table 5.5. ­
Limits on Axigluons ­
The 95% C.L. limit for the axigluons decaying to standard model quarks is -
200 < MA < 1020 GeV /c2 with statistic uncertainty only, and 200 < MA < 980 

GeV/c2 with systematic uncertainties. This extends CDF previous exclusions -
of 200 < MA < 930 GeV/c2 from run lA [47]. 

-
Limits on Excited Quarks 

-
The 95% C.L. limit for the excited quarks is 200 < M -;::: 780 GeV /c2 with 

statistic uncertainty only, and 210 < M < 520 and 600 < M < 760 GeV/c2 -
-with systematic uncertainties, extending the previous CDF exclusion of 80 < 

M* < 570 GeV/c2 from run 1A [47]. Since the excited quark cross section de­ ­
pends on the coupling, so the mass limit is sensitive to its strength. Figure 5.11 

shows the regions excluded at 95% CL in the coupling vs. mass plane. ­
-Limits on Technirhos 

The 95% C.L. limit for technirhos is 220 < Mp < 500 and 580 < Mp < 740 -
GeV/c2 with statistic uncertainty only, and 260 < M < 470 GeV /c2 with 

systematic uncertainties. This extends CDF previous exclusions of 320 < Mp < ­
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Figure 5.11: The region of the coupling vs. mass plane excluded by previous 
CDF measurements in the q* -t q, and q* -t qW channels in ~un lA (hatched 
region) is extended by this search in the q* -t qg channel in run lA + IB 
(shaded and hatched region). The CDF excluded regions are compared to the 
regions excluded by LEP [56) in the q* -t q" qg channels (shaded region) and 
the region excluded by UA2 [57] in the q* -t qg channel (shaded). 

91 




-

-


480 GeV/c2 from run lA [47]. 

Limits on New Gauge Bosons -
The 95% C.L. limit for W' is 270 < MWI < 460 GeV/c2 with statistic un­ -certainty only, and 300 < MWI < 420 GeV/c2 with systematic uncertainties. 

Although this is not as good as the current CnF limit on the W' in the electron -
channel [58] (652 GeV) it is important to check in as many channels as possible 

in case the relative couplings are different than expected. ­
The cross section for Z' was too small to exclude. 

-
Limits on Es diquarks 

-
The 95% C.L. limit for Es diquarks is 250 < ME6 < 440 GeV/c2 with statistic 

uncertainty only, and 290 < MES < 420 GeV/c2 with systematic uncertainties. ­
This is the first exclusion of this particle, since at Tevatron energy it is pro­

duced by the interaction of a valence quark and a sea quark, thus reducing the ­
production rate to very low level. 

Table 5.5: Limits on new particle production. -

-

-


-

-

-


New Particle Limits (GeV /cf) Limits (GeV /d) 
without Systematics with Systematics 

Axigluon 200 < M < 1020 200 < M < 980 
Excited Quark 200 < M < 780 210 < M < 520 

600 < M < 760 
Technirho 220 < M < 500 260 <-M < 470 

580 < M < 740 
W 270 < M < 460 300 < M < 420 
Z' 360<M< 425 - -
Es Diquark 250<M< 440 290 < M < 420 
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The limits on new particle productions are summarized in Table 5.5. 
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Chapter 6 

Dijet Angular Distribution Analysis 

In QeD, parton hard scattering produces jets with an angular distribution that 

is peaked strongly in the forward direction. At its lowest order, the shape of the 

dijet angular distribution is almost independent of the parton structure func­

tions. Beyond QeD, any modification to the parton-parton interaction arising 

from new physics such as quark compositeness will modify the angular distri­

bution, thus the' dijet angular distribution provides not only a fundamental 

test of QeD but also a powerful tool to search for new physics. 

This chapter describes the study of the dijet angular distribution. Sec­

tion 6.1 will introduce the angular variables used in this analysis, and sec­

tion 6.2 discusses the measurement of the dijet angular distribution. The ma­

jor part of this chapter discusses the estimate of the acceptance correction 

_	on the measured dijet angular distribution and its systematic uncertainties 

(section 6.3). The goal is to get a dijet angular distribution that can be di­

rectly compared with the parton level calculation from QeD or QeD plus new 

physics. In section 6.4 the corrected dijet angular distribution and its compar­

ison to leading order (LO) and next to leading order (NLO) QeD predictions 

are discussed. Finally, a test for possible quark compositeness has been done 

by comparing the dijet angular distribution to a model which adds a contact 

term to the leading order QeD Lagrangian: This is discussed in section 6.5. 
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0.1 Angular Variables -
The angular variable used in this analysis is [59], -

u 
X = 7, (6.1)

t ­
where uand i are so called Mandelstam variables: the "hats" denote subprocess -
(quark or gluon interaction) variables. 

In the approximation of onshell zero mass partons with zero intrinsic trans­ ­
verse momenta, X is then simply related to experimentally measurable quanti­ -ties by 

-
(6.2) 

where"17b 172 are the rapidities of the two leading jets. This variable is related ­
to scattering angle 8* by the following equation, -

1 + cos 8* 
(6.3) ­X = 1 - cos 8* , 

where for the case of 2 -+ 2 scattering 8* is the angle between one of the ­
jets and the proton beam in center of mass frame of the parton-parton. The 

variable X has the benefit of only containing angular quantities, and hence ­
is better understood than a variable that involves jet energies that must be 

boosted back to the center of mass frame of the two jets in the event. ­
To have a uniform acceptance as a function of mass and to avoid extreme -

sensitivity to regions outside the central detector, the analysis requires X < 5, 

which is equivalent to 1cos 8*1 < 2/3. To have the greatest sensitivity to new -
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physics and to characterize the shape of the angular distribution in a mass bin 

with a single number, the angular variable Rx is introduced 

R _ N(X < 2.5) 
(6.4)

x - N(2.5 < X < 5)' 

This variable is the ratio of the number of dijets with X < 2.5 to the number 

off dijets with 2.5 < X < 5. The pivot point 2.5 in the ratio is chosen from 

Monte Carlo studies to optimize the ~ensitivity to a contact interaction from 

compositeness. Isotropic angular distributions and contact interactions both 

tend to produce more events in the region X < 2.5 than QCD, and will have a . 

higher value of Rx than QeD. 

6.2 Dijet Angular Distribution Measurement 

The dijet angular distribution analysis uses the same data sample and event 

selection criteria as the new particle search discussed in a previous chapter. 

The raw dijet angular distribution was measured in five mass bins of corrected 

dijet mass: 241 < M < 300,300 < M < 400, 400 < M < 517, 517 < M < 625, 

2and M > 625 Ge V Ic , using data from jet 50, jet 70 and jet 100 three single jet 

triggers. Jet 20 trigger data was not directly used in this analysis since there is 

no lower ET threshold trigger to measure its trigger efficiency as a function as 

X. The first 3 mass regions were chosen to be highly efficient for the jet 50, 70, 

and 100 triggers respectively. The high fluctuation around 550 GeV Ie region 

and the excess in the dijet mass spectrum at high mass leads to the last two 

mass bins. 

In Fig 6.1 the raw angular distributions are plotted as a function of X. The 

measured mean X, number of events, trigger efficiency, dnldx, acceptance and 
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Figure 6.1: The dijet angular distribution (points), before smearing accep­
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statistical error are summarized in Table 6.4. 

6.3 Acceptance and Systematics 

The stan.dard JTC96 jet response correction tries to correct jets back to par­

tons, but it does not account for the possible energy resolution smearing effects 

on the angular distribution in the steeply falling dijet mass spectrum. A further 

correction has to be made for the measured dijet angular distribution. This 

additional correction will yield an angular distribution that can be directly 

compared to parton level calculations from QCD and QCD plus new physics. 

As in the previous analysis [60], the derivation of the correction is based 

on the parton level fast jet detector simulation. The following sections pro­

vide a brief description and summary of the CDF fast jet simulation and the 

techniques used for deriving the corrections and corresponding systematics. 

6.3.1 Fast CDF Jet Simulation 

Monte Carlo simulations are used to understand the resolution and detector 

response to jets. Detailed event and detector simulation is very time consu~­

ing, and it is an impossible task to pass all generated events through a full 

detector simulation. Instead, this study uses a fast simulation program which 

can transform partons to jets very quickly without requiring a detailed detector 

simulation. 

Monte Carlo event generator PAPAGENO 

The PAPAGENO program [61) is a parton level event generator. This means 

that there is no initial or final state shower simulation. Instead of producing 
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hundreds of final state particles, PAPAGENO produces only final state partons. ­
The PAPAGENO program starts with structure functions which describe the 

momentum distribution of the partons. Once the initial state partons have ­
been chosen, using one of a variety of possi ble structure functions, PAPA G EN 0 

constructs a dijet event, constrained only by energy-momentum conservation. 

If the event falls within the kinematic boundaries specified, PAPAGENO then -
calculates a first order matrix element for the event. The events generated are 

assigned weights according to their probability of occurrence according to the 

matrix element used. The sum of all weights is equal to the cross section for 

the process generated. ­
Fast jet detector simulation QDJTMC 

The CDF collaboration has developed a program, called QDJTMC [62], that -
takes the four vectors of generated partons and degrades the energy using the 

response map determined from jet balancing. The version of QDJTMC used -
in this analysis corresponds to the JTC96 jet corrections. QDJTMC simulates 

the jets in the following steps. 

• 	 A small transverse boost to the event is applied. This boost simulates ­
the "intrinsic K,", which is a result of the emission of low-Pt gluons and -quarks in the interaction. QDJTMC gives the entire system a trans­

verse momen~um chosen randomly from a double Gaussian distribution. ­
The widths of these Gaussian distributions are from CDF dijet balance 

analysis. This transverse momentum is applied in a random 4> direction. ­
• 	 The z position of the event vertex is chosen randomly from a Gaussian -

distribution. The mean and width of the Gaussian distribution is deter­
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mined using data. Then a detector TI for each jet is calculated using the 

simulated vertex. 

• 	 The TI and </> of the parton are then smeared with Gaussian resolution 

functions whose widths were determined from more detailed Monte Carlo 

studies of jet fragmentation. 

• 	The parton 4-vector was degraded using the inverse of the jet corrections 

described in section 3.3, which includes inverse corrections for underlying­

event contribution, out-of-cone energy, relative and absolute energy scales 

(JTC96) and an additional EM energy scale drift over the run. 

• 	 Finally, the PT of the parton was smeared to account for detector energy 

resolution as determined from jet PT balance studies. 

6.3.2 Jet Energy Resolution 

For the purposes of kinematic comparison, correctly simulating the jet energy 

responses and resolutions in different detectors is of particular importance due 

- to the rapidly falling Pt spectrum of the jets. The standard jet response JTC96 

was used in the simulation. The jet energy resolution was measured using the 

dijet PT balancing technique first introduced by the UA2 collaboration [63]. 

As in the previous analysis [64], four main detector regions are defined in 

the calorimeter: 

• 	 Ninety degree crack (ITldl < 0.15) 

• 	 Central detector (0.15 < ITldl < 0.9) 

• 	 Thirty degree crack (0.9 < ITId I< 1.4) 

100 



-
-

• Plug detector (1.4 < l17dl < 2.2) ­
The events used in the analysis were required to pass standard dijet cuts, 

and also required to pass the following additional cuts to reduce radiation ­
effects and multiple interactions. 

• Nvertez(class> 10) < 2. -
• 2 and only 2 jets with PT >15 GeV. 

• At least one jet in central region. ­
-

where tl.<Pii = <Ptrigger-jet -<Pprobe-jet. The "trigger" jet means it is contained in -
'the central region (0.15 < 117\ < 0.9), and "probe" jet means it can be anywhere 

in 17. If both jets were in the central region, then one jet at random is to be ­
called the trigger jet, and the other is' probe jet. 

The dijet balancing variable is defined as, ­

-To check that the fast jet simulation is accurately reproducing the data, 

four plots of KTL are made corresponding to the probe jet being in each of the -
four detector regions. This is reported for each of the 5 lower cuts on 2Ft : 241 

GeV for the jet 50 trigger, 300 GeV for the jet 70 trigger, and 400, 517 and -
625 Ge V for the jet 100 trigger. 

Fig. 6.2 shows the KTL distributions for jet 50 trigger. Gaussian fits to these ­
distributions are also shown. The values for the mean and standard deviation -
for this and similar fits to other PT cuts are listed in Table 6.1. 
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DATA Pt Balance for Pt 1 +Pt2>241 
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Figure 6.2: Pt balance for 2Pt = Ptl +Pt2 > 241GeV. The fractional difference 
between the jet response in a given region of the detector and the central region, 
KTL, is shown for four regions of the detector. The data is compared to a 
Gaussian fit in the interval -0.5 < KtUI Pt < 0.5. 
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Table 6.1: Dijet balancing results. 

Cut on 
Date 

9O"Crack 
2P* 

3.16%0.67241 
1.50±0.53 

400 
300 

2.28±0.41 
517 5.59±0.69 
625 5.68±1.84 

Central -0.26±0.36241 
300 -0.39±0.Z8 
400 -0.23±0.21 
511 0.62±0.45 
625 1.92±O.96 

300 Crack 241 0.10±0.56 
-0.03±0.46 

400 
300 

-0.52±0.43 
517 -1.90±1.44 
625 -

Meanxl0~ 

MO· 
0.10±0.01 
0.44±0.06 
0.10±0.05 
1.16±0.05 
1.59±0.05 
-0.05±0.04 
-0.06±0.03 
-0.12±0.03 
-0.26±0.03 
-0.17±0.03 
2.21±0.06 
2.9O±0.05 
3.41±0.48 
3.93±0.06 
4.32±0.08 

MO 
2.91±0.01 
3.26±0.06 
3.60±0.05 
3.76±0.05 
4.09±0.05 
-0.04±0.04 
-0.03±0.03 
-0.11±0.03 
-0.16±0.03 
-0.14±0.03 
-:U,1:I7±0.06 
-0.56±0.05 
0.14%0.05 
0.87±0.01 
1.28±0.08 

Widthx 10" (GeVlei') 
uata 

16.21±0.62 
15.81%0.40 
14.45±0.35 
10.93±0.10 
12.70±1.90 
15.18±0.28 
14.78±0.24 
13.09±0.18 
11.71%0.41 
11.22%1.41 
19.11±0.48 
17.80±0.31 
16.61±0.37 
14.66±1.32 

-

MO· 
16.63±0.05 
15.61%0.04 
14.41±0.03 
12.94±0.03 
12.00±0.04 
15.99±0.03 
14.83±0.02 
13.14±0.02 
11.47±0.02 
10.27±0.02 
18.16±0.03 
17.62±0.03 
16.13±0.03 
14.51±0.04 
13.24±0.06 

MO n 

16.55±0.06 
15.21±0.03 
14.24%0.03 
12.82±0.04 
11.88±0.03 
16.00±0.03 
14.8O±0.02 
13.15±0.02 -
11.52±0.02 
10.21±0.02 
19.11±0.04 
18.06±0.04 
16.35±0.03 . 
14.63±0.04 
14.63±0.04 -.l:'lug 241 -0.16±0.63 

300 -0.11±0.66 
400 -0.46±1.01 
517 -
625 -

1.21±0.07 
0.84±0.08 
0.98±0.09 

-
-

1.22±0.07 15.45±0.55 
0.09±0.07 14.78±0.61 

·0.84±0.09 13.27±0.82 
-

--

17.05±0.05 
15.74%0.05 
14.05±0.07 

-
-

17.09±0.05 
15.73±O.05 
14.18±0.06 

-
-

-

.... 


Ideally, the KTL distribution should be centered at zero with the corrected 

jets (i.e. after applying JTC96X). Deviation of the mean KTL from zero comes 

from several sources such as the relative energy scales of different detectors, 

the effect of soft third jet, and the smearing effect due to the intrinsic detector 

-resolutions. The width of the KTL distribution is a two-jet resolution smearing 

effect, it relates to the one jet resolution by the following relation, 

(6.6) 


So in the central region the single jet resolution is given by 

(6.7) 

The jet energy resolution can be fit to a linear function of PT as -
...... 
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(]' = A + B . PT. (6.8) 

Table 6.2 shows parameter A and B for different detector regions for jet 

events with PTl + PT2 > 240Ge V . 

Table 6.2: Jet energy resolution fitting parameters. 

Region A B 
90° Crack 0.20485 -0.26272 x 10-3 

Central 0.19964 -0.29093 x 10-3 

30° Crack 0.19904 -0.23169xlO-3 

Plug 0.19120 -0.26573xlO-3 

6.3.3 Comparison of Data and Fast Jet Simulation 

The results of PT balancing are shown in Fig. 6.3 and Fig. 6.4. The means 

and widths of the KTL distributions in different detector regions from data are 

compared with two different versions of the fast jet Monte Carlo simulation. 

The two simulations differ only in the jet response in the 90 degree crack and the 

30 degree crack regions. In the standard version of the fast jet simulation which 

is based on the jet correction JTC96, the simulation results agree adequately 

with the data for all regions except the 30 degree crack and the ,90 degree crack. 

To solve the inability of the standard version to reproduce the data in the 

crack regions, the jet corrections in the 90 degree crack and the 30 degree re­

gions are "tuned" to get a better agreement between data and the Monte Carlo 

simulation. Fig. 6.3 and Fig. 6.5 are the comparisons of the KTL distribution 

between data and the tuned simulation for 2Ft = Ptl + Ptl > 241 GeV. The 

agreement is considerably better for this tuned version Monte Carlo simulation. 
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Figure 6.3: The u of the KTL distribution is shown in four regions of the 
detector as a function of Pt. The data (solid) is compared to the jet simulation 
using (PAPAGENO + QDJTMC + JTC96) (open). 
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between the jet response in a given region of the detector and the central ­
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is compared to our tuned jet simulation using PAPAGENO + QDJTMC + 

JTC96 (histogram). 


.Q.5 o 0.5 

Kll..' central 

0.5 
Kn.. 30 crack 

.Q.5 o 0.5 
~. plug 

107 




The tuning is based on the difference between data and the standard sim­

ulation in Fig. 6.3. In the 30° crack region, the mean of the KTL distribution 

in data is about 4% above zero. This can be explained as a jet energy resolu­

tion smearing effect, since the resolution is significantly worse in the 30 degree 

crack than in the central. This causes a resolution bias in the 30 degree crack, 

because a jet which fluctuates up to satisfy the Pt cut is more likely to be the 

jet in the 30 degree crack than the central region. This causes a shift to higher 

KTL. 

This has been checked by writing a toy Monte Carlo of two jets of unequal 

resolutions on a falling spectrum (dn/dPt ~ 1/Pl». When the resolutions of 

the two jets in the toy Monte Carlo are set to be what was measured for the 30 

degree crack and the central regions, a 4% shift in KTL is obtained, which is 

just like the standard simulation. Clearly, this effect happens in the data too, 

so why is the mean KTL zero in the data, and not 4%? This is presumably 

because the jet corrections were determined using a form of Pt balance (MPF 

vs Pt) and therefore the jet corrections themselves were biased to be 4% low 

in the 30 degree crack. They therefore correct the data to have zero M P F / Pt 

which in the case of the 30 degree crack appears to also give zero K TL . Thus 

there may be a 4% error in the jet corrections for the 30 degree crack region. 

The difference in the 90° crack is not well understood. Since the most 

significant differences occur at high PT, the differences might be caused by the 

way the low PT data extrapolat~s to high Er. 

In the tuned simulation, the jet response is increased by 3% in the 90 degree 

crack and is decreased by 4% in the 30 degree region to get a better agreement 

with data. 
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The figures shown in Fig. 6.3 6.4 and 6.5 demonstrate that the tuned Monte ­
Carlo is doing a good job of representing the data. Therefore, we can be con­

fident in using the Monte Carlo prediction to study the acceptance correction ­
and corresponding systematics uncertainties. 

6.3.4 Acceptance 
-

The acceptance is defined as the ratio of the angular distribution of jets after 

detector simulation to the angular distribution of the generated partons. This ­
models detector smearing and response effects for a typical falling spectrum. 

Dividing the data by the acceptance gives a parton level angular distribution ­
which can be directly compared with parton level QCD calculation. -

, The acceptance from the tuned simulation is shown in Fig. 6.6. Since it is 

really a smearing and response effect, it is always greater than one reflecting ­
the resolution smearing of lower mass dijets into higher mass regions on a 

rapidly falling spectrum. Actually, it is the response and not the resolution 

that is most critical. The acceptance is falling as a funCtion of X mainly due -
_	to the raising response of the 90 degree crack and the lowering response of the 

30 degree crack. When the standard monte carlo was used, the acceptance ­
was pretty flat for most mass bins and rose vs. X for the last two mass bins as 

shown in Fig. 6.7. The acceptances from two Monte Carlo simulations have the -
opposite affect on the angular distribution. Overall, the tuned Monte Carlo 

acceptance brings data into better agreement with QCD than the standard ­
Monte Carlo acceptance. -


-
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6.3.5 Systematic Uncertainty on Acceptance 

The systematic uncertainties of the energy scales in the 90° crack and 30° crack 

regions are assigned the values 3-6% and 4% respectively based on the Monte 

Carlo studies. For the central and plug regions the Monte Carlo and data 

agree to better than 2%, so an error of 2% is assigned for these regions. Like 

the previous analysis [60] a systematic uncertainty of 20% on the resolution 

is assigned to all detector regions, significantly more than the tiny differences 

between the data and Monte Carlo. Table 6.3 summarizes the systematics used 

in this analysis. 

Table 6.3: Systematic Uncertainty on Acceptance. 

Regions Systematic Uncertainty 
Energy Scale Energy Resolution 

90° Crack 

Central 
30° Crack 
Plug 

3% (M < 517 GeV) 
6% (M > 517 GeV) 

2% 
3% 
2% 

20% 

20% 
20% 
20% 

To evaluate the effect of the possible difference in energy scales and reso­

lutions between the different regions of the detector, 16 different runs of the 

fast jet simulation were performed. For each of the four regions (900 crack, 

central, 30° crack and plug) four separate sets of acceptance corrections were 

evaluated by raising or lowering the corresponding energy scale or resolution 

by the amount indicated in Table 6.3. 

The affect on the acceptance of varying the jet response and resolution in 

QDJTMC by their assigned systematics for the mass bin M > 625GeV/c2 is 
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-shown in Fig. 6.8. Analogous plots were also made for the other mass bins , 
and they showed similar behavior. The effect of changing the resolution is 

negligible compared to the effect of changing the relative energy scales. 

The systematics are largest at high mass due to the steeper mass distribu­

tion and the larger systematics in the 90 degree crack. 

The fractional error on the ratio Rx is also given, and that error is plotted 

vs. mass in Fig. 6.9. Here the figu~e shows that the systematic uncertainty due 

to the energy response is growing as a function of mass in both the 90 degree 

and 30 degree cracks, and that the systematics due to the jet resolutions are 

negligible in comparison. 

The total uncertainty, arising from adding all systematic uncertainties in 

quadrature, is shown in Fig. 6.10 (fractional error on Rx)' Note that this 

systematic is slightly greater than the difference in the two tunings of the 

Monte Carlo, reflecting the additional systematics due to the other regions of 

the detector. 

6.4 Corrected Angular Distribution and QCD 

The dijet angular distribution, corrected for trigger efficiency and acceptance, 

is shown iIi Fig. 6.11 and Table 6.4. In Fig. 6.11 the data is compared to LO 

QCD with different choices of the renormalization scale and CTEQ2L parton 

distribution function. In Fig. 6.12 it is compared to a NLO QCD calculation 

(JETRAD) with CTEQ2M parton distribution function. Many alternate par­

ton distribution sets were tried, and the QCD predictions were insensitive to 

the choice. The only significant theoretical uncertainty in the QCD calculation 

is the renormalization scale J1.. The scale dependence of the shape of the X 
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Figure 6.11: The dijet angular distribution (points), after acceptance cor­
rections, is compared to parton level LO QeD with renormalization scale 
I-' = Mass (solid) and it = Pt and it = 2Pt (dashed). 
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Figure 6.12: The dijet angular distribution (points), after acceptance correc­
tions, is compared to parton level NLO QeD (from JETRAD) with renormal­
ization scale J.£ = ...a (solid) and J.£ = Pt (dashed). 
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Figure 6.13: The dijet angular distribution (points), after acceptance correc­
tions, is compared to parton level NLO QCD (solid) and LO QCD (dashed), 
both with a renormalization scale Jl = Pt. 
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Figure 6.14: The dijet angular ratio (points), after acceptance corrections, 
is compared to parton level QeD calculations at LO (dashed) at NLO (solid). 
The inner error bars are statistical, the outer error bars are systematic and 
statistical errors added in quadrature, and the small errors on the NLO theory 
are statistical. 
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Mass Events Uncorr. Tv- Trigger Eff AcceptanceX Stat. Err.Tv­
241-300 1.239 2379 0.317 1.000 1.042 0.311 0.007 

1.752 2027 0.270 1.000 1.030 0.268 0.006 
2.247 1752 0.233 1.000 1.036 0.230 0.006 
2.748 1770 0.236 1.000 1.030 0.234 0.006 
3.249 1807 0.241 0.988 1.023 0.243 0.007 
3.750 1712 0.228 1.000 1.033 0.225 0.006 
4.250 1764 0.235 0.967 1.010 0.246 0.008 
4.748 1812 0.241 0.975 1.037 0.244 0.008 

300-400 1.239 3795 0.327 0.995 1.077 0.317 0.005 
1.747 3108 0.268 0.990 1.063 0.265 0.005 
2.252 2776 0.239 0.989 1.057 0.238 0.005 
2.747 2717 0.234 0.991 1.057 0.232 0.005 
3.254 2749 0.237 0.986 1.049 0.238 0.005 
3.750 2723 0.234 0.979 1.038 0.240 0.005 
4.253 2685 0.231 0.983 1.049 0.233 0.005 
4.752 2674 0.230 0.974 1.040 0.237 0.005 

400-517 1.235 4662 0.331 1.000 1.119 0.319 0.005 
1.743 3811 0.270 1.000 1.109 0.263 0.004 
2.250 3473 0.246 0.998 1.096 0.243 0.004 
2.751 3416 0.242 0.995 1.100 0.239 0.004 
3.248 3288 0.233 0.990 1.080 0.235 0.004 
3.747 3226 0.229 0.993 1.068 0.233 0.004 
4.252 3227 0.229 0.970 1.078 0.236 0.005 
4.753 3099 0.220 0.961 1.070 0.231 0.005 

517-625 1.234 752 0.340 1.000 1.161 0.326 0.012 
1.743 622 0.281 1.000 1.149 0.272 0.011 
2.249 566 0.256 1.000 1.135 0.251 0.011 
2.743 508 0.230 1.000 1.112 0.230 0.010 
3.249 464 0.210 1.000 1.103 0.212 0.010 
3.754 530 0.240 1.000 1.108 0.241 0.011 
4.253 483 0.218 0.987 1.080 0.228 0.011 

- 4.747 500 0.226 0.968 1.080 0.241 0.012 
>625 1.250 176 0.333 1.000 1.218 0.317 0.024 

1.741 145 0.275 1.000 1.196 0.265 0.022 
2.249 142 0.269 1.000 1.181 0.263 0.022 
2.744 134 0.254 1.000 1.158 0.253 0.022 
3.220 112 0.212 1.000 1.135 0.216 0.020 
3.7.33 113 0.214 1.000 1.116 0.222 0.021 
4.253 114 0.216 1.000 1.116 0.224 0.021 
4.760 120 0.227 1.000 1.097 0.240 0.022 

-

-

-


-

-


-


-

-


Table 6.4: The mean JTC96 corrected dijet mass, mean x, number of events, 
raw dn / dX, trigger efficiency, detector acceptance, corrected dn / dX and sta­ ­
tistical uncertainty. The statistical uncertainty is dominated by the statistical 
uncertainty in the data, but also contains point to point statistical uncertainties 
in the measured trigger efficiency and the Monte Carlo acceptance. 
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aistribution is smaller at NLO, and the agreement between the data and QCD 

is good. In Fig. 6.13 we compare the experimental results to both LO and 

NLO QCD in one plot. 

Mass Events Raw R" Trigger R" Con. Stat. Sys. 
(GeVjc2) Rx Efficiency Acceptance R" Error Error 
263.448 15023 0.695 1.015 1.010 0.678 0.012 0.018 
334.080 23227 0.714 1'.009 1.019 0.695 0.010 0.025 
440.448 28202 0.735 1.017 1.027 0.703 0.009 0.033 
556.965 4425 0.781 1.009 1.048 0.738 0.023 0.054 
697.674 1056 0.781 1.000 1.067 0.732 I 0.046 0.103 

Table 6.5: The mean JTC96 corrected dijet mass, number of events, raw value 
of dijet angular ratio R", trigger efficiency for R;o acceptance for Rx., corrected 
value of Rx., its statistical and systematic uncertainty. The trigger efficiency 
and acceptance are the effective values for the ratio R", so that corrected R" 
is raw Rx. divided by efficiency and acceptance. 

The shape sensitive variable, R", is tabulated· in Table 6.5 and shown in 

Fig. 6.14 compared to LO and NLO QeD calculations. The experimental 

data is in good agreement with QCD within the statistical and systematic 

- uncertainties. 

6.4.1 C?ross Check using Central On'y 

The acceptance correction is very sensitive to the jet energy response and res­

olution as demonstrated in the previous sections. Although the corresponding 

systematic uncertainties have been estimated, it is important to check our re­

sults using only the central detector where the jet response and resolution are 

better understood. However, the geometrical effect of the TJ cuts for central 

jets dramatically distorts the shape of the X distribution. In order to compare 
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with our default angular distribution, the acceptance needs to be evaluated -
for the central region alone. This acceptance is calculated from the ratio of 

the angular distribution of jets in the events in which both leading jets are in ­
the detector pseudorapidity region 0.1 < 111d1 < 1.0 to the angular distribu­

tion of the partons in the events if both the two partons were in the region of ­
I'll < 2. This acceptance will correct the central-only X distribution back to -
the X distribution in our default region (1'1\ < 2). 

In Fig. 6.15 the measured X distribution in the region 0.1 < l'1dl < 1.0 after ­
correcting for acceptance is compared to our default angular distribution. The 

two are in good agreement with each other and with NLO QeD. Fig. 6.16 ­
shows that Rx for 0.1 < l'1dl < 1.0 agrees with our default cut l'1dl < 2.0 within -
statistical and systematic uncertainties. Although the two agree within errors, 

the mean value of the central only Rx is lower at high mass than our default 

cut Rx, increasing the likelihood that the default acceptance corrections are 

not artificially removing a signal of new physics. ­
6.5' 	 Dijet Angular Distribution for Composite­ ­

ness -
6.5.1 	 Quark Compositeness 

-
In the quark composite models, quarks are considered to be bound states 

of more fundamental constituents. These constituents are bound together in -
quarks by anew, very strong, metacolour forces leading to an effective four­

fermion interaction between the quarks of the strength 92/ A, where A is the ­
energy scale of compositeness. The effective coupling constant 9 is unknown, -but by convention A is defined such that 92 

/ 47r = 1. The dijet angular distribu­
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Figure 6.15: The dijet angular distribution with our default cuts (solid 
points), is compared to the dijet angular distribution with the more restrictive 
cuts 0.1 < l17dl < 1.0 (open points), after correcting each distribution for ac­
ceptance. Both distributions are compared to parton level NLO QeD (from 
JETRAD) with renormalization scale /-t = vrs (solid) and /-t = Pt (dashed). 
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Figure 6.16: The dijet angular ratio with our default cuts (solid points) ­
is compared to the dijet angular ratio with the more restrictive cuts 
0.1 < l'ul < 1.0 (open points), after correcting each distribution for accep­
tance. Only statistical error bars are shown for 0.1 < l'led < 1.0, while for -the default cuts the inner error bars are statistical and the outer error bars 
are systematic and statistical errors added in quadrature. Both samples are 
compared to LO and NLO QeD (curves). -
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i;ion for contact interactions is known at lowest order for an effective Lagrangian 

for a flavor diagonal left-handed current [65] in the form 

2 

1:, = ±;A2(qL"YPqL)(qL"YPqL). (6.9) 

Although a left-handed current is not the only possible contact interaction, 

it is the only one that has been investigated in the literature. Different contact 

interactions may produce different an~lar distributions, and work is currently 

underway to analyze these other contact interaction terms. The subprocess 

cross sections, modified for the above contact interaction, are available [65] for 

all the relevant processes. For the qiqi -+ qiqi subprocess, for example, the 

cross section is given to leading order in a$ by 

do-(qiqi -+ qiqi) 
di 

(6.10) 

In Eq. 6.10 the first term represents the normal QCD interaction, the last 

term represents the direct effect of the contact interaction, and the middle term 

represents the interference. 

The magnitude of the effect of the contact interaction will depend on the 

number of flavors involved. All the compositeness scales quoted in previous 

CDF papers assumed that only, U and d quarks were composite. It has been 

pointed out by Ken Lane, Estia Eichten and others, that it is better to use a 

flavor symmetric contact interaction in which all quarks are composite. Other­

wise the contact interactions produce significant flavor changing neutral decays 

which are excluded by measurements in the kaon system for compositeness 
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scales approaching 100 Te V. We have also tested a contact interaction that is 

flavor symmetric: all quarks are assumed composite, but only the production 

of the five lightest flavors produce dijets. If a flavor symmetric interaction is 

used, then since qiqi -+ qq is the largest subprocess at high mass, the size of 

the contact interaction is enhanced by 5/2 (five flavors in final ~tate instead ­
of 2), and limits on the contact scale are enhanced by roughly (5/2)1/4 = 1.26 -
(the rate is proportional to the A4). A flavor symmetric contact interaction 

will be employed throughout this second analysis. ­
6.5.2 	 Comparison of Dijet angular ratio between data ­

and Q.uark Compositeness 

-
In Fig. 6.17, the right figure shows the comparison of the dijet angular ratio Rx 

determined experimentally and the predictions of a compositeness model using -
a flavor symmetric left-handed con,tact interaction, and the left figure shows 

the same comparison with a contact interaction including only to composite ­
u and d quarks. The prediction is at LO, but has been normalized to equal 

NLO QCD with 11 = Pt when the compositeness scale A is infinite. The data ­
are in good agreement with QCD, and there is no reason to invoke the contact -
interaction hypothesis. The inclusive jet PRL [66] quoted a best fit contact 

interaction of Aud = 1.6 TeV. -
6.5.3 	 Limits on the Energy Scale of Quark Composite­ ­

ness 

-
To obtain limits on a contact interaction, the traditional X2 method was used. 

The X2 is defined by the matrix equation -
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• CDF Preliminary(WIt ..... err) 

----·I.OOCD (_IyIic. C1£Q2L) 

-HI.O QCO (JE'IRAD, C'IE02M) 

-I.OOCD+~ 

0.7 

A fOt flo"", aymmetric left-handed contact 

~~~~~~~~~~~~~~~~~~~~~~~~ 

Moss (GeV/c?) 

Figure 6.17: The dijet angular ratio (solid points) is compared to LO QeD 
(dashed), NLO QeD (solid), and LO QeD + a quark contact interaction 
normalized to NLO QCD for A = 00 (dots). Curves are shown for 3 different 
compositeness scales A of a contact interaction for u and d quarks only (Left), 
and a flavor symmetric contact interaction (Right) for both positive (upper 
dots) and negative (lower dots) interference between QCD and compositeness. 

(6.11) 


where ~ is a column vector of the difference between Rx in CDF data and 

theory in each of the five mass bins. V-I is the inverse of the symmetric 

variance matrix V 

2 2 2 2 2O"n 0"12 0"13 0"14 0"15 
2 2 2 2 2 

0"12 0"22 0"23 0"24 0"25 
2 20"2 0"2 0"2 (6.12)V= 0"13 23 33 34 0"35 

2 2 2 2
0"20"14 0"24 34 0"44 0"45 

2 2 2 2 2 


0"15 0"25 0"35 0"45 0"55 
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where uti = PijUiUj, and Pij is the correlation coefficient between ith and jth -
components. Since the systematic uncertainties are completely correlated as 

-a function of mass (i.e. Pij(SYS) = 1), and the statistical uncertainties are 

completely uncorrelated as a function of mass (Le., pij(stat) = 0), the u~ were -given by 

-
U?·
" - u;(stat).+ u;(sys) (i = j) (6.13) -2 

Uii - Ui(sys)u;(sys) (i ::J j) (6.14) 

-
The covariance matrix V evaluates to 

4.7 4.5 5.9 9.7 18.5 -
4.5 7.3 8.3 13.5 25.8 
5.9 8.3 11.7 17.8 34.0 x 10-4 (6.15)v= -9.7 13.5 17.8 34.5 55.6 
18.5 25.7 34.0 55.6 127 

-
Fig. 6.18 shows the X2 between data and compositeness modes versus 1/A4. 

The X2 corresponding to 95% C.L. lower limit on A for five degree of freedom ­
is 11.07, which defines the the 95% CL horizontal dashed line in Fig. 6.18. 

All hypotheses above this dashed line are excluded to at least 95% CL. The ­
limits can be read directly off this figure. For a left-handed contact interaction -
between u and quarks only, the limit on the compositeness scale is A!d > 1.60 

TeV and A;;d > 1.40 TeV at 95% CL. For a flavor symmetric left-handed model 

the limits are A+ > 1.80 TeV, and A- > 1.70 TeV. 

Thus, the best fit value of Aud == 1.6 TeV in the inclusive jet PRL [?] 15 ­
unlikely, but can just barely be accomodate by this dijet angular distribution 

study. 
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X2Figure 6.18: The (points) of the comparison between data and a 
left-handed contact interaction vs. the inverse fourth power of the compos­
iteness scale A. NLO QCD with renormalization scale J.L = Pt is the leftmost 
point (A = 00). The horizontal dashed line is 11.07, it defines the 95% CL lower 
bounds on the compositeness scales. The four plots are: only u and d quarks 
composite with positive interference (upper left) and negative interference (up­
per right), and the same for a flavor symmetric interaction (lower plots). The 
upper left plot corresponds to the model used for a fit to the inclusive jet cross 
section of A = 1.6 TeV. 
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-Chapter 7 

Conclusions 

Dijet events, produced in proton-antiproton collisions, provide an excellent 

environment to test the Standard Model and to search for new particles. 

In this analysis, we have used about 106 pb-1 data from eDF run lA 

and run IB to study the dijet invariant mass spectrum extending from 180 to 

1035 GeVIc'2. The mass distribution is significantly above a QeD and eDF 

detector simulation at high mass. The fit of a smooth four-parameter curve to 

the distribution indicates that 90% of experiments should yield a lower X'l if 

the only variances were due to statistical errors. 

We have determined the 95% confidence level limits for new particles de­

caying to dijets by fitting the data to this smooth parameterization of the 

background plus adijet mass peak. This search excludes at 95% confidence 

_level a model ofaxigluons for 200 < MA < 980 GeVIc'l , a model of excited 

quarks for 210 < M* < 520 GeVIc'2 and 600 < M* < 760 Ge V Ic'2, a model of 

technirhos for 260 < MpT < 470 GeVIc'l , a model of new gauge boson W' for 

'l300 < Mw' < 420 Ge V Ic , and a model of E6 diquarks for 290. < ME6 < 420 

GeV/c2 
• 

Using a method which is fully corrected for systematic errors, we have also 

made a measurement of the dijet angular distribution using the same data 

sample. The data is in good agreement with NLO QeD within our statistical 

and sy~tematic uncertainties. We have compared the data to various models 
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~that include the left-handed contact interaction associated with a composite 

quark model, and for a model in which all quarks are composite the excluded 

regions are A + :5 1.80 Te V and A - :5 1.60 Te V. When tested against the model 

where only u and d quarks are composite, we exclude the hypothesis that the 

excess in the observed inclusive jet Et spectrum can be attributed to a contact ­
int~raction with A!d :5 1.6 TeV. -


-

-
-

-

-


-
-
-
-
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