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We report on three different analyses performed on the data sample
collected by Fermilab high energy charm photoproduction experiment E687.

In the first analysis, we study the semileptonic decays of the neutral
charm meson D' into pseudoscalar final states: D° — K~ puTwv (Cabibbo-
favored) and D° — 7= utv (Cabibbo-suppressed). We measure the ratio of

the branching fractions for the two channels to be:

BR (D" — 7= putv)

= 0.099 £ 0.026 (stat) +0.007 (syst) .
BR (D" — K~pu*v) (sta) (syst)

Assuming a single pole dependence for the hadronic form factors, we measure:

2 2

Ve (0
i f;( L 0,048 £ 0.014 £ 0.003
Ves | 1 f£(0)

Using unitarity constraints on the CKM matrix, we compute:

/7(0)
¥

‘ =097+0.14£0.03 .

In the second analysis, we investigate the semileptonic decays of

the charged charm meson D% into vector meson final states: DT —



v

F*O,M—i_l/ (Cabibbo-favored) and D — "t v (Cabibbo-suppressed). We mea-

sure the ratio of the branching fractions of the two decays to be:

BR(D* = t)
BR (Dt — K*0uty)

= 0.079 + 0.019 (stat) +0.013 (syst) .

We further report on weak evidence for the decay DT — nutv, n — otz =70,

We find the following ratio of branching fractions:

BR (DT — ')
BR (DF — o0utv)

=28+ 1.5 (stat) £0.2 (syst) .

In the third analysis, we report on the study of higher mass charm
baryons decaying to AF: AXT(2625) — Afrtr~, AXT(2593) — Afrtr—,
Y9 — Afr~ and It — AtxT(where the AT is reconstructed through sev-
eral decay channels). We present confirmation for the state A**T(2593) and

determine its mass difference relative to the Aj’ mass to be:
M(AS(2593)) — M(AT) = 309.2 £ 0.7 (stat) & 0.3 (syst) MeV/c* .

The lower limit on the resonant branching fraction of the decay is:

BR(AT(2593) — Yer¥)
BR(AF1(2593) — Afrta—)

> 0.51 (90% e.l.) .
We also measure the mass differences for the ¥9, ¥+ states to be:

M(2Y) — M(A}) = 166.6 £ 0.5 (stat) £ 0.6 (syst) MeV/c* |

C

M(EFT) — M(AF) = 167.6 £ 0.6 (stat) £ 0.6 (syst) MeV/e? .

Finally, we report results on the relative photoproduction cross sections for

AT and 3, states with respect to the (inclusive) photoproduction cross section

for AT.
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CHAPTER 1
CHARM QUARK PHYSICS

1.1 Introduction: elementary particles and interactions

The purpose of Particle Physics is to study the ultimate structure of
the universe: the fundamental particles which compose the matter the world
is made of, and the fundamental interactions between particles, which make
matter behave as it does. The best understanding we have today of the laws
governing the fundamental particles and interactions is called the Standard
Model.

In the Standard Model, all matter is composed by 12 pointlike elemen-
tary particles, grouped in two families: 6 leptons (electron e, muon pu, tau 7,
electron neutrino v, muon neutrino v,, tau neutrino v, [1]) and 6 quarks (up u,
down d, strange s, charm ¢, beauty or bottom b and top ). For each elemen-
tary particle there is a corresponding anti-particle, which has equal and oppo-
site quantum numbers. Both leptons and quarks have spin % and are called
fermions. The three leptons e, u, 7 have unitary (negative) electric charge
and are massive, while the three corresponding neutrinos v., v,, vr have zero
electric charge and are known to be non-massive (or at least have very small
mass). The six quarks are all massive, have fractional electric charge and are
further characterized by a color charge, which may have three different values
- let’s say red, green and blue (leptons don’t have color charge). Quarks can
not be found free in nature, but are compelled to combine into more complex
structures called hadrons, which must be color neutrals (“quark confinement”).
Hadrons can be composed of a quark and an anti-quark (mesons: ¢g), or by

three quarks or three anti-quarks (baryons: qqq or gqq). Mesons have integer



spin (and are called bosons), while baryons have half-integer spin (so they are

fermions).
Table 1.1.1 Quarks and Leptons Properties
Quarks (spin= % ) Leptons (spin= % )
Flavor | Electric Charge | Mass (GeV/c?) | Flavor | Electric Charge | Mass (GeV/c?)

u +2/3 0.004 € -1 0.0005

d 1/3 0.007 Ve 0 0

c +2/3 1.3 L -1 0.106

s 1/3 0.3 ity 0 0

t +2/3 180 T -1 1.777

b 1/3 4.8 vy 0 0

All known interactions between matter particles can be explained in
terms of only four fundamental forces, which in order of increasing strength
are the gravitational force, the weak force, the electromagnetic force, and the
color force. The gravitational force acts between particles with mass and is
responsible for the binding of matter on a planetary and cosmic scale, but
because of its small intensity it has negligible effects on high energy physics
phenomena. The weak force acts upon particles with weak charge (all leptons
and quarks) and accounts for some of the spontaneous transformation of par-
ticles into others with lower mass (for example, the § decay of a radioactive
nucleus). It is because of the weak force that all the very massive particles
created at the birth of the universe, have since decayed to the less massive
particles that compose the world we experience today. Quark or lepton flavor

is not conserved during weak interactions. Particles with electric charge (all




quarks and the three charged leptons) interact through the electromagnetic
force: this force binds atoms and molecules together. Finally, the color force
acts between particles with color charge (all quarks but not the leptons) and is
responsible for the confinement of the quarks inside a hadron (and on a larger
scale, for the binding of the hadrons in a nucleus). Both the electromagnetic
and the color force conserve quark and lepton flavor.

When two matter particles interact through a fundamental force, the
process 1is described as the exchange of “force particles” called gauge bosons
(which have integer spin)[2]. The gauge bosons are the vehicle through which
fundamental forces are conveyed between particles. The range of each funda-
mental force is inversely proportional to the mass of the corresponding gauge
boson. For example, the electromagnetic force is mediated by the photon ~,
which has zero mass: consequently its range is infinite. The weak force instead
is mediated by two very massive bosons, the W% and the Z°, and it has very
short range. Also the color force has short range: the corresponding gauge

3] [4
bosons are called gluons g[ e

Table 1.1.2 Gauge Bosons Properties

Gauge Bosons (spin=1)

Boson | Electric Charge | Mass (GeV/c?) | Force Mediated | Exchanged between

~y 0 0 electromagnetic | e, py, 7 and all quarks

W+ +1 80.6 weak all leptons and quarks

A 0 91.2 weak all leptons and quarks
g 0 0 color quarks




1.2 Photoproduction of heavy quarks

Hadrons composed of heavy quarks may be generated in high energy
interactions between lower mass particles. In photoproduction, this is realized
by impacting a high energy photon beam on a fixed target of some material.
Because of flavor conservation, heavy quark particles must always be produced
in pairs - one containing the quark @ and another containing the anti-quark Q
(mesons with “hidden” flavor, i.e. composed by QQ, are singularly produced).

The mechanism primarily responsible for heavy quark photoproduction
is known as Photon-Gluon Fusion (PGF). When a photon comes in the range
of a target nucleus, it may interact with a gluon from the nucleus and produce
a QQ pair. The two “leading-order” diagrams for this process (amplitude
proportional to ageqcrs) are shown in Figures 1.2.1 (a), (b). Higher order
diagrams involving external gluon lines and virtual gluon exchange (“next-to-
leading-order”, amplitude proportional to ozqedozz) are also possible, and may
contribute 20 — 30% to the total amplitude™ (Figures 1.2.1 (¢)-(f)).

After the QQ pair is produced, it has to “dress” itself in the form of the
heavy quark hadrons which are observed in the experiments. Since the pair
is not color neutral (retaining the color of the exchanged gluon), the dressing
or fragmentation process must involve the quarks composing the nucleus, in
addition to the quark pairs materialized from the vacuum (see Figure 1.2.2).
As a side product, non-heavy quark hadrons may be produced at the primary

interaction point.
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Figure 1.2.1 Leading-order (a)-(b) and next-to-leading-order (¢)-(f) diagrams
for Photon-Gluon-Fusion leading to charm photoproduction.
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Figure 1.2.2 Schematic picture of a fragmentation process leading to associate
production of a charm baryon and a charm anti-meson.

In case heavy flavor baryon production takes place, the fragmentation
model anticipates there will be an excess of baryons over anti-baryons produced
(and consequently, an excess of anti-mesons over mesons). This is because
it 1s easier for the ) quark to couple to a light di-quark from the target,
rather than for the Q to couple to a pair of anti-quarks which would have

to be produced from the sea. This anticipated baryon-anti-meson associated




production is actually observed in experiments at low energy, near the QQ
production threshold.

Heavy flavor mesons and baryons are short-lived. After being photo-
produced, they travel a short distance (depending on their energy and actual

lifetime) and then decay via the weak interaction into lighter-quark hadrons.

1.3 Weak decays of quarks and leptons
In the Standard Model both leptons and quarks are grouped into three

generations of electroweak doublets:

)G

In a lepton doublet, the upper component has electric charge 0 and the lower
component has electric charge -1 (in unit of the electron charge); in a quark

doublet, the upper and lower components have charge —I—% and — %, respectively.

f b

fl 2

Figure 1.3.1 Schematic representation of a weak decay. Here (fi, f/) and
(f2, f,) are fermions belonging to the same electroweak doublet.



During a weak decay a fermion (lepton or quark) transforms into its
doublet partner by emission of a charged weak boson W*. The W# can then
either materialize a fermion-anti-fermion pair belonging to the same doublet,
or couple to another fermion and transform it in its doublet partner (see Fig-
ure 1.3.1). A weak decay can therefore be represented as the interaction of
two fermion currents (either leptonic or hadronic), mediated by a charged W=
bosonic current. Since only transitions between doublet partners are possible,
the weak current mediating the decay process is always charged. Obviously, a
weak decay can take place only if it is energetically possible, i.e. if the parent
fermion has a larger mass than the daughter fermion. For this reason the quark

u and the lepton e, being the lowest mass quark and lepton, do not decay.

1.4 The CKM mixing matrix
The lower components of the electroweak quark doublets d’, s', b’ are
not the mass eigenstates entering the QCD lagrangian d, s, b, but rather are

linear combinations defined bym :

d’' Vud Vus  Vap d d
s' = Ve Ves Va ||s|=V]s
b' Viae Vis Vi b b

The mixing matrix \/, which “rotates” the mass eigenstates d, s, b into the
electroweak eigenstates d’, s’, b’ is called the Cabibbo-Kobayashi-Maskawa
(CKM) matrix”. It is a 3 x 3 (complex) unitary matrix which depends on
four independent parameters (since the phases of five of the six quark fields
can be chosen arbitrarily). One possible parameterization consists of choosing

the degrees of freedom to be expressed by three real angles of rotation (i.e.



the parameters for a rotation in a three dimensional euclidean space) and a

complex phase:

Vud = @1 Vus = —s1¢3 Vb = —5153
Vig =512 Ves = creae3 — s253¢® Vg = creas3 + sacze'®
5 5
Via = —s152 Vis = c1sacs + casze’” Vi = 15253 — cacse’

where s; = sin #; and ¢; = cos §;. The complex phase is related to CP violation;
values of ¢ different from 0 or 27 imply a violation of CP invariance by the
Electroweak Interaction within the framework of the Standard Model. In the
limit where so = s3 = 0, the third generation of quarks decouples from the

first two and the 2 x 2 upper portion of the CKM matrix becomes:

cosf, —sinb,
(5in0c cosf,. )
which is called the Cabibbo matrix and was first introduced by Cabibbo in
the framework of a four quark model. The Cabibbo matrix is parameterized
by a single real parameter, the Cabibbo angle 0. ~ 13°.

The coupling constant associated with a quark electroweak vertex ) —
qW¥ (describing the decay of a heavier quark @ into a lighter quark ¢) is
proportional to the CKM matrix element V(,. As a consequence, the rate of
the decay is proportional to |VQq|2. Since the diagonal elements V4, Ves, Vip
are (in magnitude) close to 1, the most probable weak decays between quarks
are t — b, ¢ — s and u — d. The off-diagonal elements are much smaller, and

therefore the corresponding transitions ¢t — s, b — ¢, ¢ — d, s — u are much

less likely to happen. As a consequence, particles with b or s content have
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longer lifetimes than one would predict from pure phase space considerations.
Finally, the remaining 2 elements V3, V34 are close to zero, making the decays
t — d and b — u extremely unlikely. In the context of a four quark model, the
decays ¢ — s and u — d (probability o cosf, ~ 0.95) are said to be Cabibbo-
favored, while the decays ¢ — d and s — u (probability o sin’f, ~ 0.05) are
said to be Cabibbo-suppressed. A weak decay which is Cabibbo-suppressed at
both vertices is said to be doubly Cabibbo-suppressed (see Figure 1.4.1).

The unitarity condition on V' implies that the sum of the squared mag-
nitudes of the elements belonging to any row or column must be one. This
requirement allows computation of higher generation CKM matrix elements
with much better accuracy than current experimental measurements alone

would permit.

1.5 Weak decay mechanisms of charm hadrons

In the Standard Model, the charm quark decays via a weak charged
current into the strange or down quark. The lowest order diagrams (i.e. ne-
glecting gluon emission) through which the decay can proceed are shown in
Figure 1.5.1 (for the case of a charm meson D = (¢g)).

In the (external) spectator decay (Figure 1.5.1 (a)), the W boson emitted
by the charm quark either materializes as a lepton-neutrino pair (semileptonic
decay), or as a quark-anti-quark pair (hadronic decay), which then hadronize
into a daughter meson (K or 7). The light anti-quark g is a spectator to the
charm decay process and afterwards combines with the daughter s or d quark
to form another daughter meson. In the spectator mechanism, the decay rate
into any ¢'g’ pair is favored by a factor of three over the decay rate into a [ 1;

pair, because there are three color degrees of freedom.
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(@) Cabibbo-favored

l'T +
R
+ d|
7(‘; W §
+ u| K
D . < ul .\
L da "
(b) Cabibbo-suppressed
(V]
T
+ dj
- C W d ]
+ u| I
D < ul .
; d "
(c) Doubly Cabibbo-suppressed
ul o
| K
M/ .
- C d
+ U n
D . < ul .\
; d "

Figure 1.4.1 Decay diagrams for (a) DT — K~ xtz* (b) DT — = rtrt,
(¢) DY — K*xTx~. Cabibbo-suppressed vertices are indicated by an ellipse.
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(a) Spectator (b) Internal Spectator
|, g Cc s, d
_ w* T
v,(J"’ q
C s d q’
q q g g
(c) Annihilation (d) Exchange
Cc |, g Cc s, d
W wt
q v.q’ g q
(e) Penguin ¢)) Mixing
W+
dsb
C u
c dsb Y
q q q c
d s b

Figure 1.5.1 Possible decay diagrams for charm mesons. In all cases, it is pos-
sible to materialize ¢q pairs from the quark sea, resulting in higher multiplicity

final states.
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In the internal spectator decay (Figure 1.5.1 (b)), the g'q" pair resulting
from the W boson decay couples to the charm daughter quark s or d and the
light anti-quark § to produce the final state hadrons. Since the color degree
of freedom of the coupling quarks must match, the internal spectator decay
rate is suppressed by a factor of three with respect to the external spectator
(although soft gluon exchange might ameliorate color suppression and enhance
the rate' [10]). The final state for an internal spectator decay is always purely
hadronic.

In the annihilation diagram (Figure 1.5.1 (¢)), the charm quark combines
with its light anti-quark partner to produce a virtual W, which then decays
into a lepton-neutrino pair (purely leptonic decay) or a quark-anti-quark pair
(hadronic decay). The hadronic modes are again favored by the color degrees
of freedom with respect to the leptonic modes.

In the exchange diagram (Figure 1.5.1 (d)), the charm quark and the light
anti-quark composing the meson exchange a virtual W boson and transform
into their doublet partners. The final state is always hadronic.

In the case of charm mesons, the decay rate for both the annihilation
and the exchange diagrams are helicity-suppressed[m [12], and consequently the
spectator diagrams are expected to be the dominant mechanisms of decay. In
the case of charm baryons, helicity suppression is avoided by the presence of the
additional light quark, so that both the internal spectator and the exchange
diagrams may in principle contribute significantly to the total decay rate (no
annihilation diagram is possible for baryons).

Other more exotic possible decay mechanisms are the penguin diagram

(Figure 1.5.1 (e)) and the mizing or double-exchange diagram (Figure 1.5.1 (f)).
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In loop diagrams though, the heaviest virtual quark produces the largest ef-
fects. In a charm decay, the heaviest possible virtual quark produced is the b
quark, and the amplitude of the process is proportional to [V |- |Vpy|, which is
very small. These exotic diagrams are not expected to be significant for charm

quark decays.

1.6 Semileptonic decays of charm mesons

Much knowledge of the weak decays of heavy-quark particles can be
gained from the study of charm meson semileptonic decays. The advantage of
studying semileptonic decays comes from the fact that the underlying interac-
tion process is relatively simple.

First, semileptonic decays can proceed only through the spectator dia-
gram, so that there is no contribution to the decay rate coming from other
diagrams (as it happens for hadronic decays). This means there is no possi-
bility of interference between the final state leptons and quarks. Secondly, the
matrix amplitude for the decay may be factorized as the product of a leptonic
and a hadronic current; since the leptonic current is well understood, the study
of semileptonic decay provides information about the hadronic current.

The decay of a parent pseudoscalar (JP = 07) charm meson can produce
either a pseudoscalar meson (D — hlv) or a vector (J¥ = 17) meson (D —
h* [v). The first case is simpler from a kinematic point of view and will be

discussed in some detail, while the second case will be addressed only briefly.
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1.6.1  Pseudoscalar decays

We are interested in the exclusive semileptonic decay of a pseudoscalar
charm meson D into a lighter pseudoscalar meson h: D — hlv, where the
lepton can be either an electron or a muon and the hadron £ is either a kaon
or a pion. Specific examples of this type of decay are D* — K~ITy, D* —
71Ty and Dt — K Itu. The Feynman diagram for the decay is sketched
in Figure 1.6.1, where the four-momenta of all the particles are indicated in

parentheses. Four-momentum conservation requires P = () + p + k.

Charm meson semileptonic decay

D (P) h(Q)

Figure 1.6.1 Feynman diagram for the pseudoscalar semileptonic decay of a
D meson.
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In the rest frame of the parent D meson, where P = (Mp,0,0,0), the

decay rate is given by:

D — hiv)|?
d, (D — hiv) = M 2]‘; Al
D

where the three-body phase space is:

3Q p 3k
(27)32F), (27)32E; (27)32F,

dlly = 2m)6"P - Q —p—k)

and the matrix element for the decay is computed as (by use of the Feynman

rules for the electroweak theory):

M(D = hiv) = VCqL“[ (M)] jic

<2\/2> q _MI%V

In the above expression ¢ is the four-momentum carried by the virtual boson

W, i.e. the invariant mass of the lepton-neutrino pair:
=k =mi+2p k=M,
S (P-QP =P Q2P Q
= Mp+mj —2 (Epky—P-Q)

D rest frame

MD—I—mh 2Mply, < (MD mh) .

In the limit where ¢* < MI%V (i.e. of a pointlike interaction), the propagator

for the boson line becomes simply j‘({;f , and the matrix element simplifies to:
w

GF

M(D — hiv) = Nz — VL H,
(where the identity ?/g = 8]“(;2 was used). Here L* and H, are the leptonic
w

and hadronic currents involved in the decay, respectively, and V¢, is the CKM

matrix element for the specific weak transition of the charm quark ¢ — g¢.
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The leptonic current is simply obtained by coupling the Dirac bispinors
of the massive lepton and the neutrino through the usual V — A prescription

for the weak interaction:
LY = u,y%(1 =~y .

The hadronic current must be constructed from the four momenta of the
problem and Lorentz-invariant dimensionless form factors (representing the
unknown details of the hadronic process). For the case of a pseudoscalar me-
son in the final state, the spins of both the parent and the daughter hadrons
are zero, so there are only two independent four-momentum vectors P and ().
As a consequence, the decay can proceed only through the vector part of the

o]

V — A interaction" , and the hadronic current is written through the use of

two form factors:

Ho =< QVal P >= f1(¢*) (P + Q)a + [M(¢*) (P~ Q)a -

The form factors will in general be functions of the four momentum transferred
¢, and may depend on the flavor of the two quarks composing the hadronic

current. They are usuallym] parameterized by a single pole mass dependence:

J2(0)

h2 7
1 - qz/Mpole

fi(q*) =

where fjht(()) represent the form factor normalization, i.e. the form factor at
zero momentum transferred ¢ = 0. The pole mass M" is expected to be equal

to the mass of the lowest vector meson resonance composed of the two quarks
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. . . . [’
involved in the weak decay. Therefore it is expected Mp;le = M(D) =

2.11 GeV/c? for a ¢ — s decay, and M, = M(D*") = 2.01 GeV/c?* for a

pole
¢ — d decay.

In the parent rest frame, the decay is completely described by two inde-
pendent variables"”. We can choose for example the energies of the daughter

hadron Ej and the daughter lepton E;. Integrating over all the other vari-

ables[lg], the decay rate becomes:

IM(D — hiv)|?

d?, (D — hlv) = TRy

dE,dE;

and computing explicitly the semileptonic matrix element hal,

d?, (D — hlv G*
S = BV 1 A+ B Rec iR

h
where £(¢?) = ;J:Egzg is the ratio of the two form factors entering the hadronic

current, and A, B, C' are kinematic factors given by:

A= Mp

1
2k, — Mp <Eh,max - Eh>:| + Zmlz <Eh,max - Eh) - mleI/ )

1

B = m]2 E, — §<Eh,max - Eh>:| )

1
C= Zmlz <Eh,max - Eh) s

with:
E, =Mp — E, —
(M}, + Mjf —mj)
2Mp '

Eh,max =

It can be noticed that £ enters the decay rate only through terms proportional

to the lepton mass squared ml2 If the lepton mass is neglected (as it is certainly
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allowed in a semi-electronic decay, and in first approximation also in a semi-
muonic decay), the second form factor fﬁ(qz) drops out of the calculation and
the decay rate expression depends only on one unknown form factor, f_}f_(qz)

Another possible choice for the two independent variables consists in
using the four momentum transferred ¢ and the two-body hadron-lepton in-
variant mass myp;. The relation between the two sets of variables is given
by:

(M + mj — ¢)

=
h 2Mp )
B = (miy —mj +¢°)
2Mp 7

or

¢ = M} +mi —2MpkE), ,
miy = (Q+p)° =—Mpj+2MpEy +2MpE; .

Using ¢ and m%l, the decay rate can be rewritten as:

dz, D — hlv G2
d(qzdm2 - 6473 M2 [Veql* |fﬁ(qz)|Z{A+B Ref +C Iflz}
hl D

where A, B, C must now be expressed through the new set of variables. This
equation describes how semileptonic decay events D — hlv are distributed
over the kinematicaly allowed region of the Dalitz plot ¢?(= mlzy) Vs. m%l. This
density depends on the functional form of the hadronic form factors and on
their relative strength. Consequently, important information on the structure
of the hadronic current can be derived from studying the Dalitz plot density

of a sufficiently large sample of D — hlv decays.
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Another important piece of information which can be derived from the
above equation is the ratio of the form factor normalizations for two different
semileptonic decays, when the two corresponding rates are compared. Let’s
consider the two decays D — K [v (quark transitions ¢ — s) and D — 7 lv
(quark transition ¢ — d). By integrating the differential decay rate over the

full region of the Dalitz plot, and taking the ratio of the two modes, we obtain:

(wly) _ ‘vcd sl AUl
) e o)
MJ2D d 2 q?na.rd 2 f-|7-r(q2) 2 A BR C 2
f(mﬁ+ml)2 o qumn q ‘ f_IT_r(O) ‘ [ + €€‘|‘ |€| ]ﬂ-ly
M2 gmw fK(q2) 2
f(mf(+ml)2 dmi qunn qu‘ f}"(o) ‘ [A+ BRe + C|5|2}1{1y

2 [16]

where the two limits in the inner integration ¢2,,,, ¢2,q, are functions of m7,

In the above expression, we have assumed a single pole mass dependence for
the form factors and we have factorized out the normalization constants. Since
the integrals on the right hand side can be computed analytically, this equation

can be used to calculate the combined quantity

VP L) )
FV = )
Ves| | F5(0)

once the branching ratio of the two decays has been determined. In Ta-
ble 1.6.1 we report the value of the ratio of integrals for different values of

the lepton mass.
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Table 1.6.1 Ratio of integrals [*]

I(xlv)/I(Klv)

m; =0 1.9712390

mp = me 1.9712396

mp = my 1.9946779

[¥] The values listed are obtained by considering a single pole mass de-

pendence for the form factors and by further assuming ¢ = —1, Mggle =
2.11 GeV/e?, M7, =2.01 GeV/ct. The numbers are determined by an inte-

gration over the whole Dalitz plot.

At present, the uncertainty in the theoretically predicted value for

P 2
‘}f}(((%))‘ is too large to use this technique to obtain a useful measurement
+
of the “%Cj ratio. On the contrary, it is possible to use the value for “%Cj
which is deduced from other measurements of CKM matrix elements and from
P 2
CKM unitarity, to obtain an estimate for ‘}f}(((%))‘ .
+

1.6.2  Vector meson decays

The decay of a pseudoscalar charm meson into a vector meson D —
R* IT v is more complicated than the decay into a pseudoscalar meson. First
of all, the process can now be mediated by both the vector and the axial
vector parts of the weak current. Also, there is another vector to be taken into
account in constructing the hadronic current, namely the polarization vector

€ of the vector meson. Consequently, the hadronic current is written by use of
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14] [17] [21
four form factors' 11EY.

Hy =< Q,¢|Vo|P > — < Q,¢|Ax|P >,

2ie B~6
< Q,e|Vy|P >= ———271°  _#B07Piy (%)
e -
< Q. e|An|P > = (Mp + mp)et Ar(¢)) — ——L (P 4 Q)aAs(q?)

€ -q
- 2mh*q—2% [As(¢%) — Ao(q?)]
where the independent form factors are V, Ag, A;, Az while Az is a linear

combination defined by:

Ai(¢?) —

As(q?)

and subject to the constraint Ag(0) = A3(0).

The final expression for the decay rate is considerably more complicated
than in the case of the pseudoscalar meson: it depends on four form factors
(V, Ao, A1, Az), of which one (Ag) drops out of the calculation if the lepton
mass is neglected. If in addition we consider the limit of zero momentum

transfer, the decay rate is determined by only one form factor Ag(O)[22]2

. d, (D — h*ly) G2
lim =
2 —0 dq? 19273 M3,

|Vegl (M3 — mi)*| A% (0)]* .

By comparing the rates for two different vector meson semileptonic decays, and

Vea
Ves

using our knowledge of from CKM unitarity, it is possible to compute
the ratio of the form factor normalizations for the two modes and compare it

to theoretical predictions.



CHAPTER 2
THE E687 EXPERIMENTAL APPARATUS

E687 is a fixed target charm photoproduction experiment. The use of a
photon beam, instead of a hadronic beam (for example, # or p) as in other fixed
target experiments, involves some advantages and some drawbacks. First of
all, the ratio of charm interactions to non-charm hadronic interactions is more
favorable in photoproduction (~ 0.6%) than in hadroproduction (~ 0.08%).
This compensate for the fact that the absolute heavy quark production cross
section is actually lower for a photon beam (~ 1ub) than for a hadron beam
(~ 20 — 30ub). Also, photoproduced events have a lower average multiplicity
than in hadroproduction, where the incident particle has an internal struc-
ture and is fragmented in the interaction process. As a consequence, photo-
produced events have less combinatoric and charm background. The major
source of background in photoproduction is constituted by electromagnetic
events (electron pairs produced in the target v — ete™), which can be greatly
suppressed by the trigger apparatus because of the characteristic topology.
On the other hand, photon beams (which are typically produced by brem-
sstrahlung of electrons on some material) have lower intensity than hadron
beams, and therefore require the use of thicker production targets, resulting
in greater multiple Coulomb scattering and increased secondary interactions.
Also, in photoproduction it is more difficult to determine the location of the
primary interaction, because of the lower track multiplicity per event and be-
cause it is not possible to use the traceless photon trajectory as a seed to guide

the search.
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In modern high energy fixed target experiments (either photoproduction
or hadroproduction), heavy quark events are detected by large acceptance,
multi-purpose spectrometers composed of several detectors. Charged particles
are detected by several tracing stations which determine their trajectory over
a length of several tens of meters. In the region immediately downstream of
the interaction target, tracing is provided by silicon microstrip planes, whose
high resolution power allow to separate the charm production and decay ver-
tices. Momentum determination is realized by the use of deflecting magnets,
which bend charged particle trajectories. Neutral particles are detected by
systems of calorimeters, and charged particle identification is accomplished
by Cerenkov detectors and muon counters. Finally, a trigger system is used
to select the heavy quark events from the elevated background (hadronic and
electromagnetic), so that only interesting events may be recorded on tape.

In this chapter we first describe the beamline and the experimental setup
used in E687 to produce charm events, then the spectrometer used to detect,

23] [24
select and record these events™ Y.

2.1 The Fermilab Tevatron

The Fermilab Tevatron is currently the highest energy accelerator in the
world. Protons are accelerated to a final energy of 800 GeV through a series
of successive steps (see Figure 2.1.1):

e First, negative hydrogen ions are produced by injecting electrons into
a hydrogen sample. The ions are then accelerated by a Cockroft-Walton ac-
celerator to an energy of 750 KeV .

e Next the negative ions enter a linear accelerator (the LINAC, 500 feet
long) where they are boosted to 400 MeV. The LINAC is composed of a series
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Cockroft-Walton

MAIN RING

BOOSTER

TEVATRON

to Fixed Target Areas

800 GeV protons
Figure 2.1.1 Schematic drawing of the successive steps through which the

Tevatron proton beam is accelerated to its final energy.
of metallic cavities to which a rapidly oscillating potential difference is applied,
so that the electric field created between the cavities is repeatedly reversed in
direction (while the electric field vanishes within the cavities). The ions are
then increasingly accelerated every time they traverse the space between two
cavities, while they travel undisturbed within each cavity. Upon exiting the
LINAC the ions pass through a carbon foil, which removes the electrons leaving
only the protons.

e The protons then enter a rapid cycling synchroton (the Booster, 500
feet in diameter) where they reach an energy of 8 GeV. Inside the Booster, the
protons move in a circular path within a continuously increasing magnetic field,

while being accelerated by a radiofrequency electric field at each revolution.
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e From the Booster the protons pass to the Main Ring, a much larger pro-
ton synchroton (four miles in circumference) which uses conventional copper-
coiled magnets. Here the beam is raised to an energy of 150 GeV.

e Finally, the protons are injected into the Tevatron, a superconducting
magnets proton synchroton which shares the same tunnel as the Main Ring.
Superconducting magnets are able to produce much stronger magnetic fields
than conventional magnets, so that the proton beam can be accelerated to its
final energy of 800 G'eV. The proton beam is composed of packets or bunches
of ~5-101%/bunch.

When the Tevatron is operated in fixed target mode, the proton beam
is extracted by a deflecting magnet and it is used to produce (via collisions on
fixed targets of different materials) three different secondary beams of particles:
protons, mesons (K ,7) and neutrinos. The secondary beams are conveyed
through long tunnels to several experimental areas, where they are made to
collide on other fixed targets in order to study the interaction products. In
particular, the proton beam is on its turn divided into three lines: East, Center
and West. The Proton Fast beam is finally directed towards the Wide Band

Photon Laboratory, where experiment E687 is located.

2.2 The E687 beamline
E687 makes use of a high intensity, high energy, wide band photon beam

which is produced from the Proton East beam in the following way (see Fig-

ure 2.2.1):



27

Bremsstrahlung Photon Beam

Step 1: Produce a Neutral Beam

/\/ \\\

Be primary target proton dump

Step 2: Convert Photons

e to transport
Y
— N\ — N\
e+
Pb converter
00.6 X, neutral dump

Step 3: Capture and Transport Electrons

neutral dump

Step 4: Radiate Photons

photons to experiment

Pb radiator

electron dump

Figure 2.2.1 Schematic drawing of the successive steps through which the
E687 photon beam is produced from the Tevatron proton beam.
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e The Proton East beam (which has an average intensity of 3 - 10%?p in
22 seconds -spill time- per minute) is made to impact on a Deuterium target

(the primary production target). The hadronic interactions produce (among

Y= 7).

other particles) neutral pions, which immediately decay to photons (7
The charged particles are deflected by magnets and are lost, while the neutral
particles (v, n, K% A) travel in a straight line.

e The neutral beam impacts on a lead target (the converter, which has a
thickness of 0.6 radiation lengths), where the high energy photons materialize
into ete™ pairs.

o The electron beam is bent from the direction of flight by a system of
dipoles, while the neutral portion of the beam (n, K°,A® and ~ which didn’t
interact) is absorbed. The positron beam is also dumped and not used in the
following steps of the process. After the dump, the electron beam (composed
of ~ 10%¢/spill with an average energy of 350 GeV) is realligned with the
original direction.

e The electrons impact on yet another lead target (the radiator, which
is 0.27 radiation lengths thick) where they emit photons by bremsstrahlung
effect. The photon beam has an intensity of ~ 5-10%4/spill and a continuous
energy spectrum extending to the maximum energy of the radiating electrons,
ie. 400 GeV.

The final photon beam has very little hadronic contamination, about
~ 1 hadron (mostly neutrons) every 105 photons. Taking into account the
interaction probability, the number of events which are hadroproduced in the
interaction target is ~ 1% of the photoproduced events. The drawback of this

many-stage production technique is that, in order to have a sufficiently high

intensity photon beam, it is necessary for the dipole system to accept electrons
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over a wide momentum range. The momentum spread of the electron beam is
AP/P ~ 13%: this means that the energy of the radiating electron is known
a priori with a large uncertainty: AFe ~ £50 GeV around a central value

FE. ~ 350 GeV.

2.3 The Beam Tagging System
The purpose of the tagging system is to measure the energy of the photon
interacting in the target on an event by event basis. The system is composed

of three parts:

2.3.1  The Silicon Microstrip Tagging

The Silicon Microstrip Tagging measures the energy of the primary elec-
tron, i.e. before it interacts in the radiator and radiates the photon. This goal
is achieved by tracking the electron path through the deflecting dipoles with
five planes of silicon microstrip (see Figure 2.3.1). From the measurement of
the track deflection inside the magnetic field, the energy of the electron can

be computed with high accuracy: AP/P ~ 2%.

2.3.2  The Recoil Electron Shower Hodoscope detector

The Recoil Electron Shower Hodoscope detector (RESH) is used to mea-
sure the energy of the secondary electron E!. It is composed of a system of
magnets which deflect the electron beam after it passes through the radiator
and by hodoscopes which measure the transverse coordinate of the electron,
hence its energy (see Figure 2.3.2). The apparatus acceptance, expressed as
ratio between the radiated photon energy and the primary electron energy, is
limited to the range ~ 0.35 < E,/FE. < 0.9, meaning that the range where the

photon energy can be measured is restricted to ~ 122 GeV < E, < 315 GeV.
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/

Tagl Tap T Tagh Tagh

Figure 2.3.1 Schematic drawing of the location of the five planes of the Silicon
Microstrip Tagging detector and the two deflecting dipoles.

2.3.3 The Beam Gamma Monitor

The Beam Gamma Monitor (BGM) is a small calorimeter located near
the end of the E687 spectrometer. Specially designed to operate at high rate,
its purpose is to measure the total electromagnetic energy in a small cone
around the beam direction, and thus monitor the beam flux. Of all the pho-
tons emitted by the electron inside the radiator, only one has a considerable
probability of producing a hadronic event in the Beryllium target. The oth-
ers either do not interact and travel undisturbed through the hollow central
portion of the IE to be arrested in the BGM, or they convert in the target
into an eTe™ pair, which is also arrested in the BGM. The BGM had to be
removed during the 1991 run to let the photon beam reach the E683 experi-
mental apparatus, located after the E687 spectrometer. It was replaced by a

similar calorimeter (the BCAL) operated by the E683 collaboration.
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Figure 2.3.2 Schematic drawing of the Recoil Electron Shower Hodoscope
detector.

In conclusion, the energy of the interacting photon is given, on an event

by event basis, by the following equation:
Ey=E, —E, =Y EPFV

The mean tagged photon energy is E., ~ 210 GeV, for a resolution of
AE,/E, ~ 2%. Because of geometrical acceptance, only ~ 60% of the events
have a recorded tagged photon energy.

The Beam Tagging System is not used in any of the analyses presented

in this thesis.
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Figure 2.3.3 Schematic drawing of the E687 spectrometer (dimensions on
both axes are in centimeters).
2.4 The interaction target

The interaction target was composed of several Beryllium segments,
adding up to a total length of about ~ 4 em, corresponding to both a radia-
tion length and an interaction length of approximately ~ 10%. Two slightly

different target configurations were used during the run: see Table 2.4.1 for

more details.
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Table 2.4.1 Target configurations for the 1990 and 1991 runs

1%t configuration | 2" configuration
% data taken 37% 63%
# Be segments 9 11
total length 3.6 cm 4.4 cm
interaction length 8.8% 10.8%
radiation length 10% 12.5%

The choice of Beryllium as target material was motivated by the ne-
cessity of maximizing the ratio between hadronic and electromagnetic in-
teractions. Since the charm photoproduction cross section is approximately
proportional to A and the ete™ pairs production is proportional to Z2, the
hadronic/electromagnetic ratio goes as A/Z% ~ 2/Z. The lowest possible Z
materials (H,D,He) are found at ordinary temperature in the gaseous state;
an interaction target composed of these materials would have had to be several
meters long (in order to give an appreciable interaction length), causing prob-
lems of geometrical acceptance and loss of resolution due to increased multiple
Coulomb scattering. The next lowest Z material is Lz, but this is subject to
easy oxidation. Following is Be, for which A/Z? = %, which was consequently
chosen as target material.

Impacting on the Beryllium target, the photon beam produces approxi-

mately 1 hadronic event for every 500 electromagnetic events.
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2.5 The silicon microstrip detector
The Silicon Strip Detector (SSD) (see Figure 2.5.1) is used to perform
high resolution tracking of charged particles in the region immediately down-

stream of the production point.

&

X 6><
Me\@

P
Figure 2.5.1 Schematic drawing of the silicon microstrip detector.
The detector is composed of four stations of three planes each, which

are oriented at angles of -135, -45 and -90 degrees with respect to the vertical

(U,V and Y views, respectively). In order to maximize the spatial resolution
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while limiting the number of electronic channels, the pitch of the silicon strips
in the central region of each plane was chosen to be half the size of the pitch in
the outer region. This is because the central region is typically crossed by the
most energetic tracks, which are closer to one another and less deflected by
Coulomb scattering. Furthermore, the pitch on the three planes of the triplet
closest to the target was chosen to be half the pitch of the other triplets (see
Table 2.5.1).

Table 2.5.1 Microstrip detector characteristics

Property I Station | II Station | III Station | IV Station
z position 0.0 em 6.0 cm 12.0 em 24.0 cm
Active Area (em?) [25x3.5| 5.0 x50 | 50x5.0 | 5.0x5.0
High Res. Area (¢cm?) | 1.0 x 3.5 | 2.0 x5.0 | 2.0 x5.0 | 2.0 x 5.0
Pitch (High/Low Res.)| 25/50 pm|50/100 pm |50/100 pm |50/100 pm
# Channels 3 x 688 3 x 688 3 x 688 3 x 688

The high resolution tracking performed by the microstrip detector al-
lows us to determine the point of origin of a track in the target region with
a precision of about ~ 500um in the beam direction and ~ 10gm in the
transverse direction. This is enough to separate the production and decay
vertices of charm particles, which typically have a lifetime 7 ~ 10712 sec

and at the energy they are produced in E687 (v =

miQ ~ 50) travel a dis-
tance L = ¢ty ~ 15 mm . The identification of a production vertex and a
decay vertex is the most typical signature of a charm event with respect to

a non-charm or noise event. Requiring a minimum significance of separation

between the two reconstructed vertices allows us to dramatically enhance a
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charm signal over the background. Also, the capability of separating the two

vertices makes the measurement of charm particle lifetimes possible.

2.6 The Analysis Magnets

Momentum analysis of charged particles is accomplished by measuring
the deflection in the fields of two large magnets (M1 and M2, see Table 2.6.1).
The two magnets are operated with opposite polarities, so that they bend
charge tracks in opposite directions on the transverse plane (Y-view). This
arrangement was chosen to reduce the geometrical size of all the detectors with
respect to the case where the magnets bend particles in the same direction.
The ratio of the transverse kicks is such that the tracks come back to their
original undeflected position toward the downstream end of the spectrometer.
This feature allows us to measure the total energy of the event through the

use of downstream hadronic and electromagnetic calorimeters.

Table 2.6.1 Analysis magnets characteristics

M1 M2

Z position ~ 225 em | ~ 1240 cm

transverse kick | 0.400 GeV/e |0.850 GeV/c

current 1020 amps | 2000 amps

2.7 The Multi-Wire Proportional Chambers

Charged particle tracking after M1 is performed by five stations of Multi-
Wire Proportional Chambers (PWC), each composed of four planes arranged
in different views ( X,Y,U and V, where the U,V views make angles of +11.3
degrees with the horizontal). The first three chambers (PO, P1 and P2) are
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located between the two analysis magnets, while the last two (P3 and P4)
are positioned after M2. This arrangement, together with the SSD detector,

allows for two independent measurements of the particle momentum.

Table 2.7.1 PWC characteristics

Property PO P1 P2 P3 P4
Aperture (in?) 30 x50 | 60 x 90| 60 x 90| 30 x 50| 60 x 90
Wire Spacing (mm) | 2.0 3.0 3.0 2.0 3.0
No. X—view Wires 376 512 512 352 512
No. U-view Wires 640 832 800 640 800
No. V—view Wires 640 832 832 608 832
No. Y—-view Wires 624 752 752 624 752
Gas used Argon—Ethane(65/35)

Bubbled through 0° C ethyl alcohol

Voltage Plateau 2—4 kilovolts

2.8 The Cerenkov Counters

Three multicell Cerenkov counters are used for charged hadron iden-
tification: C1 and C2 (located between the two magnets) and C3 (located
downstream of M2). The counters are filled with gas at atmospheric pressure

and operate in threshold mode (see Table 2.8.1).
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Table 2.8.1 Cerenkov counters characteristics

Detector | # of Cells | Length (cm) Gas Pihreshota (GeV/c)
pion kaon proton
C1 90 188 57% He/43% Na | 8.4 | 29.8 56.5
C2 110 188 N20 45 [ 16.0] 30.9
C3 100 711 He 174 61.8| 117.0

A charged particle traversing a material with index of refraction n will

emit Cerenkov radiation if its velocity is above the threshold value:

Pc 1

6 = f > 6threshold = gv

or equivalently if its momentum is such that:

P > Pihreshold = T
Since the particle momentum is known (from the track deflection in the fields
of M1 and M2), it is possible to infer the mass of the particle by examining
whether or not Cerenkov radiation was emitted in each of the three counters.
The threshold values for C1, C2 and C3 were chosen in such a way to maximize
the momentum range of identification of K* and pT (the so called heavy

particles), which are typical decay products of charm hadrons (see Table 2.8.2).
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Table 2.8.2 Momentum range of particle identification

Definite Cerenkov Identification
Momentum Range GeV/c

et T K+ P

3—chamber | 0.16-8.4 | 4.5-8.4 | 16.0-29.8 16.0-56.5

S5—chamber | 0.16-17.4 | 4.5-17.4 | 16.0-56.5 | 16.0-56.5 and 61.8-117.0

Ambiguous Cerenkov Identification
Momentum Range GeV/c

e/w K/p e/m /K 7/ K/p
3—chamber | 8.4-29.8 |4.5-16.0 | 29.8-56.5 0.16-4.5
5—chamber | 17.4-61.8 [ 4.5-16.0 | 61.0-117.0 0.16-4.5

2.9 The calorimeters

The E687 spectrometer includes several calorimeters, hadronic and elec-
tromagnetic. The calorimetry information was not used for the analysis pre-
sented in this thesis (except at the trigger level), so this system of detectors

will be discussed only briefly.

2.9.1  The electromagnetic calorimeters

The purpose of the electromagnetic calorimeters is to detect electrons
and photons. The Outer Electromagnetic calorimeter (OE) is located between
M1 and M2 and it samples wide angle particles which are outside the accep-
tance of M2. The Inner Electromagnetic calorimeter (IE), located downstream
of M2 and after the last PWC station, is meant to cover the central solid angle
region. Both detectors are composed of alternating planes of lead and scintil-

lators, summing up to a depth of 18.4 (OE) and 25 (IE) radiation lengths. In
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addition another small electromagnetic calorimeter, the Beam Gamma Moni-
tor (BGM), was located during the 1990 run after the IE to monitor the beam
flux (see section § 2.3.3).

2.9.2 The hadron calorimeters

The main purpose of the hadron calorimeters in E687 is to identify
hadronic events from electromagnetic events. Since electromagnetic showers
are mainly contained in the electromagnetic calorimeters (located upstream),
this task is performed by measuring the total energy deposited by the hadronic
showers and using this information at the trigger level.

The main Hadron Calorimeter (HC) is placed immediately downstream
of the IE and covers the angular region from +5 mrad to +30 mrad. It is
composed of iron planes (for a total of 8 proton interaction lengths) alternated
with sense planes. Each sense plane contains an array of pads which measure
the ionization produced by hadronic showers in a gas mixture of 50/50 argon-
ethane (see Figure 2.9.1).

The Central Hadronic Calorimeter (CHC) is located downstream of the
HC to detect hadronic showers passing through the central hole in the HC.
During the 1990 run, its energy information was added to that of the HC to

provide trigger selection.

2.10 The muon detectors

The muon detectors take advantage of the high penetration power of
muons (the highest among subnuclear particles, with the exception of neutri-
nos) to distinguish them from other charged particles (electrons and hadrons).
Interesting charm events containing muons are semileptonic decays of charm

mesons and baryons and fully leptonic decays of ) and ).
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Figure 2.9.1 Schematic drawing of the main Hadron Calorimeter, showing
the concentric pad geometry.

2.10.1  The Inner Muon system

The Inner Muon system (IM) is located after the HC and CHC and
covers an angular region of +40 mrad with respect to the beam direction. It
consists of four planes of proportional tubes and three planes of scintillators,
arranged in two stations. The counters of each plane are oriented to measure
alternatively the horizontal or vertical coordinate. The scintillator planes,
having a faster response but lower spatial resolution than the proportional
tubes, are meant to rapidly provide the muon information to the trigger logic;
the proportional tubes, slower but more accurate, are used to give the point
of impact of the muon. The shielding is provided by the upstream detectors
(mainly the IE and HC) and by two additional blocks of steel, one located
before the first station and the other placed between the two stations (see

Figure 2.10.1 and Table 2.10.1 ).
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Table 2.10.1 Inner muon system characteristics

Plane | Channels (1990/1991) | Counter size (em?) Gas
IM1V 21/21 30 x 100 none
IM1H 20/20 30 x 100 none
IM1X 64,56 5 x 256 (80/20)ArC O,
IM1Y 96/88 5 % 276 (80/20)ArC O,
IM2H 20/20 30 x 100 none
TM2X 64,56 5 x 256 (80/20)ArC O,
IM2Y 96/88 5 % 276 (80/20)ArC O,

During part of the 1990 run, a read-out problem caused the loss of the
information from the proportional tubes; approximately 45% of the 1990 data
was affected (the so called “bad muon runs”). During the 1991 run the inner
muon system had to be modified to allow for the passage of the non-interacting
portion of the photon beam through the spectrometer. Holes were placed in
the center of each detector plane. The resultant decrease in efficiency was

approximately 40%.

2.10.2 The Outer Muon system

The Outer Muon system is located after M2 and covers the angular
region outside the geometrical acceptance of the magnet, approximately from
+40 mrad to £125 mrad. 1t consists of two planes of proportional tubes and
two planes of scintillators. The shielding to filter out electrons and muons is
provided by the magnet material. The performance of this detector is still

under investigation and therefore it was not used for this analysis.
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Figure 2.10.1 Schematic drawing of the inner muon detector.

2.11 The Trigger

The purpose of the trigger is to select the interesting events. In E687
the number of interactions/spill produced by the photon beam impacting on
the target is extremely high: ~ 10°, of which only ~ 1/500 are hadronic
interactions, the rest being electromagnetic. Since the data acquisition system
was unable to operate at such high rate, the trigger must make a decision
about which events be recorded on tape. This process is performed in two

successive steps.

2.11.1  The First Level Trigger

In the First Level Trigger or Master Gate (MG), hadronic and electro-
magnetic events are separated on a purely topological basis. The ete™ pairs
photoproduced in the target have a very small transverse momentum, so they
travel along the spectrometer inside a narrow cone which has approximately

the dimensions of the beam. The first magnet opens the pair in the Y-view,
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while the second magnet bends it in the opposite direction so that near the
IE the two tracks are again confined within a small cross section around the
beam direction. On the other hand a hadronic event typically includes some
tracks at much wider angles.

The First Level Trigger system is composed of several detectors, all of
which are made up of scintillators counters (see also Figure 2.3.3 for the
location of the first of these detectors):

o A0, Al: A0 and A1l are small detectors located three and two meters
upstream of the target (respectively) along the beam direction. A signal from
either one would imply the presence of a charged particle traveling with the
beam and would therefore cause the event to be rejected.

o T'M1, TM2: TM1 and TM2 are two much larger detectors located
upstream of the target with a big central hole. The purpose of these counters
was to detect undesired charged particles (especially muons) travelling outside
the beam halo. It was found though that this kind of contamination was small,
so that TM1 and TM2 were used for only about ~ 20% of the run.

o T'R1, TR2: TR1 and TR2 are two scintillators placed downstream of
the target, respectively before and after the microvertex detector, and covering
the same angular acceptance of the detector. A simultaneous signal from
TR1 and TR2 would indicate the presence of a charged particle crossing the
microvertex detector.

e OH: OH is a plane of scintillators located in front of the OE (see
Figure 2.11.1). It is used to detect the presence of wide angle charged tracks
outside the acceptance of M2. Besides the central hollow region which matches
the M2 acceptance, it has a vertical central cut which allows the eTe™ pairs

to pass undetected.
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e H x V: HxV is asystem of two planes of scintillators (oriented along
X and Y, respectively) cut by a narrow vertical slit (see Figure 2.11.1). Placed
in front of the IE, where the etTe™ pairs are refocalized by the combined action
of M1 and M2, they are used to detect charged tracks outside the pair region.
During the 1991 run, the V plane was replaced by a V' plane situated behind
the TE, in an attempt to further reduce the pair contamination by making

advantage of the shielding power of the IE.

HxV

OH \D]Ih )

. [—=>=1

Figure 2.11.1 Schematic drawing of the OH and H x V scintillator planes
used by the First Level Trigger.

The First Level Trigger makes use of the information coming from all of
the above detectors to select events satistying the following conditions:

e the event is produced by the interaction of a photon in the target (no
signals from A0 or Al);

o there is at least one charged track crossing the microvertex detector

(simultaneous signals from TR1 and TR2);
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o there are at least two charged tracks outside the pair region, either
both detected by H x V (inner-inner trigger), or one detected by H x V and
the other by OH (inner-outer trigger).

The logic used by the First Level Trigger is summarized in Table
2.11.1 for the various run periods. The MG requirement rejects ~ 90% of
the ete™ pairs, while being > 90% efficient in retaining hadronic events. The
rate of events passing the MG is ~ 10° per spill, i.e. ~ 5000 per second. This
rate is still too high for the data acquisition system, making it necessary to

implement a second level event selection.

Table 2.11.1 First Level Trigger

Mastergate Duration

TR1-TR2- (H % V)apody - (A0 + A1) 26% of 1990
TRL-TR2-[(H X V)apody + (OH - (H x V)130ay)] - (A0 + A1) | 74% of 1990

] .
TR1-TR2-[(H x V)apody + (OH - (H X V)1peay)] - (A0 + AL) | 8% of 1991
TR1-TR2-[(H x V)apeay] - (A0 + Al) 5% of 1991

TRL-TR2-[(H x V') + (OH - (H % V')1poay)] - (A0~ A1) |86% of 1991

2.11.2  The Second Level Trigger

The Second Level Trigger achieves a further selection of the hadronic
events by combining topological and kinematic requests. In the basic configu-
ration, events are selected on the following basis:

o the pattern of hits detected by the first station of PWC is consistent
with at least three tracks outside the pair region;

o the energy deposited in the hadron calorimeters is at least 50 GeV.
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The Second Level Trigger rejects ~ 98% of the pairs surviving the MG.
The rate of accepted events is ~ 2000 per spill, i.e. ~ 100 per second. The
ratio of hadronic to electromagnetic events is approximately one to one, but

of all the hadronic events only ~ 1% is a charm event!

2.12 Data acquisition

For each event of interest, the signals of all the detectors of the E687
spectrometer are collected and transferred to tape by the Data Acquisition
system (DAQ).

If the event satisfies the MG requirements, all the detectors in the spec-
trometer are put on hold and further MG inhibited until the event has been
processed by the Second Level Trigger. The time required by the Second Level
Trigger to take a decision is ~ 1.2 psec. If a positive response is achieved, the
signals from all the detectors are transferred to Lecroy Fastbus Memories in
an additional time of ~ 1.3 usec; if the response is negative, a fast-clear signal
is sent to all the detectors so that they can start taking data again (this takes
~ 1 psec). Because of the dead time generated by the trigger logic, approxi-
mately 30% of the MG signals are lost for further processing. During the 20
second spill time about 3000 events satisfy the Second Level Trigger and are
stored in the memories. During the 40 second inter-spill time, data from the
memories are then transferred to tape. A total of four 8mm tape drives may
be written in parallel. Each tape can contain up to 2 Gb of data corresponding
to ~ 500K E68T raw events.

The experiment E687 took data in two approximately equal periods of
time (from May to August 1990 and from July 1991 to January 1992), which
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are known as the 1990 and 1991 runs. During this period of time, a total of

~ 510 M events were written to ~ 1000 raw tapes.



CHAPTER 3

DATA RECONSTRUCTION

The first stage of data analysis consists in using all the information
recorded by the detectors of the spectrometer to reconstruct the basic ele-
ments which compose a charm event: tracks, vertices, particle identification
and electromagnetic showers. This process, globally called PASST data recon-
struction, is very CPU intensive and was performed at Fermilab in the period
from November 1991 to August 1992 using farms of IBM and SGI computers.
About ~ 2000 reconstructed tapes were produced from the ~ 1000 raw data
tapes. In this chapter we discuss some of the most important reconstruction

algorithms which were run as part of the PASS1 software package.

3.1 Track reconstruction

Charged particle tracks are reconstructed by pattern recognition algo-
rithms from the hits produced in the SSD and PWC detectors. First, tracks are
reconstructed separately in the two detectors, then the two sets are compared

to look for possible matches.

3.1.1 SSD track reconstruction

The SSD pattern recognition algorithm is composed of several steps.

First, a pulse height analysis is performed, which transforms hits in hit
coordinates. In the case of an isolated hit, the coordinate of the middle strip
line is considered. In the case of a cluster of hits, by analyzing the pulse height
of each strip of the cluster it is possible to distinguish between single crossing
(in which case the centroid of the cluster is considered) and multiple crossing

(in which case the coordinate assignment depends on the track multiplicity
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and the pulse height distribution between strips). No more than clusters of
three adjacent hits are considered at one time.

Next, tracks are reconstructed separately in the three two-dimensional
views UZ, VZ and YZ. A track projection is defined as a system of three or
four aligner®d hits with a y? per degrees of freedom less than 3.0. Hits may
be shared between different track projections. The necessity of this approach
comes from the difficulty of defining a point in space in a structure of detectors
where the distance between planes is considerably larger than the resolution
in each view.

Track projections are then combined to reconstruct tracks in space. All
possible triplets of projections are considered and a global least-squares fit is
performed; if the y? is less than 8.0, the triplet is accepted as a space track.

Finally, clusters of very closely spaced tracks (composed of shared or
adjacent hits) are reduced to a single equivalent track by computing the y*-
weighted mean of the cluster.

The reconstruction efficiency of the SSD detector is a function of the
track momentum: it ranges from ~ 90% at P = 2.5 GeV/c to ~ 99% at
P > 10 GeV/e (the average efficiency being ~ 96%). The spatial resolution
of the detector is also a function of the particle momentum, because tracks
with lower momentum are more affected by multiple Coulomb scattering and
therefore have worse resolution. For each track, the spatial resolution can
be expressed as the errors in the transverse coordinates when the track is

extrapolated to the center of the target. In the case of a track crossing the
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high resolution region of each plane:

17. :
oy = 11,um\/1 + <77 L ]CjeV/c>

9 2
oy = 7.7,um\/1 + (%W)

while the resolution is approximately twice as big for a track which goes

through the low resolution regions of all the planes (the formula takes into
account multiple Coulomb scattering in all the SSD planes, the target and
TR1). The constant contributions to o, oy are due to the strip granularity.
The resolution is better in the Y coordinate than in X because all the three
SSD views (U,V,Y) give some Y information, while only two of them give X

information.

3.1.2 PWC track reconstruction

The first step in PWC track reconstruction consists in forming track
projections in the four views. In the X view (the only non-bending view), we
extend already reconstructed SSD tracks to look for hits in the PWC planes; in
the U,V, and Y views (all bending) track projections are formed independently
as systems of at least three hits lying in a straight line. The X projections
are then matched to U,V,Y projections to form tracks in space. After all
PWC tracks originating from an SSD extension are found, unused hits in the
X view are considered for construction of new X projections, which in turned
are matched to unused projections in the other views.

At this stage, tracks are required to extend through at least three PWC
stations, starting from PO (the most upstream). A maximum of four missing

hits per track over all the PWC stations used is allowed, and no more than
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two missing hits per station. For each track, a least-squared fit is performed,
using as fit parameters the slopes and intercepts at the M2 position and, in
the case of 5-chamber tracks, the change in Y slope through the M2 magnetic
field. An upper cut to the y?/DOF returned by the fit is imposed.

After the main set of PWC tracks is formed, the algorithm tries to recover
tracks which left the PWC geometrical acceptance cone before P2, i.e. tracks
which crossed only one or two PWC stations. SSD track extensions are used
to look for unused hits in the X-view of PO and P1, which are then combined
with unused hits in the U,V,Y views. Tracks extending only to P0 are required
to have hits in all the four views, tracks extending to PO and P1 may have one
missing hit in each station.

The efficiency of the PWC pattern recognition algorithm was studied
using a Monte Carlo simulation of the detector which included the individual
efficiencies of each plane (but not the noise caused by spurious hits). The effi-
ciency was determined to be ~ 98% for tracks with momentum P > 5 GeV/e,
and the contamination of spurious tracks to be 0.5%.

The reconstructed PWC tracks are divided in two categories: tracks
and stubs. Tracks are reconstructed in at least four PWC stations, i.e. they
are composed of a segment between the two magnets and a segment after
M2. Stubs are tracks reconstructed in only the first three PWC stations, i.e.
composed of only one segment between M1 and M2. These are typically low
momentum or wide angle tracks which do not make it through the angular

acceptance of M2.
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Figure 3.1.2 Display of the same event of Figure 3.1.1 in the X7 (non-bend)

spectrometer view.
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3.1.3  Linking of SSD and PWC tracks

Once tracks have been reconstructed in both the SSD and PWC detec-
tors, it is necessary to link them, or match which PWC track is an extension of
each SSD track. In the analysis of a charm decay we need both the momentum
information (conveyed by the PWC tracking) and the vertexing information
(conveyed by the SSD tracking).

The linking is accomplished by extending both SSD and PWC tracks
in opposite directions to the center of M1. For candidate links, the X and Y
intercepts and the X slopes (i.e. the slopes in the non-bend view) must match.
Furthermore,in the case of five chambers tracks, the bend angles in the fields
of M1 and M2 must be consistent. At this stage, multiple PWC tracks are
allowed to link to the same SSD track. Next, candidate links are subject to a
global least-squares fit which uses all the SSD and PWC hits associated with
the track. Multiple links are then arbitrated on the basis of the y?/DOF. At
most two PWC tracks are allowed to be linked to the same SSD track (this

Te™ pairs are produced with a very small opening angle, so that

is because e
they are reconstructed as the same track in the SSD detector, but as different
tracks in the PWC system after they have been separated in the M1 field).

The linking efficiency is ~ 98% for high momentum tracks, and about
~ 94% for high momentum stubs. The efficiency is considerably lower at low
momentum because the track direction in the SSD detector is smeared by
multiple Coulomb scattering effects.

SSD tracks which fail the linking process are generally wide angle tracks
which fall outside of the acceptance of M1. Unlinked PWC tracks may origi-

nate from non-charm particles which decayed downstream of the microvertex,



56

rpl 1N
A o
-1 ] L]
b | T T
i L] L
- I g ]
- Bl ] g
i 1 ]
b 3 I £
L L T
" £ 1

A VA L

Rl T

A R
IRT =&

TobE =41

ARD CTOOTOIET S

TERRRL JACARES LU LY ]
PR E| I .
LD B £ fnznmp o7 eamed YL
ATt £ =
- m “ M ¥ QUi =&
- EFl E [ AeD DTOOTSQET S
- AnE el Rt
- B 1 LTS
ERmL rorneinn prag
LA . - .
i B SuIel] semenseds
QLO7 PJUSAH ‘GF ITTFER "OLER fun™ T'I¥T 06 TLITOTIA LR T 00L VA A0FFLA 41T [ = fFEEH
LT “.m_brm LI S EEE TUT AR E = SISl
¥ fEDEPJ s TOT B F-3 TT= HEIIN
PR a9 BEOFT = W nﬁﬁ_a‘@@@@ﬁ_ h@@@ i £ =FIJUMI

Figure 3.1.3 Display of the same event of Figure 3.1.1 in the YZ (bend)

spectrometer view.
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and are considered as candidates in the reconstruction algorithms for vees (K

and A), = and Q particles, and kinks.

3.2 SSD vertices reconstruction

A basic vertex algorithm using only the SSD information is implemented
in the first stages of data reconstruction. This is necessary to provide some
form of vertex information to be used by later reconstruction codes. The
algorithm uses the reconstructed SSD tracks to determine the complete vertex
topology of the event.

The common vertex of two or more tracks is defined as the point in space
which minimize their distance of closest approach in the transverse plane.

Specifically, the minimized quantity is:

- Oy
=1 Y,

where x,y, z are the coordinates of the vertex (which are taken as parameters
of the fit), a;', b;', x;,y; are the slopes and intercepts of the i-th track, O,y Oy
are the errors returned by the purely geometric track fit to the hits (without
any multiple Coulomb scattering effects included).

The vertexing algorithm starts by assigning all the SSD tracks to a com-
mon vertex and by computing the corresponding y?. If the y? is above a
threshold value, tracks are subtracted one at a time, starting with the one
which gives the biggest contribution, and each time the vertex is refitted. The
subtraction process continues until the y? falls below the threshold. At this
point, since the space location of the vertex may have changed in the process,

all the disregarded tracks are tested, one at a time, to check whether they
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originate from the formed vertex, and are definitely included in it if the y? of
the fit allows it. Once the construction of the first vertex is completed, the
procedure is iterated for the set of unassigned tracks. At the end, the complete
vertex topology of the event is constructed, and all the SSD tracks are either
assigned to one (and only one) vertex, or remain unassigned.

Some reconstruction codes use as primary vertex of the event (i.e. the
point in space where the photon-nucleon interaction took place) the most
upstream SSD vertex within the target region. If no SSD vertices are recon-

structed, the center of the target is used.

3.3 Momentum determination

Particle momentum is determined by measuring the track deflection in
the magnetic fields of M1 and M2. Different track topologies require different
techniques. In the case of 5-chamber tracks, the track parameters upstream
and downstream of M2 are used to determine the bend angle in the field of M2.
For linked three- or four-chamber tracks, the SSD segment and the PWC seg-
ment of the track are used to compute the bend through M1. Finally, unlinked
three- or four-chamber tracks are assumed to originate from the reconstructed
SSD vertex which lies closest to the track projection in the X7 (non-bend)
view; the momentum is then determined from the deflection through M1. In
all cases, a full simulation of the M1 or M2 magnetic field (including fringe

effects) is used.
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The momentum resolution for tracks passing through M1 or M2 is found

op P 17 GeV/e\*
= 3.4% (7100 GeV/c) \/1 + (7]3 for M1

op P 23 GeV/e\’
o= 1.4% (7100 GeV/c)\/l + (7]3 for M2

where the momentum dependent term under the radical is due to multiple

as:

Coulomb scattering. For linked five-chamber tracks, it is possible to improve

the momentum resolution by combining the M1 and M2 measurement.

3.4 Cerenkov identification

The Cerenkov algorithm makes use of the light patterns observed in
the Cerenkov counters and the momentum analysis performed by the magnet-
PWC system to identify the type of particle corresponding to each track.
Particle identification is a fundamental step in charm analysis, since it allows a
drastic reduction of combinatorics when forming invariant mass combinations.

PWC parameters are used to compute the point of impact of each track
on the Cerenkov counters. For each counter, the cell hit by the track and
all the adjacent cells are checked for the presence (or absence) of a signal
of emitted Cerenkov radiation (online pedestal suppression assures that only
signals above the background noise are recorded). If a signal is found in at least
one cell, the counter is considered on for that track; if no signals are found, the
counter is considered off; if the only cells containing a signal are shared by some
other track predicted light cone, the counter is considered confused. Since the
track momentum is known (from the magnetic field analysis), it is possible to
compare the observed light pattern to the expected behavior for a track with
et, 7t K%, pt). Particle

that momentum under different particle hypothesis (e™,
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identifications which are inconsistent to the observed pattern may therefore be
excluded. Information from the three Cerenkov counters are then combined
to further restrict the identification possibilities (C3 may be used only for 5-
chamber tracks). If the information from any two detectors are contradictory,
the Cerenkov identification for that track is said to be inconsistent.

For example, let’s consider a 5-chamber track with a momentum of P =
50 GleV/e. If all the three counters are on, the track would have to be a 7
(see Table 2.8.1); if C1 and C2 are on but C3 is off, the particle is a KT if C2
is on but C1 and C3 are off, the particle is a pT; all other light patterns are
inconsistent with any particle hypothesis.

The result of the Cerenkov algorithm is encoded in a variable (istatp)
which gives for each track all the possible particle identifications consistent

with the observed pattern of light (see Table 3.4.1 ).

Table 3.4.1 Particle identification variable

istatp = 0 |inconsistent information
istatp = 1 ¢ definite

istatp = 2 7 definite

istatp = 3 e, m ambiguous
istatp =4 K definite

istatp =7 7, K ambiguous
istatp = 8 p definite

istatp = 12 K, p ambiguous
istatp = 14 7, K, p ambiguous
istatp = 15| e, 7, K, p ambiguous
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3.5 Vee reconstruction
K? and A (usually referred to as “vees”) are often found among the

decay products of charm mesons and baryons. In E687, these particles are

reconstructed through the charged decay modes:

K? = 7t7~ (BR = 68.6%)

A’ = pr~ (BR=63.9%)

These particles are relatively long lived with respect to charm particles, and
may travel several meters within the spectrometer before decaying. According
to the region of decay, they leave topologically distinct tracks, and must be
reconstructed with different algorithms (see Figures 3.5.1, 3.5.2 and 3.5.3). In
all, vees are reconstructed over a decay length of about 10 meters.

Despite the differences, all vee-reconstruction codes have in common the
search for a pair of oppositely charged tracks which originate from a common
point in space, the vee decay vertex. The invariant mass of the pair is com-
puted, first assigning to both tracks the pion mass to test the KO hypothesis;
next the proton mass is assigned to the faster particle and the pion mass to
the slower particle to check for A?. Initially, no Cerenkov identification is ap-
plied, and the vee requirements are intentionally left loose to allow for different

degrees of signal to noise in individual analysis.

3.5.1  SSD vees

SSD vees are reconstructed from pairs of oppositely charged linked SSD-
PWC tracks originating from a common vertex. These are therefore K and A"
which decay upstream of the second SSD station. The vee vertex is required to

lie at least 20 o, downstream of the reconstructed SSD primary vertex and the
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Figure 3.5.1 Schematic drawing of the regions of the spectrometer where vees
are reconstructed by the different algorithms.

vee momentum must point back to the primary within 1 mm in the transverse

plane (XY). The SSD vees are the cleanest and best defined category of vees:

the vee track for this category has a resolution comparable to the composing

SSD tracks.
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3.5.2 MI vees

The M1 vees are composed of K and A? which decayed between the last
SSD plane and the first PWC station P0O. They are reconstructed with pairs
of unlinked PWC tracks and are divided in three subcategories, according to
the nature of their components: track-track, track-stub and stub-stub.

The reconstruction algorithm is substantially the same for the three
topologies. For each candidate pair of unlinked PWC tracks, the intersection
in the X7 plane (non-bend) is first found; an iterative procedure then traces
the two prongs through the M1 field and determines the Y location of the
vee vertex. In the case of a track-stub vee, the tracing also allows for the
computation of the unknown momentum of the stub prong. For a stub-stub
vee, it is necessary to further constrain the vee vector to originate from the SSD
primary vertex and then both unknown momenta can be computed. Finally,
a global fit using the full covariance matrices of the tracks (including multiple
Coulomb scattering effects) is applied to each vee candidate to provide a better
estimate of the vee decay vertex and the vee momentum. The requirement that
the vee points back to the primary vertex is also included in the fit through a
contribution to the y2.

M1 vees are the most copious vee category, accounting for over 70% of
the total reconstructed vee sample. Their resolution is not as good as for SSD

vees, for the obvious reason that they lack any SSD information.
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3.5.3 Recon vees

Recon vees are vees which decayed between PO and P2. Because their
decay region is the most downstream considered, they tend to be the vee
category with the highest momentum.

Recon vees are reconstructed using hits in P1, P2, P3, P4 which have
not been already used by the general PWC pattern reconstruction algorithm
(which only reconstructs tracks originating in P0). First, track projections
in the X7 (non-bend) view are constructed and checked two at a time for
intersecting between P0 and P2. Projections which don’t intersect in the
desired region with any other projection are disregarded. Then, projections in
the U,V,)Y views are formed and matched to the X projections to form tracks in
space, with only loose requirements on the y?/DOF of the track. Several track
topologies are allowed: P1234 (i.e. tracks with hits in P1, P2, P3 and P4),
P123, P234 and P23. In any case, only one missing hit per station is allowed.
Finally, tracks are combined pairwise and a global fit to the vee hypothesis is
performed. The parameters of the fit are the five parameters for each track
(X and Y slopes and intercepts and Y bend angle in the field of M2) plus the
three coordinate of the vee vertex. In the case of P23 candidates (for which
the prongs are defined by a single point on each side of the magnet) it is also
necessary to assume that the vee originates from the SSD primary vertex in

target. Recon vees sharing the same X projections are arbitrated on the basis

of their y?/DOF.
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3.5.4  Single-linked SSD vees

Single-linked SSD vees are reconstructed from the combination of a
linked SSD+PWC track with an unlinked SSD track. These are KS and A°
which decayed before the second SSD station like the (double-linked) SSD
vees, but for which one of the decay prongs fall out of the M1 geometrical
acceptance and therefore was not traced in the PWC. The single-linked vees
reconstruction code was only recently implemented and therefore this type of
vee has not been used in any analysis.

The reconstruction code uses the SDVERT vertexing algorithm, de-
scribed in section § 2.6. The linked SSD4+PWC track and the unlinked SSD
track are required to verticize in space with a confidence level greater than
1%. A primary vertex is found as the most upstream vertex in target recon-
structed by DVFREFE. The separation between primary and secondary vertex
is computed and it is required to have L/o > 10. Also, the primary-secondary
vector is required to lie in the plane of the two decay prongs. By knowing the
momentum of the linked track, the primary-secondary direction and the un-
linked track direction, it is possible to balance the transverse momentum and
to compute the total momentum of the unlinked track (there is no two-fold
ambiguity in the kinematics). Finally, the invariant mass of the two tracks is
computed for the K hypothesis and the A hypothesis. In the K? case no
Cerenkov requirements on the two prongs are imposed, while in the A? case
the linked prong is required to be identified by the Cerenkov counters as either
proton or kaon/proton ambiguous. The A" candidates where the pion is linked
and the proton is unlinked are not reconstructed, since this kind of vee proved

to contain very little signal over an overwhelming background.
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3.5.5  MIC vees

MIC vees have the decay vertex between the second and the fourth (last)
SSD station. The reconstruction algorithm starts by projecting unlinked PWC
tracks backward onto the SSD detector to look for unused hits in the last two
stations. If one or two matching triplets of hits are found, the parameters
of the track are recomputed by a global fit which uses both the SSD and
PWC hits. The new reconstructed tracks are then checked two at a time for
originating from the same vertex in space, and a cut on the distance of closest
approach (DCA) is imposed. Candidate vees sharing one prong are arbitrated
on the basis of the minimum DCA.

Although this type of vee proved to be copious and to have high res-
olution, a software error caused them to be lost in the skim stage of data

reconstruction, so that they were never used for any analysis.

3.5.6  Single-linked PWC vees

Single-linked PWC vees share the same decay region of the M1 vees (be-
tween the SSD detector and P0), but are composed of one linked SSD+PWC
track and one unlinked PWC track. The reconstruction algorithm is essen-
tially the same as for the M1 vees, and they are divided in three subcategories:
track-track, track-stub and stub-stub. Unfortunately, this type of vee proved to

contain mostly background, so that they were never used in any analysis.

3.6 Candidate-driven vertexing algorithm

In any charm analysis it is absolutely fundamental to determine and sep-
arate the production or primary vertex, where the charm particle was produced
by the photon-nucleon interaction, from the secondary or decay vertex, where

the charm particle decayed into its daughter particles. The reconstruction of
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two separate vertices is the single most compelling signature of a charm event,
as opposed to a non-charm hadronic event or an electromagnetic event, where
all particles originate from the same vertex. In E687, it is the high resolving
power of the microvertex detector which makes this separation possible.

The vertexing algorithm most commonly used in E687 data analysis,
including the analysis presented in this thesis, is called “SDVERT”. SDVERT
is a candidate driven algorithm. Rather than reconstructing the whole ver-
tex topology of the event, the routine reconstructs only that portion of the
event which is compatible with the charm decay of interest. It is therefore a
highly flexible (and highly efficient) algorithm, suitable to the analysis of a
large variety of charm decays (hadronic, semileptonic, fully leptonic), which
may include a large variety of decay objects: charged hadrons and leptons

(=%, K%, p*,

, e, ,ui), neutral particles reconstructed in the calorimeters (7,
7), “slow” decaying particles (K?, A =, Q), weakly interacting (therefore
missing) neutrinos.

The vertex reconstruction performed by SDVERT is accomplished in

three stages (see Figure 3.6.1) :

3.6.1 Secondary vertex reconstruction

A combination of objects compatible with the charm decay of interest
is selected and fed to SDVERT. For example, this could be a combination of
charged linked tracks as in the decay AT — pK~ 7T, or a combination of some
charged linked tracks and some neutral or longer living particles, such as in
the decays AY — pK~7t7% AT — pK7xFt7~. SDVERT tests the hypothesis
that all the objects of the combination which contain SSD information (i.e

linked tracks, SSD vees and SSD = and ) are compatible with coming from
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d) e

Figure 3.6.1 Schematic diagram for a typical E687 charm event: a) is the
primary or production vertex, where the beam photon-target nucleon interac-

tion takes place; in this case a charm baryon AT and a charm meson DU are
produced, together with other non-charm particles which originate in the frag-

mentation process; b) is the secondary vertex for the AT, which in this case
decays to pK~7; ¢) is the secondary vertex for the D — K u~v, ; in d)
an embedded photon (for example originating from multiple bremsstrahlung)
converts to an ete™ pair; in e) one of the fragmentation pions undergoes a

secondary interaction.

the same point in space, the candidate secondary vertex. The probability
that this happens is expressed through the secondary vertex confidence level,

which is required to be greater than some threshold value (typically cls > 1%).
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Decay objects not containing SSD information (like 7%, spectrometer vees, =
and 1) are not used in the construction of the secondary vertex. Typically, the
invariant mass and the total momentum of the combination of decay objects

is also computed.

3.6.2  Primary vertex reconstruction

The way the production vertex of the candidate charm is reconstructed
depends on the topology of the decay.

e The most common case is where all the decay daughters are re-
constructed and at least two of them have SSD information (for example,
AF — pK=7% or D' — K~xT). In this case the total momentum of the
decay objects equals the momentum of the candidate parent charm, and a
secondary vertex has been constructed in the previous stage. It is therefore
possible to attach the total momentum to the secondary vertex and use it as
a seed to look for the primary vertex.

The primary vertex construction begins by selecting all of the SSD tracks which
intersect in space with the charm seed (the daughter objects are excluded from
the process). A minimum cut on the confidence level of the vertex (c¢lp > 1%)
is required for an intersection to be accepted. If only one intersecting track
is found, its intersection with the seed is assumed to be the primary vertex.
If more than one track is found, the algorithm first checks if any two of these
tracks make a common vertex with the seed (always requiring clp > 1%). If
no pair is found, the primary vertex location is given by the highest confidence
level intersection between a single track and the seed. If at least one pair is
found, the primary vertex is given by the intersection of the two tracks of the

pair. At this point all the other SSD tracks (which intersect the seed) are
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added one at a time to the vertex, and are included if the confidence level of
the object remains above 1%.

o In the case of a one-prong decay, where only one decay daughter con-

0

0 if the K? is reconstructed in the

tains SSD information (such as Af — pK
spectrometer), no secondary vertex has been reconstructed in the previous
stage. However, the two decay daughters define a plane which must contain
the primary vertex. It is therefore possible to reconstruct the primary vertex
with an algorithm similar to the one previously described, but clustering SSD
tracks around a seed plane instead of a seed track. Since any given track will
intersect the seed plane, the algorithm must start by looking for a pair of tracks
making a common vertex in the seed plane (therefore no single-track primaries
are accepted). Then, other SSD tracks in the event are clustered around the
best pair so long as the confidence level of the vertex remains above 1%.

e The last scenario we consider is that of a semileptonic decay (for ex-
ample D° — K~ u*v). Because of the missing neutrino we do not reconstruct
all the decay daughters of the parent charm. It is still possible to define a
secondary vertex in space by verticizing the charged component of the decay
(in our example, the K~ and the xT), but it is not possible to use the total
charged momentum (which does not equal the charm momentum) as a seed
in the primary vertex search. The primary vertex is then reconstructed by
a standalone vertexing algorithm called DVFREFE which makes use of all the
SSD tracks in the event, excluding those associated with the decay object.
DVFREE starts by considering any pair of tracks which form a vertex in space
with a confidence level greater than 1%. All other tracks in the event are then
added to this vertex if the confidence level of the total object remains above

1%. Once the construction of the first vertex has ended, the process is repeated
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with another pair of intersecting tracks. In constructing the second vertex, all
other tracks are considered, even those already assigned to the first vertex.
At the end of the process, several vertices may have been constructed, and a
track may belong to one or more vertices or to no vertex at all. The primary
vertex is then defined as either the most upstream or the highest multiplicity
reconstructed vertex within the target region.

Once the primary and secondary vertices are reconstructed, the distance
in space L is computed and divided by its error or: L/op is therefore the
significance of separation between the two vertices. Requiring L/op to be
greater than a threshold value exploits the finite lifetime nature of charm
particles in order to reject hadronic and combinatoric background. L/oy is
the primary selection tool used in E687 analysis (and fixed target experiments

in general).

3.6.3  Isolation

Once a vertex topology compatible with the decay of interest has been
reconstructed, an effective way of improving signal to noise is to check whether
this topology is compatible with a higher multiplicity charm decay, or with the
inclusion of fragments in a lower multiplicity charm decay.

The first isolation tool determines whether the daughter tracks are com-
patible with coming from the primary vertex. Tracks from the secondary
vertex are assigned one at a time to the primary, the global fit for the primary
vertex is performed again and a confidence level for the new object is com-
puted. The highest confidence level found in the process (¢sol) is retained and
required to be less than a certain value. This cut is intended to reject events

where one (or more) track from the primary vertex is unintentionally assigned
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to a lower multiplicity charm decay vertex, making it appear as a vertex with
the desired multiplicity.

The second isolation tool determines whether other SSD tracks in the
event (excluding the ones coming from the primary) are compatible with orig-
inating in the secondary vertex. Again, these tracks are assigned one at a time
to the secondary vertex and the highest confidence level of the new objects
thus formed is retained (is02). By requiring ¢s02 to be less than some value we
reject higher multiplicity charm events which have been partially reconstructed
by the vertexing algorithm.

In Figure 3.6.2 we show the power of the topological cuts L/o, isol

and 2502 in extracting a charm signal from the background.

3.7 Muon reconstruction

The standard E687 muon reconstruction algorithm uses PW (' parame-
ters to compute the point of impact of the track on each of the seven planes of
the inner muon system and then searches for hits within a 30 radius around
that point. If a hit is found, the track is said to have a match on that plane.
Tracks having matches in at least four planes are identified as muons. The
standard algorithm does not use a large fraction (about 45%) of the 1990 data
which were affected by a read-out problem of the proportional tube planes of
the inner muon detector (the so called “bad runs”). The outer muon detector

is not used at all.
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Figure 3.6.2 Invariant mass distributions for AT — pK~ 7% candidates. In
(a) minimal topological cuts are applied: L/op> 3, ¢ls > 1%, clp > 1%; in
(b) and (c) we tighten the L/op cut to L/op> 7,10 respectively; in (d) we
also add some isolation requirements: 7sol < 90% and is02 < 1%.

For the semileptonic analysis presented in this thesis, the standard muon
identification had to be tightened in order to reduce the background due to
hadrons (mostly pions) misidentified as muons. There are two major sources of
this background: hadron showers penetrating the muon shields, and hadronic

particles (K, 7) decaying into muons. In order to establish D° — 7= u*v and

DY — o%uT v signals (see Chapters 4 and 5), it is essential to reduce the hadron
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Coulomb Scattering Radius for muons
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Figure 3.7.1 Effect of reducing the multiple Coulomb scattering radius on
the hadron misidentification probability and on a real charm muonic signal

(D** — DY%* D° — K~ puTv). Data are plotted separately for the 1990 and
1991 good runs. Only tracks with at least 5 matches are used in this study.
misidentification background below 1%. This goal could be accomplished by
means of two additional tools: reducing the Coulomb scattering radius around
the track projection, and using the energy deposited by the track in the HC
and IE.

Furthermore, an effort was made to recover part of the signal contained
in the 1990 bad runs, always keeping in mind the necessity for low misidenti-

fication probability.
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Figure 3.7.2 E/p distributions for Ky — 7F7~ pions (d) and D° —
K~ ptv muons (e) and (f) (good and bad runs, respectively). Plots (a), (b),
(c) show the corresponding data samples.

3.7.1  The Coulomb scattering radius

It is possible to use the proportional tube planes of the muon detec-
tor to cut on the Coulomb scattering radius used by the muon reconstruc-
tion algorithm. In Figure 3.7.1 we show the effect on the misidentification
probability of reducing the radius from the standard 3o value down to al-
most zero (perfect match). The data come from a high statistics sample of
pions from K¢ decays. The decrease in misidentification probability is com-
pared to the reduction in yield caused by the same cut on a reconstructed
Dt — DYt DY - K~ puty charm signal. As a compromise between low

misidentification probability and high efficiency, we require r/o, < 1.
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HC+IE Energy
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Figure 3.7.3 Reduction in misid probability (K? — 777~ pions) and effect
on a real charm signal (for D' — K~ u*v data candidates) when an upper
limit on F/p is imposed.

3.7.2  HC+IE energy

In the E687 spectrometer, the HC and IE calorimeters are located up-
stream of the inner muon detector. If the misidentified hadron comes from a
hadronic shower, we expect the total energy deposited by the track in the HC
and IE to be larger than for a real muon track. In Figure 3.7.2 we plot the
E/P distributions (£ = sum of HC and IE energies associated to the track,
P = track momentum) for a sample of candidate hadrons (7 from K? decays)
and muons (¢ from D° — K~ utv decays): the hadron distribution is indeed
shifted to much higher values than for muons, showing that we can reduce the

hadronic background by imposing an upper limit on £/P.
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In Figure 3.7.3 we compare the reduction in hadronic misidentification
probability (for pions from K? — 7%77) to the reduction in charm yield
(for D* — K~ utv data candidates), when increasingly tighter £/P cuts are
applied. In the analysis we require F/P < 1.

Misid probability vs momentum for Ks pions
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Figure 3.7.4 Hadronic misidentification probability as function of the particle
momentum when the final set of analysis cuts is applied. The misidentification
probability is computed separately for 1990 and 1991 and for good and bad

runs. In all cases, the first point in the plots represents the misidentification
probability averaged over all momenta.
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3.7.3 Muon identification

In the good muon runs, where both the proportional tubes and the scin-
tillator planes of the inner muon detector were working, we define as muon
candidates tracks which have at least five matches (out of seven) within a
Coulomb scattering radius of lo. In the bad muon runs, where we only
have the information from the three scintillator planes, muon candidates are:
tracks which either have three matches; or tracks with one or two matches
that are positively identified as muons by the HC. In all cases, we require
the total energy deposited in the HC+IE calorimeters to be within the limits
0.01 < E/P < 1.0. Also, to reduce contamination from K+ — v decays, we
require the Cerenkov identification of the track to be inconsistent with being
either proton or kaon definite or kaon/proton ambiguous (istatp(u)# 4,8, 12).
In Figure 3.7.4 we show the final hadronic misidentification probabilities when

all the requirements identifying a muon candidate are applied.



CHAPTER 4

PSEUDOSCALAR D’ SEMILEPTONIC DECAYS

In this chapter we analyze the two semileptonic decays of the charm me-
son DY into scalar meson final states, namely D° — K~ u*v (Cabibbo-favored)
and D° — 7~ u%v (Cabibbo-suppressed). In order to reduce background and
obtain cleaner reconstructed samples, we concentrate on events where the D°
is not directly photoproduced, but rather originates from the decay of an ex-
cited charm meson: D** — D% T (“tag” analysis). We measure the relative
branching ratio of the two decays D* — 7~ ptr and DY — K~ ptv and use

|/(0)]

this result to compute the ratio of form factor normalizations 7]
+

4.1 Analysis algorithm

We want to reconstruct the decay chain D*t — D%+, DY — p=ptw,
where h~ = K~, 7~ is the daughter hadron originating in the decay D’ —
K=ptv or D — 7= ptw, respectively, and #% is the soft pion resulting from
the D*t decay (see Figure 4.1.1 (a)).

We first select a combination of two linked SSD + PW (' tracks com-
patible with being a 2~ p™ pair. The hadron candidate track A~ is required
to be reconstructed in at least three PW (' stations, while the muon can-
didate track must be reconstructed in all five PW (' stations since it has
to penetrate the Inner Muon detector. Both tracks must have momen-
tum P(h™), P(uT) > 10 GeV/e. The hadron is required to be identified

by the Cerenkov counters as either kaon definite or proton/kaon ambiguous

(istatp(K =)= 4,12) in the case of a D’ — K~ u*v candidate, or as either pion
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definite or pion/electron ambiguous (istatp(7~)= 2,3) for a D* — 7~ puT v can-
didate. The muon is identified as described in section § 2.7; in addition, we
require that the muon candidate is not identified by the Cerenkov counters as
either kaon or proton definite or kaon/proton ambiguous (istatp(u)# 4,8, 12).
The two prongs h~ and u* are required to have opposite charge and to origi-
nate from a common vertex in space (secondary vertex) with a confidence level
cls > 1%. We compute the invariant mass of the A~ p™ pair and we restrict
it to be contained within the limits 0.95 GeV/c? < M(K~ut) < 1.85 GeV/c?
and 1.1 GeV/e?2 < M(z=pt) < 1.85 GeV/c? in order to reduce contami-
nation from other D tag decays (see section § 4.3). To reduce background
from higher multiplicity semileptonic decays, we require that no other track
in the event, excluding those coming from the primary vertex (see below), be
compatible with originating from the secondary vertex with a confidence level
greater than 1%, i.e. we require is02 < 1%.

Next, we look for the primary vertex of the event, i.e. the point where
the D** was produced. Because of the missing neutrino, it is not possible
to compute the total D momentum from its daughter tracks and use it as a
seed to be combined with other SSD tracks to construct the primary vertex.
Instead, we use the standalone DVFREE code which uses all the SSD tracks
in the event (excluding those already associated to the =™ pair) to construct
all the possible vertices (with a confidence level ¢lp > 1%). We then define the
primary vertex as the highest multiplicity vertex in target which is separated
by a distance of at least L/op> 4 from the already reconstructed secondary
vertex (ties are arbitrated by choosing the vertex with the best L/op).

The primary and secondary vertex positions define a direction of flight

for the candidate DY. Using the flight direction, it is possible to compute the
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Figure 4.1.1 Schematic diagram for the D*t — D%+, DY — h=putv decay,
in the laboratory frame (a) and the boost frame (b).

D momentum by assuming the D° mass. Following the technique developed
by E691[28], we perform the calculation in a boosted frame where the total

charged momentum (i.e. the momentum of the A~y pair) is perpendicular
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to the DY direction of flight #, and consequently is equal to the transverse

component of the neutrino momentum (see Figure 4.1.1 (b)):
Pp(v) = Pp(h™p*)

(primed quantities refer to the boosted frame). Assuming the D mass, we

can compute the neutrino energy with the formula:

ME(D) = BR(h ) = PRhpt)
N 2B (h=pt)

and require it to be positive E'(v) > 0 (see Figure 4.1.2 (a)). The longitudinal

component squared of the neutrino momentum is given by:
P (v) = E*(v) — PF(v).

This quantity should always be positive, but resolution effects allow it to be
negative about 40% of the time (see Figure 4.1.2 (b)): nevertheless, we can
still recover these events by setting Pf(l/) = 0. We extract the square root
to compute the absolute value of the longitudinal momentum of the neutrino,

which in the boost frame coincides with the D momentum:

P'(D")| = |[P(v)] = \/ B2 () — P(v).

The sign of P'(D") is not determined by the calculation, since physically we do
not know the direction of flight of the D in the boost frame (forward or back-
ward). This two-fold ambiguity persists when the D momentum is boosted
back to the laboratory frame, giving a lower and a higher D° momentum

solution (if P} (v) = 0, the two solutions coincide).
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Figure 4.1.2 (a) Neutrino energy in the boost frame. Candidates with
E'(v) < 0 (hatched area, about 10% of total sample) are disregarded. (b)

Longitudinal component squared of neutrino momentum in boost frame. Can-
didates with Pj*(v) < 0 (hatched area) are set to P/*(v) = 0. (c) Comparison
between magnitude of the generated D momentum (unhatched area) and
magnitude of the reconstructed D° momentum for the lowest D* mass solu-

tion (hatched area): agreement is good. (d) Difference between generated D°
momentum and lowest mass solution (unhatched area) or highest mass solu-

tion (hatched area) D? reconstructed momentum: the lowest mass solution
gives a better answer most of the time.

The final step of the analysis algorithm consists in selecting a soft pion

candidate 7% from all the tracks assigned to the primary vertex. The 7T
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candidate must be a linked SSD + PW (' track reconstructed in at least 3
stations of PW (', must have the same charge as the daughter muon, and its
Cerenkov identification must not be kaon or proton definite or kaon/proton
ambiguous (istatp(77)# 4,8,12). No momentum cut is applied to the soft
pion.

Finally, we combine the #Tmomentum with the two reconstructed D°
momenta and obtain two solutions for the D*T mass. We solve the ambiguity
by always choosing the lowest mass solution: Monte Carlo study shows that
this approach gives the correct answer in ~ 80% of the cases (see Figures

4.1.2 (c), (d)). The cuts used in this analysis are summarized in Table 4.1.1.

4.2 The data signals

The data sample used for this analysis is the Global Vertex Skim. This
skim (performed on the whole data sample collected during the 1990-1991 run)
requires the presence in the event of at least two vertices, each composed of at
least two SS'D tracks: therefore it does not introduce any bias in our semilep-
tonic analysis. Running the analysis algorithm on the Global Vertex Skim, we
obtain the D' — K~ putv and D° — 7~ uTv signals presented in Figure 4.2.1,
where for historical reasons we plot the M(D*+) — M(D") mass difference in-

stead of the D*T mass (the D mass is assumed in the reconstruction algorithm

and therefore it is fixed to its nominal value M(D") = 1.8645 GeV/c?).

4.3 Discussion of backgrounds
For a quantitative evaluation of the amount of signal present in the
plots of Figure 4.2.1, it is important to understand all possible sources of

backgrounds which may contaminate the invariant mass distributions.
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Table 4.1.1 Analysis cuts

all tracks linked SSD + PW(C
tracking pt =5PWC, h™ and 77= at least 3 PWC
P(h™),P(pt) > 10 GeV/e

istatp(K ™) = 4,12, istatp(r~) = 2,3
Cerenkov istatp(71) # 4,8,12
istatp(pt) # 4,8,12

0.0l < E/p<1.0

p identification | Good Runs: at least 5 out of 7 planes + r/o, < 1
Bad Runs: 1 or 2 scint. planes + HC p 1d

or 3 scint. planes with no further request
kinematics PE(v) > =2 GeV?/e?, E'(v) > 0 GeV

cls > 1%, clp > 1%, 1s02 < 1%

vertexing Ljop>4

#Tmust be found in primary vertex

hadron-lepton 0.95 GeV/e? < M(K—put) < 1.85 GeV/c?
invariant mass 1.1 GeV/e2 < M(m—p™) < 1.85 GeV/c?

It is incorrect to estimate the amount of background present in the right
sign (RS) mass difference distributions by looking at wrong sign (WS) mass
plots. WS mass plots are produced with the same analysis cuts used for
the RS but with charge requirements on the prongs not compatible with a
D** — DY%* DY — h=ptv decay (D*F — D°%~, DY — h=ptv and
Dt — D%+, DY — h=u~v are both examples of WS combinations; see
Figure 4.3.1). Although random combinatoric background is expected to con-

taminate both RS and WS in the same way, other sources of background
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Figure 4.2.1 D*t — D%*, D — x=pty and Dt — D%+, DV —
K~ uTv signals obtained with the analysis cuts described in the text. Signals
for the 1990, 1991 and the combined 199041991 samples are presented.

originating from physical charm decays will contaminate preferentially either
the RS or the WS mass distributions. We do not utilize WS distributions to
parameterized the background in the RS distributions, but rather we try to

estimate quantitatively all the possible sources of background which are known

to contaminate the signals.
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Figure 4.3.1 M(D**) — M(D") mass difference plots for combinations with
right sign (¢(7) # ¢(h), unhatched areas) and wrong sign (¢(7) = q(h),
hatched areas). In both cases the two secondary prongs have opposite charge

(q(h) # q(p)).

4.3.1 D tag semileptonic decays

The first source of background is given by other possible DU tag
semileptonic decays. When reconstructed as K~ ptv or 7~ putv, these de-

cays produce RS mass difference distributions which peak at the nominal

M(D**) — M(D°) mass difference (see Figure 4.3.2).
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Figure 4.3.2 M (D*T)—M(D") mass difference distributions for several Monte
Carlo simulated D° tag semileptonic decays, after all analysis cuts are applied.

o D't 5 DVt DY K*pty, K= — K2

This decay is a major source of background for the K~ pTv tag sig-

nal.

Since the 7% is not reconstructed, the topology of the event looks ex-

actly like that of a D*t — D%+ DY — K~ uTv event. Furthermore the

reconstructed M(D*+) — M(D°) mass difference, although it looks broader

than in a K~ utv event because one additional particle is missing (see Fig-

ure 4.3.2 (a) and (b)), peaks at approximately the same mass, making
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K*~u"v events virtually indistinguishable from K~ ptv events. Assuming
equal efficiency for the reconstruction of the charged prongs in the two decays,

the amount of K*~ v contamination expected to the K~ uTv signal is given

by YU “uty) | BRI =K'~ it n)x BRIK "—K"x")
Y(K-ptv) — BR(DY—K-—ptv) :

[29] [30] [31]

x% ~ 0.2. For-
tunately we can reduce the amount of K*~ v contamination by imposing
a lower limit on the two-body K™% invariant mass. In Figure 4.3.3 (a) we
show the K~ u™ invariant mass reconstructed from Monte Carlo K~ uTv and
K*~ptv samples. Because of the missing 7%, the distribution from K*~ utv is
shifted at much lower masses. By requiring M (K~ u+) > 0.95 GeV/c* we elim-
inate mostly K*~uTv events so that the contamination to the K~ pu*v signal

reduces to ~ 10%.

Table 4.3.1 Mass cut efficiency and global reconstruction efficiency

DY decay Mass Cut | Mass Cut Eff. | Global Efficiency
K- ptv 0.95 85.7 % 1.185%
K*~pty, K*> - K== 0.95 39.9% 0.574%
T uty 1.10 50.6 % 0.689 %
K~ ptv (K~ misid as 77) 1.10 41.0 % 0.038%
K~ putv, K*> — K=7° (K~ misid as 77) 1.10 6.3 % 0.004%
K*~upty, K¥ 7 — Kz~ 1.10 L7 % 0.029 %
o~ ptv, o7 — alx~ 1.10 9.8% 0.145 %

The D** — D%+, DY — K* pty, K*~ — K7 decay can also affect
the 7~ ptv signal if the 7° is not reconstructed and the K~ is misidentified by
the Cerenkov counters as a #~. The misidentified 7~ p+ mass distribution is

shifted at even lower values (see Figure 4.3.3 (¢)), and our cut on the two-body
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Figure 4.3.3 Hadron-lepton invariant mass M (h~u™) for various Monte Carlo

DY semileptonic decays. The distributions are normalized to the same number
of generated events. No cuts are applied to sample the generated events. For
each channel, the efficiency of the mass cut used in the analysis is listed in

Table 4.3.1.

invariant mass M (7 ~pu%) > 1.1 GeV/c? reduces this background by a factor of

~ 15. The contamination to the 7~ u*v signal due to this channel can be es-
Y(K* ptv,K*"—K~7° K~mis)  BR(D°—=K* utv)xBR(K*~—=K 1°)

timated as: V= +7) = BRI —K=p%7) X
BR(D°— K~ pu*v) (K* pty, K* =K~ 7° K " mis) 1
BRI —r=u¥v) * () ~ 0.6 x5 x 10 x 0.005 ~ 0.01,

BR(D°—x uty)

where we have assumed BRD'—K=1%7)

~ 10%. Although small compared to

the statistical error involved, this contribution is inserted in the fit.
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. e -0 _
o D't 5 DVt DY K*pty, K* — K n™.

Also this channel can contaminate the 7~ v signal, since the K is not
reconstructed. In this case the fraction of events surviving the two-body mass
cut is only ~ 1.7% (see Figure 4.3.3 (¢)), but since there is no misidentification
involved, the efficiency of all the other kinematic and topological cuts is about
the same for the two channels. As a result, contamination from this chan-

o k— 4 /*—_)70 —
nel is much higher and is roughly estimated to be: VIR, K2R am)

Y(r—ptv) -
BR(D°—K*~ ptv)x BR(K*~—K’x™) o BRID =K =pty) (K" 7ut, E*~—K'n") 0.6
BR(DY—K—ptv) BR(DY—r—putv) e(r—ptv) :

x2 x 10 x 0.04 ~ 0.16.

(The contamination to the K~ putv signal due to the K*~ — Kor-
channel is negligible, because of the two-body mass cut efficiency and the
7/ K misidentification probability).

o D' = Dzt DY = K—yutw

The major source of background to the 7~ u*v signal is given by the
Dt — D% *, D — K~ putv decay, where the daughter K~ is misidentified
by the Cerenkov counters as a #~. In Figure 4.3.3 (b) we compare the Monte
Carlo generated two-body invariant mass for the 7~ u*v and misidentified
K~ ptv decays. It can be seen that the two distributions are nearly identical,
making it impossible to separate the two decays by means of an invariant mass
cut (except in the very high mass region M (7~ ut) > 1.5 GeV/c?). Also the
final M(D*t) — M(D°) mass difference distribution for misidentified D** —
D%+, D® — K~ putv events is almost identical to the D** — DY+, DV —

7~ pt v distribution (see Figure 4.3.2 (¢) and (d)).
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The level of contamination to the 7~ v signal depends on the total
number of D** — D%+ DY — K~—puty decays generated in the experi-
ment and the relative efficiency for reconstructing the two channels, which is

dominated by the K/x misidentification probability. Roughly we estimate:

Y(K~p*tv, K msd) _ BR(D°—K p*v) (K~ ptv, K~ msd) .
Y(TF_M-I'I/) — BR(DO—WT_[L-I'I/) X E(TF_M-I'I/) ~ 10 X 005 ~ 057 1.€.

one out of three events in the 7~ pTv signal is a misidentified K~ uTv event!

o D't 5 DYt DY — v uty, o7 — ol

The D° — o~ putv, o= — 7 7 decay is another possible source of
contamination for the #~uTv signal, since the 7 is not reconstructed. A
priori we may expect this channel to have a branching ratio of the same order
of magnitude of the 7~ uTv decay, since both decays are Cabibbo suppressed
and involve similar final states (the only difference being that the o~ T v decay
requires the creation of an additional uw or dd pair from the quark sea).

The only tool we have to distinguish between the two channels is the
hadron-lepton invariant mass, which for the o~ u*v decay is shifted towards
lower values than for 7~ u%v (see Figure 4.3.3 (d)). With the mass cut used in
this analysis, M (7~ ™) > 1.1 GeV/c?, the reconstruction efficiency for o=t v
is about five times smaller than for 7~y v. If the mass cut is increased, the
ratio of the two efficiencies becomes increasingly smaller, until the possible
o~ pTv contamination can be neglected (see Table 4.3.2 ). In section § 4.5.3

BR(D—x~puty

we will show that the measured branching ratio BR(D? ) remains stable

—K—ptv)

when the mass cut is increased (see Figure 4.5.3), indicating that the o~ utv
contamination is not large.

We obtain a rough estimate of the o~ uTv contamination by using the

E653 result BBR(D+_>Q0“+V) = 0.044""8:8%% +0.014"". Because of isospin con-

R(D+ —>F*O/L+I/) -
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Table 4.3.2 Increasing mass cut for 7~ g v and o~ v

Mass cut (GeV/c?) |e(o™putv) | e(z=pTv) %
1.1 9.8 % 50.6 % 19.4 %
1.2 5.6 % 39.0 % 14.3 %
1.3 2.6 % 27.9 % 9.3 %
1.4 0.9 % 19.0 % 4.7 %
1.5 0.2 % 10.0 % 2.0 %

BR(DP—o p'v) - o, BRDV—dwlv) g ggg

siderations, we can assume BRID=K*%7) BRUDT K i)
-+ Cation | Y(e“utv) _ BR(D°—o ptv)
The amount of ¢~ u™r contamination is then Yir=pv) = BR(D=k*+v)

BR(D°—K* " utv) _ BR(D°—K utv) e(D°—o uty)
BR(DO_,K—H+V) BR(D0—>7r—u+1/) 6(D0—>7r—u+1/) ~ 0.088 x0.6 x10x0.20 ~

0.1.

X

4.3.2  Misidentified D tag hadronic decays

DY (tag) hadronic decays may contaminate the K ~u* v or 7~ ptv signals
if one of the daughter hadrons is misidentified as a muon. For example, three
DY decays with large branching fraction (compared to D — K~ utw, for
which BR=3.2 + 0.4%"") are:

oD’ — K~z (BR = 4.01 +0.14%"")

oD’ — K~xt7® (BR = 13.8 £ 1.0%"")

oD’ — K—xtx0z0 (BR = 154 5%"").

All these decays can contaminate the RS K~y v mass distributions if the 7+
is misidentified as a u*. The corresponding misidentified two-body invariant
mass distributions are shown in Figure 4.3.4 . It can be seen that our mass
cut 0.95 GeV/c? < M(K~puT) < 1.85 GeV/c? strongly reduces contamination

from the K~nt decay, but it does not reduce significantly the K~7+7% and
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K= 7t7%° channels. In the case of the 7~ pt v signal, these decays contam-
inate mostly the WS distributions (if the K~ is misidentified for a ¢™), and
only at lower order the RS distributions (if the K~ is taken for a 7~ and the

7t for a pt).

K—=PI+ MISIDENTIFIED INVARIANT MASS (generated)
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Figure 4.3.4 Monte Carlo generated two-body invariant mass from various

DY tag decays, where in every case the daughter 7=+ is misidentified as p7.
The shaded region indicates the portion of phase space which lies inside our

invariant mass cut 0.95 GeV/c? < M(K~pt) < 1.85 GeV/c?.

The total amount of background from hadron/muon misidentification af-
fecting the data signal is estimated as follows. We run the analysis algorithm
used to reconstruct the K~ uTv and 7~ ptw signals on a subset of our data
sample (about 10%), but instead of requiring a A~ u™* secondary vertex, we re-

quire that the track companion of the A~ be not identified as a u*. In this way
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we obtain an estimate of the background from hadronic decays if no muon iden-
tification was used. We then weight each event by the momentum-dependent
probability of misidentifying the hadron for a muon (see Figure 3.7.4), sep-
arately for the 1990 and 1991 runs and for the bad and good run periods.
Finally, we boost the background contamination obtained from the data sub-
set to simulate the contamination level from the whole data set. The boost
factor is calculated as the ratio of the D*t — D%+ D — K—xt yield
reconstructed from the whole data set to that from the data subset. The
final distributions obtained for the hadron misidentification background are
shown in Figures 4.3.5. These background distributions are considered a fized

component in the fit of the K~ pTv and 7~ p v data signals.

4.3.3 Non-tag semileptonic decays

The last source of background to consider consists of random combina-
toric, for example originating from non-tag semileptonic decays such as:

oDt — F*O/fi—l/,

o Dt — o utu,

o DY — outv,
etc. If some of the decay prongs are not reconstructed or are misidenti-
fied, and a random pion in the event is mistakenly assigned to the primary
vertex, these decays can contaminate the data signals. In order to sim-
ulate this kind of background, we run our analysis algorithm on non-tag
D" — K—putv and D° — 7~ uTv Monte Carlo samples, and fit the pro-
duced M(D*T) — M(D") mass distributions with a third degree polynomial
(see Figure 4.3.6). The polynomial shape is then introduced in the fit of the

data signals with a variable amplitude.
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Figure 4.3.5 Estimated background due to hadronic misidentification affect-
ing the K~ utv (a) and #~uTv (b) signals. The peak at low mass in the
K=ptv plot is due to misidentified K—7t, K= 7t7? and K—7xt7%%" tag
events. In Figures (c¢) and (d) the misidentification background is overlaid
on the data signals.

4.4 The fit

4.4.1 Fitting technique

To fit the data histograms and to extract the amount of D —
K= ptv and D — 7~ utv signal present, we use a binned mazimum like-
lihood technique. For either the K~ ptv or 7~ uT v histogram, the likelihood

is constructed as:
#bins % e
L=

3

1

€
2
55!

where:

(GeV/c?)
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Figure 4.3.6 Shapes for random combinatoric background, obtained by fitting
with a third degree polynomial the mass difference distributions M(D**) —

M (D) originating from non-tag D° — K~ utv and D* — 7= pu%v decays.

s; = number of events in bin ¢ of data histogram:;

n; = number of events in bin ¢ of fit histogram.

The likelihood is the product over all bins of the Poisson probabilities of ob-
serving s; entries in bin ¢ when the expected number of entries is n;.

The fit histogram is constructed using our knowledge of the decay pro-
cesses involved: the shape of the K~ u*v or 7~ uTv signals from Monte Carlo,
the shape and level of the D%-tag charm background known to contaminate
the signal, and the shape of the non-tag charm background producing random

combinatoric.
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4.4.2 The K~ uTv fit histogram

The D** — D%+, D° — K~u%v fit histogram is composed of the

following components:

1. the D*t — D%+, DY — K~ pu%v signal, with the shape fixed by the
Monte Carlo and yield which is a parameter of the fit;

2. the D** — D%+ DY — K*~utv, K*~ — K~ 7% background, with
the shape fixed by its own Monte Carlo and with the relative yield
to the K~ pTv signal known;

3. the background coming from hadron misidentification, whose shape
and level have been previously estimated and are assumed fixed in
the fit;

4. the background coming from random combinatoric, with the shape
given by the fit to the D — K~ u%v non-tag Monte Carlo and with
the level allowed to fluctuate.

The number of entries in bin ¢ of the fit histogram is constructed as:

ni = YiuwSti + Yiruw o Soi + MS3; 4+ XSy,
e(K*pv, K* — K~ 1)

- aA Sy | + MSsz + XSy
e(Kuv)

= Yk;u/ Sti +

where:
Y denotes a yield;
¢ denotes an efficiency;

Sy; 1s the fraction of Monte Carlo events in bin ¢ for the j decay

(for each fixed j: E#:blms Sii = 1);

a=BR(K*~ - K% =1

A — BR (D°—=K* pu*v) |
= BR (D"=K-utv) ’
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M = Number of K~ v background events from p misidentification;

X = Number of K~ ptv random combinatoric background events.

4.4.3 The 7~ uv fit histogram

The D*t — D%+, D% — x=uTv fit histogram is composed of the

following components:

3.

10.

11.

the D** — D%+, D — 7= putv signal, with the shape fixed by the

Monte Carlo and with the yield determined by the fit;

. the D*t — D%+, DY — K—putv feedthrough due to K /7 misiden-

tification, with the shape fixed by the Monte Carlo and with the yield
given by the fitted yield for the K~ utv signal and the efficiency for

reconstructing K~ uv as n - ptu;

. the D*t — D%+ D — K*~yutv, K*~ — K~ x" background,

whose the shape is given by the Monte Carlo and with the yield
fixed by the K~ p v fitted yield and the corresponding reconstruction

efficiencies;

. the D** — D%+, D — K* puty, K*~ — Kor~ background, with

the shape and yield determined as in the K*~ — K~z case;

. the o~ uTv background, with the shape fixed by the Monte Carlo and

with the yield which ultimately depends on the K~ pu*v signal;

the hadron/muon misidentification background, with the shape and
level fixed;

the random combinatoric background, with the shape fixed to the

polynomial fit and variable amplitude.
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The number of entries in bin ¢ of the fit histogram is constructed as:

Yk;u/
e(Kuv)
+ Vi @ (K pv, K*= — K~ 7%) St

n; = Yoy Ssi + e(Kpv — muv) S
4 Vi B (K v, K~ = K'77) Sgi

+ Your elo”ptv) S1y + M Sgi 4+ X Sy,

Yk;u/
e(Kuv)

= YTF[U/ Ssi + X |: 6([(,&1/ — 7T,ul/) Sei

1 ok — ok — —_0 2 ok — ok — -0 _ —
+ 5 (K pv, K*~ — K~ xn°) S7; + R (K" pv, K~ — K 77) Ss;
+ A B G(DO — Q_Iu—i_l/) So; :| + M S10i + X' S11:

where:

B=BR (K~ >R 7 )=2;
B— BR(D°—o~pty) _ 92 BR(Dt—o°utv) |

= BR(DO_’(*_H-I-V) — BR(D+—>F*OH+I/)’
M " = Number of 7~ u*v background events from x misidentification;
X' = Number of 7~ uT v random combinatoric background events.

4.4.4 Fit results

We construct separate likelihoods for the K~ uTv and 7~ uTv data his-
tograms, then maximize the combined quantity:

Jo 4 255)

(or rather we minimize the negative logarithm of the likelihood). The Gaus-

A — A

O'AO

B - By

O'BO

1
L= Lo Lopy x exp{_§

sian terms have been added to the likelihood to let the two ratios A =

BR (D0_>[(*—H+V) B B BR(DOHQ_/L-I-I/)
BR (D°—K-ptv)”’ = BR(ID—K*—p*v

their measured value Ay = 0.60 £ 0.06

] fluctuate within their error around

[29] [30] [31] [32]

and By = 0.088 4+ 0.056" ",
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respectively. The final likelihood £ depends on six unknown quantities,
which are assumed as parameters of the fit: Yj,,, Yru, X, X' A and
B (M and M ' are fixed). With our technique, we fit simultaneously for the

D" - K—ptvand D° — 7= pty yields.

Number of Entries /(2 MeV /ch)

D" — K~ u" v fit components

200 | 200 |
I E fit histogram I E fit histogram
175 7 misid background 175 7 m K v signal
150 , random background | 150 , m Kuv, K — K n°
i i background
125 F -
100 | -
75 -
50 | -
25 | -
ol I
0.14 0.14 0.16 0.18

Gev/c’

Figure 4.4.1 Components of the K~ putv fit. Data points are indicated by
crosses, the fit by a solid line. The various backgrounds components are shown
in two plots for easier presentation.
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Number of Entries /(2 MeV /ch)

D" = 7~ u v fit components

o5 Lt ] fit histogram o5 L+ ] fit histogram

I == misid background /S T W v signal
I 1 random background 1 AN K w v feedthrough

201 201 Kuv, K= K
i i background

Gev/c’

Figure 4.4.2 Components of the 7~ pu*v fit. Data points are indicated by
crosses, the fit by a solid line. The various backgrounds components are shown
in two plots for easier presentation.

The experimental conditions changed between the 1990 and the 1991
runs. The Inner Muon detector was modified to allow the delivery of the
beam to the E683 experimental area, and changes in the Cerenkov system
resulted in a different K /7 misidentification probability. To account for these
changes, we fit the 1990 and 1991 data sets separately, then we combine the

results treating them independently.
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For the K~ T v signal, we find 416.24:23.6 events in 1990 and 408.3423.0
in 1991, for a total of Y;,, = 824.5 & 33.0 (after the backgrounds have been
subtracted). The contamination to the signal due to the Dt — F*O/L—i_l/,
K*= — K~ 7% decay is found to be 9.6%. The various components of the
K™ umv fit are shown in Figure 4.4.1.

For the 7~ utv signal, we find 22.7 £ 8.9 events in 1990 and 23.0 & 7.9
events in 1991, for a combined yield of Yz,, = 45.6 £ 11.8 (after back-
ground subtraction). The statistical significance of the signal is Yz, /0Y =
3.9. Contamination due to other decays is estimated to be 58.3% from
K~utv  feedthrough, 17.9% from K* putv, K*~ — FOTF_, 1.2% from
K*~pty, K*~ — K~ and 11.4% from o~ ptv. The components of the
7~ uT v fit are shown in Figure 4.4.2. The fitted yields for the K~ p*v and

7~ T v histograms are summarized in Table 4.4.1. The values returned by the

fit for the two branching ratios A, B are listed in Table 4.4.2.

Table 4.4.1 Fitted yields for D° decays

Decay 1990 1991 90+91
K=t 416.2 + 23.6 | 408.3 + 23.0 | 824.5 + 33.0
K*=utv, K~ — K—x° £0.0£4.7 | 39.6+£4.6 | 79.6+6.6
7ty 227489 | 23.0+7.9 | 45.6+11.8
K~ p*v, K~ misid as 7~ 136+1.3 | 13.0£14 | 266+£1.9
K= utv, K~ = K x~ 41406 | 41406 | 82408
K*=ptv, K~ — K=7% K~ misidas 7~ | 03401 | 03+01 | 05+0.1
o uty 26418 | 25+1.7 | 52424
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Table 4.4.2 Other fit parameters

fit parameter 1990 1991

A — BR (D°—=K* p*v)
~ BR (D°—=K-—utv)

_ BR(D°—gptv)
B = gty | 0085 +0.056 | 0.088 + 0.057

0.595 £ 0.060| 0.600 £ 0.059

4.5 Branching ratio measurement
The branching ratio of the D® — 7~ uTv decay relative to the D —
K~ ptv decay is computed by use of the fitted yields and the reconstruction

efficiencies for the two channels:

BR (D’ —x ptv) Yo/ e(wpv)
BR (D — K=ptv)  Yiu/e(Kupv)

The branching ratios for the 1990 and 1991 runs are computed separately (see
Table 4.5.1 ); then the two results are combined using a weighted average. The

combined result is:

BR (D — 7= putv)

= 0.0953 £ 0.0251 .
BR (D" — K—utv)

The statistical error in the quoted result includes the effect of correlation
between the two parameters of the fit Yz,, and Yj,, (about ~ 6.0%), the
uncertainty due to the finite size of the Monte Carlo samples produced (about
~ 2%), and the statistical uncertainty in the assumed values Ay = 0.60 4+ 0.06
(about 0.1%) and By = 0.088 + 0.056 (about 6%). All these contributions
are small compared to the statistical error associated with the 7= uTv yield,
which for either the 1990 or 1991 sample is ~ 36%. The large error in the

assumed value for By does not significantly affect our measurement because
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the o~ uT v efficiency is much smaller than the 7~y v efficiency, limiting the
o~ v contamination. The uncertainty in the assumed value for Ay causes a
negligible effect, because the K*~pu*v contamination is about ~ 10% for the
K~ u*v channel and ~ 15% for the #~pTv channel, and both corrections go

in the same direction.

Table 4.5.1 1990 and 1991 measurements

Decay 1990 Yield | 1990 Efficiency | 1991 Yield | 1991 Efficiency

K~ utv 416.2 4+ 23.6 1.412 £+ 0.019%] 408.3 £+ 23.0[ 0.958 £+ 0.015%

Tty 22.74+8.9 | 0.821 £0.014%| 23.0 £7.9 |[0.557 £ 0.012%

BR (D°—x ptv)
BR (D°—K—utv) 0.0937 £ 0.0376 0.0967 + 0.0338

4.6 Systematic error on branching ratio measurement

We now present several studies designed to investigate possible system-

BR (D°—7xputv)
BR (D°—K-ptv)*

atic biases in our measurement of the branching ratio B =
Since the two decays are topologically and kinematicaly very similar and the
analysis cuts used are almost the same, we expect that most systematics will

cancel out.

4.6.1 Split sample systematic error

To check for possible systematic errors associated with any of the cuts
used in the analysis, we use the split sample technique described in the Ap-
pendix. For each analysis cut, we divide the total data sample into four statis-
tically independent subsamples: events above or below a discriminating value
of the analysis cut, and events belonging to the 1990 or 1991 run. For each

cut, the discriminating value is chosen in such a way to split the total data
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sample in approximately equal parts. The analysis cuts used for this study

and the corresponding discriminating values are listed in Table 4.6.1.

Table 4.6.1 Split samples cuts

Variable Cut value
Ljor Ljop <15 Lo > 15
cls cls < 50% ; cls > 50%
1502 1502 < 10712 ¢ 4502 > 10712

M(h=pT) | M(K=pt) < 1.30 GeV/e?, M(z—ut) < 1.35 GeV/e?
M(K~ut) > 1.30 GeV/e*, M(r~pT) > 1.35 GeV/c?

p(7 ™) p(71) <8 GeV/e ; p(zT) > 8 GeV/c
p(h= ) p(h= ity < 80 GeVie : p(h=pt) > 80 GeVe
p(h™) p(r7) < 20 GeVie , p(K™) < 35 GeVe ;

p(r=) > 20 GeV/e , p(K~) > 35 GeV/e
p(p™) p(pt) <45 GeVie; p(pt) > 45 GeV/e

For each analysis cut, we compute the branching ratio for the four in-
dependent subsamples, and then we compare its variation to the standard
deviation of the full data set measurement (see Figure 4.6.1). We find that
the variation of the branching ratio over the split samples is always compat-
ible with our statistical error. Therefore, we conclude that the systematic

uncertainty associated with the analysis cuts is small.
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4.6.2  Fit variants

In order to investigate possible biases in our fit to the experimental
data, we use the technique described in the Appendix, and recompute the
branching ratio by varying some of the significant parameters involved in the
fitting process. For fit variants we considered the bin size of the M(D*t) —
M (D) histograms, the mass range of the histograms used in the fit, and
the functional form used to fit to the random combinatoric background (see
Figure 4.3.6). The fit variants used, and the corresponding measured branching
ratios, are listed in Table 4.6.2. We conservatively estimate that the systematic

error associated with the fit process is:

OB, fit

5 = +4.7% .

4.6.3 Hadron-lepton misidentification background

When performing the fit to the 7~p%v and K~ puTv signals, we fix the
amount of background from hadrons misidentified as muons. The misidentifi-
cation background is obtained by running the analysis program with inverted
muon requirements on a subsample of the full data set, by weighting each event
according to the momentum-dependent misidentification probability, and fi-
nally by boosting the amount of background by the scale factor obtained with
the D* — K77 yield estimator (see section § 4.3.2 for details). We checked
the correctness of our estimate for the level of misidentification background
in two different ways. First, we conservatively increased or decreased each
point of the momentum-dependent misidentification probability within +1o
of its value. We found that the corresponding relative variation of the branch-

ing ratio is op/B = £3.82%. Also, we varied within +1o the value used for
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Table 4.6.2 Fit variants

Fit variant branching ratio (%)

none [] 9.53 £ 2.51

mass range: 0.137 — 0.187 GeV/c? 9.22 £ 2.72

mass range: 0.137 — 0.177 GeV/c? 10.30 £ 2.85

bin size: 1 (MeV/c?)/ch 9.50 + 2.70
bin size: 3 (MeV/c?)/ch 9.41 + 2.69
bin size: 4 (MeV/c?)/ch 8.74 + 2.66
2" degree polynomial 9.52 + 2.56
4™ degree polynomial 9.52 + 2.72
data shape (no fit) 8.87 & 2.72

[*] The standard fit conditions are: 2 (MeV/c?)/ch bin size, 0.137 —
0.197 GeV/c*> mass range, third degree polynomial used to fit the random

combinatoric background.

the D' — K—7% scale factor, and found that the branching ratio is affected
by op/B = £2.58%. Combining the two errors in quadrature, we conserva-
tively estimate the systematic uncertainty associated with the level of hadronic

misidentification background to be:

O B,misid

B - +4.6%.
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We do not expect any systematic bias in the Cerenkov identification of

the soft pion produced in the D*t — D%%* decay, since the same criteria are

used for the K~ pTv and 7~ v channels, and the momentum spectrum of

the soft pion does not depend on the subsequent D decay (see Figure 4.6.2).
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Figure 4.6.2 Monte Carlo reconstructed momentum for the decay prongs
from D*t — D% *, D — K—utv and D*Y — D% *, D — 7= utv. The
daughter hadron distributions (7 or K') are limited by the Cerenkov require-

ments.
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No systematic variation is expected from muon identification, since the
same requirements are applied to the daughter muon from both channels, and
the two channels are kinematicaly very similar.

As for the Cerenkov identification of the daughter hadron (K or 7, the
only particle being different between the two decays), we conservatively quote
a systematic error of:

OB cer

T +2.5%

associated with our Monte Carlo simulation of the Clerenkov detectors™.

4.6.5 D" — p~uTv background

As discussed previously, the o~ u+v contamination to the 7~ pTv signal

+_ 0,4+
is estimated in the fit using the E653 result BR(D &K v) _ 0.0441'8'8%% +
BR(Dt—K utv) :

®3 " Because of the large uncertainty of this measurement, it is useful

0.014
to check that this source of background is not greatly underestimated (or
overestimated).

We can do so by varying the two-body mass cut used to select the
DY — 7= ptv signal, since the M(my) invariant mass distributions for the
two decays D — 7= uTv and DT — o%utv are significantly different (see
Figure 4.3.3 (d)). Because the M (7u) mass distribution drops off faster for

Dt — outv than for D° — 7= ptw, if there was a large unaccounted

BR(D°—a~putv)
BR(D'—K—putv)

o~ v contamination in our signal, we would expect the
branching ratio to decrease with increasing mass cuts. In Figure 4.6.3 we
plot the branching ratio versus the M (7 ) mass cut. No downward systematic

trend is observed, suggesting there is no large residual o~ v contamination.
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as a function of the M(wu) mass cut for the

4.6.6 Pole mass variation

As described in Chapter 1, the decay amplitude for a semileptonic decay
contains the two form factors f2(¢?) (where h = 7, K), which express the
unknown hadronic part of the interaction (¢ is the four momentum carried by
the virtual W boson, i.e. the invariant mass squared of the lepton-neutrino

pair). The form factor f(¢?) enters in the computation only through terms

2

u» S0 it drops out if the muon mass is neglected. The re-

proportional to m

maining form factor is generally parameterized according to a single pole mass
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dependence:

11(0)

2 /a2 ’
1 —9q /Mpole

i) =

where f_}f_(()) is the form factor at ¢ = 0 (zero momentum transfer) and M, is
the pole mass. The pole mass is expected to be equal to the mass of the nearest
vector resonance of the two quarks involved in the weak decay. Therefore we

expect ML

pole — M(Dt) ~ 2.11 GeV/e? for the K~ pTv decay, and MT, =

pole
M(D*T) ~ 2.01 GeV/é* for the 77t v decay.

We find that the value used for the pole mass in Monte Carlo genera-
tion affects the hadron-lepton invariant mass distribution for the 7~ u*v de-
cay, while having a negligible effect for the K~ uTv decay (this is because
the allowed ¢* range for D — K~ utv is much smaller then for D —

7~ ptr). In Figure 4.6.4 (a) we show the hadron-lepton invariant mass for

s—  + . K
the K= uTv decay in the two cases Mp;le

= 2.11 GeV/c? (predicted value)

and ME

pote = 190 GeV/e? (measured value™ [35]); the two distributions are

nearly identical. In Figure 4.6.4 (b) we show the hadron-lepton mass for the
= 2.01 GeV/c? (predicted value) and

7~ uT v decay in the two cases MT

pole
MT

pote = 1.80 GeV/e? (a somewhat arbitrary value below 1.90 GeV/c?); this

time the two distributions are significantly different, and the relative efficiency
of the mass cut M (7~ p*) > 1.1 GeV/c?* changes by ~ 10% between the two.
In Figures 4.6.4 (¢) and (d) we plot the variation in the hadron-lepton mass
= 1.80 GeV/c? to

cut efficiency when the pole mass is varied from M?”

pole
Mh

pole = 2-11 GeV/e?, for the K= ptv and 7= pTv decay (respectively). In

Figure 4.6.5 (a) we show how the branching ratio measurement is affected by
the pole mass induced variation of the D® — 7~ putv efficiency. Since the

efficiency of the mass cut increases with M™

ole> the branching ratio goes down.
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The value of M%X

instead does not significantly affect the branching ratio

pole
measurement.
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Figure 4.6.4 (a) hadron-lepton invariant mass for the K~ uTv decay, gener-
ated with M;fgle = 2.11 GeV/c* and M;fgle = 1.90 GeV/c*; (b) hadron-lepton
invariant mass for the #~u*v decay, generated with My = 2.01 GeV/c?
and M7, = 1.80 GeV/e?; (c), (d) variation of the hadron-lepton mass cut
efficiency for the two decays, when the pole mass is varied from M", =

pole
1.80 GeV/e* to M)

the value used in the Monte Carlo generation, which is M;ilole

= 2.11 GeV/c?. The variations have been normalized on

= 2.11 GeV/c?
for both decays.
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Table 4.6.3 Variation of branching ratio with pole mass

M7, pole mass | Eff. change ez.11(7pv)/e(mpv) | Branching ratio
2.11GeV/c? 1 B =9.53£251%
2.01GeV/c? 1.0338 £+ 0.0065 B =9.86 +2.60%
1.80GeV/c? 1.1510 4+ 0.0075 B =10.97 £ 2.89%

When generating the Monte Carlo samples, we used the value M;ilole =

2.11 GeV/c* for both the K=pty and 7~ ptv decays. If we had used for

the 7~ uTv decay the theoretically “correct” value M7, = 2.01 GeV/c?, the

pole
7~ uT v reconstruction efficiency would have changed by €2.11/€2.01 = 1.0338 +

0.0065. Therefore we correct our measured value for the branching ratio by

this amount, obtaining:

BR (D — 7= putv)

= 0.0986 £ 0.0260 .
BR (D" — K—putv)

In Table 4.6.3 we report the value of the branching ratio when the 7~ u*v pole

mass is varied between M7, = 1.80 GeV/c? and M.

= 2.11 GeV/c?. The

total variation of the branching ratio is:

OB,pole _ +10.7 9
“Dipole _+ A
B 3.3

around the value quoted for M™

pote = 201 GeV/e (and ME

pole

= 2.11 GeV/c?).

We do not include this source of theoretical uncertainty in our systematic error.
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VARIATION of MEASURED QUANTITIES WITH POLE MASS
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Figure 4.6.5 Variation of branching ratio (a) and form factors times CKM
matrix elements ratio (b) with the value of the DY — 7= u%v pole mass used
in Monte Carlo generation, for a reasonable range of M, . The value of the

pole”
DY — K~ putv pole mass does not significantly affect the measurement of the
branching ratio, while it does affect the form factors ratio measurement, and
was considered as a parameter in plot (b).

4.6.7 Total systematic error

We summarize all our sources of systematic error for the branching ra-
tio measurement in Table 4.6.4 . Adding all contributions incoherently, we

compute a total systematic error of:

a SYSs
%:7.1%.
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Table 4.6.4 Branching Ratio systematic errors

Source Error on branching ratio op/B
fit variants +4.72%
split samples 0%
misidentification level +4.61%
Cerenkov identification +2.50%
total systematic error 7.05%

4.7 Form factor ratio measurement

In Chapter 1 we saw that the differential decay rate for a pseudoscalar

. . . 13
semileptonic decay can be written as™

d2 (D — hlul/) G2 ) N ) io 2
dq2dm% 647T3M12)| " 11 (q%)] { + el +C [¢] }
1t
where ¢ = ﬁggzg is the ratio of the two form factors entering the hadronic

2

current, and A, B, C are kinematic functions of the two variables ¢* = My

(the four momentum transfer) and m%u (the hadron-lepton invariant mass).
The above equation gives the probability density according to which
DY — h™uTv decay events are distributed over the allowed region of the Dalitz
plot ¢* vs m%u (see Figure 4.7.1). Since the probability density contains the
two form factors f1(q?), a study of the distribution of real events over the
Dalitz plot region could give information on the functional dependence of the
form factors”™™. The form factors are functions of ¢* only (and not of m%u),
consequently the choice of the pole mass (or more generally, of the form factor
parameterization) may influence the Dalitz plot density only along the Y axis,

but not along the X direction. Here we are interested in measuring the ratio
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Figure 4.7.1 Distribution of generated Monte Carlo events for the two decays
DY — 7= ptv (a) and D® — K~=pTv (b). In both cases, a single pole mass
dependence with My, = 2.11 GeV/c2 was assumed for the decay matrix
element. The two vertical lines indicate the position of the hadron-lepton

mass cut used in the analysis, and define the portion of the Dalitz plot over
which the integration described in the text is performed.

of the two dominant form factors for D* — 7~ u%v and D° — K~ putv at zero
momentum transfer ¢> = 0. Taking the ratio of the differential decay rates for

the two channels, we obtain:

dz, (7‘(’,&1/) :dYﬂ-uy/ﬁﬂ'uv(qz)
d*, (Kpv) — dYeu [ ekuw(q?)

34 |2
_‘vcd 2 prio) P 1R [A+ BReg + I, da?dm?,
- K K(g2) 12 ,
Vel 17£00) J;E"((qo))\ [A+ BReé + Cle)?], ,, dg*dmj,

where for each decay we have expressed the differential decay rate through




121

the differential corrected yield, and we have assumed that the reconstruction
efficiency is only a function of ¢? and does not depend on m%u. For each
decay, we can integrate this expression over the region of the Dalitz plot which

is defined by the hadron-lepton mass cut:

Yowr _ ‘ Va|* | /10) |
Yk;u/ Ves f—{—x (0)
f((l. 8)5 qunjim dg ‘ (qO)) ‘2 [A+ BRe¢ + C|€|2]7fu1/6”“"(q2)

>< 2
f((ol.f;)) m?, [4 dg?| ffx((qo *[A+ BRe + CleP],, eku(a?)

man

where the two limits in the inner integration qfnm,q,znax are functions of m%u.
We use this equation to measure the ratio of the two form factors at

¢° = 0 times the corresponding CKM matrix elements, i.e. the quantity

Vea|* | F7(0) |2
FV = _
‘Vcs ()

For each decay, we measure the reconstruction efficiency by segmenting the
Dalitz plot into horizontal strips of ¢ and counting the number of recon-
structed and generated Monte Carlo events which are contained in the portion
of the strip between the two mass cuts. We then fit the efficiency curves to a

second degree polynomial (see Figure 4.7.2).
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Figure 4.7.2 Figures (a) and (d) show the number of Monte Carlo gen-
erated events which pass the hadron-lepton mass cut for the two decays

D" — a7 utv and D° — K~ putv, respectively, plotted in bins of ¢?
(50 MeV/bin). Figures (b), (c), (e), (f) show the reconstruction efficiency
versus ¢° for the two decays, separately for the 1990 and 1991 runs.

The efficiency thus measured in bins of ¢? is independent of the value
of the pole mass used in the form factor parameterization. This is because
in each small cell of the Dalitz plot (or, in this case, in each strip, since we
do not consider m%u dependence), the form factor affects in the same way
both reconstructed and generated events, so that its effect cancels out. In

the equation considered, the only pole mass dependence left is contained in
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the form factors themselves. If instead we performed our measurement using
global reconstruction efficiencies, these latter would also depend on the choice
of the pole mass value, since the pole mass determines how many of the total
number of generated events fall in the Dalitz plot to the left or to the right of
the mass cut (see Figure 4.6.4 (d)).

[35]

We assume ¢ = —1" "and perform numerically the integrations on the

right hand side of the equation, inserting in the form factors the values M™ , =

pole
2.01 GeV/c? and ME

pole = 2.11 GeV/cz. On the left hand side of the equation,

we use the (background subtracted) yields Yz, and Y, returned by the fit.

We thus measure:

‘/C 2 70 2
FV = ‘ i f;( V"= 0.0us1 +0.0136
Ves | 11£(0)

(the results for the 1990 and 1991 runs separately are 0.0472 £+ 0.0199 and
0.0488 + 0.0186, respectively). The statistical error quoted is obtained by
propagating the errors on the two fitted yields Yz, Yk, (including their
correlation term) and the errors on the fit to the ¢? binned efficiencies (a
~ 10% effect).

Assuming unitarity for the CKM matrix (and the existence of only three
generations of leptons and quarks), the ratio of the matrix elements involved

in the two decays is constrained to be:

2
— 0.051 + 0.001° .

Vea
Ves

We can use this result to compute the ratio of the two form factors at zero
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momentum transfer:

/3(0)
¥

‘ =0.971 £0.138 .

4.8 Systematic error on form factor measurement

The form factor ratio measurement is affected by all the sources of sys-
tematic error which have been previously discussed for the branching ratio
measurement. We assumed that the relative errors due to yields fit variants,
estimate of hadron/muon misidentification level, and Cerenkov identification
are the same for the two measurements. Furthermore, we estimated additional
error to the form factor measurement originating from the use of ¢? binned
efficiencies. We applied the fit variants technique by modifying the size of the
¢° bins and by using the bin by bin efficiency instead of the fit to the distribu-
tion. The results of this study are summarized in Table 4.8.1. The resultant
systematic error is very small:

OFV

Combining all sources of systematic error in quadrature, we obtain a total
systematic error of:

OFV,syst

=171
v 1%,

corresponding to an error on the form factor ratio alone of:

OF syst

I =3.5% .
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Table 4.8.1 Form factors fit variants

Fit variant FV

50 MeV/bin, fit function [+] [ 0.04810 + 0.01361

50 MeV/bin, step function |0.04777 + 0.01268

75 MeV/bin, fit function | 0.04804 4 0.01358

75 MeV/bin, step function |0.04778 £+ 0.01269

100 MeV/bin, fit function |[0.04789 + 0.01354

100 MeV/bin, step function | 0.04777 £ 0.01269

[¥] Standard conditions.

Since the Dalitz plot density for the two decays contains the square of

2
2 Tr .
the form factors, our measurement for “ﬁcd }f}(((%)) depends on the choice
cs +

of the pole mass used in Monte Carlo generation. The dependence is more
pronounced than for the branching ratio measurement, since this time the two
form factors enter the expression with a square (as discussed earlier, pole mass
dependence in the efficiency has been eliminated by measuring it in bins of
¢*). In Figure 4.6.5 (b) we show how the measured quantity changes when the

DY — 7= ptv pole mass is varied from M;)role =1.80 to MT, =211 GeV/c?;

pole

the study is performed for two different choices of the D — K~ utv pole

= 1.90 GeV/c® and ME

. K
mass: M pole

pole = 2.11 GeV/c?. As for the branching

measurement, we do not include this source of theoretical uncertainty in the
computation of the total systematic error.
Finally we investigated how sensitive our measurement is to the ratio
()

£ = W‘ which is assumed to be —1 in the computation. We used the
+
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K
measurement EES% ‘ = —1.31’%:2 4 0.6

value. The corresponding variation of the measured quantity was found to be

and varied ¢ within +10 of its central

IFVE

=14
PV £LA%

(see Table 4.8.2 ). The effect is so small because the factor ¢ enters in the
computation only through terms which are proportional to the muon mass

squared.

Table 4.8.2 Variation of ¢ = ‘;SEZE%‘
+

¢ FV

+2.310.04884 + 0.01387

-1.0 10.04810 £+ 0.01361

-4.7 10.04745 £ 0.01348

4.9 Summary of results

We investigated the two semileptonic decays D — 7~ ptv and DY —
K~ uTv using a D*-tag technique. We observed 45.6 £ 11.8 7~ utv events
and 824.5 £33.0 K~ uTv events. We measured the relative branching ratio of

the two decays to be:

BR (D — 7= putv)
BR (D" — K—putv)

= 0.0986 = 0.0260 (stat) =+ 0.0069 (syst) .

Integrating the differential decay rates over the significant region of the Dalitz

2

hyo W€ measured the ratio of the two form factor normalizations

plot ¢* vs m
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times the ratio of the corresponding CKM matrix elements:

v, 2| () |2
d f;( )" 0.0481 = 0.0136 + 0.0034 .
Ves | 1£1£(0)

Assuming unitarity for the CKM matrix, we computed the ratio of the two

form factors alone to be:

/7(0)
¥

‘ =0.971 £0.138 £0.034 .



CHAPTER 5

VECTOR D+ SEMILEPTONIC DECAYS

In this chapter we analyze the vector meson semileptonic decays Dt —
F*O/fi—l/ and DT — p’utv and measure the relative branching ratio. The
major problem with this analysis is represented by background from other
DT and DY semileptonic decays. In order to reduce D} contamination, we
will exploit the longer DV lifetime to require a large separation between the
reconstructed primary and secondary vertex; we will further require that the
secondary position is outside the target region. Contamination from other
incompletely reconstructed DT semileptonic decays will be either suppressed
by tight three-body invariant mass cuts (Dt — n'uTv), or inserted as another
possible charm signal in the fit to the data (DT — puTv). Finally, because of
our low reconstruction efficiency for 7%, we will not be able in this analysis to

impose a D*T-tag requirement on the decay candidates.

5.1 Analysis algorithm

We want to reconstruct the decay DT — A* ™ v, where 2* is a neutral
vector meson decaying into two bodies h* — hThAT. In particular, we are
interested in the two decays DT — F*O/fi—l/, K = K—xt and Dt —

Tn~. The analysis algorithm we employ is very similar to the

Autv, o —
one used to reconstruct DY — A~ ptv events. The major differences are the
number of decay prongs (three instead of two) and the absence of a D*-tag.
We start by selecting a combination of three linked SSD + PW (' tracks
compatible with originating from the decay Dv — h*uTv, h* — h™hT.

The muon candidate is required to be traced through all five PWC stations
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(in order to hit the Inner Muon detector), it must not be identified by the
Cerenkov counters as a heavy particle (i.e. it must not be a kaon, a proton or
kaon/proton ambiguous: istatp#£ 4,8,12), and it is subject to the same muon
identification requirements which have been used for the D — A~ ptv anal-
ysis (including the cut P(uT) > 10 GeV/c which reduces hadron misidentifi-
cation). The two hadron candidates A=, AT must be traced in at least three
PWC stations and must have opposite charge. The candidate with opposite
sign to the muon, A™, is required to be kaon definite or kaon/proton ambigu-
ous (istatp= 4,12) for DT — F*O/fi—l/ candidates, while it is required to be
pion definite or electron/pion ambiguous (istatp= 2,3) for D* — 0T v can-
didates. The same sign hadron 2T = 7% (in both cases) has a looser re-
quirement of not being identified as a heavy particle. No momentum cut is
applied to the hadrons. The three-body invariant mass of the combination is
computed and is required to be satisfy 1.0 < M(K -7 tut) < 1.8 GeV/c? and
1.2 < M(z=7tut) < 1.8 GeV/c?. This cut is applied to reduce contamination
from other non-tag charm decays. We also compute the two-body invariant
mass of the muon candidate with the opposite sign hadron and we impose the
condition M(h=htut) — M(h=pT) > 0.25 GeV/c?. This cut reduces contam-
ination from charm D*-tag semileptonic decays. Both cuts will be discussed
in much more detail in section § 5.3. The three tracks are tested for a common
origin, the secondary vertex, with a confidence level c¢/s > 1%. Contamination
from higher multiplicity charm decays is reduced by requiring the secondary
vertex to be isolated from any other track in the event (iso2 < 1%). We take
advantage of the fact that the D has a longer lifetime than the D° (two and
a half times bigger) and we require the reconstructed secondary vertex to be

outside the target region. Monte Carlo studies show that the percentage of
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D7 and D} which decay outside the target is on average 42% and 25%, re-
spectively (due to absorption in the target region, there is a small dependence
on the number of decay prongs). The out-of-target requirement not only en-
hances the Dt signals with respect to the DF’s, but it also rejects background
originating from secondary interactions.

As in the D — A~ uTv analysis, we construct the primary vertex of
the event by using a standalone vertexing algorithm, which combines all the
SSD tracks of the event (except those composing the secondary vertex) to
form all possible vertices with a confidence level ¢lp > 1%. We then choose
as the primary vertex the highest multiplicity vertex reconstructed within
the target region. To reduce the shorter-living combinatorial background, we
require the significance of separation between primary and secondary vertex
to satisfy L/op> 20. The hard L/op cut also contributes in suppressing the
DY component with respect to the D¥.

In the D* — h~pt v analysis, we use the direction in space defined by
the primary and secondary vertex position to compute the DY momentum by
assuming the DY mass. The D momentum was then combined with the soft
pion momentum from the primary vertex to form the D*T invariant mass. In
this analysis there is no D* mass to compute, so we could avoid calculating
the DT momentum by assuming the DT mass. Nevertheless, we perform
the computation because it allows us to impose some kinematic constraints
on the reconstructed neutrino energy and longitudinal momentum. Boosting
as before to a reference frame where the total charged momentum (i.e. the
momentum of the A~ AT T combination) is perpendicular to the D direction

of flight, we require P* (v) > —2 GeV/c and E'(v) > —1 GeV (quantities are
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allowed to be slightly negative because of resolution effects). These constraints
help reduce background from non semileptonic decays.

The complete set of analysis cuts used to select the DT — F*O/L—i_l/ and
Dt — o%utv signals is summarized in Table 5.1.1. For the decay candidates
satisfying the analysis requirements, we plot the two-hadron invariant mass
M(h~hT) and look for a peak at the parent vector meson h* mass. Since
we are not interested in the computed DT momentum, there is no twofold
ambiguity to be solved (as in the D — A~ puTv analysis), and for each decay

candidate there is only one M(h™h™) value to be plotted.

5.2 The data signals

The analysis algorithm was run on the full data set collected during the
1990 and 1991 runs. Events were ambiguous by the Global Vertex routine,
which requires the presence in the event of at least two vertices, each com-
posed of at least two SSD tracks. In Figure 5.2.1 we show the two-body recon-
structed invariant mass M(K "7 71) for DT — F*O/fi—l/ candidates (increasing
L/op cuts are applied). The distribution is dominated by the F*0(892) mass
peak. In Figure 5.2.2 we show the two-body M(7~7%) invariant mass for
Dt — 'utv candidates. The broad peak in the center of the plot is the
0°(770) signal. Other peaks at lower mass values may be interpreted as due to
other incompletely reconstructed resonant semileptonic decays, which contain

two oppositely charged pions among their decay products.



Table 5.1.1 Analysis cuts
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Dt — F*O/L—i_l/ Dt = Outy Df — ¢utv
all tracks linked SSD + PW(C
tracking pt =5PWC, h™,hT = at least 3 PWC
P(pt) > 10 GeV/c
Cerenkov pt £ 4,812
(istatp) Tt £ 4,812 KT =4,12
K= =4,12 T~ =2,3 K= =4,12
0.0l < E/p<1.0
¢ identification Good Runs: at least 5 out of 7 planes + r/o, <1

Bad Runs: 1 or 2 scint. planes + HC p 1d

or 3 scint. planes with no further request

vertexing es > 1%, cp > 1%, is02 < 1%
L/or> 20, Zse. out of target Ljor>5
kinematics PR (v) > =2 GeV/e, E'(v) > —1 GeV/c?
invariant 1LO< M(K~7tpt) < 1.80 | 1.2 < M(z 7 tut) < 1.80 no cut
mass 0.25 < M(h=wtpt) — M(h—p™) no cut

5.3  Discussion of backgrounds

The two-body invariant mass M(7+7~) reconstructed from 7+tr=pu*

combinations is a very rich, and therefore a complicated, distribution. Several

DY, D® and D semileptonic decay channels may in principle contribute to

the distribution.
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Figure 5.2.1 M(K~7T) invariant mass for D¥ — K" v candidates, re-
constructed with the cuts described in the text and increasing L/op cuts.

531 Dt K uty

The first source of contamination to the Dt — %yt v signal originates
from Dt — F*O/L—i_l/ events where the opposite sign kaon is misidentified as
a pion. If the K~ from the K*°(892) is given the pion mass, the misiden-
tified K 71 mass peak is broadened and shifted in the p°(770) region (see
Figure 5.3.1 (b)). It is because of this source of contamination that in the
Dt — Out v decay, the Cerenkov identification of the opposite sign pion =
is required to be tighter than that of the same sign pion 7. The lower limit im-
posed on the three-body mass also helps in reducing the contamination, since

the distribution for misidentified K p v events is shifted to lower values than
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Figure 5.2.2 M (7~ 771) invariant mass for D — o’u% v candidates, recon-
structed with the cuts described in the text and increasing L /o cuts.

for o°utv events (see Figure 5.3.2 (b)). The total amount of feedthrough de-
pends on the number of Dt — F*O/fi—l/ events generated in our experiment

and the efficiency to misidentify them as Dt — p"uFv. Roughly we can esti-

. Y(F*Ou‘i'l/,msd) BR(Dt—K*uty) E(F*O/ﬁ'l/,msd)
mate: V() = BRDT=¢ u+ ) @iy 10x0.05x0.5 ~ 0.25,

where 5% is the K /7 misidentification probability, 50% is the relative efficiency

+_ 0,4+
BR(D _QY*([)L v) ~ 10%.
BR(Dt—K utv)

of the mass cuts, and we have assumed
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5.3.2 Non-tag DV, D} inclusive semileptonic decays

A priori, many DT and DY semileptonic decays with two oppositely
charged pions in the final state are possible (see Table 5.3.1). If these decays
are only partially reconstructed, they will contaminate the M(zx¥7~) mass
distribution for the ¢y v signal. In Figure 5.3.1 (¢)-(i) we show for each de-
cay the two two-body M (xT77) mass distributions reconstructed from Monte
Carlo.

Only two of these decays have been observed. Namely, the CLEO col-
laboration" fully reconstructed the decay chains D — ne®v, n — v and

— BR(DT—pet
D — ey,  — prtx~, and measured (DZ—nev)

W — 124 :i: 012 :i: 015

BR(DY—y'etv)

Table 5.3.1 Inclusive DT, D} semileptonic decays into 7tz ~

[33]

decay sub-decay sub-decay BR

n(54T\ut v n — ntaxd 0.236 £ 0.006
n—atrTy 0.0488 + 0.0015

n'(958)ut v 0 =70 0.302 + 0.013

W' =gty — X 0.437 £ 0.015

n — 00 n = atr 70| (0.208 £ 0.013) x (0.236 = 0.006)
n — gtz n = atroy | (0.208 £ 0.013) x (0.0488 £ 0.0015)

WI(782)utw WO — rtr— gl 0.888 £+ 0.007

In this analysis, two tools are employed to reduce contamination from
these decays. First, contamination from DF decays is suppressed by the large
L/op cut and the out-of-target requirement. Because of the combined action

of these two cuts, the reconstruction efficiency for DF is about half that for
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DT for the same final state (see Tables 5.3.2, 5.3.4). Second, the lower limit

imposed on the three-body mass M (7~ 7T ut) > 1.2 GeV/c? removes almost

completely any contribution from DY, D — o'utv, ' — nX, while suppress-

ing contributions from D¥, DF — nutv and DT — WuTv (see Table 5.3.3 for

the efficiency of the invariant mass cuts for each decay).

2—-BODY (h™ ") INVARIANT MASS
F 15000
(@) fioooo | (b) : (c)
0 7500 K/mmisid [9090 |
10000 5000 ; 5000 -
- 2500 F
L Il L Il O ‘ Il Il O 7\ Il 1 L 1 ‘ Il Il Il Il ‘ Il Il
0.5 *1 15 1.5 0.5 1 1,50
K Mo b Vi My — 70
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Figure 5.3.1 Two-body M(h~77) invariant mass for various DT (hatched
style) and DY (unhatched style) decay channels. The relative size of DT

and DY distributions reflect the relative efficiency of the invariant mass cuts
applied. No other analysis cuts have been used to produce these distributions.

L. . . . ——+0
In plot (b), the additional distribution represents K p v events where the

K~

is misidentified as a 7.
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Figure 5.3.2 Three-body M (L~ 7 mu™) invariant mass distributions for var-
ious DT (hatched style) and D (unhatched style) decay channels. In plot

.. . . . —*0 U
(b), the additional distribution represents K p v events where the K™ is

misidentified as a #~. The two vertical lines indicate the position of the mass
cuts.
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Table 5.3.2 Efficiency of L/o; and out of target cut for some DT and D} decays [+]

decay out of target | L/oy |both cuts
Dt — K*uty 41.0% 53.5% | 3L.7%
Dt = Outy 41.6% 59.7% | 34.9%
Dt = p'uty, o' — 0" 41.9% 59.8% | 35.3%
DY —qguty, n — 7tr= 70 42.7% 57.1% | 35.4%
Df — outv 24.9% 18.9% | 10.0%
DY —o'utv, n — 70" 24.9% 35.2% | 16.4%

_|_

DY —qutv, n — 7tr= 70 26.1% 33.4% | 15.8%

[*] The cut efficiency is normalized to L/op> 0; all the other analysis cuts

have been applied.

Residual contamination from D} — nuTv is computed using the

BR(DY —netv)
BR(DI —getv)

DF — ¢uTv from E68T data. The estimated number of D — nuTv events

CLEO branching ratio for and fully reconstructing the decay
is entered as a fixed components in the fit. Any residual signal from partially
reconstructed nut v decays is then interpreted as originating from DT and
included in the fit.

Contamination from DF — n'utv, 3" — 0%y can also be estimated using

the CLEO result BR(DI —y'c*v)

BRODF —detv) and is then inserted as a fixed component in

the fit. On the other hand, decay events from Dt — y'utv, 5’ — 0%y are
indistinguishable, from the point of view of our reconstruction algorithm, from
decay events of the form DT — o%utv. (We can not separately measure the
decay Dt — o'utv, n' — o%5 because of our low reconstruction efficiency for

7). Therefore, in what follows, the decay Dt — putv will always have to
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decay 1.0/1.2 < M(hrp) < 1.8[0.25 < M(hrpu) — M(hp) | both cuts
Kty 99.2% 92.9% 92.2%
o uty 59.0% 95.2% 55.3%
0 utv, n — o0 56.5% 97.5% 55.3%
nutv, o' — nprta™ 0.03% 48.2 % 0.03%
0 utv, o' — prx? 0.2% 49.7% 0.2 %
n — rtr 0
0 utv, o' — prx? 2.4% 66.1% 1.9 %
n— Ty
nutv, n — otz x" 20.1 % 66.0 % 16.3 %
nutr, n — atr Ty 35.7 % 73.1% 28.6%
WOpty, W — 7t 70 21.4% 75.0% 18.0%
K%y, K/n misid 34.6% 91.1 % 30.5%
K~ ptv tag 74.4% 0.04% 0%
T~ utv tag 56.0% 3.5% 0%

be considered in an inclusive sense, since the reconstructed p” may originate

from the decay n' — 0°7.

0 0

Background from DT — w%Tv, o — 7#t77 7% can also contaminate
the M(7+77) distribution in the region between the partially reconstructed 5
and the p’. Unfortunately, this source of contamination can not be estimated
a priori, since the decay has never been observed. Because of the invariant
mass cuts, the reconstruction efficiency for Dt — w%ut v is about three times

lower than for DT — o%uFy. In the data plots in Figure 5.2.2, a large «"

contamination is not apparent. However, it is not possible to make a precise
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Table 5.3.4 Global reconstruction efficiency for DV, DF decays [*]

decay DT DY
K9ty 6.3-107°
oty 4.7-1073
0 utv, o — o 4.7-107%(1.9-1073
nWutv, n — grtr— 3.7-107%| 5.10¢

n'utv, ' = e s atr 7% 1.2.107° (1.9 1077

nutv, = nr%72% n - ata=y [1.7-107% 8.6 -107°

nptv, n — 7tz 70 1.2-1073|5.4-107*
nutv, n— atr Ty 2.4-107%|8.2-10~*
WOpty, W — rtr—x0 1.5-1073
K%y, K/r misid 2.0-107*

[*] Average of 1990 and 1991 runs. All analysis cuts are applied, including
L/UL> 20.

estimate of the contamination, since we can not fit to the broad M(r+7™)

0 0

mass peak from w’ — 777", Therefore, we ignore this possible source of

contamination.

5.3.3 Tag D" semileptonic decays

D*-tag semileptonic decays such as D*t — D%+, DY — K—pu%v and
Dt — DY+, D — 7= putv can contaminate the DT — F*O/L—i_l/ and DT —
o't v distributions, respectively, if the soft pion #T from the primary vertex
is erroneously assigned to the secondary. This kind of background could be
reduced by applying some isol cut, i.e. requiring that tracks from the primary

not be compatible with coming from the secondary. We found that this cut,
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although effective in rejecting some contamination, is not as efficient as one

would hope.
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Figure 5.3.3 Comparison of mass distributions for D* tag and non-tag de-

cays.

The vertical lines indicate the position of the mass cuts.

The com-

bined effect of the two cuts M(h~xtuT) — M(h=pt) > 0.25 GeV/c* and
1.0/1.2 < M(h=nTput) < 1.8 GeV/c? removes any D*-tag background.

A better tool to suppress D*-tag background consists in imposing a lower

limit on the mass difference M (h~wtpu™)—M(h~pu™). If the T assigned to the

secondary is indeed a soft pion from the primary, the mass difference would
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peak around the value M(D*t) — M(D"). (The mass difference peaks are
broader than those reconstructed in the D — h~ptv tag analysis, because
here we do not attempt to reconstruct the neutrino momentum, and therefore
we are missing a portion of the “D* mass”.) If the T truly originates from
the secondary vertex, the mass difference will be more broadly distributed.
In Figure 5.3.3 (a), (b) we compare the two distributions for tag and non-
tag decays, for both cases h~ = K~ and h~ = . Our cut M(h~7tput) —
M(h=puT) > 0.25 GeV/c? eliminates all contamination from D*-tag sources.
The effectiveness of this cut for a real data signal can also be observed
in Figure 5.3.4. Plot (a) shows the D*f — D% T DY — K*~utu signal
reconstructed with all the analysis cuts described in the text except for the
cut on the mass difference (and L/op> 5 instead of L/o;> 20). The big
bump on the left side of the F*0(892) peak is due to tag decays D*T —
D%+, DY — K—utv, where the K~ and the #1 are combined to form
the two-body invariant mass. (The bump is significantly reduced if higher
Loy cuts are applied, because of the shorter lifetime of the D relative to
the DT.) Plot (b) shows the same distribution after the cut M(h=7tput) —
M(h=pu™) > 0.25 GeV/c? has been applied: the bump has disappeared.

5.3.4  Hadron-lepton misidentification background

Charm meson hadronic decays, where one of the decay products is
misidentified as a muon, may contaminate the invariant mass distributions
of (h=7%)u™ candidates. The h/u misidentification background is estimated
with exactly the same technique which was applied to the D — A~ uTv tag
analysis (see section § 4.3.2). Briefly, we run the analysis algorithm on a

subsample of the full data set, with identification requirements on the “u™”
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M(K™nt™) from K'rn"u" candidates  (L/0>5)
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MKt ) = M(K™ ™) > 0.25 GeV/c?

Figure 5.3.4 Effect of the cut M(h= 7T ut)— M(h~ut) > 0.25 GeV/c? on the

Dt — F*O/L—i_l/ signal. The bump on the left of plot (a) is due to tag decays
Dt — D%+ DY — K—putvy, and disappears when the cut is imposed.

The efficiency of the cut on data matches quite well with the Monte Carlo
computed efficiency listed in Table 5.3.3. In the plots, the crosses represent
the data points and the solid line is the result of the fit.

prong exactly opposite to our standard muon identification. We thus obtain a
mass distribution for the A/u misidentification background. Fach entry in the
distribution is then scaled according to the momentum-dependent misidenti-
fication probability, and multiplied by a boosting factor to scale to the full
data sample. In Figures 5.3.5 (a)-(d) we show the estimated misidentification

——+0 . . .
background for both the K’ ptv and o°puty mass distributions, and compare

it to the signal level.
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Figure 5.3.5 Estimated /g misidentification background for the F*O/L—i_l/ (a)

and o°uTv (c) data histograms. In plots (b) and (d) we compare the level of
the misid background (hatched style) to that of the signals.

5.4 The fit

5.4.1  Fitting technique

To fit the data histograms, we use the same binned mazimum likelihood
technique which was employed for the D® — h™uTv tag analysis (see section
§ 4.4). The likelihood is defined as:

#bins S —m;

=11
?

1

€
2
55!

where
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s; = number of events in bin ¢ of data histogram,

n; = number of events in bin ¢ of fit histogram.
We construct separate likelihood functions for the Dt — F*O/L—i_l/, Dy —
putv and DY — o%uty data histograms, and for the 1990 and 1991 runs.
In each case, the fit histogram is constructed using the signal shape from
Monte Carlo"™” (see Figure 5.4.1) and our best knowledge of all the background

sources involved.

Events/(5 MeV/ch)

Events/(0.5 MeV /ch)
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Figure 5.4.1 Two body M(h™77T) mass distribution for several semileptonic

decays. In plots (a), (b), (c) the mass spectrum of the vector meson reso-

. . . . .37
nance was produced according to a p-wave Breit-Wigner parameterization™ .

In plot (d), the full matrix element for the three-body decay n — 7+7—x°
was used; when binned at 20 MeV/ch, this distribution appears as shown in

Figure 5.3.1 (g).
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5.4.2  The F*O/L—i_l/ fit

The F*O/L—i_l/ fit histogram is composed of only two components:

1. The DT — F*O/L—i_l/ signal, with shape given by the Monte Carlo (see
Figure 5.3.1 (a)) and yield which is a parameter of the fit;

2. Background from h/u misidentification, which is fixed in the fit.

The number of entries in bin ¢ of the fit histograms is then defined as:
ni = Yoo Sti + MSs;

where Yg,, is the Dt — F*O/L—i_l/ yield, S; are the normalized Monte Carlo
shapes and M is the h/p misidentification background.

The result of the fit is shown in Figure 5.4.2 for L/op> 20. We find
228.8 £ 16.2 events in 1990 and 214.2 + 15.3 events in 1991, for a combined
yield of Y+, = 443.0 £ 22.3. In Figure 5.4.3 (a) we show the surviving
Yiceup for increasing L/op requirements, and compare it to the Monte Carlo

prediction.

5.4.3  The ¢utv fit

D} — ¢utv decay candidates are reconstructed with the same analysis
algorithm used for DT — F*O/ﬁ'y and DY — o%utv candidates, but with
slightly different analysis cuts. Both kaons from the decay ¢ — KTK™ are
required to be either kaon definite or kaon/proton ambiguous (istatp= 4, 12).
Due to the shorter DY lifetime, no out of target requirement is imposed,
and a looser detachment between primary and secondary vertex is required:
L/op> 5. Also, no requirement on the three-body mass M(K+K~u™) or on
the mass difference M(KTK~u™) — M(K~p™) is imposed, as there is not a

large charm semileptonic background which needs to be suppressed.
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Figure 5.4.2 Fit to the F*O/L—i_l/ histogram (1990 and 1991 data are com-
bined). The crosses are the data points, the solid line is the fit.
The D — ¢utv fit histogram is composed of two components:
1. The D} — éutv signal, with shape given by the Monte Carlo and
yield which is a parameter of the fit;

2. A linear function for the background.
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Figure 5.4.3 Surviving yield as function of the L/o}, cut, for different D de-
cay signals. The crosses indicate the fitted data yield, the solid line represents
the Monte Carlo prediction. The two curves are normalized at L/op> 20.

The number of entries in bin ¢ of the fit histograms is then defined as:
N, = Y(;Slu/Si + (bl + bZ xl) )

where Yy, is the D — ¢pTv yield, 2 = M(K~K1) — (M(K~) + M(K™))
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(the fixed threshold value is subtracted) and by, by are the two additional fit

parameters for the background.

D', —> & u v FIT

50 ¢
s |
020 ¢ V=947 + 12.3
o i
220 ¢ $(1020) signal
515 |

10 I

5

%698 | 1.02 1.04 1.06 1.08

M(KK*) at L/ > 5 GeV/c

Figure 5.4.4 Fit to the ¢uTv histogram (1990 and 1991 data are combined).
The crosses are the data points, the solid line is the fit. A second degree
polynomial is used to parameterize the background.

The result of the fit is shown in Figure 5.4.4 for L/o;> 5. We find
52.7 £ 9.2 events in 1990 and 42.0 £ 8.1 events in 1991, for a combined yield
of Yy,, =94.7+£12.3.
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The o°putv fit

. . . —*0
The o°utv data histogram is more complicated than the K" ptTv and

éput v histograms. The corresponding fit histogram is composed of the follow-

ing components:

1.

. Background from D — nu*v , where n — =

The DT — o°utv signal, with the shape given by the Monte Carlo
(see Figure 5.3.1 (b)) and a yield which is a parameter of the fit;

. The feedthrough from the Dt — F*O/L—i_l/ signal (where the K~ is

misidentified as a #7), with the shape fixed by the Monte Carlo (see
Figure 5.3.1 (b)) and a yield which depends on the previously fitted
value for Yis,,;

Background from D — n'utv, o' — ~°, with the shape given by

the Monte Carlo (see Figure 5.3.1 (¢)) and a yield which depends on

BR(DY —y'etv)

the fitted value for Yj,, through the branching ratio BRDF—geto)

measured by CLEO.

. Various background contributions from D — »'utv .9’ — 777~ X,

with the shapes taken from Monte Carlo (see Figures 5.3.1 (d)-(f))
BR(DY —y' et v)
BR(D;I'—>¢ et v)’

tr=a% or n — Tt

and the yields which depend on Y, and
T,
with the shapes taken from Monte Carlo (see Figures 5.3.1 (g),(h))

d BR(DY =y et v)
BR(D} —¢ et v)’

tr=7% or n — Tt

and the yields depending on Yj,, an
Background from Dt — nuTv . — 7 7, with
the shapes taken from Monte Carlo (see Figures 5.3.1 (g),(h)) and a

yield which is considered as a parameter of the fit.

Background from h/u misidentification, which is fixed in the fit.
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The number of entries in bin ¢z of the fit histogram is then defined as:

YK* v
i = You Sti + —t—
" onv O1i e(K*uv)
N Youu 1
(Gpr, K—K+) BR(6 — K—K+)

{ A [BR(UI — 70") e(n'utv, v0") Sai

e(K*uv — ouv) Sy

X

li

+ BR(y' — nxtx7) e(n'ptv, prtrT) S

li

n' = qr'x") BR(p — 7 tx ) c(y'ptv, pr’x’, 7trTq) S5 ]

(
+ BR(y' — 97’z BR(n — ot 7% e(y'ptv, pa’z0, 7 Txx0) S8,
+ BR(

+ B- [ BR(yp — #7777 e(nutv, 7Tx7x") S8

|

c(puv, 777 7y) BR(y — 7¥177)
e(puv, 7t~ 7% BR(n — 7t7—7")

+ BR(p — 7tn7y) e(putv, ¥n7y) S

‘|‘ Ynul/|: Sgl ‘|‘ ng:| ‘|‘ M S?Z' 5

where: Y, is the fitted yield for D¥ — o®utw: V,,, is the fitted yield for

BR(DY —y'ety) BR(DY —netv) M i
S = oo nF T 1S
BR(DT—¢etv) BR(DT —¢etv)

the number of o°uFv background events from h/u misidentification, and as

DY = qutv, g — 7t x% A =

usual € denotes an efficiency, 5; a normalized Monte Carlo shape and BR a

branching ratio.

The total likelihood function for the o°ut v histogram is constructed as:

Lo #binsnfie_"i 1 2 1 2
ouy — H sl X exp —5 X exp —5

1=1
to allow the two ratios A, B to fluctuate within the error around the measured

A — A

0 A

B - By

0B,

value Ag = 0.43 £ 0.11 & 0.07 and By = 1.24 + 0.12 £ 0.15"", respectively.
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Overall, the likelihood depends on four unknown parameters: Y,.,, Y50, A
and B.

The various components of the fit are shown in Figures 5.4.5 (a) and (b)
for L/op> 20. The corresponding fitted yields are listed in Table 5.4.1. In
particular, the fit returns 16.1£6.5 DT — o° v events in 1990 and 23.0+6.3
events in 1991, for a combined yield of Y., = 39.2£9.0. The combined fitted
yield for the decay DT — nuTv, n — 77~ 7% is Y, = 6.7 £3.1. The values
returned for the two fitting parameters A, B in 1990 and 1991 can be found

in Table 5.4.2.

Table 5.4.1 Fitted yields

decay 1990 1991 90+91
Dt — F*O/fi—l/ 228.8 +£16.2|214.2 £ 15.3 | 443.0 £ 22.3
Dt — outy 16.1 £6.5 | 23.0£6.3 | 39.2+£9.0

DY - Kuty, K/rmisid| 79410 | 62409 | 14.1+1.3

DY — y'uty, ' — o 24409 | 1.84£06 | 42411

DY —wqutv, n = atr 2| 16404 1.240.3 2.840.5

DY —wgutv, n—atn 0.5+£0.1 0.4+£0.1 0.9£0.1

Dt s guty, n > ata 7% | 3.0+£2.3 3.7+£2.1 6.7+ 3.1

Dt = putv, n — 717y 1.1£0.9 1.6 £0.9 27+1.3

Table 5.4.2 Other fit parameters

fit parameter 1990 1991

A= LR ((g:j;;‘::)) 0.43 +0.13] 0.42 +0.13

_ BR(Df—nu*v)
B = BRI —ontv) 1.23+0.19]1.24 4 0.19
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In Figures 5.4.3 (b), (c) we compare the surviving yields for DT —
o’utv and DT — nutv (respectively) to the corresponding Monte Carlo sam-
ples, for increasing L /o cuts. It can be noticed that in both cases the fitted

yield agrees well with the predicted DV lifetime evolution.

Entries /(20 MeV /ch)

D" = o’ u v FIT

8; QW%/}D/JV 8; gh/ﬂmis‘\d
7; @K‘Mufeed 7;
. a %DS = N, U . i
5} npﬁp Y 5 7
40 ' 4
L 4_{ L
dh J ST
2 F 2|
o N 1
0 L...] | .,
1 1.5 0.5 1 1.0
M(n ") at L/o > 20 Gev/c?

Figure 5.4.5 Fit to the o°uTv histogram (1990 and 1991 data are combined).
The crosses are the data points, the solid line is the fit. The various fit com-
ponents are superimposed with different hatching styles.
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5.5 Branching ratio measurements
We use the fitted yields and the Monte Carlo computed efficiencies
to measure the relative branching ratios of the DT decay channels DT —

F*O/ﬁl/, DY — o%uFv and DT — putv. We find:

BR (DT — oyt Yy .
( = v) _ o /G(inl/) — BR(W O Kt
BR (Dt — K ptw) Yooy /e(K*pv, K* — K—n7)
= 0.0790 + 0.0188
BR (DT — nputv) _ Youw/equv, 1 — 7Ta=70) 1
BR (Dt — oOutv) Youv/€e(opr) BR(n — 7tz =x0)

= 2.83+£1.45

In Tables 5.5.1 we report the fitted yields, the Monte Carlo efficiencies
and the measured branching ratios for the 1990 and 1991 runs. The 1990 and

1991 branching ratios are combined with a weighted average to obtain the final

result.

Table 5.5.1 1990 and 1991 branching ratios

1990 Yield | 1990 Efficiency | 1991 Yield | 1991 Efficiency

Kty 228.8 £ 16.2] 0.742 & 0.014% | 214.2 4 15.3/ 0.526 & 0.011%

Oty 16.1+6.5 | 0.550 £ 0.012%| 23.0 £6.3 |0.392 + 0.010%
nuty 3.022.3 |0.148 £ 0.006% | 3.7+2.1 |0.097 + 0.005%
BR (DY g p'v) 0.0634 & 0.0260 0.0960 & 0.0272
BR (Dt—K "pty)
BR (D* —nu*v) 92.02 4+ 2.51 279 4+ 1.77

BR (Dt —gutv)
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In Figures 5.5.1 (a), (b) we show the two measured branching ratios for
increasing L /o cuts. In both cases the agreement between the 1990 and 1991
values is not very good, except in the region around L/op> 20, where the
measurement is performed. Nevertheless, the combined 199041991 branching

ratios appear to be reasonably stable with L/oy.

5.6 Systematic error studies

In order to evaluate a possible systematic bias in our measurements, we
apply the same techniques which were used for the D® — A~ uT v tag analysis.
Because of the nearly identical topology, most of the systematic uncertainty
will cancel out when computing the branching ratio of the two decays (this
should be true at least for the two completely reconstructed decays DT —

—=*0 + gt
o’utv and DT — K ptv). In the case of the gg ((£+_>;)Z+';)) measurement,

the reliability of our systematic checks will be limited by the poor statistical

significance of the signal.

5.6.1  Split sample systematic errors

In order to investigate possible bias originating from specific analysis
cuts, we divide the total data sample into two approximately equal, statis-
tically independent subsamples, below and above a particular value of the
cut. We perform the measurement for the two independent subsamples and
compare the results to the value obtained with the total data sample. In
Table 5.6.1 we list the analysis cuts considered and the corresponding discrim-

inating values.
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Figure 5.5.1 Measured ratio of branching fractions as function of the
L/op cut. Squares are the 1990 values, diamonds are the 1991 values, and
crosses are the weighted-average combined results.

In Figure 5.6.1 we plot the branching ratio measured with each subsam-

BR (DT —o%ut ) and BR (DY —qutv)

BE (D oK 5] BR(DF— i) It can be seen that all the

ple, for both
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Table 5.6.1 Split samples cuts

Variable Cut value

Ljog Lior <45 Ljor > 45

cls cls < 50% ;  els > 50%

1502 1502 =0 ; i502 # 0
M(h=7tut) M(h=7tuT) < 1.4 GeV/er ; M(h—ntuT) > 1.4GeV/c?
M(h=mtut) | M(K—7tut) — M(K=pt) <045 3 M(K~xtpt) — M(K—pt) > 0.45 GeV/c?
~M(h~pt) | M(z=xtut) = M(z=pt) <0.70 ; M(z—atut) — M(z=pt) > 0.70 GeV/c?
p (A~ xtut) p (A 7tut) <80 GeV/e; p (h™wtut) > 80 GeV/c

run period

1990 ; 1991

split sample measurements are consistent with the quoted values. We there-
fore estimate no systematic uncertainty from the particular choice of analysis

conditions.

5.6.2  Fit variants

In order to estimate any systematic uncertainty originating from our
fitting technique, we perform N reasonable variations of the fitting process,
and remeasure the branching ratio each time (see Appendix). The considered
variations are listed in Table 5.6.2. These tests involve the variation of the bin
size in the data histograms, the variation of the mass range over which the fit
is performed, and the combined fitting for the 1990 and 1991 runs (instead of
averaging the two results independently). Another variation performed was
letting the h/p misidentification level vary freely in both the F*O/L—i_l/ and
0"yt v data histograms, so that this time (as opposed to the D — h~utv tag

analysis) any possible uncertainty in the misid background level is included in
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Figure 5.6.1 Relative branching ratio measured for various split samples
(combined 1990 and 1991 Monte Carlo efficiencies were used). The dotted
lines indicate the full data sample value and the corresponding 1o statistical
fluctuation.

the fit variant systematic. Finally, we tried different parameterizations of the

background under the F*O/L—i_l/ and 0" utv data histograms.
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Fit variant

BR (Dt —¢°utv)

BR (D+—>17u+ v)

BR (D+—K " utv)

BR (Dt—%utv)

(1) none ) 0.0790 + 0.0188 | 2.82 £ 1.51
(2) reconstructed MC shapes 0.0742 £0.0189 | 2.67 £ 1.50
(3) recon. MC shapes, 90 + 91 MC | 0.0770 £+ 0.0190 2.67 £ 1.50
(4) 30MeV/bin,0.25 — 1.75 GeV/c* | 0.0706 £ 0.0188 2.80 £ 1.58
(5) 1bMeV/bin,0.25 — 1.75 GeV/c* | 0.0767 £0.0189 2.68 £1.49
(6) 10MeV/bin,0.25 — 1.25 GeV/c* | 0.0800 £ 0.0190 2.26 £1.40
(7) 20MeV/bin,0.25 — 1.45 GeV/c® | 0.0788 £0.0188 2.82 £1.51
(8) 20MeV/bin,0.25 — 1.25 GeV/c* | 0.0787 £0.0189 2.81 £1.51
(9) variable misid level 0.1183 £0.0255 | 2.64 £1.42
(10) Landau background for K*puv | 0.0853 4+ 0.0204 2.78 £ 1.47
(11) fit to o"u+v misid 0.0743 4-0.0242 | 2.56 £ 1.77

used with variable amplitude
(12) fixed misid + variable function | 0.0655 + 0.0262 2934217

(*) The standard fit conditions are: 20 (MeV/c*)/ch bin size, 0.25 —

1.75 GeV/c? mass range, fixed level of h/u misidentification background.

The various results obtained with each fit variant are plotted in Fig-

ure 5.6.2. The total fit variant systematic error is then obtained by com-

bining these results according to the formula reported in the Appendix. For

BR (Dt —¢°utv)
BR (D*—=K*utv)

timate % =6.2%.

we estimate % = 16.5%,

BR

(D¥—nutv)

while for B

(DF—=g0uFp) W€
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Figure 5.6.2 Branching ratios measured for various fit variants. The dot-
ted lines indicate the value obtained with standard fitting conditions and the
corresponding lo statistical fluctuation.

5.6.3 Particle identification

We do not expect any systematic bias from the identification of the p™
and the same sign pion 7, because the same requirements are imposed on the
prongs of the Dt — F*O/L—i_l/ and Dt — 0T v candidates, and the two decays
are kinematicaly very similar. Different identification requirements are instead

imposed on the opposite sign hadron 2~ from the two decays (istatp= 2,3 for
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BR (Dt —¢°utv)

the 7~ and istatp= 4,12 for the K~). For the =5 measure-
BR (Dt*—K putv)
ment, we conservatively quote a systematic error of % = +2.5% associ-

ated with our Monte Carlo simulation of the Cerenkov detectors™™. For the

BR (DT —up*v) t, we do not quot tematic f ficl
BR (D+—>QO/L+I/) measurement, we do not quote any syste€matic 1rom particle

identification since the requirements are exactly the same on all the three

prongs.

5.6.4 Total systematic error

We summarize the sources of systematic error for the branching ratio
measurement in Table 5.6.3. All contributions are added incoherently to com-

pute the total systematic error.

Table 5.6.3 Systematic error

0B
B
O [
split sample 0% 0%
fit variants (includes misid level) 16.5% 6.2%
Cerenkov identification 2.5% 0%
Total systematic error 16.7% 6.2%

5.7 Form Factor Measurement
In Chapter 1 we saw that in the limit of zero momentum transfer, and

neglecting the lepton mass, the rate for a vector meson semileptonic decay can



162

. 22
be expressed in the form 7

* 2
im d, (D — h*lv) G

_ ‘/CZMZ— 2*3Ah*02
Jim I e VPO — P )

where Aj is the only form factor remaining when the two limits are taken.
. . . ——+0
Considering the ratio of the Dt — p"u% v mode to the Dt — K’ p v mode,

we find:

2 3 2
i & (D — opw)/dg? Vea|"[ Mp —mg ] A5(0)
P d (D S K o) fdg? | Ves| (30— |AF°(0)
It we assume that the measured branching ratio BR (DT =0"170) - qoeq not

BR (D+—EK " utv)

2 .
“ﬁcd which comes from

depend significantly on ¢, and we use the value for
CKM unitarity, we can compute the ratio of form factor normalizations for

the two decays:

‘ A35(0)

— =129 £0.15 (stat) £+ 0.11 t) .

Our result is a little larger, although compatible, with unity, which is the
value predicted by SU(3)p symmetry. Various theoretical models exist which
predict SU(3)p symmetry breaking effects of the order of 10-20%, both below

and above the unity value (see Table 7.2.1).
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5.8 Summary of results

We have investigated the two vector meson semileptonic decays DT —
F*O/L—i_l/ and Dt — o%utv. We observed 443.0 + 22.3 F*O/L—i_l/ events and
39.2 £9.0 o~ uTv events. We have measured the relative branching ratio of

the two decays to be:

BR (D* — dyt)
BR (Dt — K*0utv)

=0.0790 + 0.0188 (stat) £+ 0.0132 (syst) .

Assuming that this result holds in the limit of zero momentum transfer ¢*> — 0,

we have computed the ratio of form factors:

A$(0
‘ ;if ) ‘ = 1.29 £0.15 (stat) £ 0.11,
Az (0)
where we used the value of ‘é‘;d ’ which comes from CKM unitarity and we

neglected the lepton mass.

We also observed 6.7+ 3.1 candidate events for the decay channel Dt —
nutv, n — 77777 (where the 7° is not reconstructed). If this fitted yield
is interpreted as a signal, the branching ratio with respect to the DT —

0"t v decay is computed to be:

BR (DT — yuty)
BR (DY — o%utv)

= 2.83 £ 1.45 (stat) +0.17 (syst) .



CHAPTER 6
CHARM BARYONS DECAYING TO A}

In this chapter we use the total AT sample reconstructed through several
decay modes to look for higher mass charm baryons decaying to AT: AT —
Afrtr~and ¥, — AFrt. Mass measurements for the four states A (2593),
AXF(2625), ¥9 and YFT are presented. Furthermore we measure the ratio
of the photoproduction cross sections for A**T and Y. with respect to the

(inclusive) photoproduction cross section for A},

6.1 Introduction

Several experiments have observed the isospin triplet X9 ¥+ X»++

which decay strongly to Afx. THere we concentrate on the two decays
¥ — Afr™ and ¥ — Afxt and we do not investigate ¥F — Atx0
since our reconstruction efficiency for 7° is considerably lower than for #*.
Few experiments have observed the A}t excited states. ARGUS[SQ],
CLEO™ and E687"" have reported the existence of one such state, the
AXF(2625), with a mass difference M(AXT(2625))-M(AT)~ 341 MeV/c?, re-
constructed through its decay to AT7~7%. ARGUS reported a significant res-

onant component for the decay, Bgf/\(ﬁf§:2(622652)5—);\>§;1?—) = 0.46 £ 0.14. CLEO

and E687 did not see any resonant decay: E687" estimated the total reso-
*+ . ﬂ_:{: 42

nant fraction to be less than Bﬁ(RA(;-C(Z(622652)5—)>A?;+7T)_) < 0.36 (90% c.l.), CLEO™
BR(AT(2625)—X27T)

BR(ATT(2625)=Af nt7)

< 0.08 at the 90% confidence level.

< 0.07 and

measured the two separate upper limits

BR(ATT(2625)—Xt177)
BR(AIT(2625) =AY 7t 7—)
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CLEO™ has also reported evidence for a lower mass A*T excited state,
which we shall refer to as A1 (2593), with a mass difference M(AXT(2593))-
M(AF) ~ 307.5 MeV/c? above the Af mass. The A*T(2593) was recon-
structed from the final state AT7~ 7%, and the resonant decay A}t (2593) —
YerE, B, — AF7rT (where the X, can either be a X0 or a ¥+T) was reported
to be dominant. No other experiment has observed such a state.

The newly discovered A}Tstates have been interpreted[%] as a fine struc-
ture doublet, in which the light diquark ud carries a unit of orbital angular
momentum L = 1 with respect to the heavy ¢ quark. Combining this orbital

angular momentum with the spin S = % of the baryon, the two states have been

=1i"

assigned total angular momentum and parity J* as follows: A**(2593) 5

AXT(2625)= %_, while for both states the isospin is expected to be zero. If this
is the case, the AT can not decay to AT via single pion emission because of
isospin conservation, but requires two pions in the final state. If on the other
hand the two new states were excited ¥* states, in which the light diquark
ud has orbital angular momentum L = 0 but isospin [ = 1, they could de-
cay either to A7 or to ATwx, with the former decay being favored by phase
space. CLEO" has searched for the two states in the decay mode AF7?, and
reported no evidence for them. Furthermore, the X% states are predicted to
have higher masses than the A:+states[44].

Assuming the two states to be AXT, angular momentum and parity con-
servation show that the state A:"'(%_) may decay to the intermediate resonant
state Zc(%—i_) via an S-wave, but the state A:"'(%_) would have to decay to
Zc(%—i_) via a D-wave. Therefore in this picture we expect that the resonant
decay AXT(2625) — S.nt, . — Atr is strongly suppressed, while the decay

At (2593) — S.rt, B, — Afr is not. Therefore the analysis of the resonant
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Table 6.1.1 Excited Charm Baryons Quantum Numbers and Allowed Decays

baryon |JP | T |decays
AF |1 o

Y %+ 1| Afr

AF*(2593) | 3 |0 | Afrr

YT

ATy

AF*(2625) |27 |0 | Afrr

ATy

¥ %_ 1| Afr

Afrx

¥ %_ 1| Afr

Afrx

component of the decays of the A*T is very important in establishing the true
nature of the states. Finally the AT states could also decay to ATy via radia-
tive transition, but this decay would be competitive with that to AT7 7T only

if the intrinsic widths of the states are sufficiently narrow.

6.2 Reconstruction of AT in several decay modes

The total A} sample used in the search for higher mass charm baryons is
obtained by summing A candidates reconstructed in five decay modes: AT —
pK—7t, AY — pK? Af — pKlrtr=, AY — Azt AF — Alzfr—nt,
Neutral vees are reconstructed through their decay modes K? — 77~ and
A% — pr~ as described in section § 3.5.

The analysis cuts employed for each decay mode are listed in Table 6.2.1.
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pKw pfgﬂ'ﬂ' s pfg A7
Ljor >4 Ljor >4 Ljor >4 Ljor >2 Ljior >5
cls > 1% cls > 1% cls > 1% cls > 1% cls > 1%
clp > 1% clp > 1% clp > 1% clp > 1% clp > 1%
isol < 90% isol < 90% isol < 90% rin < 250pm | rin < 250um
1s02 < 0.5% 1s02 < 0.5% 1s02 < 0.5% rir < 25pum rir < 25um
P(AF) > 30GeV | P(AT) > 30GeV | P(AT) > 30GeV | P(p) > 20GeV
ct < 323pm ct < 323pm ct < 323um ct < 323um ct < 323um
AM <20MeV | AM <20MeV | AM <20MeV |AM < 25MeV | AM < 20MeV

A special effort was made to use the same requirements for all modes.
Protons are required to be identified by the Cerenkov system as either proton
definite or kaon/proton ambiguous (istatp(p)= 8,12); similarly kaons must
be kaon definite, kaon/proton ambiguous (istatp(K )= 4,12) or pion/kaon
ambiguous (istatp(K)= 7, accepted only if their momentum is P(K) >
60 GeV/e); pions must not be compatible with being electrons, kaons, pro-
tons or kaon/proton ambiguous (istatp(w)# 1,4,8,12). For all modes the
confidence levels of primary and secondary vertices are required to be greater
than 1%. For the multi-prong modes (pK 7™, pfgﬂ"i'ﬂ'_, ArFr=nt) we
require L /op> 4 and improve the signal to noise by means of isolation cuts:
isol < 90% and 2502 < 0.5%; we also require the total momentum of the
A} combination to be greater than 30 G'eV/c. For the one-prong modes we
require L/op> 2 (pfg) and L/or> 5 (A°7T) and substitute the isolation
requirements (which are ineffective for this kind of topology) with conditions

on the impact parameter of the neutral daughter (K or A%) to the decay
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vertex, both in the decay plane (rin < 250pm) and in the direction trans-
verse to the decay plane (rtr < 25um). Two additional cuts are used for the

—0
pK

mode: a cut on the proton momentum (P(p) > 20 GeV/c¢) and a cut
on the fractional energies of the two decay daughters (E(p)/E(Ac) > 20%,
E(@)/E(Ac) < 80%). Finally, for all channels we required the proper

time of the decay to be less than five times the nominal AF lifetime™™;

Lmc

cd = =5~ < 5-cr = 323um. According to Monte Carlo simulations, this

cut retains 98% of the A} events while rejecting 14% and 45% of the reflec-
tions from D} and D' mesons, respectively

In Figures 6.2.1 (a)-(e) we show the A} signals selected in the various
decay modes by the conditions described above. In Figure 6.2.1 (f) we sum
all the decay modes to obtain the total AT sample used for this analysis.
The resulting A} sample is composed of Y (AF) = 1564 4+ 101 events. The
pK 7T mode contributes 64% of the total yield, the pfg mode 22%, and the
other modes pfgﬂ"i'ﬂ'_, A7+, A7zt7=7t the remaining 14%.

For each decay mode, we select AT candidates which are contained within
approximately £2¢ of the nominal AT mass and compute the invariant mass
of the AT with one or two oppositely charged tracks coming from the pri-
mary vertex. These additional tracks have to be linked SSD-PWC tracks and
their Cerenkov identification must be compatible with the pion hypothesis
(istatp(m)# 1,4,8,12). In order to reduce systematic errors in the mass mea-
surements, we measure the mass difference between the AT +pion(s) state and

the original A7 state.
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Figure 6.2.1 (a)-(e) AT candidates reconstructed through several decay

modes and (f) total A} sample used to look for higher mass charm baryon
states.
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6.3 A*T(2593) evidence and mass measurement

In Figure 6.3.1 we present the mass difference M(AF7~71)-M(AT) re-
constructed by use of the total AT sample of Figure 6.2.1 (f); the histogram
shows evidence for two peaks above the background. The histogram is fitted
with two Gaussian functions for the signals plus a second degree polynomial for
the background, using the likelihood estimator. The fitted yield for the lower
mass peak is Y7 = 13.944.5 at a mass difference of AM; = 309.24+0.7 MeV/cz.
The statistical significance of the signal 6Y7/Y] is more than 3 o and the value
AMj is in agreement with the mass difference measured by CLEO"™ for the
A3T(2593) state (see Table 7.3.1): therefore we confirm the existence of such
a state. For the higher mass peak the fit returns Y3 = 38.8 + 8.0 events at a
mass difference of AMy = 341.4 £ 0.4 MeV/c?, which agrees with the mass
difference for the AX*(2625) state previously measured by E687"" by use of
the AT — pK 7t decay mode alone and with looser analysis cuts than those
employed here (see again Table 7.3.1).

Several checks were performed on the AXt(2593) signal to make sure
it was not a statistical fluctuation. For this purpose we considered only the
A} — pK~ 77T sample, since it is the only one which has statistical significance
when considered alone. Figure 6.3.2 (a) shows the M(Af7~71)-M(AT) mass
difference for AT — pK~rTcandidates, Figure 6.3.2 (b) shows the mass dif-
ference for pK~ 7 tcombinations belonging to A} sidebands, Figure 6.3.2 (c)
shows the mass difference for same-sign AT7~ 7~ combinations; no evidence

of signal can be seen in either plot (b) or (c).
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Figure 6.3.1 M(AT7x~7T)-M(A}) invariant mass distribution obtained with
the total AT sample of Figure 6.2.1 (f), showing evidence for both the
AXT(2593) and A1 (2625) states.

In Figure 6.3.3 we plot respectively the A**(2593) mass and the ratio of
the A1 (2593) yield to the A*T(2625) yield, when different analysis conditions
are used and when the total AXT sample is split into 90 and 91 subsamples and
low and high momentum subsamples: both quantities appear to be reasonably
stable, showing no substantial systematic effects.

In Figure 6.3.4 we show A*T(2593) — Atxtr~ and AXT(2625) —
Afrtr~ (where in both cases AT — pK~xT) Monte Carlo samples, re-
constructed with the analysis cuts described in Table 6.3.1. The width of
the Monte Carlo signal for the AXt(2593) state is measured to be o =

2.30 + 0.06 MeV/c?, which agrees well with the value returned by the fit
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Figure 6.3.2 (a) M(Af7—#1)-M(AF) for AT — pK 771 candidates; (b)
M(AF7=#xT)-M(A}) for pK~ 7% combinations inside AT sidebands; (c) same
sign M(AT7~ 7~ )-M(AL).
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to the data o = 2.0£0.5 MeV/c? "I In Table 6.3.2 we compare the generated

and reconstructed mass differences in Monte Carlo for several high mass charm

baryon states; in all cases, the shift between the two is very small.

C

Table 6.3.2 Monte Carlo M(AT,X,)-M(A}) mass difference

generated | reconstructed

»Y 167.50 | 167.63 = 0.05
xrt 168.20 | 168.31 +0.05
AF*(2593) | 308.20 |308.41 4 0.07
AF*(2625) | 340.70 | 341.12 4 0.07
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We quote a conservative upper limit of 0.3 MeV/c? as systematic er-
ror in the A*T(2593) mass measurement. This uncertainty is derived from
fluctuations in the fitted mass observed when different fitting techniques or
analysis cuts are applied, and when the pK~ 7" mode alone is used to re-
construct Afcandidates, as well as from the small shift observed between

Monte Carlo generated and reconstructed mass difference. In conclusion, the

AXT(2593) mass is measured to be:

M(AFT(2593)) — M(AF) =309.2 £ 0.7 (stat) £ 0.3 (syst) MeV/e? .

6.4  Analysis of the resonant decay Af(2593) — Y %

The resonant decay chain A**(2593) — S.7%, ¥, — Atz® (where the
Y. can be either a X2 or a ¥ 1) was investigated, again using only A} can-
didates reconstructed in the pK ~71 mode. A similar study previously per-
formed on E687 data™" for the AXT(2625) state did not observe any significant

resonant component, and resulted in the 90% confidence level upper limit:

BR(AXF(2625) — Y.n¥)
BR(AFT(2625) — Adntr™)

< 0.36 .

In Figures 6.4.1 (a), (b) we present a scatter plot of the two mass differ-
ences M(AF71)-M(AT) and M(AF7~)-M(AT) for non resonant Monte Carlo
A*T(2593) — Afrtr~and AFT(2625) — AFxTx~events, respectively. It can
be noticed that the A**(2593) and A}t (2625) states appear as uniform diag-
onal bands in the plot. In Figure 6.4.1 (c) the same distribution is plotted for

a resonant AX+(2593) — Y.rF Monte Carlo. In this case, the presence of an
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intermediate X0 or X1 state in the decay causes the A>T events to concen-
trate at two regions corresponding to the Monte Carlo generated Y. masses.
Figure 6.4.1 (d) shows the situation for real data: background events dis-
tribute uniformly over the surface of the scatter plot, yet the points in the

A3T(2593) diagonal band appear to be concentrated at the two ends of the

band.
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Figure 6.4.1 Scatter plot of the mass difference M(AT7x~)-M(AL) vs. the
mass difference M(AF71)-M(AF) for:

a) Non resonant AXT(2593) — ATz 7~ Monte Carlo;

b) Non resonant A**(2625) — Az 7~ Monte Carlo;

¢) Resonant A*t(2593) — Y%, ¥, — AtxTMonte Carlo;

d) Data events (same entries as in Figure 6.3.2 (a)), with superimposed the
Y. region (double-crossed area) and the sideband region (single-crossed area).
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Figure 6.4.2 M(AF77T)-M(AT) mass differences for Af — pK~7wtevents,
showing signals for the ¥ (a) and X1+ (b) states. The analysis cuts for
pK 7T candidates are those listed in Table 6.3.1.

We selected Afr~ 7T combinations for which either one of the two sub-
masses M(AF77) or M(AF7T) is compatible with being a X? or a 1T, re-
spectively. For this purpose we define a ¥, signal region as that portion of the
M(AF7T)-M(AF) vs. M(AT77)-M(AF) scatter plot which is contained within
two bands of width £4 MeV centered around the ¥ and YFTmasses (see
double-crossed area in Figure 6.4.1). The values for the ¥, masses were ob-
tained from a separate fit to the X0 and X1+ signals reconstructed by combin-
ing AT — pK ~ 7T events with one pion (respectively opposite-sign or like-sign)

coming from the primary vertex, using exactly the same analysis conditions
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employed to reconstruct the A** signals. The ¥, — Afz®, AT — pK 77 sig-
nals are shown in Figures 6.4.2 (a) and (b). The Af7#~ 7% combinations satis-
fying the additional 3. cut are plotted in Figure 6.4.3. A maximum likelihood
fit to the histogram returns the yields Y; = 10.4 £ 3.4, Y5 = 10.6 £ 3.7 events.
If the same Y, cut is applied to the non resonant A*(2593) — Af7T7x~ and
AXT(2625) — Afrtr~ Monte Carlo samples, it is found that 33.2% and
31.2% (respectively) of the original AXT yield is retained. This shows that
the A*T(2593) sample is consistent with being completely resonant, while the
A*T(2625) sample (as expected) is consistent with being completely non reso-

nant.

Y, =104+ 3.4 tFY,= 13414

6 —

EY2:1O,6i3,7 FY,=32104

5

Number of Events /(2 MeV/c?)

L
{300 0 R

03 0.325 0.35 0.375 0.4 03 0.325 0.35 0.375 0.4

M(AS ) =M(AS), £, cut M(AS ) =M(A,), Sideband

Figure 6.4.3 (a) M(AT7~71)-M(ATF) mass distribution for the same events as
in Figure 6.3.2, but with the additional ¥, requirement; (b) same distribution
for AT7~7%combinations belonging to ¥, sidebands.
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We decided to measure a lower limit on the resonant component of the
AXT(2593) — AT xTx~ decay. At this purpose we defined a sideband region as
the portion of the M(AF#1)-M(AT) vs. M(AF7~)-M(A}) scatter plot which
is composed by two normalized sidebands of the X2 mass and two normalized
sidebands of the X1+ mass (see single-crossed area in Figure 6.4.1). The side-
bands were normalized by requiring equal yields in the ¥, signal region and in
the sideband region for a non resonant A*T(2593) — AXzxT7~ Monte Carlo
sample. Afr~7T data combinations lying within the sideband region are
plotted in Figure 6.4.3 (b). This last histogram is fitted with two Gaussian
curves with centers and widths fixed to the A*T(2593) and AX*(2625) val-
ues found in Figure 6.3.2 (a), and its contribution to the AX*(2593) yield is
subtracted from that of Figure 6.4.3 (a). The resonant AXT(2593) yield is
therefore: Yies = Y5 region — Ysideband = 9.2 £3.7. Dividing Y,es by the total

A3T(2593) yield of Figure 6.3.2 (a) we obtain the resonant branching ratio of

. BR(AF(2593)—=X.7%)
the decay: BR(AIT(2593) =AY 7t 7—)

= 0.90 4+ 0.25, which is compatible with 1.

We thus establish a lower limit on the resonant branching fraction:

BR(Af(2593) — Yen¥)

> 51%
BR(AZT(2593) — Afrta) !

at the 90% confidence level.

In conclusion, E687 results for the resonant ratio of the A*T(2593) —
AFrrtr™ and AXT(2625) — Afrtr~ decays agree with the results found by
CLEO™ and support the interpretation of the AX¥(2593) to be the J¥ =
(1/2)” state and the A*T(2625) to be the J¥ = (3/2)~ state of the orbitally

excited A*T doublet.
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6.5 Measurement of photoproduction cross sections
We use the charm baryon signals in Figures 6.3.2 (a) and 6.4.2 (a), (b) to
measure the inclusive photoproduction cross sections of A¥* and X. relative to

the inclusive photoproduction cross section of AT. For ¥, we use the formula:

oy, _ V()
opn,  €(Be = Aem,Ae — pK7) - BR(X: — Acr) - BR(A:, — pKT)

y e(Ae — pKr)- BR(A; — pKr)
Y(Ac)

(e denotes the Monte Carlo reconstruction efficiency and BR a Branching
Ratio), where we assume BR(YX, — A7) = 1.
In the case of A we use the formula:

opx Y (A}) y e(Ae — pKr)
oN. e(Af — Aerm,Ae — pK7) - BR(AY — Acrtr™) Y(Ac) ’

but this time BR(A}F* — AXzxTx~) # 1 since the AT* can also decay to

AF7079 We thus measure the combined quantity:

opr Y (A}) y e(Ae — pKr)
on,  e(Af— Aerm,Ae — pKT) Y(Ac)

BR(AT* = AfrnTr7) x

The fitted yield, the Monte Carlo reconstruction efficiency and the measured
photoproduction cross section for the four states are listed in Table 6.5.1 (the
reconstruction efficiencies are computed with the Monte Carlo yields obtained

in Figure 6.3.4 and Figure 6.5.1).
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Table 6.5.1 Photoproduction Cross Sections (%)

Yield Efficiency (%) |og, /on, or BR-ops/on, (%)

AF 994.2 £ 774 1.98 +£0.04

%Y 43.2410.9 | 1.11£0.03 7.77 £2.07 4+ 0.31
¥F 139.0£10.7 | 1.16 £0.03 6.70 + 1.92 £ 0.27
AFF(2593) | 10.24£3.7 | 0.61 £0.02 3.34 +1.23 £0.27
AXH(2625) | 244463 | 0.69+0.03 7.01 & 1.93 £ 0.56
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Figure 6.5.1 X — AT7~ (a) and ¥+ — Atz (b) (AT — pK~71) Monte
Carlo signals reconstructed with the analysis conditions listed in Table 6.3.1

The systematic uncertainty on the measured cross sections is computed

by considering a conservative estimate of 4% error per track. We checked the
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stability of our results by using different analysis cuts and different fitting tech-
niques and find that the results are consistent within the statistical errors. We
also investigate a possible dependence of the measured values on the momen-
tum of the reconstructed AF. For this purpose we divide the AT momentum
spectrum into three different regions (between 30 and 60 Gev/c, between 60
and 90 GeV/c, above 90 GeV/c). We fit each data histogram separately, com-
puting the Monte Carlo reconstruction efficiency for each momentum range,
and sum the three efficiency-corrected yields. The results obtained with this
“momentum-binned efficiency” technique proved to be in agreement, within
the statistical error, with the ones obtained by use of global reconstruction
efficiency.

We can perform a rough estimate of the number of AT originating from
higher mass charm baryons by summing the photoproduction cross sections for
each of the A:"' and Y. states observed. In the case of the ., we average the
two results for X2 and F+ and multiply by 3 to take into account the decay
mode N — AF70, which is not completely reconstructed in this analysis
but nevertheless contributes to the total AT — pK 7T sample observed.
In the case of the AXt, we assume that the decay AXT(2593) — AfrTn~ is
completely dominated by the resonant mode AX+(2593) — Y.nt, 8, — AfrT,
so that these events are already included in the X2, X+ photoproduction cross
sections. On the other hand we assume the decay AXT(2625) — AfxT7~ to

be completely non resonant and also take BR(AX1(2625) — ATz T77) to be
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2/3 (from isospin invariance). Therefore we obtain:

ZC7 A: 0 *
7N §(@ b2t AR gBR(A:(%%) S Aertrm) - ZAH262)

on, 2 0p, oA,
=(322+5.1+1.7)%.

OA,

Therefore our data indicates that about a third of the photoproduced

AF come from some higher mass charm baryon state.

6.6 Measurement of the X!, ¥+ masses

We measure the X2 and YT+ masses by using a combined sample of
AF reconstructed in the two decay modes pK~xt and pfg. Figures 6.6.1,
6.6.2 and 6.6.3 show the Y. samples reconstructed by using increasingly tighter
analysis cuts for the pK ~ 71 and pfg samples. It can be noticed that, as the
cuts become more stringent and the signal to noise improves, the %¢ mass
appears to be quite stable, while on the other hand the YT mass seems
to follow an upward trend, possibly indicating some systematic effects. The
situation is summarized in Figure 6.6.4 , where we also compare to the values
for the ¥, masses obtained by CLEO"™. We decide to measure the Y. masses
by using the "medium” analysis conditions of Figure 6.6.2 , for which the
Y+ mass falls in the middle of the range covered.

In order to evaluate the systematic error involved in the measurement,
we used the split sample technique described in the Appendix. We separated
both the X2 and Y1+ samples into four statistically independent subsamples:
candidates originating from different At decays (pK~ 7% or pfg) and data
taken by our experiment during the two different run periods (1990 or 1991);

then we measured the X0 and Y1+ masses independently for each subsample

(see Figure 6.6.5).
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Figure 6.6.1 X0 and YF* samples reconstructed through “loose” analysis
cuts: same as those listed in Table 6.3.1, but with L/op> 3 for pK~ 7T and

Ljor> 2 for pfg.
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Figure 6.6.2 X! and Y} samples for “medium” analysis cuts: in addition to

the cuts of Table 6.3.1, we require o < 15 mm for pK

0

RS

while for pK—nt we

require ¢ls > 5%, L /o> 4 and that at least one of the two heavy prongs (p

or K) is positively identified by the Cerenkov counters.
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Figure 6.6.3 X0 and YT samples for “tight” analysis cuts: same as in pre-
vious figure, but harder L/o} conditions: L/op> T for pK~ 7% and L/op> 3

—0
for pK ;.
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Figure 6.6.4 X0 and X1t masses obtained with different analysis cuts, and
comparison to CLEO results.

The final result for the M(X.)-M(AT) mass differences are:

C

M(E2) — M(A}) =166.6 £0.5 (stat) £ 0.6 (syst) MeV/e* |

C

M(EFT) — M(AF) = 167.6 £ 0.6 (stat) £ 0.6 (syst) MeV/e? .

The larger systematic error in the measurement of the . masses, as com-
pared to the measurement of the AX*(2593) mass, reflects the higher level of

background under the X0, ¥+ signals.
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Figure 6.6.5 Different values for X2 and YFTmasses obtained by splitting
the total samples into four independent subsamples each, and final values
measured for the masses of the two states (with superimposed statistical and
systematic error bars).
6.7 Summary of results

We have investigated the decay of higher mass charm baryons decaying
to AT AXT(2625) — Afztr=, AXF(2593) — Afrtr—, X0 — Az~ and
Yt — Afrt. We confirm the existence of the state AXT(2593) and measure

its mass to be:

M(AFT(2593)) — M(AF) =309.2 £ 0.7 (stat) £ 0.3 (syst) MeV/e? .

We estimate the resonant component of the decay A¥*(2593) — Y.x% to be
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dominant and measure the upper limit (at 90% c.1.):

BR(Af(2593) — Yen¥)

> 51% .
BR(A:T(2593) — Adrta) !

We measure the masses of the X2, ¥+ states to be:

M(E2) — M(A}) =166.6 £0.5 (stat) £ 0.6 (syst) MeV/e* |

C

M(EFT) — M(AF) = 167.6 £ 0.6 (stat) £ 0.6 (syst) MeV/e? .

Finally, we measure the inclusive photoproduction cross section for the four
states AXT(2625), AXT(2593), X0, S+F relative to the inclusive photoproduc-

tion cross section for the AT, and find that approximately a third of the pho-

c

toproduced AT originate from the decay of higher mass charm baryons.



CHAPTER 7
SUMMARY AND CONCLUSIONS

In this chapter we summarize the results from this thesis and compare

them to other experimental measurements and theoretical predictions.

7.1 Pseudoscalar D’ semileptonic decays

We investigated the two psendoscalar meson semileptonic decays D —
K~ ptv (Cabibbo-favored) and D° — 7~ utv (Cabibbo-suppressed). In order
to reduce background and have cleaner signals, we used a D**-tag technique,
i.e. we required the D" to originate from the decay D*t — D%z*. Combi-
nations of K~ u™ or 7~ u™ candidates originating from a common vertex were
selected. Using the direction in space given by the primary and secondary
vertex locations, and assuming the DY mass, we were able to compute the DY
momentum. The D? candidate was then combined with the momentum of a
soft pion from the primary vertex to construct the candidate D*t invariant
mass, and the D*t — D° mass difference was plotted.

We observed 824.5 4+ 33.0 D — K~ pu%v events and 45.6 £ 11.8 D° —
7~ uTv events. This represents the world’s first observation of the Cabibbo-
suppressed decay D° — 77Ty with more than a 3 o statistical significance.

We measured the relative branching ratio of the two decays to be:

BR (D" — 7= putv)
BR (D% — K—putv)

= 0.099 =+ 0.026 (stat) =+ 0.007 (syst) .

In Table 7.1.1 we make a comparison with other experimental measurements
and theoretical predictions. Our measurement is the most accurate to date and

is compatible with previous experiments and several theoretical computations
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(the only model which falls more than 2 o out of our measurement is the ISGW

theory 2 ,

updated by Scora'™” ).

Table 7.1.1 Results for DY pseudoscalar meson semileptonic decays

BR (D°—7~11v)

Reference BR(D'—K=Tv) Cd |f1‘(0))| |f1‘ |

E687 (1) 0.099 + 0.026 + 0.007 | 0.048 & 0.014 £ 0.003 | 0.97 + 0.14 + 0.03

E687 (¢) 0.103 + 0.031 + 0.004 | 0.054 & 0.017 & 0.002 | 1.03 + 0.16 + 0.02
E687 (11 + ¢) 0.101 + 0.020 + 0.003 | 0.050 & 0.011 £ 0.002 | 1.00 =+ 0.10 = 0.02

CLEO™ 0.103 + 0.039 + 0.013 | 0.052 & 0.020 £ 0.007 | 1.01 = 0.20 + 0.07

CLEO™ (0.085 £ 0.027 £ 0.014)[+] | 0.085 == 0.027 £ 0.014 | 1.29 & 0.20 + 0.11
MARK 111" 0.11+9:9% +0.02

Lubicz™ (LG)
Bernard" (LG)

Allton™ (LG)
ISGW2 7 (QM)
. (SR)
Dominguez " (SR)
Sadzikowski™ (BM)

Demchuk ™

Narison'

0.086 £ 0.041

0.088 £ 0.029
0.048
0.083

0.102 £ 0.035
0.126
0.073

0.92 £0.18
0.93 £0.10
1.02 £ 0.03
0.71
0.91 £0.01

1.1
0.87

[#] The value quoted in parenthesis is

R (D+—>7roe+1/)

BR (D+—TK etv)
where the factor of % arises from the % coupling of dd to the =°.

o QM: Quark Model
o SR: QCD Sum Rules
o LG: Lattice Gauge
o BM: MIT Bag Model

1 BR (D0—>7r_e+1/)

= 2BR (D°—=K-etv)’
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Charm meson semileptonic decays are interesting because the hadronic
part of the interaction can be studied. In the case of a decay into a pseu-
doscalar meson (like K~ or 77), the hadronic current is expressed through
two dimensionless form factors fjht(qz) Using a single pole mass parameteri-
zation fi(¢%) = 1_57(13[)%, and further assuming % = —1, we integrated the
differential decay rates for D — K~ pu%tv and D — 7~ put v over the region

of the Dalitz plot ¢* vs m%u for which we have acceptance, and measured the

following quantity:

‘/C 2 (0 2
d f;( "2 0018+ 0.014 (stat) +0.003 (syst) .
Ves| [ ££(0)

Analysis of semileptonic pseudoscalar decays does not allow us to measure
independently either the ratio of the CKM matrix elements or the ratio of the
form factor normalizations, but only the product of the two. Unfortunately,
theoretical predictions for the ratio of form factors are still heavily model

dependent, so it is not possible to use the formula above to obtain a significant

Vea
Vee I

estimate of the ratio Measurements of lower generation CKM matrix

elements together with unitarity constraints, provide the best estimate for this

quantity:
2
= 0.051 £ 0.001 .

‘Vcd

CcS

We used this result to compute the ratio of the two form factors and found:

130
750

‘ =0.97 +0.14 (stat) + 0.03 (syst) .

Although this value represents the world’s best estimate for ‘ﬁ{((%)) ‘, the as-
+

sociated error is still too large to allow us to discriminate between different

theoretical models (see Table 7.1.1).
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The quoted values reflect a 10% subtraction of the D° — 7~ putv sig-
nal due to the estimated contamination from incompletely reconstructed

Dt — 0%ty events. This estimate was based on the branching ratio
BR(DY—¢°utv)
BR(D+—K " p+v)
sources of background to the D — 7~ ptwv and D' — K~ putv signals were

= 0.0441'8:8%% +0.014"" measured by experiment E653. Other

subtracted as well. We estimated the systematic uncertainty from the experi-
mental sources to be small compared to the statistical errors involved. We also
found that the measured quantities are affected by the form factor parameter-
ization used in Monte Carlo generation. If a single pole mass dependence is
used (as it is commonly found in literature), then the value of the pole mass
becomes the critical parameter. We showed how our measurements vary within
a reasonable range of the D — 7~ uTv and D° — K~ putv pole masses, but
we did not include this theoretical uncertainty in our quoted values.

The results of this analysis for the semi-muonic modes of the DY semilep-
tonic decays were combined with the results of a similar E687 analysis for the
semi-electronic modes: D — K~ety and D — 7~ ety. Candidate elec-
trons were reconstructed in both the Inner Electromagnetic Detector (anal-
ysis performed by Matt Nehring) and the Outer Electromagnetic Detector
(analysis performed by Daniele Brambilla). The total reconstructed elec-

tron sample amounted to 681.9 £+ 32.5 D® — K~etv events and 45.5 + 13.3

Ty events. In Table 7.1.1, we report the results for the semi-

DY — 717e
electronic mode; the agreement with the muon results is excellent. The com-
bined semi-muonic and semi-electronic analysis has been submitted for publi-

cation.
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7.2 Vector D' semileptonic decays

We have investigated the vector meson semileptonic decays DT —
F*O/L—i_l/ (Cabibbo-favored) and Dt — o%u*v (Cabibbo-suppressed). Decay
candidates (K~ 7H)ut and (7~ 7T)ut were selected and required to origi-
nate from a common vertex in space. For these combinations, we plotted
the two-body invariant mass M (K~ 7t) and M(zx~7T) (respectively) and fit-
ted for the signals of the vector meson resonances F*0(892) — K~ xt and
0°(770) — 7Tx~. In order to reduce contamination from D} semileptonic
decays, we used the longer DV lifetime to require the decay vertex to be out-
side the target region, and to have a large significance of separation from the

production vertex. Residual contamination from D7 decays was estimated

BR(DY —netv) BR(DI—y'etv)

BR(DT —¢etv)’ BR(DF —getv)’ and

by using the CLEO™ branching ratios for

by fully reconstructing the decay D} — ¢utv from our data. Background
from other incompletely reconstructed DT vector meson semileptonic decays
was either completely suppressed by tight invariant mass cuts (D1 — n'utv),
or inserted as an additional component in the fit (DT — npuTv). Because of
our low reconstruction efficiency for 7, we were not able to impose a D**-tag
requirement in this analysis.

We reconstructed 443.0 £ 22.3 Dt — F*O/L—i_l/ events and 39.2 £+ 9.0
Dt — o%uty events. We measured the relative branching ratio of the two

decays to be:

BR(D* = t)
BR (Dt — F*O,u‘i‘l/)

= 0.079 + 0.019 (stat) +0.013 (syst) .

This analysis is the first statistically significant observation of the decay chan-

nel DT — p%u*v (the only previous evidence was a sample of 4.01'%:2 events
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reported by E653[32]). We used the measured branching ratio to compute the

ratio for the two decays of the only hadronic form factor which survives when

the two limits ¢ — 0, ml2 — 0 are taken":

‘ A35(0)

— =129 £0.15 (stat) £+ 0.11 t),

Vea

7 ? from CKM unitarity was used. In Table 7.2.1 we com-

where the value

pare the measured quantities to the other only experimental result and to sev-
BR (D*—o°ptv)

BR (D+—TK " utv)
is about double what one would compute by using theoretical predictions on
;;(Eﬁt%:f‘;?) and by dividing by two to take into account the % coupling
of the dd pair to the o°. Our result for the form factors ratio, although com-

eral theoretical predictions. Our result for the branching ratio

patible with unity, seems to favor those models which predict an SU(3)-flavor
symmetry breaking effect in the upward direction.

We also observed a weak evidence of 6.7 + 3.1 candidate events for the
decay channel DT — nutv, n — 777 7% (where the 7° is not reconstructed).
If confirmed, this would be the first observation of this DT semileptonic decay.

The branching ratio with respect to the DT — outv decay was measured to

be:
BR (DT — yuty)
BR (DY = i)

= 2.83 £ 1.45 (stat) +0.17 (syst) .

Efforts are currently underway to confirm the results of this analysis
using the semi-electronic decay mode DT — p%etv. Combined results may be

submitted for publication in the near future.
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Table 7.2.1 Results for DT vector meson semileptonic decays {

Reference % |%|
E687 0.079 £ 0.019 £ 0.013 (D) |1.29 £0.15 £ 0.11
E653"" 0.04470-031 4 0.014 (D) [0.9670:3% + 0151+
Allton™ (LG) 0.087 4 0.037 (D°)
Abada™” (LG) 0.094 +0.062 (D)
Bowler™ (LG) 0.072 4 0.024 (D°)
Lubicz™ (LG) 0.080 4 0.023 (D°) 1.06 £ 0.43
Bernard“" (LG) 0.90 4 0.31
Wirbel ™ (QM) 0.070 (D°) 0.92
ISGW2" 7 (QM) 0.05 (D°) 1.06
Ball"” (SR) 1.27 £1.23
Colangelo™ (SR) 0.90 + 0.12
(asalbuoni"™” (HQET) 1.25
Bajc™ (HQET) 1.12 £ 0.36
Jaus" (LFQM) 7.67
O’Donnell* (LFQM) 0.88

T Experimental measurements for the branching ratio can be compared to the

. .. . . . . . BR (D+—>g0u+l/) o
theoretical predictions assuming (from isospin invariance): 75 (DF =0ty =
1 BR (D°—o pty)

2 BR (D°—K*—ptv)®

# Computed by using
o QM: Quark Model

o SR: QCD Sum Rules
o HQET: Heavy Quark Effective Theory

Vs ® — 0.051 & 0.001 .

o LG: Lattice Gauge
o LFQM: Light-Front Quark Model
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7.3 Charm baryons decaying to A}
_|_

-, namely:

We analyzed the decay of higher mass charm baryons to A
AXF(2625) — Afatr=, AXH(2593) — Afratr=, 29 — Afzr~ and T —
Arrt. The total AT sample used for this analysis amounted to Y+ = 1564 &
101 events and was obtained by reconstructing A} candidates in five decay
modes: AT — pK~=7T, AT — pKY AY — pKP7t7z= AT — AVzF AT —
Axtr=zF. A} decay candidates from each mode were then combined with
one or two pions from the primary vertex to look for higher mass states, and
the mass difference between the A}+pion(s) combination and the A} was
plotted.

We reconstructed YA?(2593) = 13.9 + 4.5 candidates in the decay mode
AXT(2593) — Afrtr~, and thus we confirmed the existence of the state

A*T(2593), previously observed only by CLEO"™. We measured its mass dif-

ference relative to the Aj’ mass to be:
M(AFT(2593)) — M(AF) =309.2 £ 0.7 (stat) £ 0.3 (syst) MeV/e? .

We also estimated the resonant component of the decay A}T(2593) —
Yot (where the ¥, can either be a 22 or a Zj"") to be dominant and measured
the upper limit (at 90% c.1.):

BR(AT(2593) — Yer¥)

> 0.51 .
BR(AF(2593) — Afrta—)

Previous analysis from E687"" had investigated the decay AXT(2625) —

AFrTr~and concluded the resonant fraction to be small:

BR(AFT(2625) — Yor¥)
BR(AT(2625) — Adntr—)

< 0.36 ,

at 90% c.l. The E687 results on the resonant fraction of the decays AXt —
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AFrT7~ agree with similar findings by CLEO"™ ™™ and support the angular
momentum and parity assignment J¥(AF(2593)) = %_ and JP(AF(2625)) =
%_. The two AXT states would then be a fine structure doublet, in which
the light diquark ud carries a unit of orbital angular momentum L = 1 with
respect to the charm quark ¢ (L may combine with the total spin of the baryon
S:%toproduceJ:%orJ:%).

We also measured the masses of two X, states to be:

M(E2) — M(AF) =166.6 £0.5 (stat) £ 0.6 (syst) MeV/e* |

M(EFT) — M(AF) = 167.6 £ 0.6 (stat) £ 0.6 (syst) MeV/e? .

In Table 7.3.1 we summarize the K687 measurements of the four states
AXF(2625), AXT(2593), X9, ¥+ and compare them to other experimental
results.

Finally, we measured the photoproduction cross section for each of the
states AXT(2625), AxT(2593), X¢ and YT Frelative to the inclusive photopro-
duction cross section for the AT. Our data indicate that roughly a third of
the photoproduced AT’s comes from the decay of higher mass charm baryon
states.

This analysis was published in Physics Letters B



Table 7.3.1 Results for Mass Difference M(A¥,3.) — M(A.) (MeV/c?)

state E687 CLEOII Notes
AXT(2625) 3404 +0.6 +0.3"7 3422 £ 0.2+ 0.5 375 [+]
AXT(2593) | 309.24+0.7+0.3 [307.5+0.4+ 1.0 365 []
I 167.6 0.6 + 0.6 |168.2+ 0.3 + 0.2 | 168.04 + 0.27 [{]
50 166.6 0.5+ 0.6 |167.1+£0.3+0.2| 167.3 + 0.4[f]
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[] Theoretical prediction™”.

[1] World average™.

7.4  Final remarks

A new charm photoproduction experiment (FOCUS/E831), using an
upgraded and largely modified version of the E687 spectrometer, is scheduled
to start running at the Fermilab facility in July 1996. This experiment is
expected to increase the reconstructed sample of charm particles by at least
a factor of ten over the E687 statistics. The increase originates from using a
slightly lower energy photon beam, by impacting on the radiation target both
electron and positron beams, from a new reduced deadtime data-acquisition
system, from using a multiply segmented production target which increases
the number of charm decays in air, and from an increased efficiency of all the
detectors in the spectrometer. Since the analyses presented in this thesis are
limited first by statistics, it is expected that all the results will be considerably
improved by the new experiment.

In particular, the analysis of charm semileptonic decays will be one of

the topics to profit most from the new run. FOCUS will be able to detect



200

muons both in the inner and the outer region of the spectrometer, thus im-
proving the statistics of the semi-muonic modes by another factor of two. Also,
the new lead-glass inner electromagnetic calorimeter will hopefully prove to be
more efficient than the E687 detector. Better efficiency in lepton identification
will also cause a reduction of the hadron/lepton misidentification background,
which is one of the major sources of background in the semileptonic analy-
sis. For the analysis of Cabibbo-suppressed decays, background from K /7
feedthrough should also be reduced by improvements in the particle identifica-
tion software. Finally, if #%’s are reconstructed with sufficient efficiency, it will
be possible to impose a D*T-tag requirement on the DT semileptonic decays.

Larger and cleaner charm reconstructed samples will not only improve
the current results, but will also allow for new measurements of interesting

physical quantities: the value of the pole masses for both the D? — 77 [T and

h
DT — p%ty decays, the ratio of the two form factors ¢ = Jff_ggg, and the
+
analysis of other D?, D*, D vector meson semileptonic decays. If the desired
level of statistics is achieved, the challenge will be to improve our knowledge of

the spectrometer in order to not be dominated by sources of systematic error.

Improved theoretical estimates will be needed to confront the FOCUS results.
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APPENDIX: SYSTEMATIC ERROR TECHNIQUES

(a) Split sample technique

Let’s suppose we performed the measurement of some physical quantity
x over a given data sample. In order to assess possible systematic errors orig-
inating from the way the data sample was selected (for example, the analysis
cuts used), we divide the total data sample into N approximately equal, sta-
tistically independent subsamples. We perform again the measurement of the
physical quantity = separately for each subsample, obtaining as result x; £ o;.
The weighted average of the NV independent results is:

N
Zi:l xi/a?

<x>= N

Zi:l 1/01'2

and the corresponding error is:

1
oy = 7

S 1o}

We define the fluctuation of the N independent measurements as:

<z?>—<a>?
Oegtra = .

N -1

For N randomly distributed measurements x;, we would expect Teptrq ~ 0y;
if on the other hand it is found that oep¢rq > 05, We estimate the systematic

error to be:
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(b) Fit variant technique
In order to investigate possible bias originating from the our fit to the
experimental data, we apply the following technique. We perform N reason-

able variations of the fitting process, and estimate the systematic uncertainty

of the fit to be:

. _\/EiNzlxlz—N<x>2
ve = N—1

where < x > is the mean value of the N measurements (< @ >= EZNZI z;/N).



