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Abstract of "Search for the Top Quark in the Electron + Jets + Soft Muon Channel at 

D0 " by Haowei Xu, Ph.D., Brown University, May 1996 

The top quark is required in the standard model as the weak isospin partner of the b 

quark and is the only unobserved quark in three generations of quarks. At the Tevatron, 

the top quark is expected to be produced in pairs via the strong interactions. Almost 

all top quarks will decay into a b quark and a W boson, which decays in tum to pairs 

of leptons or quarks. In this analysis, we concentrated on the electron + jets final state 

where one W decays into an electron and neutrino and the other W decays into a pair of 

quarks. To suppress the background arising from production of a high-PT W accompanied 

by jets, we tagged the b quarks through their semileptonic decays with muons in the final 

state. This thesis includes detailed discussions on the W + jet event identification, muon 

tagging criteria, background estimates, and efficiency studies. Based on a data sample with 

integrated luminosity of 13.5 ± 1.6 pb-1 from the 1992-93 running period, two tt candidate 

events were observed with an expected background of 0.60±0.15 events, which yields a 

small excess of events over expected background. In combination with all D0 top quark 

analyses with approximately 50 pb-1 of data accumulated by the D0 detector during the 

period 1992-1995, we observed 17 events with an expected background of 3.9±0.6. The 

probability of an upward fluctuation of the background to 17 or more events is 2xl0-6 • 

This leads to the conclusion that production of the top quark has been observed in pjj 

collisions with a center of mass energy of 1.8 Te V. 
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CHAPTER 1 

Introduction 

What does the world consist of? Present-day particle physics research represents 

man's most ambitious and most organized effort to answer this question. The goal 

of particle physics research is to develop a complete and simple model to answer 

this question at its most fundamental level. Astounding progress has been made in 

particle physics over the last thirty years. In the early 1960tst quarks had not yet 

been identified as the constituents of hadrons; the theories of the strong and weak 

interactions were incomplete and the strong and weak force carriers had not been 

discovered. Now we know that three generations of leptons and quarks (see diagram 

below) exist as fundamental constituents and that their interactions are mediated 

by gluons, W± and Z bosons t and the photon. 

Upon the discovery of the b quark in 1977 [lJ, searches for the top quark were 

begun. In 1994, CDF published results of their top quark search indicating evidence 

for top quark production in pP collisions with a statistical significance of 2.8 standard 

deviations (s.d.) [2J. A subsequent publication by the D0 collaboration [3J reported 

the observation of nine events with an expected background of 3.8±O.9 events (1.9 

s.d.). However, both CDF and D0 stopped short of claiming discovery due to limited 
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statistics. In March 1995, both D0 [4] and CDF [5] announced the observation of 

the top quark. We present here a detailed discussion of the top quark search in Pi> 

collisions at Vi =1.8 TeV using the D0 detector. This thesis will cover the analysis 

in the electron + jets + soft muon channel with an integrated luminosity of 13.5 

± 1.6 pb-1 from the 1992-93 running period. We also summarize results from the 

full D0 top quark analysis with approximately 50 pb-1 of data which lead to the 

conclusion that the production of the top quark has been observed. The remainder 

of this chapter will give a brief description of the Standard Model (SM), explain why 

the top quark must exist, and describe the decay modes used to search for the top 

quark. 

1.1 The Standard Model 

An electroweak theory that unifies the weak and electromagnetic interactions 

has been proposed by Glashow, Weinberg, and Salam [6, 7, 8J. Mathematically, the 

electroweak theory is described by the symmetry group SU(2)LU(1)y, where the 

subscript L denotes the fact that the weak force operates only on left-handed he1icity 

states and the subscript Y is the hypercharge operator. There are four gauge fields in 

the electroweak theory. Excitations in these fields correspond to four gauge bosons: 

an electrically neutral photon (7) that mediates the electromagnetic interaction and 

massive gauge bosons (W± and ZO) that mediate the weak interaction. 

How well is the electroweak theory tested? The electroweak theory makes several 

predictions in terms of the one free parameter, sin2(Ow), where Ow is the mixing 

angle between the U(l)y gauge field and the third component of the SU(2)L gauge 

field. The first important prediction is the existence of neutral currents, verified in 

1973 [9, 10]. The second and even more dramatic prediction is the existence of the 

massive bosons W± and Zo, with masses and decay characteristics specified in terms 

of sin2(Ow). A more detailed discussion of tests of the second prediction is given 

below. 

The electroweak theory provides a relation between the Fermi coupling constant 

GF, the fine structure constant a, and the mass of the W boson Mw: 

(1.1) 
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Using the most recent values for GF, Q, and Ow, and taking into account radiative 

corrections, we can obtain the mass of the W boson, Mw = 80.6 ± 1.6 GeV [11]. 

Using the basic relation Mz = Mwl cos(Ow) provided by the electroweak theory, 

we can obtain the mass of the Z boson, Mz =91.9 ± 1.8 GeV [l1J. In 1983, the W 

and Z bosons were discovered at the CERN pP collider [12, 13J. The current world 

average measured values of the W and Z masses are (14] 

Mw = 80.2 ± 0.2 GeV (1.2) 

Mz = 92.0 ± 0.1 GeV, (1.3) 

which are in impressive agreement with the predictions of the electroweak theory. 

The electroweak theory has been broadly tested by now and its general validity is 

not in question. 

Strong interactions are described by Quantum ChromoDynamics (QCD), which 

is a local non-abelian gauge theory. The color charge of a quark has three possi­

ble values. An antiquark carries anticolor. The interactions between quarks can be 

described by the gauge group SU(3) in which gluons are the gauge bosons. The gen­

eral structure of QCD matches remarkably well with the facts of the hadronic world, 

including hadron spectroscopy, current algebra, the point-like structure of large mo­

mentum transfer inclusive reactions, and the logarithmic violation of scaling in deep 

inelastic lepton-hadron reactions. QCD has also been successful in predicting the 

features of electron-positron and photon-photon annihilation into hadrons, including 

the magnitude and scaling of the cross sections, the form of the photon structure 

function, the production of hadronic jets with patterns conforming to the elementary 

quark and gluon subprocess, as well as phenomena associated with production and 

decay of heavy quarks. 

The great success of the electroweak and QCD theories led to the combination of 

these two theories into what is known as the Standard Model (SM). Despite the fact 

that the SM has been extremely successful in describing measurements at present 

energies and there are no major disagreements of SM predictions with data, it is by 

no means tested in its full scope. Many more experimental efforts are needed for its 

further confirmation. One such effort is to find and study the top quark. 
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1.2 Why the Top Quark Must Exist 

Based on the SU(2)L structure of the SM, all right handed fermions are in 

SU(2)L singlets and all left handed fermions are in SU(2)L doublets (weak isospin 

doublets). The left-handed light quarks (u, d, c, s) are found to belong to weak 

isospin doublets as predicted by the SM. To determine if the left-handed b quark is 

a member of a weak isospin doublet, one can measure the eigenvalue of the weak 

isospin operator T3 for the left-handed b quark (denoted T:L). Since the strength 

of the weak interaction depends on T:L for processes involving the b quark, T:L 

can be measured from the forward-backward asymmetry (AFB) in e+e- -+ bb that 

results from the interference of the "y and Z. AFB depends on T:L and the beam 

energy; the measurement of AF B at different energies allows the determination of 

T:L. The data from experiments at PEP, PETRA, and TRISTAN show that only 

the SM choice T:L = -1/2 agrees with the data [15J. 

When the Z decays to bb are included and the accurate LEP data are used, an 

even more precise determination of T:L and T:R can be made. Since r(Z -+ bb) is 

proportional to (T:L+ lsin2{8w»2+{T:R+ isin2{8w»2, one can solve for the weak 

isospin eigenvalues by combining r{Z -+ bb) with AFB, obtaining [16, 17, 18, 19, 20J 

IT'3L _ 0 491+0•046 
.Lb - -. -0.022 (1.4) 

104IT'3R - 0 003+0. (1.5).L II - -. -0.080' 

These data show clearly that the left-handed b quark must be in a multiplet with 

one or more other states, one of them having TtL = !. That state is, by definition, 

the top quark. 

1.3 Top Quark Production 

There are two mechanisms for top quark production in pP collisions. First, if 

kinematically allowed, the top quark can be produced in the decay products of W 

bosons produced in hadron-hadron collisions. Second, since the top quark is colored, 

top quark pairs can be produced from a gluon-gluon or quark-antiquark initial state 

via the strong interactions. This mechanism is the dominant mechanism at ..ji =1.8 

TeV. 
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For Me > Mw, only quark-antiquark annjhilation and gluon-gluon fusion con­

tribute. Figure 1.1 shows the lowest order Feynman diagram for top quark produc­

tion. The total cross section for top quark production at Va = 1.8 is given in Fig. 1.2 

9 t 

9 

Figure 1.1: Lowest order QCD processes for production of tl pairs. 

as a function of the top quark mass [21, 22J. 

1.4 Constraints on the Top Quark Mass 

Constraints on the top quark mass come from the observation that the W mass 

gets a contribution from a q'q loop diagram (W -+ tb -+ W) and the value of 

the contribution depends on M t and Mb. Similarly, the Z mass gets contributions 

from the loops Z .-+ tl -+ Z and Z -+ bb -+ Z. This leads the quantity p = 
Mw / Mz cos(8w) to be given by 

p =1 +O.003(Mt/100 GeV)2. (1.6) 

Since p is measured to be 1 to better than 1%, Me can't get too large. In order 

to constrain the top quark mass, a simultaneous fit to the recent LEP data in the 

framework of the SM has been performed. In the fit, there are four parameters: the 
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Figure 1.2: 	 The cross section for top quark production as a function of 
the top quark mass. 

Z mass (Mz ), the mass of the Higgs boson ( MHO) [23, 24], the top quark mass (Me) 

and the strong coupling constant (a,). The fit is carried out by :fixing the mass of 

the Higgs boson and constraining the value of a,. The derived top quark mass is 

[25] 

M t = l73~g~i~ GeV. (1.7) 

The first error quoted is due to experimental and theoretical uncertainties for a fixed 

Higgs mass of 300 Ge V j the second uncertainty is determined by varying the Higgs 

mass from 60 GeV to 1000 GeV. When averaged with information available from 

neutrino experiments, the value of the top quark mass obtained is [26] 

(1.8) 


SLD [27] measurements prefer a slightly higher value of the top quark mass and 

when averaged with LEP and neutrino results yield a global average of l78~n~i: 

GeV/c2 for the top quark mass [25]. 
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1.5 	 Search for the Top Quark in the Electron + Jets + Soft Muon Chan­

nel 

Having found that the top quark must exist from the theoretical arguments, we 

need experiments to prove or disprove the existence of the top quark. The search for 

the top quark has been performed by many experiments. The published experimental 

lower limit on the top quark mass is 131 GeV at 95% CL from the D0 1992-1993 

collider run [28]. 

For Mt > Mw + Mb, there are three modes for SM top quark decays: 

• t -+ Wb 

• t -+ Ws 

.t-+Wd. 

Since the Cabibbo-Kobayashi-Maskawa [29, 30J element Ivtbl is near 1 [31J, the decay 

mode t -+ Wb has the largest branching ratio ('" 1). The branching ratio for t -+ W JJ 

is about 0.0025 and is too small to be measured. The decay mode t -+ W d has the 

smallest branching ratio ('" 10-4 ) and it is so small that we can ignore this decay 

mode. From the experimental point of view, we can assume that all top quarks will 

decay into Wb. Quarks from the top quark decay (either the b quark or the quarks 

from the W decay) are detected as "jets". A jet is seen in the D0 detector as a 

localized cluster ofhadrons in a small solid angle about the quark or gluon direction. 

Since there are two W's from the tl decay, the decays of the W's distinguish 

the primary top quark search channels. There are three such primary channels (T 

leptons are not included in the search channels since the T is very difficult to identify; 

21% of tl production leads to the channels related to the T): 

• the dilepton channel with both W's decaying into leptons (ee, ep, pp) 

• the lepton + jets channel with one W decaying into a lepton (e, p) and the 

other decaying into quarks (jets) 

• the all jets channel with both W decaying into quarks (jets). 

45% of tt production leads to the all jets channel, which typically gives rise to 

six high-transverse-momentum jets. This channel has a severe background from 
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QCD multijet production. The unfavourable signal-to-noise ratio cannot be easily 

increased experimentally because it is very difficult to distinguish jets from W decays 

from those which result from hard-parton scattering. 4.7% of tl production leads to 

the dilepton channel, which has relatively small backgrounds from other processes 

but a small branching ratio. 30% of tl production leads to the lepton + jets channel. 

Since a high-PT isolated lepton (e or "') plus a high-PT neutrino provides a relatively 

clean W sample, the background from QCD multijet production in the lepton + jets 

channel is small in comparison to the same background in the all jets channel. Thus 

a high-PT isolated lepton (e, or "') plus a high-PT neutrino, together with several jets, 

provides the most promising signature for tl events. However, there is an additional 

background to this channel arising from the production of a high-PT W accompanied 

by jets. Monte Carlo studies indicate that the W + jets background rate is much 

larger than the tl rate for a heavy top quark mass. Rejecting this background will 

be one of the subjects of this thesis. 

Since the standard model top quark almost always decays into Wb, tl events are 

expected to be rich in heavy quarks. The heavy quarks can be tagged through their 

semileptonic decay into muons (b-"" b-c- ",). About 40% of tl- lepton + jets 

events contain at least one muon from other than the direct W decay. Theoretical 

calculations indicate that the W + jets background is expected to be much less rich 

in heavy quarks [32]. The signal to background ratio can be substantially improved 

by the identification of soft muons in W + jets events. 

For a heavy top quark, muons from b or c decays can obtain moderate transverse 

momentum (PT) due to the hard fragmentation of heavy quarks. Hence, it is possible 

to detect these muons with a high efficiency. Compared to muons from W decay, 

muons from b or c decays have much lower PT. Figure 1.3 shows the PT spectra for 

muons from b or c decays and muons from W decays in tl events (Me :::: 160Ge V). 

We refer to muons from heavy quark decays as soft muons to distinguish heavy quark 

decay muons from high PT W decay muons. 

This thesis will present results of the top quark search by looking for soft muons 

in W + jets events. It covers in detail the analysis of signal events, backgrounds, 

and efficiencies for one of the top quark search channels: the electron + jets + soft 

muon channel. 

In this chapter we briefly introduced the Standard Model, explained why the top 
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Figure 1.3: Muon PT spectra for tf events: (a) muon from b or c decays; 
(b) muon from W decays. 

quark must exist, described different channels used to search for the top quark, and 

discussed the search channel for this analysis. 

In Chapter 2, we will describe the device, the D0 Detector, to be used to detect 

top signals and discuss triggers used in this analysis. 

In Chapter 3, we discuss the W event selection and one of main backgrounds 

to the top quark search in the electron + jets + soft muon channel: the QCD 

background. 

In Chapter 4, we develop the relevant criteria for the identification of soft muons, 

investigate properties of muons from heavy quark decays using Monte Carlo, and 

compare Monte Carlo results to data. 

In Chapter 5, we present a detailed analysis of results from the 1992-93 data 

sample which includes background studies and the evaluation of the acceptance and 

efficiency for tf events. 

In Chapter 6, we briefly describe the cuts optimized for the high top mass and 

summarize results from all channels based on 1992-93 and 1994-95 data samples. 

Chapter 6 closes with the conclusion that the production of the top quark has been 

observed. 
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CHAPTER 2 

Detector 

This analysis is based on the general-purpose D0 Detector located at Fermilab's 

Tevatron collider. The Tevatron collider [33,34] is a storage ring filled with bunches 

of protons and antiprotons circulating in opposite directions at the world's highest 

available energy, 900 Ge V. The Tevatron collider physics is covered by two major 

experiments, CDF and D0, sited at BO and DO (see Fig. 2.1 [35]). A cutaway 

DO detector 

Figure 2.1: Schematic of the Fermilab accelerator complex. 

isometric view of the D0 detector is shown in Fig. 2.2. A full description of the 

detector can be found in [36J. 
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Figure 2.2: The D0 Detector. 
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The D0 detector uses a right-handed coordinate system where the positive z­

axis points parallel to the direction of the proton beam and the y-axis is vertical. 

Azimuthal (¢) and polar (0) angles are defined such that ¢ = f is parallel to the 

y-axis and 0 = 0 is coincident with the z-axis. The Lorentz invariant pseudorapidity 

1/, is defined as 

(2.1) 

The primary goal of the D0 experiment is the precision study of high mass, 

large transverse momentum phenomena with particular emphasis on measurements 

ofcharged leptons (electron and muon), photons, jets (clusters ofproduced particles), 

and the missing transverse momentum indicative ofpenetrating particles (neutrinos). 

To accomplish this goal, the detector design stresses uniform, hermetic, fine-grained 

calorimetry, an almost complete solid-angle coverage muon system, and a high quality 

central tracking system. This chapter gives a description of the major elements of 

the D0 Detector, including the central tracking system, the liquid argon calorimeter 

system, and the muon system. The associated trigger system and data acquisition 

system are also presented. 

2.1 Central Tracking System 

The D0 central tracking system measures trajectories of charged particles, which 

are used to determine if an electromagnetic shower in the calorimeter was caused 

by an electron or by a i Iro. The energy loss (dE Idz) of charged particles in the 

tracking system helps distinguish a single electron from close-spaced electron pairs 

that result from a i -I> e+e- conversion. The tracking system also provides a 

measurement of the pP interaction position, which is used in calculating the missing 

transverse momentum. 

The D0 central tracking system includes four subsystems (see Fig. 2.3). Imme­

diately outside the beam pipe is the Vertex Drift Chamber (VTX). Surrounding that 

is the Transition Radiation Detector (TRD). Outside the TRD is an outer tracking 

system consisting of the Central Drift Chamber (CDC) and the two Forward Drift 

Chambers (FDCs). 
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Figure 2.3: The D0 Central Tracking System. 

2.1.1 Principles of Drift Chambers 

When a charged particle passes through a gas, it interacts with atomic electrons 

of the gas via the electromagnetic interaction. The charged particle loses energy and 

an atomic electron gains energy and is liberated in an ionization process. In the 

presence of an electric field, the liberated electron will gain kinetic energy from the 

electric field. If this kinetic energy exceeds the ionization energy of the gas atoms, 

a second ionization can take place. In a drift chamber, an electric field is formed by 

positive anode wires and field-shaping electrodes. To obtain a measurable current in 

an anode from ionization processes, one must form the anode from a very thin wire 

to obtain a large electric field near the anode. When an electron gets close to the 

anode, it will see a large electric field and gain enough energy between collisions to 

free an additional electron from the gas atom. This freed electron can then go on 

to liberate more electrons, which leads to an avalanche. As this avalanche reaches 

the positive electrode, it gives rise to a measurable current. By measuring the time 

an electron took to drift to the anode, one can determine the position, and hence 

reconstruct a track of the original source particle. The energy loss of the original 
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source particle in the drift chamber can be obtained by measuring the dEIdz of the 

track from the observed ionization. 

2.1.2 VTX Chamber 

The VTX chamber is the innermost tracking detector. It can be used to determine 

the interaction vertex and complements the other tracking chambers by identifying 

conversions which occur in the TRD. However, the VTX is not used in this analysis 

due to the high particle flux near the beam pipe. A detailed description of the VTX 

chamber can be found in (36J. 

2.1.3 Central Drift Chamber and Forward Drift Chambers 

The CDC, the outermost tracker in the central region, covers a pseudorapidity 

range of ITJI ~ 1.2. The FDCs extends the outer tracking coverage to (J = 5° (TJ = 

3.1) with respect to both emerging beams. 

The tracking information provided by the CDC and the FDC includes trajectory, 

dE/dx, and track multiplicity. This information is essential to the identification of 

electrons. Comparing the trajectory to the center of a cluster found in the calorimeter 

can help distinguish an isolated electron from nonisolated backgrounds. Close-spaced 

multiple charged particles will have a large dE/dx compared to a single isolated 

charged particle. Therefore, dEldx can be used to distinguish a single electron from 

a close-spaced conversion pair. 

2.1.4 Transition Radiation Detector 

The TRD is designed to distinguish electrons from pions using transition radia­

tion which is produced when a charged particle crosses the boundary between two 

materials with different dielectric constants (37J. The TRD is not used in this anal­

ysis since its efficiency was not well understood at the time when this analysis was 

done. A detailed discussion of the TRD may be found in [36). 
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2.2 Calorimeter 

The calorimeter is the most important part of the D0 Detector. Since there is 

no central magnetic field, the calorimeter is the only device which can provide the 

energy measurement for electrons, photons, and jets. In addition, the calorimeter 

plays an important role in identifying an electron, photon, jet, muon, and neutrino 

(from the imbalance of the transverse energy in an event). 

2.2.1 Calorimeter Principles 

A calorimeter is designed to measure the energy of incident particles. It is a 

block of matter which intercepts the primary particle, and is of sufficient thickness 

to cause it to interact and deposit all its energy in the detector. Some fraction of the 

deposited energy can be detected in a form of a more practical signal (e.g. ionization 

charge, scintillation light) which is proportional to the initial energy of the particle. 

There are two types of calorimeters, depending on whether the incident particle 

initiates an electromagnetic or a hadronic shower. 

For electrons and photons above a few Me V, electromagnetic showers come from 

two principal processes: bremsstrahlung for electrons and pair production for pho­

tons. It is through a succession of these energy loss mechanisms that the electro­

magnetic cascade is propagated until the charged secondaries have been degraded to 

the regime dominated by ionization loss. This process is called an electromagnetic 

shower. 

The development of a hadronic shower is analogous to that of the electromag­

netic shower. However, it is qualitatively different from the electromagnetic shower. 

The hadronic shower is initiated by hadrons through inelastic collisions with atomic 

nuclei. The inelastic production of secondary hadrons again interact inelastically 

producing tertiary hadrons until all particles have either been stopped by ionization 

losses or absorbed by nuclear processes. Hadronic showers are much broad and ex­

tended in space than electromagnetic showers of similar energy due to the relatively 

large nuclear interaction length. This difference can be used to distinguish electrons 

from hadrons. 
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A typical calorimeter includes two parts: an active medium to sample the ion­

ization produced in electromagnetic or hadronic showers that alternates with an ab­

sorber medium to develop the shower and absorb energy. To get detailed information 

about the shower development, one can segment the calorimeter. With segmented 

detectors, it is possible to obtain precise measurements of position and angle of the 
'I 

incident particle. Different shower shapes for EM, hadronic, and minjmumionization 

particles can be exploited to provide the particle identification. 

2.2.2 The D0 Calorimeter 

Due to the necessity to access the Central Tracking System within the calorime­

ter cavity, the calorimeters were divided into three separate detectors: a central 

calorimeter (CC), and a pair of end calorimeters (ECN and ECS). A schematic 

drawing of the D0 calorimeters is shown in Fig. 2.4. Based on stable unit gain, 

END CALORIMETER 

MIddle Hadronic 

(Fine & Coarse) 


Inner Hadronic 

(Fine & Coarse) 


Figure 2.4: The D0 Calorimeters. 

good radiation hardness, and simple calibration, liquid argon was chosen as the ac­

tive medium to sample the ionization produced in the electromagnetic and hadronic 

showers. Different absorber materials were used in different loeations. The electro­

magnetic modules (EM) and the fine hadronic modules (FH) used uranium which 
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has almost the same response to electromagnetic and hadronic showers. The very 

dense uranium allows the calorimeter to be made compact. The coarse hadronic 

modules (CH) contain copper and stainless steel absorbers. 

The central calorimeter covers roughly 1171 :$ 1 and is segmented in azimuth and 

pseudorapitity. Typical segmentation is Ll17Ll¢ =0.1 x 0.1 (0.05xO.05 for the third 

readout layer of the EM calorimeter). The central calorimeter is constructed in 

a tower geometry. Because of the difference in longitudinal development for elec­

tromagnetic and hadronic showers, each tower has an EM module at the front 

and hadronic calorimeter modules at the back. The hadronic modules include a 

fine hadronic module and a coarse hadronic module. Each EM module consists of 

four readout layers with longitudinal segmentation optimized for an electromagnetic 

shower. The FH modules containing thick uranium absorber plates have 3 readout 

layers. The longitudinal segmentation for the FH modules are based on the fact that 

most hadrons begin showering in the EM modules and are expected to be stopped 

within FH modules. With stainless steel and copper serving as absorbers, the CH 

modules are constructed to protect against punchthrough and leakage. 

The end calorimeters include the two mirror-image calorimeters (ECN and ECS) 

and cover the region 1.1 < 1171 < 4.5. Although the end calorimeters have a similar 

structure as the CC, there are some differences. There are almost no EM layers in 

the region 1.1 < ILl171 < 1.5. The region 0.8 :$ 1171 :$ 1.4 contains a large amount of 

uninstrumented materials. Two scintillation counter arrays called the InterCryostat 

Detector (lCD), are used to correct for the energy deposited in the uninstrumented 

materials. 

2.3 Calorimeter Performance 

The energy degradation through the development of the particle cascade in the 

calorimeter is a statistical process, and the average number N of secondary particles 

is proportional to the energy of an incident particle. In principle, the uncertainty 

in the energy measurement is governed by statistical fluctuations of N, and hence 

the relative energy resolution (uIE)2 improves as liN", liE. In practice, there are 

contributions to the energy resolution from errors in the calibration (constant term) 

17 


http:0.05xO.05


and from noise ('" 11E2), so the energy resolution of the D0 calorimeter is given by 

9 2iT 2 2 N2 
(E) = C +"E+ E2 (2.2) 

where C and N are obtained from test beam studies [36, 38, 39, 40, 41]. For electrons, 

C = 0.003 ± 0.002, 9 = 0.157 ± 0.005 (GeV)t and N Rj 0.140 GeV. For pions, 

C =0.032 ± 0.004, 9 =0.41 ± 0.04 (GeV)2'
1 

and N Rj 1.28 GeV. 

The position resolution for electrons is found to be >::: 0.8-1.2 mm, varying ap­

proximately as liVE. 

2.4 Muon Detector 

Due to its relatively large mass (>::: 200 times heavier than an electron) and rela­

tively long lifetime (2.2 p.s), muons can penetrate the calorimeters when effectively all 

the debris from electromagnetic and hadronic particle showers are absorbed. Hence, 

the muon can be identified within a crowded jet environment. 

Five separate solid-iron toroidal magnets are constructed to provide a magnetic 

field for measuring the momentum of muons. The central toroid (CF) covers the 

region 1111 ~ 1, two end toroids (EFs) cover 1 < 1111 ~ 2.5, The CF and two EFs 

together are referred to as the WAMUS (Wide Angle MUon System). Two small 

toroids in SAMUS (Small-Angle MUon Spectrometer) cover 1 < 1111 ~ 3.6. Associ­

ated with these magnets are sets of Proportional Drift Tube chambers (PDT's) for 

measuring track coordinates. Figure 2.5 shows a cross section view of the D0 detec­

tor with the five toroids and their associated PDT layers indicated. The magnetic 

fields produced by the toroids are approximately along the direction of •t/J, bending 

muons in the r-z plane. One layer of PDTs (A layer) is installed before the bend to 

measure the incident trajectory. Two separate layers (B and C layers) are arranged 

after the bend to measure the exit trajectory. A comparison of incident and exit 

muon directions provides the bend angle in the toroid, and hence the momentum. 

There are four PDT planes in the A layer chamber and three PDT planes in the 

B and C layer chambers. Each PDT is single wire chamber and the wire is aligned 

roughly parallel to the magnetic field so that the best measurements of the muon 

trajectory can be made in the direction perpendicular to the wires (the bend view). 

Locations of hits along the wire are determined by the signal arrival time dift'erence 
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Figure 2.S: A cross section view of the D0 Detector. 

between the two ends of the wire. The resolution on the hit location along the wire 

is further improved by using information from the cathode pad signals. 

To identify muons within a crowded jet environment, which is one of main sub­

jects of this thesis, one needs enough material prior to the muon system to prevent 

hadronic shower leakage. Figure 2.6 shows the total number of nudear interaction 

lengths seen by a particle as a function of emission angle. The large number of 

interaction lengths in the calorimeter and toroids eliminate most punchthrough and 

provides a very dean environment for muon identification. The minimum momentum 

required for a muon to emerge from the toroids varies from ~ 3.5 Ge V at "., = 0 to ~ 

5 Ge V at larger".,. The momentum resolution is dominated by multiple scattering of 

a muon in the iron for a low momentum muon(p < 10 GeV). For a high momentum 

muon (p > 40 Ge V), the momentum resolution is dominated by measurement error, 

which increases linearly with the momentum. The measurement error includes the 

drift time resolution and uncertainty in the chamber alignment. The momentum 
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Figure 2.6: 	 Nuclear interaction lengths (..\) in the D0 detector as a func­
tion of e. 

resolution is parameterized as: 

(2.3) 

For further details about the muon system, see [36, 42, 43]. 

2.5 Trigger and Data Acquisition 

The production of high PT events in pP collisions at the Tevatron collider is a 

very small fraction of the total inelastic cross section, which is ~ 50 mb [44J. For 

example, the production ofa W bosons is expected to occur of order once per million 

interactions [45]. On the other hand, at a luminosity of 5 x 1030 cm-2,,-1, the rate 

of pP interactions is ~ 250,000 Hz, while the data acquisition system can only log 

events at the rate of a few Hz. The three levels of hardware trigger (L0, Ll, L1.5) 

and one level of software trigger (L2) are designed to select high PT events from a 

huge low PT background. 
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2.5.1 Level 0 

The Level 0 (L0) trigger system is a fast hardware trigger with no dead time 

that operates during the 3.5 ps between beam crossings. It is the first trigger level 

and is used to identify beam crossings containing non-diffractive inelastic collisions. 

Since not every beam crossing will produce non-diffractive inelastic collisions, and 

the interactions can be contaminated by beam-gas collisions, the first goal of the 

L0 trigger is to identify interactions while rejecting beam-gas collisions. There is a 

large spread (0' ::::: 30 cm) in the Tevatron vertex position along the beam direction. 

Without a measurement of the vertex position, the transverse energy (ET) calcu­

lations in subsequent triggers would include a large vertex position error, affecting 

the trigger efficiency. The L0 detector provides a measurement of the interaction 

position along the beam axis. At high luminosity, there is appreciable probability for 

multiple interactions within one pP collision. The different interactions usually occur 

in different locations at different times. Thus, the standard deviation of the arrival 

times measured by the L0 detector will be increased for events containing multiple 

interactions. This deviation is used to indicate the presence of multiple interactions. 

In addition, the L0 detector is used to monitor the luminosity by measuring the rate 

for non-diffractive inelastic collisions. 

The L0 detector consists of two hodoscopes of scintillation counters located just 

outside the central tracking region. The L0 detector partially covers the rapidity 

region 1.9 < 1111 < 4.3 with nearly full coverage over 2.2 < 1111 < 3.9. The rapidity 

coverage is set by the requirement that a coincidence ofboth L0 detectors be ~ 99% 

efficient in detecting non-diffractive inelastic collisions. 

Each L0 hodoscope is comprised of two layers of 1.6 em thick scintillator with 

10 short (1x1 cro2 ) elements and 4 long (1x65 cm2 ) elements. Each scintillation 

element was then glued to a light guide which was glued to a photomultiplier tube. 

Short elements have single photomultiplier readout whereas long elements have pho­

tomultiplier readout on each end. Figure 2.1 [41] shows the hodoscope with two 

layers positioned at right angles to each other. 

When a charged particle hits a scintillator, it produces scintillation light [46}. The 

scintillation light travels down the scintillator and light guide by multiple internal 

refiection to the photomultiplier tube, which converts the light signal to an electrical 
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Figure 2.7: The two overlapped layers of one L0 array. The shaded re­
gions are scintillator. 
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signal. Electrical signals from the photomultipliers are then sent to the L0 electronics 

for calculating the vertex position and flagging multiple interactions. The fast vertex 

position is obtained by measuring the difference in the average times from both 

hodoscopes. A slower, more accurate measurement of position of the interaction and 

an indication of the occurrence of multiple interactions are available for the high 

level trigger (Level 2) decisions. This more accurate position determination is made 

by applying full calibration and charge slewing corrections to the data. The block 

diagram of the L0 electronics is shown in Fig. 2.8 [47]. 

Level 0 Electronics VI 1---- Token 
'--,..,........J R1na 

Block Diagram 
Trtaer 
Data dable 

/.low Z. iii 
To Triaer 

'a.t Z 
To Trluer 

Detector Platform 

Figure 2.8: 	 L0 electronics block diagram. The downloading and mon­
itoring of the L0 electronics occurs via the Vertical Inter­
connect (VI). The CFD, QTAC, VBD, L0_CTRL, L0..ADC, 
and L0_VTX (SLOWZ) are described in the text. 

After the signals from the photomultipliers are amplified with a gain of 10, they 

are sent to the analog sum module and the QTAC, which performs charge and time 

to amplitude conversion. The analog sum module accumulates the signals from the 

20 short counters closest to the beam pipe. The sum of 20 analog pulses from each 

hodoscope is passed to the CFD (Constant Fraction Discriminator), which provides 

a start pulse triggered by the analog sum from the -z hodoscope and a delayed stop 

pulse triggered by the analog sum from the +z hodoscope. The time difference is 

determined by a GaAs digital TDC (47] to make a fast measurement of the vertex 

position for the L1 trigger ET corrections. 

23 

MCH 




The output signals from the QTACs are transported to L0..ADC modules where 

they are digitized by 10 bit ADCs. The corrected time, te, is obtained in the 

L0..ADCs using: 

Ie 
te = to+ct+ ~ 	 (2.4)

vq- qo 

where to is time offset, e is the conversion factor, t is the digitized time, Ie is the 

slewing constant, q is the digitized charge, and qo is the charge pedestal. The L0..adcs 

sum the corrected times and the squares of the times for short counters and long 

counters separately. The L0..ADCs also calculate the number of valid hits, the 

minimum time, and maximum time. These digital signals are input to the L0_VTX 

modules. Each L0_VTX module calculates the mean and standard deviation of the 

corrected times for each hodoscope, excluding the following measurements from the 

calculation: 

• 	 the corrected times from the long counters if there are 3 or more valid hits in 

the short counters 

• 	 the earliest time and the latest time if the time difference between them exceeds 

600 ps and there are 5 or more valid hits. 

The difference between the mean times from the two hodoscopes, dt, is used to 

determine the vertex position, z", according to: 

edt 
z" = -	 (2.5)

2 

where c is the speed of light. The standard deviations from two hodoscopes are added 

in quadrature to obtain a total deviation which is used to Hag multiple interactions. 

H an event passes the Level 1.5 trigger, the L0 trigger data is transferred to 

the VME Buffer Driver (VBD) controlled by L0_CTRL. The VBD accumulates the 

Level 0 trigger data for an event and sends it into the event stream. 

The L0 trigger provides a fast interaction trigger with a vertex resolution of 

15 em within BOO ns. A slow vertex with a resolution of 3.5 em and a multiple 

interaction ft.ag are provided within 2.1 /JS. 

The L0 detector was tested using cosmic rays before data taking began (May 

1992). Figure 2.9 shows the distribution of the time resolutions for short counters 

and long counters. The test results show that the L0 detector has an excellent time 
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Figure 2.9: 	 Time resolution for Level 0 scintillation counters from cosmic 
ray tests. 

resolution. A comparison of the L0 vertex position measurements with those of the 

central tracking detectors using the collider data show good agreement for both the 

fast and slow vertex position measurements (see Fig. 2.10 and Fig. 2.11 (47]). 

2.6.2 Level 1 

2 1At a luminosity of 5 x 1030 cm- 8- (a typical value for the 1992-1993 data 

sample), the output rate from L0 is ~ 150 KHz, which exceeds our ability to log 

data by ~ 105 • A further selection based on physics goals is necessary to reduce this 

rate. The Level 1 (L1) framework is designed to decrease the rate from ~ 150 KHz 

to ~ 100 Hz. The L1 framework must make its decision to keep or reject an event 

in the 3.5 ps betweell beam crossings. The framework gathers digital information 

from the different detectors and decides whether a particular event is to be kept for 

further examination. There are big differences in cross sections among the different 

physics processes. To avoid missing some rare physics processes (for example, top 

quark production), fractions of the events for some copious processes are rejected 

by prescaling those triggers. The triggers selection is based on 256 AND-OR terms 

from the specific L1 trigger devices. There are 32 trigger bits output from the L1 
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Figure 2.10: Fast vertex resolution. 
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Figure 2.11: Slow vertex resolution. 
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framework. Each of these bits is defined by a programmable AND of selected AND­

OR terms. The L1 decision is true if the event passes one or more of the 32 trigger 

bits. 

The hardware calorimeter trigger is one ofseveral input sources to the framework. 

This trigger provides information about the EM, hadronic and total transverse energy 

for each individual trigger tower as well as missing transverse energy ($T) in the event 

(we will discuss the $T in detail in the next chapter). 

The hardware muon trigger also provides information to the Levell framework. 

This information is based on whether or not the drift cells of the muon system have 

been fired. A latch bit is set to true if the associated cell has been fired. 

In addition, the Level 1.5 muon trigger provides more precise muon track and PT 

informa tion (see [36] for details). 

2.5.3 Data Acquisition and Level 2 Hardware Trigger 

The Levell trigger selection results in a reduction of the trigger rate to ~ 100 

Hz. These events are fully digitized and then subjected to a final, software-based 

filter process which reduces the events recorded by the host system to a few events 

per second. This selection is done by a farm of 48 VAX computers that comprise 

the Level 2 software 'trigger. The data acquisition system collects the digitized data, 

packages the data into an event, and transmits the filtered events to the host. The 

data acquisition system comprises an event's path from the output buffers of the 

approximately 80 VME crates to the memory of a specific Level 2 node, and out 

again, if the event passes the the filter, to the host computer. The key feature of this 

system is that the digitized data flows at high speed over parallel lines to a single, 

selected node, which then performs the complete Level 2 filter analysis. 

The digitized data for an event in each of VME crates is transferred into one 

of two buffers in a VME Buffer/Driver board (VBD). Through an output port the 

VBD dumps the data onto the high speed data cable. Readout control for the VBD 

and arbitration is achieved with a token passing scheme. Once the Level 2 filter code 

determines an event passes one or more filter, the event and added information from 

the Level 2 analysis are sent directly to the host computer. 
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2.5.4 Level 2 Software Trigger 

Software event-filtering in the 48 Level 2 nodes reduces ~ 100 Hz of input rate 

to ~ 2 Hz to be logged for ofHine analysis. The filtering processes in each node 

are built around a series of filter tools. Each tool has a specific function related to 

identification of a type of particle or event characteristic. Among the tools are those 

for jets, muons, calorimeter EM clusters, track association with calorimeter clusters, 

EET, and the IT. Other tools recognize specific noise or background conditions. A 

tool filters events by refining the hardware trigger decision using the full detector 

information. For each hardware trigger bit that fires, a specified sequence of filter 

tools is run. The primary results of the filtering are 128 Level 2 filter bits. H 

one or more of these bits fire, all the information about the corresponding event is 

transferred to the host computer and then recorded to tape in ZEBRA[48] format. 

2.6 The Triggers for This Analysis 

The data sample for this analysis was collected using a number of different 

triggers. All these triggers require at least one electron. In order to reduce trigger 

rates to an acceptable level, some triggers require jets or missing transverse energy 

in the event. 

An electron is identified in Level 1 using trigger towers formed by summation of 

ET in dTfdt/J = 0.2 x 0.2 for all EM layers. The Levell electron triggers require at 

least one EM tower with ET above threshold. 

To identify an electron at Level 2, the longitudinal and the transverse shapes of 

the electromagnetic shower are analyzed. The longitudinal shower shape is based 

on the ratio of F Ht!EMTOT, where EMTOT is the sum of energy depositions in 

the four EM layers and FHI is the energy deposited in the first layer of the Fine 

Hadronic calorimeter. H the ratio is smaller than a certain threshold (Rth), an 

electron candidate passes the longitudinal shape criterion. The value of the threshold 

depends on the energy of the candidate cluster and its pseudorapidity. Studies from 

test beam data show that the value of Rth ranges between 0.03-0.15. The transverse 

shape is classified by the pattern of energy deposition in the third EM layer, which 

typically contains the peak of an EM shower. This layer has a particularly fine 
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transverse segmentation, 8:'1tl¢ = 0.05 x 0.05. The transverse shower shape is 

obtained by measuring the difference in energy depositions (tlE) in third EM layer . 

between cones of tl"1tl¢,J = 0.25 x 0.25 and 0.15 x 0.15 with both cones centered on 

the peak of the shower. In the EC, the transverse shape criteria is simply set by 

requiring tlE normalized by EMTOT be less than a certain threshold. In the CC the 

transverse shape criteri.on is set by requiring the difference in the energy weighted 

average radius of a shower be smaller than a given threshold. These thresholds 

depend on the pseudorapiditr and the energy of a cluster. The test beam data 

was used to determine the dependence of the thresholds on the energy and the 

pseudorapidity. 

The Level 2 electron triggers require an EM cluster with transverse and longitu­

dinal shower shapes consistent with an electron and the transverse energy of the EM 

cluster be larger than 20 GeV. In addition, Level 2 electron triggers may require an 

EM cluster be isolated, (i.e. the energy outside a core cone of the cluster be less than 

15% of the cluster energy). Additional options are also provided in Level 2. One 

example of these options is the requirement of a track: in the CD pointing to the EM 

cluster in calorimeter. 

The Levell jet trigger is similar to the electron trigger. Instead of only snmming 

the EM layers to form. trigger towers, both EM and hadronic layers are summed for 

the jet trigger. The Levell trigger identifies a jet candidate by requiring a jet trigger 

tower with transverse energy above a specific threshold. 

At Level 2, jet candidates from Level 1 are processed in order of decreasing 

transverse energy (ET). For each Level 1 jet candidate, the corresponding Level 

2 candidate is built except in cases when the Level 1 jet candidate is absorbed 

by a neighboring je't of a higher ET. Transverse energy, ET weighted "1 and ¢, 

the electromagnetic fraction, and the energy weighted width of the jet in "1 and ¢ 

are calculated and stored for each surviving candidate. A Level 2 jet is formed 

by requiring the jet candidate have a minimum transverse energy with a minimum 

transverse size within a certain range of pseudorapidity. 

The Level 2 missing transverse energy algorithm is based on a summation of 

contributions from all calorimeter channels which were not zero-suppressed by the 

hardware. The correction for the interaction position is made on the basis of the 

vertex information from the more accurate vertex calculation of the Level 0 trigger. 
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The different combinations of triggers discussed above provide a set of trig­

gers used in this analysis. We use the notations ELE..MAX, ELEJET, and 

ELEJET..MAX to denote the triggers related to this analysis which are sum­

marized as below: 

• 	 ELE..MAX: At Level 1, require 1 EM trigger tower with ET > 12 GeV. At 

Level 2, require an isolated EM cluster with ET > 20 GeV and $T >20 GeV. 

• 	ELEJET: At Level 1, require 1 EM trigger tower with ET > 12 GeV and 

an additional jet trigger tower with ET > 5 GeV. At Level 2, require an EM 

cluster with ET > 15 GeV and 1171 < 2.5, $T > 10 GeV, and an additional jet 

(0.3 cone) with ET > 10 GeV and 1171 < 2.5. 

• 	ELEJET..MAX: At Levell, require 1 EM trigger tower with ET> 12 GeV 

and an additional jet trigger tower with ET > 5 Ge V. At Level 2, require an 

EM cluster with ET > 12 GeV and 1171 < 2.5,.$T > 20 GeV, and two jets (0.3 

cone) with ET > 16 Ge V and 1171 < 2.5 (one of which might be the EM cluster). 

In addition to the above triggers, a single electron sample was collected from the 

single electron trigger, which has the same requirement as ELE..MAX except that 

no .$T cut is imposed. At high luminosity, only a fraction of the events passing the 

single electron trigger were recorded due to the high rate. Thus, the single electron 

trigger is not included in this analysis. The single electron sample is primarily used 

to study backgrounds and efficiencies. 
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CHAPTER 3 

Inclusive W Selection 

As can be seen in the Introduction, one W(e,v) plus several jets provides a 

signature for tt events. In this Chapter, we give a detailed discussion of the issues 

related to the W event selection including the reconstruction, identification, and 

backgrounds for the electron and neutrino signature. Mter getting a clean W event 

sample, we describe topology comparisons between tf Monte Carlo (MC) [54]) events 

and background W + jet events. 

3.1 Reconstruction and Identification of Particles in W + Jet Events 

The primary goal of the reconstruction and identification algorithms are to in­

terpret the raw data (analog and digital signals from the detectors). As described 

in Chapter 2, the Level 2 trigger made an interpretation of the raw data in terms of 

electrons, muons, jets, and missing transverse energy. However, the interpretation at 

Level 2 is so preliminary that much detailed information was not taken into consider­

ation due to time constraints. Therefore, various complex calculations are performed 

in the offline rather than the on-line by making full use of information in the raw 

data. Due to different pattern recognition algorithms, the offline reconstruction pro­

gram provides refined information about the physical objects in the event. In the 

reconstruction, each object in an event is marked by assigning this object a certain 

particle ID (i. e. e, p., v, jet, 1). The assignment is based on very loose criteria, so 

many of these identified objects may not be the actual objects. Stricter criteria have 

to be used to better identify the actual objects. In the following sections, we describe 
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how to reconstruct and identify an electron, neutrino, and jet. The reconstruction 

and identification of a muon will be discussed in the next chapter. 

3.1.1 Electron 

To reconstruct an electron, a cluster is constructed. The cluster is defined by 

the linked EM towers around the highest transverse energy tower which is found by 

the nearest-neighbor algorithm [49J. All the EM towers in the cluster are required 

to have ET above 50 MeV. Clusters with a total ET < 1.5 GeV are not considered 

as electron candidates. 

The loose criteria used to define an electron candidate in the reconstruction 

program include: 

• 	 The cluster must have at least 90% of its energy in the EM calorimeter (see 

EM Fraction below). 

• 	The cluster must have at least 40% of its energy in the central tower. 

• 	At least one track in the CD tracking system matches the cluster within a cone 

of Il:"tl.t/J = 0.1 x 0.1 centered on the cluster. 

Because of the large mass of the W boson, an electron from the W decay is 

expected to have high ET and be well isolated. To identify an isolated high ET 

electron, the following electron selection variables are used to discriminate against 

charged hadrons. 

EM FRACTION, EMF 

EMF is defined as the ratio of the electromagnetic energy of a cluster to the total 

energy within cone of radius R = vitl.t/J'1J. + tl..,,2 = 0.2. The longitudinal development 

of an electromagnetic shower is different from that of a hadronic shower. An electron 

showers early and loses its energy fast in comparison to a charged hadron. The EM 

calorimeter is built in such a way that it contains over 98% of the energy of an 

incident electron. A charged hadron on average losses about 50% of its incident 

energy in the EM calorimeter. The distribution of the EM fraction of jets for QCD 

dijet events is shown in Fig. 3.1. A requirement of EMF2:: 0.9 provides a powerful 

discrimination against charged hadrons and is more than 99% efficient for electrons 
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Figure 3.1: 	 The distribution of EM fraction of jets for QeD dijet events. 
The arrow shows where the cut is placed. 

with energies between 10 and 150 Ge V as determined in test beam measurements 

[50]. 

SHOWER SHAPl!lS, X2 

The shower shape can be used to distinguish electrons from hadrons due to dif­

ferent shower shapes for electrons and hadrons. To obtain the best discrimination 

against hadrons, a covariance matrix technique is used [51, 52J. F~r a sample of N 

electrons, the covariance matrix is defined 

N 
M... = ~ "(z~- < z- »(z~- < z· » 	 (3.1)'J N L.J' , J J' 

n=l 

where zi is the value of observable i for the electron n and < Zi > is the mean value 

of observable i for the sample. These observables include the fractions of the shower 

energy in EM layer 1, 2, 4, and FH layer 1, the fractional energies in 6x 6 cells in 

EM layer 3, and the z position of the vertex. There are a total of 41 observables 

used to build the matrix M. Hence this matrix includes the information about both 

longitudinal and tr,ansverse shower shapes as well as the correlations between energy 

deposits in different calorimeter cells. From the inverse of the matrix M (H = M-1 ) 

one can compute the X2 for a shower k as 

X2 = E(zf- < Zi >)Hij(z1- < Zj ». 	 (3.2) 
i,j 
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An EM shower can be separated from a hadroruc shower by requiring the r be 

less than a certain threshold. To show differences between real electrons and fake 

electrons, we collected two samples (SampleW and SampleB) from the single electron 

sample (see Chapter 2 for the description of the single electron sample). SampleW 

was selected by requiring $T > 30 GeV, ET(e) > 30 GeV, and 117(e)1 < 1.0 and 

SampleB by requiring $T < 10 GeV. SampleW is dominated by electrons from W 

decays but might contain some fake electrons while SampleB is dominated by fake 

electrons from QCD background. Figure 3.2 compares X2 distributions for electron 

candidates from SampleW and fake electrons from SampleB. Note that the fake 
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Figure 3.2: 	 The comparison in the distributions of r between electrons 
from Sample W and fake electrons from SampleB. The arrow 
shows where the cut is placed. 

electrons in the plot contain only hadrons that survived the single electron trigger; 

hadrons with very bad shower shapes were rejected by the trigger. Figure 3.2 clearly 

shows a big difference between electrons and hadrons. Different thresholds on X2 

are used for electrons in different rapidity regions: 100 for 117(e)1 :$ 2.5, 60 for 2.5 

< 117(e)1 :$ 3.4, and 20 for 3.4 < 117(e)1 :$ 3.7. These cuts further suppress the hadrons 

that pass the trigger. 

TRACK MATCH SIGNIFICANCE, TRKM 
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T BKM is defined as 

(3.3) 


where AifJ is the angle difference in the azimuth between the center of the cluster 

and the closest track; A1'/ is the difference in the pseudorapitity between the center 

of the cluster and the closest track; and 6ifJ and 61'/ are RMS values for AifJ and A1'/. 

A parton (quark or gluon) can fragment into an electromagnetically rich jet 

through fluctuations in the fragmentation. In addition, the production of '1 + jets 

also produces an electromagnetic cluster. However, most of these jets do not contain 

a charged particle or contain charged particles randomly distributed in the jet. This 

background can be reduced by asking for a track pointing to the EM cluster with a 

good spatial match between the cluster and track. Figure 3.3 gives the comparison 

in distributions of TJlKM between electron candidates from Sample W and fake 

electrons from SampleB. There is a clear separation between these two distributions. 
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Figure 3.3: 	 The comparison in the distributions ofTBKM between elec­
trons from SampleW and fake electrons from SampleB. The 
arrow shows where the cut is placed. 

T BKM is required to be less than 5 for an electron. 

ISOLATION VARIABLE, ISO 

ISO is defined as 

ER=O.4 ER=O.2


ISO = TOT - EM (3.4)ER=O.2 ' 
EM 
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where E¥O!}·4 is the the transverse energy in the towers within a R = 0.4 cone 

centered on an electron and EnMo.2 is the electromagnetic energy within a R =0.2 

cone. An electron is expected to develop a narrow EM shower in the calorimeter 

while a hadron tends to produce a broad EM shower as well as a hadronic shower 

behind the EM layers. Hence, if we impose a stringent upper limit on ISO, a large 

fraction of QeD background can be removed. The distribution of ISO for electron 

candidates from Sample W is compared in Fig. 3.4 to that for electrons from SampleB. 

An electron is required to have ISO ~ 0.1. 
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Figure 3.4: 	 The comparison in the distributions of ISO between electrons 
from Sample Wand electrons from SampleB. The arrow shows 
where the cut is placed. 

The cut values for the variables discussed above are Sllmmarized in Table 3.1.1. 

We define this set of cuts as the loose electron ID. 

3.1.2 Neutrino 

The presence of a non-interacting high-PT neutrino in the final state is character­

istic of W -+ ell decay. Since a large fraction of the total collision energy is carried 

away at very small angles by particles, which can't be detected because they remain 

inside of the vacuum beam pipe, only the ¥T can be reliably measured. The ¥T is 

defined to be the negative of the vector sum of transverse energy in all calorimeter 
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EMF ~ 0.9 

X2 < 100 if 171(e)1 ::; 2.5 

r < 60 if 2.5 < 171(e)1 ::; 3.4 

X2 < 20 if 3.4 < 171(e)1 ::; 3.7 

TRKM < 5 


ISO ::; 0.1 


Table 3.1: The loose selection requirements for the high Er electrons. 

cells. The reconstruction provides three types of IT'S based on different corrections. 

The first one uses information exclusively from the calorimeter. The second considers 

the correction from the lCD. This is done by including the cells from the lCD in the 

vector sum. For events with a muon, the vector sum of the transverse energy from 

the calorimeter and the leD is corrected by vectorially subtracting energy deposited 

in the calorimeter by the muon and then adding the PT of the muon measured by 

the muon detector. This produces the last type of IT' In principle, for an event 

without a neutrino the last type IT should be zero and it should be the same as 

the transverse energy of a neutrino in both value and direction for an event with the 

neutrino because everything except the neutrino can be measured by the detector. 

In practice, the transverse energy of a neutrino and IT are not identical since the 

IT contains contributions from mismeasurements. Typically the contributions from 

the mismeasurements are much smaller than the transverse energy of a neutrino if 

the neutrino is from the W decay. To reduce the contributions from mismeasure­

ments, we correct the IT to take into account the jet energy corrections described 

in the next section. Therefore, the corrected IT is a very good approximation of the 

transverse energy of the neutrino for the neutrino from W decay. 

For this analysis, the second type of IT, which does not include the muon cor­

rection, was used beclluse most muons in this analysis have low PT. 
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3.1.3 Jet 

The fixed cone algorithm is used to construct jets. The cone size has been chosen 

to be 0.5 (.6.R :S 0.5) for this analysis. The fixed cone algorithm groups a list of 

Er ordered towers (ET > 1 GeV) within a cone of 0.3 (.6.R :S 0.3) into preclusters 

and then sums the energy in a cone size of 0.5 (.6.R :S 0.5) around the precluster 

center. Based on weighted ETI the new center is calculated. Starting from this new 

center the above process is repeated several times until the center is stable. The jets 

with ET < 8 Ge V are not considered as jets in the reconstruction. A jet may be 

mismeasured. There are several effects that can cause the mismeasurement of jets. 

Some detector-related effects are the energy response variations and non-linearities 

in the calorimeter and deposition of energy due to uranium decays in the absorber 

plates. Some physics-related effects include out-of-cone showering, contributions 

from the soft interaction of spectator partons within the proton and antiproton (i.e., 

underlying events), and energy losses due to muons or neutrinos. The measured jet 

energy is typically lower than the parton energy due to above effects. In order to 

compensate for these energy losses, the jet energy has been corrected (53]. 

3.2 The W Event Selection 

To select W events, we require an isolated high ET electron to have at least 

20 GeV of transverse energy and pass the electron triggers (see Chapter 2) and 

the loose electron ID described in the previous sections. In addition, we impose 

the requirement that the corrected ./CT ~ 20 GeV. The 20 GeV thresholds for both 

electron ET and ./CT are necessary to reduce the background from QCD multijet 

production since the background peaks at low transverse energy for both the electron 

and the '/cT, 
Table 3.2 lists the number of events passing various selection criteria. There 

is. a total of 14150 events that survive all the cuts. The leptonic transverse mass 

distribution for these events can exploit the lepton-neutrino correlations and should 

have a Jacobian peak near 80 GeV if these events are dominated by W events. 

Figure 3.5 shows the leptonic transverse mass distribution for the inclusive electron 

sample of 14150 events. A clear Jacobian peak near the W mass indicates that most 
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Selection Criteria Number of Events 

ET(e) 2:: 20 GeV 	 552091 

x: cut 	 257333 

TRKM:S 5 	 142922 


ISO :S 0.1 	 116131 


¥T 2:: 20 GeV 	 14924 

TriggerRequirement 	 14150 

Table 3.2: The number of events passing various consecutive selection 
criteria on the data. 
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Figure 3.5: 	 The leptonic transverse mass for the inclusive electron sam­
ple. 
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events in this electron sample are W events. 

3.3 qeD Background to the W(e, 11) 

A tail at the low transverse mass in Fig. 3.5 indicates that the sample might 

contain some background. Further study shows that QCD background is very small 

for events without jet activity but heavily contaminates the W +multijet sample. In 

next few sections, we will present evidence for a large QCD background in the W + 
multijet sample, give the background estimates, and impose additional requirements 

to reduce the background. 

3.3.1 Evidence for qeD Background to W + Jet Events 

The background from QCD processes comes from (1) events where one of the 

produced partons fragments into an electromagnetically rich jet, such as a 11"0 that 

carries most of the parton energy or (2) events with semileptonic decays of heavy 

quarks. To show evidence for a QCD background, we used the data sample from 

the single electron trigger, which does not have a ¥T requirement (see Chapter 2 for 

a description of the single electron trigger). A total of 423184 events were selected. 

To avoid bias due to the ¥T cut, both W events and QCD background events are 

selected from this common sample. The W event sample was selected with the 

same ofBine selection criteria as described in the previous section. Since we want 

the background samples to contain little or no W event contamination, we selected 

three background samples by requiring events either to fail the electron ID or to 

have small ¥T' 

• 	Events with a bad shower profile, x2(e) > 200 (Sample A). 

• 	Events with ¥T < 10 Ge V but the electron passing the loose electron ID 

(Sample B). 

• 	 The same as Sample B except for relaxing the cut on T RKM from 5 to 10 

(Sample C). 

In all of these samples, we reject the events which pass the ZO selection, which 

requires two electrons pass the loose electron ID. 
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After the electron identification and ¥T requirement, there are 10426 W candi­

date + 0 jet events, 1761 W candidate + 1 jet events, 445 W candidate + 2 jet 

events, and 	138 W candidate + 3 or more jet events, where the jet is required to 

have PT 2: 	15 GeV. The h distributions for these events are shown in Fig. 3.6 for 

the different jet multiplicities. 

The low h peak in the W candidate + multijet events is clear evidence for a 

large QeD background in these events. 

Further evidence for QeD background in the W + jet sample can be found in 

Fig. 3.7, which shows the dE/dz(e) distributions for various jet multiplicities. The 

contribution from electron candidates with dE/ dz > 1.5 mips increases as the jet 

multiplicity increases. 

To understand the correlation between QeD background and dE / ek(e), we plot 

dE / ek(e) distributions for the background sample B and the sample of ZO (ZO -+ ee) 

events, which is expected to contain little QeD background (see Fig. 3.8). 

As illustrated in Pig. 3.8, in the central region On(e)1 ~ 1.2), real electrons 

peak at one-mip (dE/dz(e) ~1.5) while most fake electrons peak at two-mip (1.5 < 

dE/dz(e) ~ 3.0). The fraction of events with dE/dz(e) > 1.5 mips in the W + jet 

sample is larger than that in the Z sample and gets worse for high jet multiplicity 

as shown in Table 3.3.1. The large number of events with dE/dz(e) > 1.5 mips in 

W + jet events provides additional evidence for large QeD contamination in the W 

+ jet sample. 

Data Sample Fraction 

ZO 12.2% ± 1.2% 


Background Sample B 76.2% ± 1.5% 

W candidate + 1 jet 18.9% ± 1.4% 
r W candidate + 2 jets 35.8% ± 4.9% 

W candidate + 2:3 jets 38.8% ± 8.2% 

Table 3.3: 	 The fraction of the electron candidates with dE / dz(e) > 1.5 
mips and !n(e)1 ~ 1.2 for the different data samples. 
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Figure 3.7: dEl<lx(e) for the W candidate with different jet multiplicities. 
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Figure 3.9 shows the 77(e) distributions for the W + jet sample (VECBOS [55]), 

tf MC events (Mt = 160 GeV) and the background sample B. Approximately 64% 

~ 3000 J LJ t=?lC\QCD(DotO) I"if 2000 

i =L" ~~:~~"I
0_40 -30 20 -10 0 10 20 30 40 
Detector 77 

~ 1000 _ 

0_40~---_~30~~_~2~0~~_~1~0~~0~--~1~0~~2*O~--3~O~~~40 
Detector 77 

Figure 3.9: The distributions of the detector 77 of the electron for the W 
+ jet sample (VECBOS), tt MC events (Mt =160 GeV) and 
the background Sample B. 

of the background events have electrons in the forward region (l77(e)1 > 1.2). Monte 

Carlo studies indicate that less than 30% of W + jet events have electrons in the 

forward region. Figure 3.10 plots RIc, defined as the ratio of the number of events 

with electrons in the forward region to the number with electrons in the central 

region (177(e)1 ~ 1.2), as a function of the jet multiplicity for data and W + jet 

MC events. The value of RIc from data is higher than that from Monte Carlo. As a 

function of the jet multiplicity, RIc increases for data while the Monte Carlo predicts 

that RIc is slightly decreased. The higher RIc in data is due to a high background 

rate in the forward region. At the high jet multiplicity, QCD background dominates 

the sample of electron, candidates in the forward region. 

3.3.2 The Source of QeD Background 

We classify the QCD background into two categories. One is the background 

with dE/dz(e) < 1.5, the other with dE/dz(e) > 1.5. The background in the first 

category is dominated by an EM jet randomly matching a charged particle and 

background in the second category is dominated by photon conversion or an isolated 
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Figure 3.10: 	 R,c as function of the jet multiplicity for W events and the 
VECBOS Monte Carlo prediction. R,c is the ratio of the 
number of the events with Ifl(e)1 > 1.2 to that with Ifl(e)/ ::.:; 
1.2. 

,..0 that has one (or both) photons convert. This is indicated in Fig. 3.11, which 

shows the track match significance (TRKM) as a function of dE/dz(e) for electron 

candidates in the background sample C. 

This figure shows that events with one-mip have a uniform distribution for the 

track match significance. The uniform T RKM distribution provides evidence for a 

random track match. There is also a cluster of events with dE/ dz( e) corresponding 

to two-mip that have a small value for the track match significance. These events 

correspond to the contribution from photon conversion. The one-mip background 

from the random track overlap can be reduced by tighting the cut on the track match 

significance. However, this has little effect on the ,..o/'Y conversion background. 

3.3.3 The QeD Background Estimate 

In determining the level of QCD background in the W +jet sample, we use three 

different methods . 

•'T Normalization Method • 

•'T Fit Method. 
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Figure 3.11: Track match significance (TRKM) as a function of dEjdz 
for electrons from the QCD background Sample C. 
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• dE / dz(e) Method. 

In the first method (Normalization Method), we begin with the signal + back­

ground (S + B) sample, which is selected by requiring the events to pass the loose 

electron ID. At low $T, events in the S + B sample are dominated by background 

and the W event contamination is very small. Therefore we can normalize the back­

ground from Sample A to the S + B sample in the low $T range. The W event 

selection has a 20 Ge V $T requirement. The number of background events in W 

candidate samples can be estimated by counting the number of events with h > 20 

Ge V in the normalized background sample. The backgrounds for different detec­

tor regions are estimated separately because the background rate depends upon the 

detector region. To normalize the background sample to the signal + background 

sample at low $T, we scale Sample A to have the same number of events for h be­

low 15 GeV as the S+B sample. Figure 3.12 shows the $T distributions for the S+B 

sample and the background sample with electron candidates in the central region. 

The same distributions are given in Fig. 3.13 for electron candidates in the forward 

region. 

The resulting background estimate from the Normalization Method is included 

in Table 3.3.3. 

Data Type 

W candidate + 1 jet 

W candidate + 1 jet 

W candidate + 2 jets 

W candidate + 2 jets 

W candidate + ?::3 jets 

W candidate + ?::3 jets 

Detector region Nb Bf 

Iq(e)1 :S 1.2 176±11 14.3% ± 1.0% 

Iq(e)l> 1.2 274±15 53.0% ± 3.8% 

Iq(e)l:S 1.2 75±7 27.6% ± 3.0% 

Iq(e)l> 1.2 114±9 69.0% ± 7.8% 

Iq(e)l:S 1.2 29±4 35.9% ± 6.8% 

Iq(e)l> 1.2 46±6 90% ± 17% 

Table 3.4: 	 The background estimate from the Normalization method. 
Nb is the number ofbackground events and Bf is the fraction 
of background events. 

There is a concern about using the Normalization Method to estimate the back­

ground. Some events with large $T in the background sample may be signal due to 
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inefficiency in the X2 cut. This is demonstrated in Fig. 3.14, which shows the h 

distribution for e + 0 jet with r(e) > 200. 
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Figure 3.14: ¥T distribution for e + 0 jet with X2( e) > 200. 

The ¥T distribution is fiat between 20-40 GeV and drops around 40 GeV. This 

indicates that events In Fig. 3.14 are a mixture of the signal and background. There­

fore the background obtained from the Normalization Method is overestimated. To 

avoid this overestimate, we assume that the ¥T distribution for the background 

events can be fit by ea-b:r: for ¥T > 10 GeV, where a and b are fit parameters and 

x is the ¥T. The parameter b and its error can be obtained by fitting ea-b:r: to the 

background events with ¥T > 10 GeV. The fit curves for the background are given 

in Fig. 3.15. 

The fit curves match the background very well for low ¥T. Figure 3.16 superposes 

the fit curves on the data points of the S+B sample for various jet multiplicities. 

The results for the background calculated from the Fit Method are presented in 

Table 3.3.3. 

The errors in Table 3.3.3 are dominated by the systematic errors which were 

obtained by fitting ea-b:r: to different ¥T ranges for the background events. 
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Figure 3.15: Fit curves for QeD background. 
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Data Type Detector region Nb B, 
W candidate + 1 jet 1'l(e)l:5 1.2 134±19 11% ±2% 

W candidate + 1 jet 1'l(e)l> 1.2 195±13 38% ± 4% 

W candidate + 2 jets l'l(e)! :5 1.2 80±13 30% ± 5% 

W candidate + 2 jets !'l(e)l> 1.2 101±8 61% ± 6% 

W candidate + ~3 jets 1'l(e)l:5 1.2 25±7 31% ± 10% 

W candidate + ~3 jets l'l(e)! > 1.2 42 ± 11 82%± 25% 

Table 3.5: 	 The background estimate from the fit method for W candi­
date + jets events. Nb is the number of background events 
and B, is the fraction of background events. 

The last method used to estimate the background level is the dE / dz(e) method. 

For the background sample with l'l(e)1 :5 1.2, there is a clear separation between one­

mip and two-mip tracks (see Fig. 3.8( c». Two-mip tracks are dominated by events 

with fake electrons while most real electrons peak at one-mip (Fig. 3.8(a». This 

provides a way to estimate the background for 1'l(e)1 :5 1.2. The difference between 

the signal and background for electrons in the forward region is much smaller than 

that in the central region (see Fig. 3.8(b) and (d». 

The background in this region is extrapolated from the 'l(e) distribution of the 

background. Let N1 be the number of one-mip events and N2 be the number of two­

mip events in the W + jets sample. The number of signal and background events 

(N{,2' Nt2) in Nt and N2 can be solved from the equations 

Nl = N;+Nt (3.5) 


N2 = N2+N; (3.6) 


R~l N,b/Nb (3.7)
= 2 1 

R21 = NUN; (3.8) 

Where R~l is the two-mip /one-mip ratio from the background Sample B and ~1 is 

the two-mip / one-mip ratio from the ZO sample. The number of background events, 

Nt + N~, covers the background in the central region with dE/dz(e) < 3.0. The 

background with dE/dz(e) > 3.0 (NN) and the background in the forward region 
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(Nj) can be calculated from 

Ng = R~2N~ (3.9) 

Nj = R~c(Nt +N~ + N;), (3.10) 

where Rg2 is the ratio of number of background events with dE/dz(e) > 3.0 to that 

with two-mip; R~c is the ratio of number of background events with 1'1(e)1 > 1.2 to 

that with 1'1(e)! ::; 1.2. They can be measured from the background Sample B. The 

background estimated from this method is listed in Table 3.3.3. 

Data Type Detector region Nb B, 
W candidate + 1 jet 1'1(e)l::; 1.2 148±26 12.0% ± 2.1% 

W candidate + 1 jet 1'1(e)! > 1.2 262±41 50.8%±9.4% 

W candidate + 2 jets 1'1(e)1 ::; 1.2 68±13 24.9% ± 5.0% 

W candidate + 2 jets 1'1(e)1 > 1.2 121±23 12.9% ± 15.0% 

W candidate + ~3 jets 1'1(e)l::; 1.2 31±8 38.8% ± 10.9% 

W + candidate ~3 jets 1'1(e)l> 1.2 51±13 100%± 29% 

Table 3.6: 	 The background estimate from the dE/ th( e) method for the 
W + jet samples. Nb is the number of background events 
and B, is the fraction of background events. 

The estimated background from the three methods are summarized in Table 3.3.3. 

3.3.4 Additional Cuts 

As can be seen from the previous sections, additional background rejection is 

needed to isolate the W + jet signal. Since most QeD background events can be 

characterized as having electron candidates with two-mip tracks or pseudorapidities 

in the forward region, we have imposed the following additional electron identification 

requirements to suppress the fake electron background: 

• 1'1(e)!::; 2.0 

• dE/dz(e) < 1.5 or dE/dz(e) > 3.0 Mips if !'1(e)1 ::; 1.2 
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Data Type Method Nb B, 
W candidate + 1 jet Normalization Method 453±19 25.9% ± 1.2% 

W candidate + 1 jet Fit Method 331±24 19.0% ± 1.6% 

W candidate + 1 jet dE / dz Method 410±73 23.5% ± 4.2% 

W candidate + 2 jets Normalization Method 190±12 43.3% ±3.4% 

W candidate + 2 jets Fit Method 183±13 41.7% ± 3.8% 

W candidate + 2 jets dE / dz Method 189±35 43.1% ± 8.2% 

W candidate + ;::3 jets Normalization Method 75±7 56.9% ± 7.6% 

W candidate + ;::3 jets Fit Method 56±10 43.2% ± 8.6% 

W candidate + ;::3 jets dE / dz Method 82±20 62.6% ± 16.2% 

Table 3.7: 	 Summary of background estimates from the three different 
methods. Nb is the number of background events and B, is 
the fraction of background events . 

• dE/dz(e) < 1.3 or dE/dz(e) > 2.5 mips if 111(e)1 > 1.2 

The loose electron ID together with the above additional requirements is referred 

to the tight electron ID. The results of the background estimate with the tight elec­

tron ID are summarized in Table 3.3.4. Approximately 75% of the QeD background 

is rejected by the additional cuts and a clean W + jet sample is obtained. As ex­

pected, the background estimate from the Fit Method is smaller than that from 

the Normalization Method. We will take the Normalization Method as the Method 

to estimate QeD background and assign the difference in results between the Nor­

malization Method and the Fit Method to be the systematic error for the QeD 

background estimate. Table 3.3.4 gives the final QeD background estimate. 

3.4 Comparison of the Top Quark and W + Jets Event Topologies 

Based on the clean W + jet sample obtained in the previous section, we can 

begin to study differences between top quark events and W + jet events. The tt Me 

events differ from W + jet events in that there are, in principle, four high PT jets 

in the final state for a heavy top pair while the W + jet cross section falls quickly 
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Data Name of Loose Tight 

Type Variables eID eID 

NT 1761 1268 

W candidate + 1 jet Nbl 453 ± 19 111± 5 

Nb2 331±8 89 ±3 

Nb3 41O±73 88± 16 

NT 445 273 

W candidate + 2 jets Nbl 190±12 49±3 

Nb2 183±7 47±5 

Nb3 189±35 38± 7 

NT 138 78 

W candidate + ;::: 3 jets Nbl 75±7 19± 2 

Nb2 56±7 19± 3 

Nb3 82±20 15± 4 

Table 3.8: 	 Background estimates for the W + jet sample with the dif­
ferent electron identification requirements. NT is the number 
of observed events. Nbl is the number of background events 
estim.ated from the Normalization Method, Nb2, from the Fit 
Method, and Nb3, from the dEIdz Method. 

Data Type No. of background events 

W candidate + 1 jet 111 ± 5+0 
-22 

W candidate + 2 jets 49 ± 3+0 
-2 

W candidate + ;::: 3 jets 19 ± 2+0 
-0 

Table 3.9: Final QeD background estimates for the W + jet sample. 
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with the jet multiplicity and jet PT. Defining a jet as a cluster with PT ~ 8 Ge V, 

Figure 3.17 shows the fraction of events as a function of the inclusive jet multiplicity 

for tf Me events and for W + jet events (Data). The inclusive jet multiplicity is the 

minjmum number of jets required in the event. 

'" '" '" 
'" 

• 

- w+jets(Doto) • 

+ 

o 	 2 3 .... S 
Number of 	..Jets 

Figure 3.17: 	 The fraction of events with different inclusive jet multiplici­
ties for the W + jets (Data) and tf Me (Mt = 160 GeV). The 
QeD background has been subtracted and is not included in 
the data points. 

Over 97% of W + jet events contain less than 3 jets while over 85% of the top 

quark events have at least 3 jets. The signal/background (tf/(W + jets)) ratio is 

greatly enhanced by requiring high jet multiplicity. 

The probability of a jet lying within a certain PT bin for ttMe events is compared 

in Fig. 3.18 to that for the clean W + jet sample as function of the jet PT. The tl 

Me events tend to have jets with high PT since the heavy top quark is characterized 

by a big energy release while the W + jet events peak at low jet PT because jets in 

this case are from QeD radiation. 

The W + jet background can be suppressed by increasing the threshold of jet 

PT. Increasing the jet PT threshold from 8 GeV to 20 Gev rejects ~ 80% of the W 

+ 3 or more jets events while losing ~ 30% of tf Me events. 

In addition, jets from the heavy top quark decays tend to peak in the central 

region (smallll1D while jets associated with direct W production tend to be along 
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Figure 3.18: 	 Jet PT distributions for tl Me events (Me = 160 GeV) and 
the clean W + jet sample. 
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the beam direction (large Iql). This is demonstrated in Fig. 3.19, which shows the 

relative efficiencies as a function of the cut on Iq(jet)1 for the clean W + jet and tf 

Me sample. 
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Figure 3.19: 	 The relative efficiencies as a function of the cut on ,q(jet), 
for e + 3 or more jets events for the clean W + jet sample 
and the tf Me sample (Mt = 160 GeV). 

The requirement of ,q(jet)1 ~ 2.0 can also help discriminate against direct W 

production. This requirement rejects ::::: 30% of W + jet events and has almost no 

effect on tf Me events. 

Based on above facts, we define the tf search sample by applying the following 

requirement to the clean W + jet sample: 

• At least three jets with Iq(jet)1 ~ 2.0 and PT(jet) ~ 20 GeV. 

Table 3.4 summarizes the fractional events passing various consecutive topological 

cuts for the W candidate + jet (data) and tfMe events (Mt =160 GeV). There are 

34 events in the final tf search sample. Before trying to extract the top quark 

events from this search sample, it is instructive to roughly compare event rates for tf 

production and direct W production. The cross section is ::::: 20 nb for W production 

[45J and on the order of 10 pb for tl production, ranging from 16.9 pb for Mt = 140 

GeV to 2.1 pb for M t =200 GeV [21, 22]. Hence, without any jet requirements, 
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Topological Fractional events 

cuts W + jets Top Quark 

Clean W selection 100.0% 100.0% 

Require 3 jets 2.23% 84.8% 

PT(jet) ~ 20 GeVand Il1(jet)I ~2.0 0.29% 59.6% 

Table 3.10: 	 The fraction of events passing successive topological cuts for 
the W + jet sample (data) and relative efficiencies for tl MC 
events (Mt =160 GeV). 

W production exceeds tl production in the event rate by more than 103 • The jet 

requirements described above give a rejection factor of ~ 400 for W + jet events, 

yielding the signal-background ratio from 0.1 to 0.2 depending on the top quark 

mass. A further background rejection is needed in order to extract the top quark 

signal from the tl search sample. The next chapter will develop the soft muon tag 

criteria that can be used to further improve the signal-background ratio. 
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CHAPTER 4 

The Soft Muon Tag 

As explained in the introduction, tf events are expected to be rich in heavy 

quarks while the heavy quark content in W +jet events is expected to be small [32J. 

A heavy quark can be tagged by a soft muon (see Chapter 1) via its semileptonic 

decay. This chapter will cover a broad spectrum of topics related to soft muons. We 

start with a description of the reconstruction and ofBine selection criteria for a soft 

muon (Sec. 4.1), and then discuss the efficiencies for these selection criteria in Sec. 

4.2. To extract the efficiency for tagging heavy quarks via soft muons, we compare 

data with Monte Carlo in Sec. 4.3. Sec. 4.4 closes with background estimates. 

4.1 	 Reconstruction and Identification of Soft Muon 

A muon is reconstructed by constructing tracks using hits in the muon chambers 

outside the calorimeter. The muon momentum is calculated according to the bend 

angle of the track after passing through the toroid magnets and corrected by the 

muon's energy loss in the calorimeter and toroid. Muon impact parameters are 

calculated in two different views: nonbend view and bend view. The nonbend view 

impact parameter is the distance of closest approach to the beam Z71 position in the 

nonbend view (rf/J) and the bend view impact parameter is the distance of closest 

approach to the z-vertex in the bend view (rz). The muon reconstruction provides 

many quality flags. The following are the quantities relevant to this analysis: 

• 	 The muon track quality Hag word 4, 1FW4 

I FW4 is an integer word reflecting the muon track quality. The minjmum 
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value for I FW4 is zero, which indicates a good muon track. I FW4 will be 

incremented by one if the muon candidate fails to pass each offive track quality 

criteria: 

1. No missing layers. 

2. Impact parameter ~ 100 cm in nonbend view. 

3. Impact parameter::::; 80 em in bend view. 

4. Hit residual rms ~ 7 cm in nonbend view fit. 

5. Hit residual rms ~ 1 cm in bend view fit. 

• The energy deposition of a muon in the calorimeter, E:a, 
E:a, is the sum of energy depositions for the calorimeter cells traversed by 

the muon candidate and its two nearest neighbors. 

• Number of hits in the fit track segments, N HITS 

• Total amount or magnetic field traversed by a muon, JBdl 

To establish the offline selection criteria for a soft muon, we obtained a QCD dijet 

sample from an inclusive jet sample which contains contributions from the triggers 

listed in Table 4.1. 

Trigger 

Name 

Levell 

Ntt* ET Njet* 

Level 2 

Cone size 1'7' 

JET..MIN 1 >3 GeV 1 0.7 > 20 GeV 

JET-LOW 1 > 3 GeV 1 0.7 > 30 GeV 

JET..MEDIUM 2 > 7 GeV 1 0.7 > 50 GeV 

JETJIIGH 3 > 7 GeV 1 0.7 > 80 GeV 

JET..MAX 3 > 7GeV 1 0.7 > 115 GeV 

JET..MULTI 3 > 7 GeV 5* 0.3 > 10 GeV 

JET..MULTIJ. 3 > 7 GeV 5 0.3 > 15 GeV 

Table 4.1: 	 Triggers used to collect the QCD dijet sample. Ntt*: Number 
of trigger towers. Njet*: Number of jets. 5*: Iq(jet)1 < 2.5. 
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To select good quality QCD dijet events from the inclusive jet sample, we used 

the event selection cuts listed in Table 4.1. The cut on the ratio of the hottest (largest 

energy) cell to the next hottest cell was placed to remove events with a noisy (hot) 

cell, the cut on the EM fraction removes events with electrons and photons, while 

the cuts on the CH fraction, number of jets, jet PT, 11(jet), and d¢(it, h) ensure a 

clean dijet sample. Mter these cuts, 33498 events were selected. 

JetpT ~ 15 GeV 

Number of Jets = 2 

111(it)I,111(h)I ~ 2.0 

EM fraction of it ,h ~ 0.05 

< 0.95 

CH fraction of it,h < 0.4 

Ratio of the hottest cell 

to the next hottest cell in a jet < 10-
Id¢(it, h) - 11"1 ~ 0.5 

Table 4.2: QCD dijet event selection cuts. 

The dijet events are expected to contain some heavy quark (6 or e) jets. About 

20% (10%) of the 6 (e) quark jets will be accompanied by soft muons from semilep­

tonic decays of the 6 (e) quark [31J. IT a heavy quark has a transverse energy much 

larger than its mass, kinematics constrain the decay muon to be emitted mostly close 

to the jet associated with the heavy quark. Therefore, a muon from a heavy quark 

decay tends to be near or buried within a jet. We define dB as .;d112 + d(j)2, the 

11-¢ distance between the muon and the nearest jet. dB should be small, typically 

smaller than 0.7, for muons from heavy quark decays. With no muon selection cuts 

imposed on the events, 6700 out of 33498 dijet events contain at least one muon. 

Figure 4.1 shows the dB distribution for the 6700 events. 

The dB distribution clearly shows that most muons in the sample are fake 

muons because they are far away from the nearest jets. The 11{I') distribution in 

Fig. 4.2(a) indicates that the fake muon rate is very bigh in the forward-backward 

region (111(1')1 > 1.0). The reason for the bigh fake rate in the forward-backward 
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region is that there are many random hits in the forward-backward region. These 

random hits are then reconstructed to become fake muons. Usually there are a few 

random hits in the inner layer of the muon system in the forward-backward region. 

The probability of these hits being combined with the outer layer random hits to 

become a fake muon gets larger when the outer layer hits are close to the beam 

pipe, due to the higher density of random hits near the beam pipe. Therefore, the 

fake tracks tend to bend towards the beam pipe direction to produce a large bend 

angle and are reconstructed to be a low PT muon with a large pseudorapidity. The 

magnetic field is symmetric in pseudorapidity. This causes the asymmetricalq dis­

tributions for both p.+ and p.- (see the q(p.+) and q(p.-) distributions in Fig. 4.2(b) 

and (c». To reject fake muons and keep real muons, we have done a detailed study 

on the identification of the soft muons. 

4.1.1 IFW4 

For a fake muon, track qualities should be very poor since the hits are randomly 

distributed. A real muon should leave good tracks in the muon chambers. The muon 

track quality is reflected by 1FW4. Figure 4.3 plots the Il.R and q(p.) distributions 

for various 1FW4 values. 

These plots show that 1FW4 can be used to reject fake muons. Most muons with 

1FW4 ;::: 1 are fake muons because they have large AR and peak in the forward­

backward region. To explore the correlation between AR and q(p.) for real and fake 

muons, we plot Il.R as a function of q(p.) in Fig. 4.4 for the different 1FW4 values. 

Figure 4.4(a) shows j;hat muons with IFW4 ;::: 2 are fake muons because almost 

all of these muons have large Il.R and are located in the forward-backward region 

while there are almost no muons with small AR in the central region (lq(p.)1 < 1.0). 

Figure 4.4(b) indicates that for 1FW4 = 1 there are some real muons in the central 

region while most muons in the forward-backward region are fake muons. For muons 

with 1FW4 =0 (Fig. 4.4( c», most are real muons in the central region while some 

are real muons in the forward-backward region. The fake rate is still very high in 

the forward-backward region. 

Based on an analysis of these plots, an 1FW4 cut is set as below 
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IFW4 ~ 1 if 1'7(p)1 < 1.0 


IFW4 = 0 if 1'7(p)1 ~ 1.0. 


4.1.2 NHITS 

Fake muons usually have few hits fit in the track segment. Mter applying the 

I FW4 cut to the dijet sample, we plot dR as a function of '7(p) in Fig. 4.5 for 

NHITS ~ 3 and NHITS ~ 4. The plots show that muons with NHITS ~ 3 are 

_ 3.5 r-------~------.....,.------.., 

:ii. 3 c­
~ NHITS<4-' ',: :<. :~ 2.5 ­ . 	: ,.. .

• *. ~ ... .2 -:.~ '.:j~'<~, .,
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Figure 4.5: 	 dR vs '7(p) for NHITS < 4 and NHITS > 3 for muons 
passing the IFW4 cut. 

fake muons. Therefore we define the N HITS cut as 

NHITS 4. 
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4.1.3 E~, 

A real muon should deposit minimum-ionizing energy in the calorimeter. E~ is 

expected to be large for an event with a muon from a heavy quark decay because 

the muon is close to a jet. In principal, there should be no energy in the calorimeter 

associated with a fake muon. In practice, there might be some very small energy in 

the calorimeter due to noise or random overlap with a calorimeter energy deposit. 

For real muons from heavy quark decays, the E~, distribution peaks around 2 to 

3 Gev. With the I FW4 cut and N HITS cut applied, Figure 4.6 plots fiR as a 

function of E~" The plot reveals that E::a, is smaller than 1.0 Gev (see boundary 

........ 3.5 ,.--,.---------------------.
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Figure 4.6: fiR vs E:a, for the events surviving the NHITS cut. 

in the plot) for most fake muons. Therefore, we define the E::a, cut as 
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4.1.4 Geometric Cut 

The overlaps between the WAMUS (Wide Angle MUon System) and SAMUS 

(Small Angle MUon System) start at a pseudorapidity of 111(p) 1 "" 1.7. The muon 

reconstruction efficiency was not well understood beyond the overlap regions at the 

time when this analysis was done. The muon pseudorapidity is restricted to be 

entirely within the WAMUS by making the cut 

111(P) 1:5 1.7. 

4.1.5 Kinematic Cut 

The muon acceptance extends down to transverse momenta of ::::: 3.5 Gev at 

11=0 and 2.0 GeV at large 11 [36]. Muons of lower momentum are stopped in the 

calorimeter or magnet iron without reaching the second layer of muon chambers. 

Because of uncertainties in the detection efficiency for the lowest-momentum muons 

and the high muon rate from 71" / Ie decays at the lowest momentum, a transverse­

momentum cut is made 

PT(p) ~ 4 GeV. 

4.1.6 Standard Cuts 

A summary of the soft muon identification cuts, defined as the standard cuts, is 

presented in Table 4.1.6. 

With the standard cuts applied, a clean sample of muon candidates is obtained. 

The dR distribution for this muon sample is displayed in Fig. 4.7(c). This distri­

bution peaks at small dR, in contrast with larger dR for events without any cuts 

imposed on muons (see Fig. 4.7(a». The mass of the b (c) quark is about 5 (1.5) GeV 

[31]. Hence, for a muon from a heavy quark decay the maximum of pr;', the muon 

PT relative to the nearest jet, is ::::: 2.5 GeV. This is demonstrated in Fig. 4.7(d), 

which shows that the pr;' for most events in the muon sample are smaller than 2.5 

GeV. The pr;' for fake muons is broadly distributed peaking around 4.5 GeV (see 

Fig. 4.7(b». In addition to the distributions of aR and pr;', it is further confirmed 
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•• 

Cut Name Selection Criteria 

IFW'4 

NHITS 

IFW4 

IFW4 

NHITS 

= 
= 
~ 

0,1 

0 

4 

if 1'1(1')1 ~ 1.0 

if Imp)1 > 1.0 

E~l 

Geometric 

Kinematic 

E~al 

1'1(1')1 

PT 

> 

~ 

~ 

1.0 Gev 

1.7 

4.0 

Table 4.3: The standard cuts for the soft muon selection. 
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Figure 4.7: 	 The distributions of AR(p,jet) and p¥l for the events pass­
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butions for the events without cuts applied to the muon. 
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by the distributions ofPT(p) and l1(P) in Fig. 4.8 that most muons passing the stan­

dard cuts are real muons since fake muons characterized by a very small PT « 4 

GeV) and/or a large 1111 (see Fig. 4.8(a) and (c» are rejected by the standard cuts 
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Figure 4.8: 	 The distributions OfpT(p) and l1(P) for the events passing the 
standard cuts compared to the corresponding distributions 
without cuts applied to the muon. 

4.2 Selection Cut Efficiencies 

The efficiencies for the soft muon selection requirements were determined from 

the data. To measure the efficiency using the data, one would like to have an unbi­

ased and background free sample. Unfortunately, no such soft muon sample exists. 

as shown in Fig. 4.8(b) and (d). 
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Therefore, it is necessary to impose some cuts on the data to reduce the background. 

To avoid bias, the cuts to lower the background should have no correlation with the 

cut under study and the triggers relevant to muons should not be used to select a 

sample for the efficiency study. 

With the requirements of PT(P.) > 4.0 GeV, 1'1(p.)I < 1.7, and JBdl >0.6, a 

sample of the muon plus jet events was selected from a sample ofdijet events collected 

from the inclusive jet sample by requiring exactly two jets with PT >15 GeV and 

1'1(jet)I < 2.0. Different subsets were selected from this muon plus jet sample to 

measure the efficiencies for different selection cuis. 

4.2.1 IFW4 Cut EfBciency 

As can be seen in Sec. 4.1, most fake muons are characterized by muons far away 

from the nearest jet. Hence the fake muon rate can be reduced by requiring a muon 

to be very close to a jet. To determine the efficiency of the I FW4 cut, we selected 

a subset from the muon plus jet sample with the requirement of tlR(p., jet) < 0.3. 

Let N B be the number of events for this subset, NAthe number of events in the 

same subset with muons passing the I FW4 cut. If there were no background events 

in NB and NA, the efficiency of the IFW4 cut would be simply NA/NB. However, 

even with the tight tlR(p., jet) cut, NB and N A still contain contributions from fake 

muons. To estimate the fake background contamination in NB, we assume that 

there are no real muons with A.R(p., jet) > 1.5. We then scale the number of events 

with tlR(p.,jet) > 1.5 (fake muons) in the muon + jet sample by a factor of Fs 

to obtain the number of fake muon events (N~) in NB, where Fs is the ratio of 

fake muon events with tlR(p., jet) < 0.3 to that with tlR(p., jet) > 1.5. Fs can be 

measured from a fake muon sample collected by requiring IFW4 ~ 2. Using the 

same technique, we can calculate the number of fake muon events (N~J in N A. Thus 

the efficiency of the IFW4 cut, fIFW4, can be expressed as: 

NA-N~ 
fIFW4 = N Nb (4.1)

B- B 

Figure 4.9 shows tlR(p.,jet) distributions before and after the IFW4 cut for the 

muon plus jet sample. Also included in Fig. 4.9(b) is A.R(p., jet) distribution for 

fake muons (IFW4 ~ 2). The efficiency for the IFW4 cut is found to be 100:~% 
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for CF (111(1£)1 < 1.0) muons and 68% ± 10% for EF (1.0 < 111(1£)/ < 1.7) muons. 

4.2.2 N HITS Cut Efficiency 

We used the same sample and same method described above to determine the 

N HITS cut efficiency. The efficiency of the N HITS cut is measured to be 100%::~% 

(97::t4%) for CF (EF) muons. Because of the correlation between the IFW4 cut 

and the NHITS cut, the combined efficiency ofthe IFW4 cut and the NHITS cut 

is not simply the product of the efficiencies. We measure the combined efficiency 

from data and found the combined efficiency to be 100::~% (67 ± 10%) for the CF 

(EF) muons. 

4.2.3 E~, Cut Effic,iency 

The sample used to determine the efficiencies of the I FW4 and N HITS cuts 

can not be used to measure Ef:o, cut efficiency due to the bias from AR(p,jet) 

restriction. Instead we identified a subsample of the muon plus jets sample by 

requiring events in the subsample to have a muon with good track quality (IFW4 

=0) and AR(p,jet) < 1.5. Using the same technique of calculating the efficiency as 

for the IFW4 cut, we found E:a, cut to be 100%::~% (93::is%) efficient for the CF 

(EF) muons. 

4.2.4 Combined Efficiency 

The efficiency for the combination of all the cuts is 100%::g% for CF muons and 

62::~~% for EF muons. There is quite a big loss in the efficiency for the EF muons. 

However, this efficiency loss is necessary to suppress a huge background in the EF 

region. Without the selection requirements, over 93% of the events with /11(1£)/ > 1.0 

are fake background. The fake background becomes very small after the selection 

requirements are imposed. A summary of the individual selection efficiencies and 

the efficiency for the combination of all the cuts is presented in Table 4.2.4. 
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Selection Criteria CF Efficiency EF Efficiency 

IFW4 cut 100:~% 68+1°%-10 0 

NHITS cut 

E::a, cut 

100:~% 

100:~% 

97:~4% 

93:is% 

All 100:g% 62+1°%-liS 

Table 4.4: 	 The individual and combined selection efficiencies for the soft 
muons. 

4.3 Monte Carlo Study 

The rate of expected muons from heavy quark decays was investigated using 

the ISAJET Monte Carlo TWOJET event generator together with the D0 detector 

simulation program. Monte Carlo studies indicate that after detector simulation [56}, 

only a small portion of the ISAJET TWOJET events appear to be dijet events due 

to parton bremsstrahlung. This requires us to generate more events in Monte Carlo 

than in data. Approximately 150,000 ISAJET TWOJET events were generated. 

Mter detector simulation of these events, a subset of the dijet sample was collected 

that satisfy the requirements outlined in Table 4.1. 

Naively, one might attempt to normalize the Monte Carlo events according to 

the luminosity from the data. This is not possible because it is difficult to calculate 

the luminosity of the data sample we used due to overlaps between different triggers. 

Since the rate ofmuons in the dijet sample depends on the PT ofjets, it is appropriate 

to sample the Monte Carlo events so that the leading jet PT for the Monte Carlo 

events is distributed the same as in the data. To accomplish this, 33498 events were 

selected from the Monte Carlo dijet sample with each of the leading jet PT bins 

having the same number of Monte Carlo events as the data (see Table 4.3 for the 

number of events in the different leading jet PT bins). 

To account for incorrect muon chamber resolutions and inefficiencies in the Monte 

Carlo, the Monte Carlo events were processed using the muon smearing package. 

Mter detector simulation, muon smearing, and reconstruction, the events were sub­

jected to the same standard soft muon ID cuts as the data. 485 events passed the 
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Leading jet PT (Gev) # of events 

15 - 30 2806 

30 - 40 11835 

40 ­ 50 7926 

50 - 60 3750 

60 -70 3410 

70 ­ 80 1629 

80 -100 1223 

100 - 200 919 

15 - 200 33498 

Table 4.5: Number of dijet events in different PT bins. 

cuts. 

In Monte Carlo, it is easy to determine whether a reconstructed muon is a real 

muon or a fake muon. This advantage can be exploited to examine the soft muon 

selection efficiencies for Monte Carlo events. The individual selection efficiencies 

and the efficiency for the combination of all of the cuts measured using Monte Carlo 

events are compared to the efficiencies from data in Table 4.3. 

The selection efficiencies for Monte Carlo and data are consistent for CF (I11(J.') 1 

< 1.0) muons and but are 2.5 standard deviations apart for EF (111(",)1> 1.0) muons. 

The Monte Carlo selection efficiency for EF muons must be multiplied by a scale 

factor of 0.71!~~1 in order to agree with the efficiency measured in the data (this 

scale factor will be used in Chapter 5 for calculating efficiencies). 

Figure 4.10 shows the comparison between data and the predictions from ISAJET 

Monte Carlo with the D0 detector simulation and the selection efficiency correction. 

Distributions for variables sensitive to fragmentation processes, such as PT("') and 

pr;'(J.', jet), are quite well reproduced by the Monte Carlo model. Also shown in 

the figure are tJ.R and 11("') distributions. The Monte Carlo again reproduces these 

distributions well. The good agreement between Monte Carlo and data indicates 

that the Monte Carlo provides a good description of the heavy quark content in 

dijet events and the efficiency for finding soft muons. 
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Fiducial Selection Efficiency Efficiency 


Region Criteria (Data) (MC) 


11(,.,,) :5 1.0 IFW4:5 1 & NHITS ~ 4 100~~% 98.9 ± 0.3% 

11(,.,,) > 1.0 IFW4:5 1 & NHITS ~ 4 67± 10% 87.6 ± 1.1% 

11(,.,,) :5 1.0 E::a,~ 1.0 GeV 100~~% 100.00+0.-0.08
0 % 

11(,.,,) > 1.0 E::a,~ 1.0 GeV 93~r8% 100.0~g:g% 

1.0 	 All 100~g% 98.9 ± 0.3% 

1.0 	 All 62+10% 87.6 ± 1.1% -15 0 

Table 4.6: 	 Comparison of individual and combined selection efficiencies 
between data and Monte Carlo. Efficiency (Data) is the effi· 
ciency measured from the data. Efficiency (MC) is the effi· 
ciency measured from the Monte Carlo. 

4.4 Background 

Although at D0 the low-PT non-isolated muons come predominantly from heavy 

quark decays, there are other processes that can have such a signal. Backgrounds to 

the low-PT muons can come from 1r I k decays, fake muons, punchthrough, and cosmic 

rays. The muons from 1rI k decays are expected to be the dominant background 

source. 

4.4.1 Background from 1rI k Decays 

Monte Carlo studies show that muons from 1rI k decays far exceed heavy quark 

decays at very low PT(,.,,)(< 3 GeV). Figure 4.11 shows the PT distribution of gener­

ated muons from b I c decays and from 1rI Ie decays for 150,000 Monte Carlo TWOJET 

events. The kinematic cutoff of 4.0 Gev, together with a very low reconstruction ef­

ficiency of muons with PT < 3.5 Gev (see Fig. 4.12) brings the background from 1rI k 

decays to a low level. The contribution from 1rI Ie decays in the dijet sample is found 

to be 28.6% ± 2.8%. 

To show kinematic differences between heavy quark decays and 1rI Ie decays, we 

compare the contributions of1rlle decays and b/c decays in Fig. 4.13 for the Monte 
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Figure 4.11: 	 The PT distribution of generated muons from heavy quark 
decays and 1rI Ie decays. 
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Figure 4.12: 	 Muon reconstruction efficiency as a function of PT(p.) for 
Monte Carlo events with the detector simulation. 
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Carlo sample. 

• Data 
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Figure 4.13: 	 Various distributions of muons for the data, the contribution 
from heavy quark decays and contribution from b / c decays. 

4.4.2 Background from Fake Muons 

The expected background rate from fake muons can be quantified by comparing 

the llR(p.,jet) distributions for the events passing the standard cuts (see Fig. 4.7) 

with the events with bad muon track quality, IFW42: 2 (see Fig. 4.3). The method 

used to estimate the background from fake muons is similar to the dE / dz method 

described in Chapter 3. From the events that survived the standard cuts, we can 

measure the number of events with llR(p.,jet) S 1.5 (N!) and the number of events 

with llR(p.,jet) > 1.5 (N2). Both Nl and N2 contain contributions from signal as 

well as background. The number of signal and background events (Ni.2' Nf,2) in Nl 

81 




and N2 can be solved from the equations 

N 8 +NbNl - 1 1 (4.2) 

N2 = Ni+N; (4.3) 

R~l = NVNt (4.4) 

R~l = N2/Ni, (4.5) 

where R~l can be measured from the fake sample. Since the data are well described 

by the Monte Carlo model, we can determine R~l from the Monte Carlo by requiring 

the muon to come from b / c or 1('/k decays. The background from fake muons in the 

data is estimated in this way to be 4% ± 2%. and the background from fake muons 

in the Monte Carlo sample is found to be 2.4% ± 0.8%. 

4.4.3 Background from Punchthrough 

The background from hadron showers leaking into the muon chambers can be 

eliminated by requiring muons to have a minium track length in the magnetic field 

(J Bdl > 0.6). However, we find that this requirement rejects more signal than back­

ground and do not make this cut. Most of the punchthrough background is located 

in the region 0.8 < I'1(J')I< 1.2, where the interaction length of the calorimeter and 

muon system is small. We estimated the punchthrough background in this region 

by subtracting the Monte Carlo muon rate for heavy quark and 1('/k decays from 

the muon rate measured in data. The punchthrough background is estimated to be 

2.6% ± 2.6% for data and 0.7% ± 0.4% for Monte Carlo data. 

4.4.4 Background from Cosmic Rays 

The background from cosmic rays is expected to be small since the probability 

of a muon from a cosmic ray is small for any given interaction. The topology of 

cosmic rays can make this background even smaller. To estimate the background 

from cosmic rays, we selected events in which there are hits and tracks in the muon 

system opposite the muon, most likely cosmic rays. The standard cuts reject 90% of 

the cosmic rays. The background from cosmic rays is measured to be 2.3% ± 0.7%. 
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4.4.5 Background Summary 

A summary of backgrounds for both data and Monte Carlo is listed in Table 4.4.5. 

The main background for tagging a heavy quark via a soft muon comes from 1(' / k de-

Background Source Fdatl.1 FMO 

- 28.5% ± 2.7% 1r/k - P. 

Fake muons 4%±2% 2.4% ± 0.8% 

Punchthrough 2.6% ± 2.6% 0.7% ± 0.4% 

Cosmic 2.3% ± 0.7% 	 ­

Table 4.7: 	 A summary ofbackground estimates. FMO is the background 
fraction estimated from the Monte Carlo sample. Fdl.1tl.1 is the 
background fraction estimated from data. 

cay. The high mass and hard fragmentation of the heavy quark aid its identification. 

With some cost in efficiency, most background from 1('/k decays can be removed by 

requiring the muon to have high PI' or high PTe' (see Fig. 4.13). However, to maintain 

high efficiency for muons from b or c decays, we have avoided such requirements and 

include the background from 1(' / k decays in the background estimate. 

4.5 Summary 

A set of the selection cuts has been developed to identify muons from heavy 

quark decays and reject most muons from background sources. The efficiency of the 

selection cuts has been. determined from data and Monte Carlo. The efficiency is 

well described by Monte Carlo for muons in the central region. Muons in the forward 

region are found to require a correction factor for the Monte Carlo efficiency. The 

heavy quark content of dijet events tagged via soft muons has been investigated 

in both data and Monte Carlo and found to be '" 65%. In the next chapter, we 

will employ the muon selection developed in this chapter to search for top quark 

candidates. 

83 



CHAPTER 5 

Search for tt Events in the Electron + Jets + Soft Muon 
Channel 

In this chapter, we present results from a search for tt events in the electron + 
jets + soft muon channel. To separate tt events from background processes that 

give similar final states, we tag the b quarks through their semileptonic decays with 

muons in the final state since there are two b quarks in each tt events. The presence 

of soft muons in the final state highly suppresses backgrounds and provides the top 

quark candidate sample, where the remaining backgrounds come predominantly from 

W + jets events and QCD multijet events. To extract the top quark signal from the 

top quark candidate sample, this chapter will focus on a detailed analysis of relevant 

backgrounds and efficiencies. 

5.1 Background Study 

The main backgrounds to tt - e + jets + soft muon come from QCD multijet and 

W + jets production. Chapter 3 presented a detailed discussion of these backgrounds 

before the muon-tagging (p-tag) requirements. In this section, we measure QCD and 

W + jets backgrounds after the p-tag requirements. Also included are estimates of 

other small background contributions. 

5.1.1 QCD Background 

The QCD multijet background is highly suppressed by the $T > 20 GeV reo 

quirement. Figure 5.1 plots the $T spectrum for QCD events before and after the 
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Il-tag requirement. The $T distribution is broader for the Il-tag events, which in­

~ 
(.!) 10 =- ......: 

• QCD events before J.I. tog -- -1 .. ..~..c:: .•. ' • 
•2" ... .••. • QCD events ofter J.I. tog-0 2 • : .• 
010-:- .':, .•... ...... 	 -.... 

l..L... ~ .i : ::~ :.j. 
., I ., ,: •• t j.: 
~. :: :: ::::: 

-3 tit .itlt ......: '!'... ~.':.: .~ : ::::10 E"' 
i :++~!!! , 
i ! it+i+: iii 
: : : It,+ttt: : 	 : 

-4 	 : : : ::: tt· : 
10 =­ : : ::: i : tt t t : 

1 	
tii i iii i !ft++t ftttt 

5 
10- r 	 I I : II i ! I II tt Ii 
~--~~~~~~~~~~~~~~--~~~~ o 10 20 30 40 u.50. ~O

lVoIss.ng t:..t 

Figure 5.1: 	 The probabilities/l GeVas a function of h for the QCD 
events before and after the Il-tag. 

dicates that Il-tag events have a poorer $T resolution than untagged events. Thus, 

Il-tag events contain a higher fraction of QCD background than untagged events 

since the background rejection power from the $T requirement is reduced due to the 

correlation between the $T and the presence of the Il-tag. 

To estimate the QCD contamination in Il-tag events, we selected Il-tag events 

from the single electron sample (see Chapter 2) with the requirements of the loose 

electron ID (see Chapter 3 for the definition of the loose electron ID) and $I > 20 

GeV. Two techniques are employed to determine the QCD background in these Il-tag 

events (Method A and Method B). In Method A, the background is estimated by 

counting number of events with $T > 20 Ge V in the normalized background sample, 

which is equivalent to the normalization method discussed in Chapter 3. Results for 

the QCD background estimated using Method A are given in Table 5.l. 

Alternatively, the number of background events can be estimated by multiplying 

the muon rate by the number of QCD background events before the Il-tag (Method 

B), where the muon rate is measured from the fraction of fake electron events con­

taining soft muons. Most muons in QCD background events come from heavy quark 

decays and are accompanied by neutrinos. The calorimeter h contains the con­

tributions from both the muon and the neutrino, so the muon rate for the QCD 
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Data Type Nb 

W candidate + 1 jet + soft muon 12.7±3.2 

W candidate + 2 jets + soft muon 7.8±2.6 

W candidate + ~3 jets + soft muon 3.0±1.4 

Table 5.1: 	 QeD background estimate from Method A. Nb is the ex­
pected number of background events. 

background depends on the calorimeter $T. Figure 5.2 plots the muon rate as a 

function of the calorimeter $T for different jet multiplicities. As expected, the muon 

rate increases with increasing $T. The muon rate with $T > 20 GeV is used to 
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Figure 0.2: 	 The muon rate as function of the $T for different jet multi­
plicity. 

estimate the QeD background since the top quark event selection has a 20 GeV $T 

requirement. Results for the QeD background calculated in this way are shown in 

Table 5.2 and are consistent with the results from the Method A. 

To further suppress the QeD background in p-tag events, we studied the char­

acteristics of the QeD background in p-tag events. Studies indicate that most QeD 

background events with large $r, near or above the 20 GeV threshold, contain 

muons and neutrinos with their direction nearly aligned with the $r direction. Fig­

ure 5.3( a) plots A.4>($T,P) as a function of the $T for QeD events, where A.4>($T,P) 
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Data Type 	 Nt, 
5W candidate + 1 jet + soft muon 83+3.

• -2.6 

W candidate + 2 jets + soft muon 6 1+1.4 · -1.3 

W candidate + ~ 3 jets + soft muon 32+1.0 
· -1.4 

Table 5.2: 	 QCD bac:kground estimate from Method B. Nt, is the ex­
pected number of bac:kground events. 

is the azimuthal angle between the direction of the 1T and the direction of the muon. 

To compare, the same distributions for W + jets events (VECBOS) and tl events 

(Monte Carlo) are given in Fig. 5.3(b)-{d). 

A simple cut, rejecting events where the 1T points along the direction of the 

muon, reduces most QCD bac:kground events while keeping most signal events. Thus, 

in addition to using the tight the electron ID described in Chapter 3, we require 1T 
> 35.0 GeV for events with 114>{1T,p,) < 25°. The muon rate as a function of 1T 

after the 114>{1T,p,) cut is shown in Fig. 5.4. 

Mter applying the tight electron ID, the soft muon ID, and the l14>(Jh',p,) cut 

to the clean W + jets sample defined in Chapter 3, we obtain the W + jets + soft 

muon sample. This sample has 8 events, with 4 events having 1 jet, 2 events having 2 

jets, and 2 events having 3 or more jets. The QCD bac:kground in the p,-tag events is 

suppressed by the 114> cut and the tight electron ID. The QCD bac:kground estimated 

using Method B is given in Table 5.3 

Data Type Nt, 

W + 1 jet + soft muon sample 0.7±0.2 

W + 2 jets + soft muon sample O.S±O.2 

W + 2: 3 jets + soft muon sample O.12±O.OS 

Table 5.3: 	 QCD bac:kground estimate from Method B for W + jet + 
80ft muon samples. Nt, is the expected number ofbac:kground 
events. 
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Figure 5.4: 	 The muon rate as a function of ¥T for the QeD background 
after the i1¢>(¥T,P.) cut. 

5.1.2 W + Jets 

After most QeD background events are eliminated, the principal background 

comes from a muon associated with a W + jets event. Muons in W + jet events 

come from the decays of heavy quark pairs, from 1f'/k decays, and from fake muons 

in association with W production. To estimate the background from W + jets, 

we assume that the muon tagging probability is independent of the process that 

produced them. Based on this assumption, we can use the muon tagging probability 

from QeD processes to estimate the muon contents of W + jets. This estimation 

includes the contributions not only from heavy quark decays, but also from 1f' / Ie 

decays and fake muons since QeD events contain muons from 1f' / Ie decays and fake 

muons. Before estimating the W + jets background, it is instructive to examine 

the difference in heavy quark contents of W + jets events and QeD events. The 

heavy flavor pairs in W + jets events come from the so-called gluon splitting process, 

where a final state gluon branches into a heavy quark pair. In addition to the gluon 

splitting process, QeD events contain the contributions from direct production (e.g., 

g +g- bb or cc). Thus, there is a difference between the W + jets and QeD events 
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in the processes that contribute to the production of heavy quarks. To check the 

reliability of using the muon tagging rate from the QeD process to calculate muon 

contents of W + jets, various cross checks were performed. 

The muon tagging probability per jet (the muon tagging rate) was measured 

using the single electron sample before the electron ID requirements are imposed. 

This sample is dominated by fake electrons but otherwise resembles electron + jets 

events. Figure 5.5( a)-( c) shows the muon tagging rate as a function of the jet PT for 

different jet multiplicities. 
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Figure 5.5: 	 Distributions of the muon tagging rate as a function of the 

jet PT for different jet multiplicities: (a) 'e' + 1 jet; (b) 'e' + 

2 jets; (c) 'e' + ~ 3 jets. 


Figure 5.5 shows that the muon tagging rate increases with the jet PT. To account 

for different jet PT spectra for different physics processes, the jet PT-dependent muon 

tagging rate was used to calculate the W + jets + soft muon background. 

A check for possible sample dependence of the jet PT-dependent muon tagging 

rate was performed using samples of QeD dijet events, photon +jet events, and QeD 
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multijet events. QCD dijet and multijet events were selected from the inclusive jet 

sample described in Chapter 4. The photon + jet events were collected from the 

inclusive photon triggers. Figure 5.6 compares the predicted and observed number of 

",-tag events as a function of the tagged jet PT for QCD dijet events. The comparisons 
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Figure 5.6: 
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A comparison of the predicted and observed numbers of ",-tag 
events as a function of the jet PT for the QCD dijet sample. 

between the muon yield and expectations are given in Fig. 5.7 as a function of the 

jet multiplicity for photon + jet and multijet events. The results from the above 

studies show that the assumption of a process-independent muon tagging probability 

is valid for various QCD processes. 

To test our understanding of the muon tagging rate in W + jets events, we 

compared the predicted and observed number of ",-tag events in Z + jets since the 

W and Z production mechanisms are similar. Table 5.4 presents the results of this 

comparison. We observed 1 (0) event with an expected yields of 3.1±0.7 (1.4±0.3) 

for the Z + jet sample with a 10 (15) GeV jet PT threshold and a 2 (4) GeV muon 
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Figure 5.7: 	 The predicted and observed numbers of ",-tag events vs the jet 
multiplicity for (a) photon + jets sample; (b) QeD multijet 
sample. 

Data Type PT(j) Nt PT("') Expected Observed 

Z+1 10.0 225 2.0 2.1±0.5 1 

jet 15.0 171 4.0 0.97±0.20 0 

Z+2 10.0 45 2.0 0.65±0.15 0 

jets 15.0 36 4.0 0.35±0.08 0 

Z+;?,3 10.0 17 2.0 0.34±0.08 0 

jets 15.0 6 4.0 0.09±0.03 0 

Table 5.4: 	 Soft muon yields in Z + jets events. Nt is the number of 
events before the ",-tag. PT(i) (PT("'» is the threshold for 
the jet (muon) 

92 

http:0.09�0.03
http:0.34�0.08
http:0.35�0.08
http:0.65�0.15
http:0.97�0.20


PT threshold. Given the small statistics in the Z + jet sample, the expected and 

observed number of events are consistent. 

The W + 1 jet sample provides a good cross check of the heavy flavor content of 

W + jets events because p-tag events in the W + 1 jet sample are expected to be 

dominated by sources other than tf decay. To get better statistics for comparison, 

we loosen the W + jet selection criteria by using the loose electron ID requirements 

and removing the C;Up(p$T) cut. The looser cuts introduce a substantial QeD back­

ground contribution. We examined this sample with different jet PT thresholds and 

different muon PT thresholds. Figure 5.8 compares the expected and observed num­

ber of p-tag events as a function of the jet PT threshold for two muon PT thresholds 

(n(p) > 2.0 Ge V and PT(P) > 4.0 Ge V). The expected and observed numbers of 
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events are in a good agreement for the different jet PT thresholds. 


The results from the above cross checks are consistent with our assumption of 
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a process-independent muon tagging probability. This gives us confidence in esti­

mating the W + jets + soft muon background in the signal region using the muon 

tagging rate from the QCD process. Based on differences in the expected and ob­

served numbers of events for the different samples, a 20% systematic uncertainty was 

assigned to the predicted W + jets + soft muon background. Table 5.5 gives the 

estimated W + jets + soft muon background for different inclusive jet multiplicities 

using the final set of cuts, which includes the tight electron ID, the standard soft 

muon ID, $T > 20 GeV, and ilt/J($T,P.) > 25° if$T < 35.0 GeV. 

Data Type Estimated background 

W + ~ 1 jet + soft muon 7.9±1.3 

W + ~ 2 jets + soft muon 2.1±0.6 

W + ~ 3 jets + soft muon 0.43±0.14 

W + ~ 4 jets + soft muon 0.08±0.04 

Table 5.5: 	 Estimates of W + jets + soft muon backgrounds for different 
inclusive jet multiplicities. 

5.1.3 Other Backgrounds 

In addition to the QCD and W +jets backgrounds discussed above, there are 

other small backgrounds from W + charm production, Z - r+r-, and WW and 

W Z production. These backgrounds were calculated using a combination of Monte 

Carlo and data results. 

W + charm events are produced by the processes 8g - We and dg - W c. The 

ISAJET MC was used to determine the muon rates for different jet multiplicities, 

where the muon rate is the fraction of W + jet events containing the W + charm 

process with subsequent charm decay into a muon that passed the standard muon 

ID cuts. We used this muon rate to predict the soft muon background from W + 
charm production by multiplying the muon rate by the numbers of W + jet events 

observed in the data before the p.-tag requirement. The result of this calculation is 

0.5± 0.2, 0.08± 0.03, and 0.01± 0.01 events for W + 1, 2, and ~ 3 jets samples, 

respectively. 
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For the background from Z - ri, we consider events where one T decays into an 

electron plus two neutrinos and other decays into a muon plus two neutrinos. The 

combination of four neutrinos may produce $T > 20 GeV. The electron is expected 

to be soft due to the three-body T decay. We used the ISAJET MC with a full 

detector simulation to estimate this background. Taking into account the branching 

fractions for T - ellll and T - p.1Il1 and normalizing to the number of events in Z _ 

ee in our data sample, we estimate this background to be 0.4± 0.2 from Z + 1 jet, 

0.05± 0.03 from Z + 2 jets, and 0.01± 0.01 from Z + 3 or more jets. 

We now proceed to the evaluation of background from WW and W Z production. 

For WW production, we consider two cases: (1) W - ell and W - ,.,.11; (2) W - ell 

and W - ci - ,.,.X. In the case of W Z production, there are four combinations 

which contribute an electron and a muon in the final state: 

• W - ell and Z - ,.,.,.,.i 

• W - ell and Z - bb (cc) - ,.,.X j 

• W _ ,.,.11 and Z - ee; 

• W - ci - ,.,.X and Z - ee. 

The ISAJET MC with a full detector simulation was used to calculate these back­

grounds. The cross sections used to normalize the diboson samples were 0"(WW)=9.9 

pb [57] and 0"(WZ)=2.8 pb [58]. Based on the difference between the leading-order 

and next-to-Ieading-order calculations of diboson production cross sections, we as­

signed a systematic uncertainty of 30% to this background estimate. The expected 

numbers of background events are 0.09±0.04, 0.07±0.03, and 0.02±O.01 for the W 

+ 1, 2, and ~ 3 jets samples, respectively. 

5.1.4 Background Summary 

A summary of the numbers of events observed in the data and the background 

estimates for different inclusive jet multiplicities is presented in Table 5.6. In the top 

quark signal region (~ 3 jets), we observed 2 events with an estimated background 

of 0.60±0.15. Figure 5.9 shows the expected and observed number of ,.,.-tag events 

as a function of the inclusive jet multiplicity (from Table 5.6). 
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Figure 5.9: 	 The predicted and observed numbers of I'-tag events vs the 
inclusive jet multiplicity for the electron + jets + soft muon 
sample. 
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Data type 2: 1 jet 2: 2 jets 2: 3 jets 2: 4 jets 

QCD 1.3±0.4 0.6±0.3 0.12±0.05 0.04±0.04 

W + jets 7.9±1.3 2.1±0.6 0.43±0.14 0.08±0.04 

W + Charm 0.6±0.2 0.09±0.03 0.01±0.01 < 0.003 

Z-+TT 0.5±0.2 0.06±0.03 0.01±0.01 < 0.002 

Diboson 0.2±0.1 0.09±0.03 0.02±0.01 0.01±0.01 

Total Background lO.5±1.4 3.0±0.7 O.60±0.15 O.13±0.06 

NIJw T 4 2 1 

Nw 1218 204 34 5 

Table 5.6: Summary of the background estimate in the electron + jets 
+ soft muon sample with the standard cuts. NtV (Nw) is 
the number of events observed in the data after (before) the 
p-tag requirement. 

5.2 Efficiency 

The total efficiency for tf events in the electron + jets + soft muon channel can 

be factored into several parts and written as 

(5.1) 

where fMC is defined as the fraction of tf events passing the electron + jets + 
soft muon selection cuts, ftrigger is the trigger efficiency, and CID is the correction 

factor that corrects the MC efficiency to give agreement with the observed particle 

identification efficiencies. We used the ISAJET Monte Carlo event generator and a 

full D0 detector simulation to determine fMC. The efficiency f.MC increases with 

increasing top quark mass because the leptons and jets are more likely to have 

sufticient momentum to pass the kinematic cuts at higher top quark masses. Table 5.7 

gives fMC for various top quark masses. 

The detector simulation program does not reproduce the observed efficiency for 

the electron ID requirement. Furthermore, it does not include the trigger efficiency 

and the event cleanup efficiency. Therefore, a correction must be made to the Monte 

Carlo efficiency (fMC). 
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Top Quark Mass EMC 

140 GeV (0.n±0.03)% 

160 GeV (0.91±0.04)% 

180 GeV (1.21±0.06)% 

200 GeV (1.80±O.09)% 

Table 5.7: EMC for four values of the top quark mass. 

To determine the correction due to the electron ID requirement, we selected a 

sample of dielectron events from the single electron trigger by requiring ET(e) > 

20 GeV for both electrons and IMee - Mzl < 10 GeV, where Mee is the invariant 

mass of the electron pair. To avoid bias, the tight electron ID was only imposed on 

the leading electron. By looking at the characteristics of the second electron in the 

event, we are able to measure the electron identification efficiency in an unbiased 

fashion. However, even after the mass range restriction and the tight electron ID 

requirements for one electron, the sample contains fake as well as real electrons. The 

background contamination is determined from the number of events with 50 Ge V < 

Mee :5 65 GeV. The ratio of the number of background events within the Z mass 

window (81 GeV < Mee < 101 GeV) to the number of events in the mass range of 50 

Ge V < Mee :5 65 Ge V was measured from a background sample selected from the 

single electron sample by requiring two EM clusters with ET > 20 GeV, X2 > 200 

for at least one of the clusters, and $T < 15.0 Ge V. Plots of the efficiencies of the 

selection variables X2, ISO, and TRKM are given in Fig. 5.10. Table 5.8 shows the 

efficiency for each of the cuts and the combined efficiency for all the cuts measured 

using the dielectron sample. 

The W + jet Monte Carlo sample was also used to calculate the electron ID 

efficiencies. The Monte Carlo efficiency must be multiplied by a correction factor of 

0.81 ± 0.02 for electrons with 1'7(e)1 :5 1.2 and 0.62 ± 0.03 for electrons with 1.2 < 
1'7(e)1 :5 2.0 in order to get agreement between the MC and the data. 

The correction factor for muons in the forward region (1.0 < 1'7(1')1 :5 1.7) is 

0.n::8:g and no correction is needed for muons in the central region (/'7(1')1 :5 1.0). 
See Chapter 4 for details. 

A calorimeter cleanup package was used to eliminate problems due to calorimeter 
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Figure 5.10: 	 The various offiine selection efficiencies as functions of cutoff's 
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Selection Criteria 

X2 <100 

Iq{e)1 

~1.2 

Efficiency 

90.2% ± 1.4% 

X2 <100 1.2-2.0 85.3% ± 2.1% 

ISO <0.1 ~1.2 89.1% ± 1.5% 

ISO <0.1 1.2-2.0 72.0% ± 2.6% 

TRKM<5 ~1.2 96.3% ± 0.9% 

TRKM<5 1.2-2.0 93.7% ± 1.5% 

dE/dz <1.5 ordE/dz >3.0 ~1.2 92.0% ± 1.3% 

dE/dz <1.3 ordE/dz >2.5 1.2~2.0 86.1% ± 2.1% 

Combined ~1.2 71.2% ± 2.0% 

Combined 1.2-2.0 49.5'10± 2.6% 

Table 5.8: 	 Efficiencies for individual. and combined electron selection 

cuts. 


high voltage discharges and electronics problems. Monte Carlo studies show that the 

efficiency for this cleanup is 94% ± 2%. 

The trigger simulation package, TBlGSIM, was used to determine the trigger 

efficiency, Etragger' The trigger efficiency is found to be 0.98 [59]. 

Based on the MC efficiency, EMC, taking into account the correction factors and 

trigger efficiency described above, the total efficiency can now be calculated. The 

systematic uncertainty on the efficiency due to the uncertainty in the jet energy scale 

was determined by varying the jet PT threshold by 10% and taking the difference 

as the systematic error. Table 5.9 summarizes the the efficiency and the expected 

number of tl events for four values of the top quark mass based on the predicted top 

quark cross section [21, 22]. 

5.3 Summary 

We have searched for events with one high PT electron, one soft muon, large IT, 

and three high PT hadronic jets as a possible manifestation of the production and 

decay of top quark pairs with large Mt • A signal of 1.2 (0.5) tl events is expected in 

the electron + jets + soft muon channel for M t = 140 (180) GeV. Two tl candidate 
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Top Quark Mass Efficiency Nez" 
140 GeV (0.50±0.09)% 1.2±0.2 

160 GeV (0.64±0.10)% 0.7±0.1 

180 GeV (0.85±0.11)% 0.5±0.1 

200 GeV (1.26±0.12)% 0.35±0.05 

Table 5.9: 	 Efficiency and the expected number of tfevents for four values 
of the top quark mass. Ne~ is the expected number of events 
in 13.5 pb-1 data. 

events were observed. A total 0.60±0.15 events is expected from background sources 

in the electron + jets + soft muon channel. This background prediction comes 

largely from the data. The analysis yields a small excess of events over the expected 

background. This small excess of events does not demonstrate the existence of the 

top quark. It will be combined in the next chapter with results from all channels 

using the 1992-93 and 1994-95 data samples, which leads to the conclusion that the 

production of the top quark has been observed. 

101 


http:0.60�0.15


CHAPTER 6 

Observation of the Top Quark 

In the previous chapter, we completed the analysis of tf - electron + jets + soft 

muon based on 1992·1993 data sample with an integrated luminosity of 13.S±1.6 

pb- l . We observed 2 events with an estimated background of 0.60±0.lS. In this 

chapter, we present a summary of the complete top quark analysis based on an 

integrated luminosity of SO±6 pb- l : the 13.5±1.6 pb- l from the 1992·93 running 

period mentioned above, combined with 36.5±5.6 pb- l collected during the 1994·95 

running period. With this relatively large data sample, we are able to r~optimize the 

selection criteria to increase the sensitivity for high top quark masses. We will first 

discuss additional criteria to increase the signal to background ratio in the electron 

+ jets + soft muon channel for high top quark masses and then give a summary 

of results from all channels which establishes the top quark discovery. This chapter 

closes with measurements of the tf production cross section and the top quark mass. 

6.1 Additional Criteria in the Electron + Jets + Soft Muon Channel 

Typically, transverse energies for electrons and jets are expected to be higher for 

tf events than for background events. To measure the total transverse energy, we 

define the quantity HT as 

(6.1) 


where the sum includes the PT of all jets with 111(jet)1 < 2.0 and ET(jet) > 20.0 GeV 

for the lepton + jets + soft muon channels and PT(jet) > 15 Ge V for the lepton + 
jets channels without the soft muon requirement (see Section 6.2 below). 
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Figure 6.1 shows the HT distributions for tt MC events and W + 3 or more jets 

events. 
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Figure 6.1: 	 Distributions of HT for (a) W + 3 or more jets (Data); (b) tf 
MC events (Mt=140 GeV); (c) tl MC events (Mt=180 GeV). 

As illustrated in Fig. 6.1, HT is strongly correlated with the top quark mass and 

becomes more effective in increasing the signal to background ratio for higher top 

quark masses. In order to further reduce backgrounds, while keeping high efficiency 

for the signal in the electron + jets + soft muon channel, we require HT to be 

larger than 140 GeV. An additional requirement comes from AR(JL,jet). AR(JL,jet) 

is required to be smaller than 0.5 since muons from heavy quark decays for higher 

top quark masses are expected to be very close to jets. The background after the re­

optimized cuts in the electron + jets + soft muon channel is reduced to 0.3±0.1 from 

0.60±0.15. Combined with the data from the 1994-95 running period, we observe 3 

events with an estimated background of 0.85±0.14. 
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6.2 Lepton + Jets without a Soft Muon 

The selection criteria for tf -I> electron + jets without a soft muon are (601: 

• 	An electron passing the tight electron ID requirements defined in Chapter 3 

with ET > 20 GeV 

• ¥T> 25 GeV 

• At least 4 jets with PT(jet) > 15 GeV and 111(jet)I < 2. 

To avoid overlap with the ",,-tag events, any event with a ",,-tag is removed. To reduce 

the chief background in this channel, which is W +4 or more jets, further cuts are 

made using the shape variables aplanarity A [61J and HT. The variable HT was 

defined in the previous section and the quantity A is defined as: 

(6.2) 


Ql is the smallest eigenvalue of the normalized momentum tensor Mab 

Mab = LPiaPib/ LPI (6.3) 
i i 

where Pi is the 3-momentum of the i-th object and a, b run over the three space 

directions. Large A values indicate a spherical event topology, while small A values 

indicate a planar event topology. The shapes of tf events are expected to be more 

spherical than background events, so A can be used to help discriminate between 

the signal and the background. Both A and HT were used to suppress a relatively 

large W + jets background in the electron + jets channel: 

• 	HT> 200 GeV 

• 	A> 0.05. 

Five events in the electron + jets channel passed all cuts with an expected back­

ground of 1.22±0.42. 

The selection criteria for the muon + jets events without a ",,-tag are similar to 

the electron + jets events without a ",,-tag except that the electron is replaced by an 

isolated muon with PT > 15 GeV. We observed 3 events in the muon + jets channel 

with an estimated background of 0.71±0.28. 
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6.3 Muon + Jets + Soft Muon 

For the muon + jets + soft muon channel, we require (60) 

• One isolated muon with PT > 15 Ge V 

• One tagging muon as defined in Chapter 4 with PT > 4 Ge V 

• $T> 20 GeV 

• At least 3 jets with ET > 20 Ge V 

• HT> 140 GeV 

• 4<!>(P"T) < 1100 for the highest PT muon 

• Inconsistent with Z- pp hypothesis with P(X2) < 0.01. 

The last cut was motivated by a relatively large background in the muon + jets 

+ soft muon channel from Z production. This cut was based on a constrained X2 fit 

of the entire event to the Z- pp hypothesis using known detector resolutions. Three 

events were observed with a predicted background of 0.36±0.08 in this channel. 

6.4 Dilepton 

The kinematic requirements for the dilepton search are summarized in Table 6.1 

[60]. Three events were found with an expected background of 0.65± 015. 

Channel ET(e) PT(p) N;et PT(jet) h HT 

ep+jets ~ 15 GeV ~ 12 GeV ~2 ~ 15 GeV ~ 20 GeV ~ 120 GeV 

ee+jets ~ 20 GeV ~2 ~ 15 GeV ~ 20 GeV ~ 120 GeV 

pp+jets ~ 15 GeV ~2 ~ 15 GeV ~ 100 GeV 

Table 6.1: The kinematic requirements for dilepton events. 
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6.S Summary 

A summary of results from all seven channels [4J are presented in Table 6.2, which 

includes the efficiency X branching ratio (E X b,.) and the expected number of events 

(Ne~p) based on the central theoretical tf production cross section [21, 22] for three 

top quark masses, the expected backgrounds, the integrated luminosity, and the 

number of events observed in each of the seven channels. 

e/l> + jell ee + jell /1>/1> + jell e + jea 

• )( II .. '" 0.24:1:0.02 0.1.11:1:0.02 0.011:1:0.02 0.80:1:0.10 O.IT:l:O.U 0.10:1:0.08 0.26:1:0.06 

160 N••,. 0.114::1:0.13 0.811::1:0.12 0.14:1:0.0T I.U:l:O.64 2.04:1:0.6.1 1.116:1:0.111 0.112::1:0.24 

" )( II .. '" 0.28::1:0.02 0.lT::I:0.02 0.10:1:0.02 1.20:1:0.10 0.T8:1:0.1 T 0.68:1:0.011 0.lI6:1:0.08 

180 N••" O.IlT:l:O.OT 0.40:l:0.0T 0.111:1:0.04 2.42:1:0.6T 1.41 :l:0.1I6 1.14::1:0.22 0.84:1:0.18 

• )( II .. '" 0.31:1:0.02 0.20:1:0.01 0.11:1:0.02 I.TO:l:O.20 0.!IlI:l:0.21 0.14:1:0.11 0.41:1:0.08 

200 Nelli. 0.14:1:0.04 0.26:1:0.06 0.11::1:0.02 1.84:1:0.11 0.116:1:0.24 0.81:1:0.16 0.41::1:0.10 

B&clrsround 0.12:1:0.01 0.28:1:0.14 0.26:1:0.04 1.22::1:0.42 0.11:1:0.28 0.86:1:0.14 0.18:1:0.08 

J Ut(pll-l) U.II::1:6.T 61.1:1:8.1 ".2:1:6.1 41.11:1:6.1 ".2:1:6.1 41.11:1:6.1 44.2:1:1.1 

D&l& 2 0 1 1 1 I a 

10.0::1:1.4 

6.8:1:1.1 

4.1:1:0.7 

1.8:1:0.8 

11 

Table 6.2: 	 Efficiency X branching ratio, the expected number of events 
based on the central theoretical tfproduction cross section for 
three top quark masses, the expected backgrounds, integrated 
luminosity, and the number of events observed in the seven 
channels. 

Adding all seven channels together, there are 17 events observed with an expected 

background of 3.9±0.6. The probability of an upward fluctuation of the background 

to 17 or more events is 2xl0-6
, which corresponds to a 4.6 tT signal for a Gaussian 

probability distribution. Hence, we observe a statistically significant excess of events. 

Various studies confirm that this result is consistent with top quark production [4]. 

Assuming the excess of events is due to tf production, we can calculate the top 

quark cross section according to the equation: 

tTtl = :E(N. - Bj)/:E E.biL• 	 (6.4) 
• i 

where N. is the number of observed events for decay channel i, B. is the expected 

background, E. is the efficiency for a particular top quark mass, b. is the branching 

ratio, L. is the integrated luminosity. The resulting cross section is given in Fig. 6.2 

as a function of the top quark mass. 

We can measure the top quark mass from the lepton + jet events using 2­

constraint kinematic fits [62). To describe the process, 
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Figure 6.2: 	 The tf cross section as a function of the top quark mass. The 
dotted curve is the the central theoretical values. The solid 
curve is the measured values. The shaded regions are the 
errors for the measured values. 

pP- tfX 

we can use the following kinematic constraints to determine the top quark mass. 

• pP- tfX 

• t- W-;; 

• W+ -l+v 

• Me = M, 

To reduce the combinatoric possibilities, only the four highest PT jets were considered 

in fitting the process tf - W+W-bb - lvq'qbb, In these four jets, three jets were 

assigned to the hadronic top quark decay and the remaining to the leptonic top 

quark decay, The fit is made for all jet configurations, subject to the constraint that 

any jet tagged with a soft muon must be one of the b quarks. There are a total 

of 24 configurations for the events without a p-tag and 12 configurations for the 

events with a p-tag. The three best permutations with x: < 7 were retained and 
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Figure 6.3: 	 The fitted mass distribution for candidate events (histogram) 
with the expected mass distributions for top qua.rk events 
(dotted curve) and backgrounds (dashed curve) for (a) the 
standard cuts; (b) the loose cuts (no HT requirements). 

a x2-weighted average mass was calculated for each event. Figure 6.3(a) shows the 

distribution offitted masses. A clear peak: is seen in the mass distribution. To extract 

the top quark mass, we fit the observed mass distribution to the sum of the expected 

mass distributions of backgrounds and a top quark of mass Me, using a maximum 

likelihood method. We found that the likelihood is :maximized at Me == 1992:~~ (stat.) 

GeV. 

To increase the statistics available for the mass fit, we removed the HT require­

ments and relaxed the aplanarity cut to 0.03. Removing the HT requirement intro­

duces a substantial background contribution at lower mass in addition to the top 

quark signal (see Fig. 6.3(b n. A likelihood fit to the mass distribution results in a 

top quark mass of 1992:~g (stat.) ± 22 (syst.) GeV [4J. The cross section for this 

mass is found to be 6.3±2.2 pb [4J. Hence, we conclude that we have observed tf 

production in pP collisions with a production cross section of6.3±2.2 pb and measure 

the top quark mass to be 1992:i~ (stat.) ± 22 (syst.). 
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