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ABSTRACT
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The factorization assumption in bound state decays (splitting four-quark operators

into the product of two two-quark operators) has proved to be a useful tool in B

and D meson decays. The longitudinal polarization fraction, �L=�, in the decays

Bd ! J= K�0 and Bs ! J= � can be calculated using various phenomenological

models within the factorization assumption and, when compared to experimental

measurements, provides a test of the factorization procedure when extended to color{

suppressed B decays.

The decay Bd ! J= K�0, K�0 ! Ks�
0 can be used to study CP violation in the

same manner as in the decay B ! J= Ks. In general the decay Bd ! J= K�0 is

a mix of CP{even and CP{odd states (diluting the measured CP asymmetry), but

when �L=� = 1 (as indicated by early measurements) the decay is CP{even.

The longitudinal polarization fractions in the decays Bd ! J= K�0 and Bs !
J= � have been measured using data collected with the Collider Detector at Fermilab.

Bd mesons are reconstructed through the decay chain Bd ! J= K�0; J= ! �+��,

K�0 ! K+��. A sample of 65� 10 Bd events is used to obtain a longitudinal polar-

ization fraction of �L=� = 0:65�0:10 (stat)�0:04 (sys). Bs mesons are reconstructed

through the decay chain Bs ! J= �; J= ! �+��; �! K+K�. A sample of 19� 5

Bs events is used to obtain the result �L=� = 0:56 � 0:21 (stat) +0:02
�0:04 (sys).

The Bd result is consistent with, although slightly lower than, previous measure-

ments and is at the upper edge of the theoretical predictions. This result has also

shown that �L=� 6= 1, so another analysis technique (requiring more data) will be

needed to extract the CP content of the decay Bd ! J= K�0, K�0 ! Ks�
0.
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Chapter 1

Introduction

1.1 Motivation and Background

Measurements of the longitudinal polarization fraction in the decays Bd ! J= K�0

and Bs ! J= � are presented. The longitudinal polarization fraction, �L=�, in these

B ! vector{vector decays can be calculated in the factorization approximation. Cal-

culations using typical methods within the factorization approach were unable to re-

produce simultaneously the measured values of �L=� (0:97�0:16�0:15 from ARGUS

[1] and 0:80�0:08�0:05 from CLEO [2]) and R = Br(B ! J= K�)=Br(B ! J= K).

Theoretical calculations performed after the measurements were published have been

able to reproduce the measurements within the experimental uncertainties. Improved

measurements of �L=� and R will help constrain the theory. However, it is not clear if

applying factorization in color{suppressed decays is appropriate, so they can be used

to test how factorization breaks down. Knowing where factorization is applicable and

how much it is violated even within its domain of applicability is critical to properly

extracting the parameters of the Standard Model from bound state decays.

The decay chain Bd ! J= K�0, J= ! l+l�, K�0 ! Ks�
0, can be used analo-

gously to B ! J= Ks to measure the angle � from the unitarity triangle, when the

decay is in a CP eigenstate. If �L=� = 1 in the decay Bd ! J= K�0, as originally

indicated by ARGUS, the �nal state is a CP eigenstate. The CLEO measurement is

somewhat lower than that of ARGUS, but they are consistent within the experimental

1



2

uncertainties.

The measurements presented in this thesis are very speci�c, however, they are part

of a larger description of the world, called the Standard Model. A basic understanding

of the Standard Model is required to put the discussion in this thesis in the proper

context.

1.2 Standard Model

High energy physics is the study of the universe at its most fundamental level. High

energy physicists strive to understand the ultimate constituents of matter, and the

interactions between these constituents. The experimental research is performed pri-

marily at large particle accelerators with their attendant detection equipment. The

large accelerators are needed to produce high energies in order to localize the inter-

actions with short wavelength probes, and to produce massive particles.

All known matter is made up of a few elementary, point{like particles, collectively

called fermions. The interactions between them are described by four forces; Gravity,

Weak, Electromagnetic and Strong. The fermions are divided into two groups, the

quarks, which interact via all four forces, and the leptons, which do not interact via

the Strong force. The two groups are further subdivided into three generations each

with two members (of di�erent avor and mass). Each generation is more massive,

but otherwise the same as the previous one (see Table 1.1). Each of the fermions also

has an anti-particle partner with opposite quantum numbers, but the same mass.

Free quarks have not been observed. The quarks are only found in bound states

Electric
Generation 1st 2nd 3rd Charge

quarks
up (u) charm (c) top (t) +2=3

down (d) strange (s) bottom (b) �1=3
leptons

electron (e�) muon (��) tau (��) �1
e� neutrino (�e) �� neutrino (��) �� neutrino (��) y 0

Table 1.1: Fermions. (y The �� has not been directly observed.)
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Quantum Quantum Mediating Coupling Range
Theory number Boson Strength (m)

Strong QCD Color gluon (g) �s � 1 10�15

EM
EW

(QED) charge photon () � = e2

4��hc =
1
137

1
Weak Weak Isospin W+,W�,Z0 GFm

2
p ' 10�5 10�18

Gravity None (Mass) (graviton, G) Gm2
p ' 6� 10�39 1

Table 1.2: Bosons.

of the Strong force, called hadrons. The hadrons are composed of two groups, the

mesons (q�q), and the baryons (qqq). (Where q stands for a quark and �q stands for an

anti-quark.)

The interactions among the constituents of matter are described by quantum �eld

theories. In these theories the forces are mediated by the exchange of particles called

bosons (see Table 1.2). A few requirements are imposed on the �eld theories. One

is global gauge-invariance (gauge is an historical misnomer for phase). The global

phase of the fermion �elds can be chosen arbitrarily without a�ecting any observables.

This internal symmetry leads to a conserved quantity, the quantum number of the

theory. This process is identical to the conservation of energy, momentum and angular

momentum in classical mechanics that follows from the invariance of the theory under

displacement in time, spatial position, and rotations. The other requirements are

causality, renormalizability and locality. The interactions between the constituents

arise naturally by demanding local gauge invariance. \Gauge �elds " have to be

introduced to counter the otherwise observable phase di�erences of di�erent space-

time points. The quanta of the gauge �elds are the exchange particles mediating the

interaction.

The Electromagnetic and Weak forces are well described by a uni�ed electroweak

theory (EW). The theory of the Strong force is called quantum chromodynamics

(QCD). There is no satisfactory quantized theory of Gravity, which is currently de-

scribed by the classical theory of General Relativity. All four forces may be uni�ed,

but no satisfactory uni�cation theory incorporating the Strong force or Gravity has

been found.
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Used together, the QCD and EW theories comprise the Standard Model of Par-

ticle Physics which has thus far successfully explained all phenomena in its domain

of applicability. The Standard Model still has a missing piece (the symmetry break-

ing mechanism in the electroweak sector, discussed in the next Chapter), and some

untested parts (the origin of CP violation, for example). These are topics of current

and upcoming high energy physics experiments.

1.3 Organizational Overview

Chapter 2 discusses electroweak theory, leading to a discussion of CP violation and the

possibility of using the decay Bd ! J= K�0 for CP violation studies. Quantum chro-

modynamics is also discussed in Chapter 2, leading to a discussion of nonperturbative{

QCD, speci�cally, factorization in bound state decays. The utility of the longitudinal

polarization fraction in the decay Bd ! J= K�0 as a test of factorization in color{

suppressed B decays is presented.

Chapter 3 discusses the accelerator complex at Fermilab and the CDF detector.

Chapter 4 discusses the selection of Bd ! J= K�0 events. Chapter 5 discusses the

simulation of Bd ! J= K�0 events, which is required to determine the e�ect of de-

tector acceptance and e�ciency on the measurement of the longitudinal polarization

fraction in the decay Bd ! J= K�0. Chapter 6 discusses the likelihood �t used to

obtain the longitudinal polarization fraction in the decay Bd ! J= K�0. Chapter 7

discusses the systematic uncertainties associated with the measurement of the longi-

tudinal polarization fraction in the decay Bd ! J= K�0.

Chapter 8 discusses the event selection, simulation, likelihood �t and systematic

uncertainties in the measurement of the longitudinal polarization fraction for the

decay Bs ! J= �. Chapter 8 also discusses the interest in the polarization in the

decay Bs ! J= �. Chapter 9 reviews the results obtained in this thesis and presents

some conclusions.



Chapter 2

Theory

2.1 Electroweak

The Electromagnetic interaction is well described by quantum electrodynamics (QED).

The global gauge symmetry in QED gives rise to the conservation of electromagnetic

charge. The imposition of local gauge invariance necessitates the introduction of a

gauge �eld which describes the interactions among charged particles and corresponds

to the photon. The imposed gauge symmetry is the U(1) symmetry group.

The gauge theory for the Weak interaction is constructed with the inclusion of

the Electromagnetic interaction. Imposing gauge invariance on the fermion �elds for

the Weak interaction is accomplished in two steps. First, invariance under SU(2)

gauge transformations is imposed, which leads to the conservation of Weak{Isospin,

I(i)w . Requiring the Lagrangian to be invariant under local SU(2) transformations

necessitates the introduction of a Weak{Isospin triplet of gauge �elds, W(i)
� , i =

1; 2; 3. Next, invariance under a U(1) transformation is imposed, which leads to

the conservation of Weak{Hypercharge, Y. The requirement of local gauge invariance

under a U(1) transformation leads to the introduction of a Weak{Hypercharge singlet

gauge �eld, B�. The combined symmetry group is labelled SU(2)�U(1). The gauge
�elds can be rewritten as follows

W�
� =

1p
2

�
W(1)

� � iW(2)
�

�

5
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Z� =W(3)
� cos � �B� sin �

A� =W(3)
� sin � +B� cos �:

A� has the gauge form of the Electromagnetic interaction and is identi�ed with the

photon. Note that Y=Q/e�I3w, so Weak{Isospin conservation and Weak{Hypercharge

conservation imply charge conservation (where Q stands for Electromagnetic charge).

The W�
� and Z� �elds are identi�ed as the W� and Z0 bosons. The weak mixing

angle, �, is also known as the Weinberg angle, �w, and determines the mixing between

the third component of Weak{Isospin and Weak{Hypercharge (or, equivalently, the

mixing of the weak and electromagnetic interactions). A current value of sin2 �w is

0:2312 � 0:0003[3]. Note that when the free boson �elds are introduced into the

Lagrangian the SU(2) gauge invariance is broken, unless additional terms are added.

The terms lead to interactions among the gauge bosons themselves. Since the U(1)

symmetry is not violated, the photon still does not interact with itself, just as in

QED.

The gauge �elds are all massless while the observed bosons are not. Adding

mass terms directly to the Lagrangian density violates the renormalizability of the

theory. A method of giving mass to the bosons, breaking the gauge symmetry, that

doesn't destroy the renormalizability of the theory is needed. This is accomplished

via spontaneous symmetry breaking, such as by the Higgs mechanism. Note that the

fermions are also massless in the theory at this point, and directly adding mass terms

for the fermions also violates the renormalizability of the theory.

The Higgs mechanism can be used to give mass to the fermions in a renormalizable

manner. An isospin doublet of complex scalar �elds is added to the Lagrangian, leav-

ing it gauge invariant. The potential of the doublet is chosen such that the scalar �eld

has a nonvanishing vacuum expectation value. In this case the vacuum is degenerate.

A single value of the vacuum expectation for the scalar �eld is chosen (essentially a

preferred direction). A change of variables is performed to use perturbation theory

about this \ground state". This change of variables does not change the meaning

of the theory, but it does \spontaneously" break the SU(2) gauge symmetry, while

leaving the theory renormalizable. The U(1) gauge symmetry remains unbroken and
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the photon massless. Three of the degrees of freedom of the doublet have been trans-

formed away into the isospin triplet of bosons, giving them mass (a massive vector

boson has three polarization states, while a massless one has only two). The remain-

ing degree of freedom corresponds to a massive isospin singlet scalar particle, the

Higgs boson.

The fermions are given mass by coupling the scalar �eld to the fermions via a

Yukawa coupling. There are other symmetry breaking methods, but the Higgs mech-

anism is the simplest that is currently known. The existence of the Higgs boson,

or other particles associated with symmetry breaking in the Electroweak sector are

critical to the renormalizability of the theory, and hence the validity of the Standard

Model.

The usual notation for the electroweak symmetry group is SU(2)L�U(1). The

subscript L indicates that only the left{handed components of the �elds interact

weakly. The right{handed components are Weak{Isospin scalars. Consequently, for

the leptons there are left{handed doublets and right handed singlets,

0
@ e�

�e

1
A
L

;

0
@ ��

��

1
A
L

;

0
@ ��

��

1
A
L

; e�R; �
�
R; �

�
R :

There are no right handed neutrinos�. The quarks are observed to change gener-

ations in Weak interactions, which implies that the strong (avor) eigenstates are

not the same as the Weak eigenstates. A unitary transformation between the two

sets of eigenstates is introduced. Fixing the weak and strong eigenstates of the u; c,

and t �elds to be the same results in the Weak eigenstates d0; s0 and b0 becoming

superpositions of the strong eigenstates,

0
BBB@
d0

s0

b0

1
CCCA =

0
BBB@

Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

1
CCCA
0
BBB@
d

s

b

1
CCCA :

The unitary transformation matrix, Vij, is known as the Cabibbo-Kobayashi-Maskawa

(CKM) matrix. The degrees of freedom in a complex, unitary, 3 � 3 matrix can be

�Unless they have mass
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represented by three angles and one phase, after transforming away all of the non-

physical phases. Many di�erent parameterizations are possible. One of the common

ones is [3]

V =

0
BBB@

c12c13 s12c13 s13e
�i�13

�s12c23 � c12s23s13e
i�13 c12c23 � s12s23s13e

i�13 s23c13

s12s23 � c12c23s13e
i�13 �c12s23 � s12c23s13e

i�13 c23c13

1
CCCA

due to Chau and Keung [4], where sij = sin �ij, cij = cos �ij, 0 � �ij � �=2, 0 � �13 <

2�. Non-zero values of �13 break CP invariance.

The information in the CKM matrix can be succinctly summarized in the \unitar-

ity triangle". Applying the unitarity of the CKM matrix to the 1st and 3rd columns

implies

VudV
�
ub + VcdV

�
cb + VtdV

�
tb = 0:

The unitarity triangle is a geometric representation of the above expression in the

complex plane. Rescaling the sides by VcdV �
cb gives Figure 2.1. The parameters � and

� are from the Wolfenstein parameterization of the CKM matrix [5], where � � s12

and

Vus � �

Vub � �2A

Vcb � �3A(�� i�)

Vtd � �3A(1� �� i�):

CP violating processes will involve the phase �13 (assuming that CP violation comes

from the mass matrix). CP violating amplitudes or di�erences of rates are all propor-

tional to s12s13s23c12c
2
13c23 sin �13 (in the Chau and Keung parameterization)[3], and

with cos � = 1 for small �, this is just 2�(area of unitarity triangle). All CP violation

seen so far in the K system can be explained due to the phase in the mass matrix.

Measuring CP asymmetries in the B system (where the asymmetries are predicted to

be large) will allow the unitarity triangle to be over{constrained, determining if CP

violation comes only from the mass matrix.
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Figure 2.1: The unitarity triangle is a geometric representation of the unitarity of
the CKM matrix, as applied to the �rst and third columns.
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Figure 2.2: The initial state meson, the B0, can decay to the �nal state, fCp (a CP
eigenstate), directly or through an intermediate �B0 meson. The amplitudes for these
two processes interfere.

One of the most straight forward ways to study CP violation in the B system

is to measure the time dependent rate asymmetry of B0 and �B0 decaying to the

same CP eigenstate. These reactions are relatively free of hadronic uncertainties and

thus allow clean theoretical interpretation in terms of Standard Model parameters.

CP violation in the Standard Model comes from the interference of the mixed and

unmixed amplitudes (see Figure 2.2). De�ne the amplitudes

AfCP � hfCP j B0i
�AfCP � hfCPj �B0i

(where fCP is a CP eigenstate) and the states

jBLi = pjB0i � qj �B0i
jBSi = pjB0i + qj �B0i

(in analogy with the de�nitions of the KS and the KL). Finally,

rfCP �
q

p

�AfCP

AfCP

:

In the case of no CP violation rfCP = �1, where the sign is the CP of fCP. For

Standard Model CP violation (from the phase in the CKM matrix) rfCP is a nonzero

phase (i.e. rfCP = ei�). For direct CP violation (CP violation in the decay amplitude)

j �AfCP=AfCP j6= 1. For indirect CP violation (CP violation due to a di�erence in the

widths of the mass eigenstates of the B mesons) j q=p j6= 1. There are many models
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that induce CP violation beyond that in the Standard Model [6] which have not been

ruled out by the measurements in the K system.

The time dependent asymmetry parameter, afCP(t), is given by

afCP(t) �
�
�
B0
phys(t)! fCP

�
� �

�
�B0

phys(t)! fCP
�

�
�
B0
phys(t)! fCP

�
+ �

�
�B0

phys(t)! fCP
�

where B0
phys(t) is the physical B meson as it evolves in time. It can be shown that [3]

afCP(t) =
(1� j rfCP j2) cos(�mt)� 2 Im(rfCP) sin(�mt)

1+ j rfCP j2
where �m is the mass di�erence of the neutral B states. For Standard Model CP

violation, the asymmetry parameter is proportional to�2 Im(rfCP). For fCP = J= Ks,

�2 Im(rfCP) = sin 2�, where � is from the unitarity triangle.

The decay Bd ! J= K�0 involves the same matrix elements as the decay Bd !
J= Ks. The �nal state is a charge conjugation eigenstate when the K�0 decays

to Ks�
0, however, it is in general a mix of parity-even and parity-odd. This is a

pseudoscalar to vector-vector decay, which allows the angular momentum, L, to be

0, 1 or 2. For L= 0 or 2, the �nal state J= K�0 (K�0 ! Ks�
0) is CP-even, and

it is CP-odd for L= 1. A particularly simple case is full longitudinal polarization,

where there is no L= 1 contribution [7, 8, 9]. In this case, the decay Bd ! J= K�0

(K�0 ! Ks�
0) is CP-even and can be used just like Bd ! J= Ks to measure sin 2�.

If the decay is a mixture of CP states the observed asymmetry is diluted, but the CP

asymmetry parameter can still be extracted [10], although a full angular analysis will

be needed. The branching raito for Bd ! J= K�0, K�0 ! Ks�
0 is almost as large as

the branching ratio for Bd ! J= Ks. Thus, for �L=� = 1, the required integrated

luminosity at a B{factory to obtain a given sensitivity on � is halved.

ARGUS was �rst to measure the longitudinal polarization fraction, �L=�, in B !
J= K� and found it to be consistent with 1. Eventually ARGUS published the result

�L=� = 0:97�0:16�0:15 [1], and CLEO published the result �L=� = 0:80�0:08�0:05
[2]. The ARGUS result indicates that the decay B ! J= K� is dominated by one

parity state, and Bd ! J= K�0 (K�0 ! Ks�
0) can be used at a B-factory to measure

sin 2�, essentially doubling the sensitivity of the Bd ! J= Ks measurement. The

CLEO result indicates that the above assertion is not quite true.
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The results presented in this thesis are consistent with those given above, al-

though somewhat lower in �L=�. Together with the CLEO results this indicates that

Bd ! J= K�0 is not totally dominated by longitudinal polarization, and a full angu-

lar analysis (requiring more events) will be needed to determine the usefulness of this

decay for CP-violation studies at a B-factory.

2.2 Quantum Chromodynamics

The gauge theory of the Strong interaction is called quantum chromodynamics (QCD).

The symmetry group of QCD is SU(3), and thus there are eight conserved quantities,

called color charge or simply color (red, green and blue, for example, coming in a color

anti-color pairing). Quarks form an SU(3) color triplet. Color symmetry is exact, so

QCD calculations are independent of the color of the quarks (a red quark scattering

o� of a green quark is the same as a red quark scattering o� of a blue quark). Im-

posing local gauge invariance results in the introduction of gauge �elds corresponding

to the gauge bosons of QCD, called gluons. Gluons are massless vector bosons that

form an SU(3) color octet, meaning that they carry one color and one anti-color, and

are thus subject to the color force themselves. The available color con�gurations for

quarks and gluons are given below (where r=red, b=blue, g=green, and �r=anti-red,

etc.)

quarks r;b; g

antiquarks �r; �b; �g

gluons r�b; r�g; b�g; b�r; g�r; g�b;
r�r� b�bp

2
;
r�r + b�b� 2g�gp

6

An example of quark-quark scattering is shown in Figure 2.3. Colored objects are not

observed in nature, only color singlets (colorless objects) are seen. Baryons, qqq, and

mesons, q�q, are the lowest energy color singlet con�gurations of quarks (qrqbqg and

qr�q�r, for example). Even without directly observing colored objects the number of

colors is measurable. One example is in the ratio of e+e� annihilation cross-sections
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Figure 2.3: Quark-quark scattering via the exchange of a gluon.

into hadrons divided by that into �+�� [11],

R =
� (e+e� ! hadrons)

� (e+e� ! �+��)
= Nc

X
avors

q2i

where Nc is the number of colors, qi is the charge of the quarks u, d, s, : : : , and the

sum is over the active avors (an active avor is one that is less massive than one-half

the center of mass energy of the reaction).

The form of the quark{quark potential has been shown to be [12]

Vs = ��s
r
+ kr

where k is a constant, r is the inter-quark distance, and �s is the QCD coupling

strength. As r increases the energy in the color string connecting the quarks increases

and it becomes energetically favorable for the long string to split into two shorter ones,

popping a q�q pair out of the vacuum. The strong coupling constant is given by

�s(q
2) =

4�

(11 � 2
3
nf ) ln(q2=�2)

+ (higher order terms)

where nf = the number of active quark avors and q2 is the center of mass energy of

the reaction. � is a fundamental parameter of QCD that must come from experiment

(�QCD � 200 MeV). For large q2 (at small distance), �s ! 0. This is known as

asymptotic freedom. At high energy quarks behave as if they are free. High q2
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Figure 2.4: Spectator diagram of the decay �B0 ! D+e���. The dashed line separates
the electroweak and hadronic currents.

processes are well described by perturbative QCD. At low q2, �s is large and higher

order terms are important. Perturbation theory is not usable in this regime.

A typical QCD cross-section, calculated perturbatively, takes the form

� = A1�s +A2�s
2 + � � �

where A1 and A2 come from the appropriate Feynman diagrams. Divergences arise in

these calculations and need to be regulated consistently. A particular regularization

scheme must be selected. Modi�ed minimal subtraction
�
MS

�
[13] is the most com-

mon. A renormalization scale, �, is introduced. The calculation is independent of �

if calculated to all orders in perturbation theory. Calculations are only performed to

�nite order, so the result will depend on the choice of �, and this choice should be

speci�ed when quoting the results.

2.3 Factorization

Many strong interaction phenomena, including all bound state problems, probe the

non-perturbative QCD regime. A number of di�erent theoretical techniques are em-

ployed in attempts to calculate the results of non-perturbative QCD processes, includ-

ing factorization in bound state decays, which is also known as the vacuum insertion

approximation [14]. Consider the decay B ! Dl� shown in Figure 2.4. This pro-

cess is not calculable in perturbative QCD due to the bound state e�ects in the
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B ! D transition, but it naturally factors into two pieces. All of the color e�ects

are contained below the dotted line, while above the dotted line there are only elec-

troweak interactions. The transition amplitude can be written as two independent

currents, hDl� j Bi = hl� j 0ihD j Bi, where the operators have been suppressed.

(hD j Bi � hD j J� j Bi, where J� has the form of a V�A quark current, to be shown

later). The electroweak part, hl� j 0i, is calculable in the standard model, while the

hadronic part, hD j Bi, is not and is parameterized in terms of B ! D form factors

as functions of q2 = m2
l�. This process and the form factors associated with it are

similar to the deep inelastic scattering case, with a probe lepton transferring a certain

amount of 4-momentum, q2. In the B meson decay case, the form factors describe

the \internal structure" of the transition as a function of q2, just as the form factors

in deep inelastic scattering describe the internal structure of the proton as a function

of the momentum transfer. The transition amplitude is typically written in its most

general Lorentz invariant form in terms of form factors, [15]

hX j J� j Ii =
 
PI + PX � (m2

I �m2
X)

q2
q

!
�

F1(q
2) +

m2
I �m2

X

q2
q�F0(q

2) (2.1)

where I is the initial state pseudoscalar meson, and X is the �nal state pseudoscalar

meson. P and m represent the momentum and mass of the appropriate particle,

q� = (PI � PX )� (so q2 = m2
l�). F0 and F1 are the form factors for the I ! X

transition, and F1(0) = F0(0). If the �nal state meson is a vector particle (a D� for

example), the form factor decomposition is

hX� j J� j Ii =
2

mI +mX�

������
��P �

I P
�
X�V (q2) + if��(mI +mX�)A1(q

2)�
�� � q

mI +mX�

(PI + PX�)�A2(q
2)� �� � q

q2
2mX�q�A3(q

2)g+

i
�� � q
q2

2mX�q�A0(q
2)

where A3(0) = A0(0), and A3(q2) is an abbreviation for

A3(q
2) =

mI +mX�

2mX�

A1(q
2)� mI �mX�

2mX�

A2(q
2):
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Figure 2.5: Spectator diagram of the decay �B0 ! D+��. The dashed line separates
the two hadronic currents.

The polarization of the outgoing vector meson is denoted by ��. The form factors,

F0; F1; V;: : : , are the same for any reaction containing the same parent, I, and daugh-

ter, X(�).

The B ! D transition amplitude is often called a hadronic current. The transition

amplitude, hD j J� j Bi, has a current form, where J� is a charged current, (�cb) �
�c�(1�5)b, from V�A theory. One hadron is transforming into another via a charged

current interaction (and giving o� a virtual W in the process).

Now consider the decay B ! D� shown in Figure 2.5. The factorization hy-

pothesis asserts that the transition amplitude can be separated into two independent

hadronic currents corresponding to the parts above and below the dotted line. This

is written as hD� j Bi = h� j 0ihD j Bi. The assertion of factorization seems plau-

sible since the W carries no color and the energy release is large, allowing the d and

�u quarks to quickly leave the formation zone of the D. The d and �u quarks travel

several fermi before they are ready to hadronize and should not interfere with the

hadronization of the D meson. The hD j Bi term is the same as in the semileptonic

decay, evaluated at q2 = m2
�. The pion annihilation term, h� j 0i, can be obtained

from pion decay (� ! l�), where the hadronic uncertainties are subsumed into the

pion decay constant f� = 130:7 � 0:1� 0:4 MeV [3]. Factorization has been success-

fully applied in other B decays and in some D decaysy, for example �B0 ! D�+��

yThe predictions for B decays are expected to be more reliable than those for D decays since
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Figure 2.6: Spectator diagram of the decay �B0 ! �K0�J= . The dashed line separates
the two hadronic currents.

and �B0 ! D+��. The prediction for Br( �B0 ! D�+��)=Br( �B0 ! D+��) is 1, while

the measurement is 0:9� 0:2 � 0:1 [16]. Similarly, the ratio

Br( �B0 ! D�+��)
dBr( �B0!D�+l�)

dq2
jq2=m2

�

is predicted to be 3:3 � 0:5 while the measurement is 3:0 � 0:4 � 0:6 [2], and if the

�� is replaced by an a�1 the ratios are (prediction) 3:0 � 0:5 and (measurement)

4:0� 0:6 � 0:5, respectively.

Now consider the color{suppressedz decay B ! J= K� shown in Figure 2.6.

Applying the factorization procedure to this decay gives hJ= K� j Bi = hJ= j
0ihK� j Bi. The form factors for B ! K� (evaluated at q2 = m2

J= ) are needed. Also

the J= annihilation term is required, which can be obtained from J= ! l+l� with

the hadronic uncertainties subsumed into the J= decay constant fJ= . It is not clear

that factorization is valid for color{suppressed decays since there is no colorless region

�nal state interactions in B decays should be less important than in D decays. The b quark is
heavier than the c quark, so the quarks from the virtual W in B decays generally have more kinetic
energy than those from D decays. The more kinetic energy the quarks have the farther they travel
before they hadronize, and the farther they travel the fewer �nal state interactions occur. Final
state interactions are enhanced by resonant rescattering channels. There are fewer resonances in the
5-6 GeV range than near the D mass, so �nal state interactions are further suppressed in B decays.

zThis type of decay is called color{suppressed since the anti-color of the �s quark must match the
color of the d quark, so only one of the three colors is allowed. This type of decay is also called an
internal W emission decay, or simply an internal decay.
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separating the �nal state mesons. Studies of factorization in color{suppressed decays

should aid in understanding where and how factorization fails, and hence where it is

applicable.

The description given above is the idea behind factorization in bound state decays.

The actual procedure is more complex. The �b = 1 nonleptonic weak Hamiltonian

neglecting �nal state interactions and using mW � �QCD, is [14]

He� =
GFp
2
(J�J

� +H:C:)

where H.C. stands for the Hermitian conjugate. In CKM model, J� is

J� = �u�(1 � 5)d
0 + �c�(1 � 5)s

0 + �t�(1 � 5)b
0

where the color indices are summed over and d0, s0 and b0 are the transformed eigen-

states of the weak interaction. For energies below mW strong interaction e�ects

modify the Hamiltonian. The terms in this short{distance QCD corrected e�ective

Hamiltonian, which uses the renormalization group equations, are modi�ed by the

Wilson coe�cientsx c1 and c2, and neutral currents are introduced from the Fierz

transformation{. The terms in the e�ective Hamiltonian take on the general struc-

ture,

c1( �q1q2)( �q3q4) + c2( �q1q4)( �q3q2)

where q4 ! Wq3, and W ! �q1q2. (See [14] for more explicit equations.) The

factorization parameters a1 and a2 are related to the Wilson coe�cients via a1 =

c1+c2=Nc, and a2 = c2+c1=Nc in the standard factorization approach [17], where the

term proportional to 1=Nc arises from the Fierz transformation. The general process

xThe Wilson coe�cients are the coe�cients of the operators in the short distance operator product
expansion of the Hamiltonian, and can be calculated in perturbative QCD. See, for example, T.
Cheng and L. Li, Gauge Theory of Elementary Particle Physics, Oxford University Press, 1984.

{The color{suppressed diagrams do not yield color singlet \mesonic" states. The amplitudes for
these diagrams are Fierz transformed, which yields two pieces. One is a color singlet quark pair �nal
state where the charged current has been transformed to an e�ective neutral current and is order
1=Nc, where Nc is the number of colors in QCD. The other term is a non-color singlet �nal state
that is of order greater than 1=Nc, and hence it is neglected.
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of a meson decaying to two other mesons,M !M1+M2, can be separated into three

classes. hM1M2 jMi /:

I [external W emission (e:g: Bd ! D��+)]

a1hM1 j (�q1q2) j 0ihM2 j (�q3q4) jMi
II [internal W emission (e:g: B ! J= K�)]

a2hM2 j (�q3q2) j 0ihM1 j (�q1q4) jMi

and class III where the a1 and a2 amplitudes interfere (e.g. B+ ! �D0�+). In class I

decaysM1 is generated from the charged current J� = (�q1q2) � �q1�(1�5)q2, while in
class II decays M2 comes from an e�ective neutral current, (�q3q2). For a given parent

M , a1 and a2 are universal and channel independent (in standard factorization).

This fails to describe class II charmed decay modes, for example D0 ! �K0�0 and

D+ ! ��+ [18]. Several groups [19, 20, 21] realized that dropping the 1=Nc term

improved the agreement, so the large Nc approximation was used. This approximation

did not work in some B decays, and thus it is not clear when the 1=Nc term is

negligible. The approach used now is to measure a1 and a2 experimentally.

The hadronic current amplitudes, such as B ! D, are expressed in their most

general Lorentz invariant form, as shown in Equations 2.1 and 2.2. The form factors

are calculated from phenomenological models, measured in equivalent decays (mea-

sure B ! Dl� and apply it to B ! D�), or related from similar decays (measure

D ! K�l� and relate it to B ! K�l�) using asymptotic scaling formulae, for ex-

ample heavy quark symmetry[22, 23]. These techniques will be discussed later in the

context of the B ! K� form factors for use in the decay Bd ! J= K�0.

To obtain the decay rates and angular correlations for pseudoscalar to vector{

vector decay, the following amplitudes are needed

H� = hV1(�)V2(�) j He�
wk j �B0i:

The helicity of the �nal state vector particles is given by �, where � = 0;�1. In the

helicity notation, the momentum of meson V1 in the parent pseudoscalar's rest frame

is taken to be the z-axis. The three possible projections on the z-axis of the spin

of V1 are along its motion (+1), perpendicular to its motion (0), or opposite to its
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motion (�1). The z projections of the spins of V1 and V2 have to add to zero, since

the z component of the orbital angular momentum is zero. Consequently, the allowed

combinations are +1 + 1 (labelled +1), �1� 1 (labelled �1), and 00 (labelled 0).

The helicity amplitudes, H�, can be expressed in terms of S, P and D wave con-

tributions [24],

H�1 =

s
1

3
S �

s
1

2
P +

s
1

6
D

H0 = �
s
1

3
S +

s
2

3
D

(S, P , and D are the amplitudes of the L= 0, 1 and 2 transitions, where L is the

orbital angular momentum between the J= and the K�0.)

The helicity amplitudes can also be expressed in terms of the form factors given

earlier [15].

HV1
�1 = (mB +mV1)A1(m

2
V2
)� 2mBK

mB �mV1

V (m2
V2
)

HV1
0 =

1

2mV1

1

mV2

"
(m2

B �m2
V1
�m2

V2
)(mB +mV1)A1(m

2
V2
)� 4m2

BK
2

mB +mV1

A2(m
2
V2
)

#

whereK = 1
2mB

h
(m2

B �m2
V1
�m2

V2
)2 � 4m2

V1
m2
V2

i1=2
, and the notation HV1

� represents

the B ! V1 form factor (evaluated at q2 = m2
V2
). The above sets of equations can be

used to relate measurements of the helicity amplitudes to the form factors, or to the

partial wave contributions (to determine the CP content, for example).

The helicity amplitudes can be measured using the angular distributions in pseu-

doscalar to vector{vector decay, in particular Bd ! J= K�0. Neglecting the lepton

masses, the di�erential decay distribution for B ! J= K�0 ! (�+��)(K�) is [14]

d3�

d cos �K�d cos � 
=

p

16�2m2

9

8
f1
4
sin 2�K�(1 + cos 2� )(j H+1 j2 + j H�1 j2) + cos 2�K�sin 2� j H0 j2

�1

2
sin 2�K�sin 2� 

h
cos 2�Re(H+1H

�
�1)� sin 2�Im(H+1H

�
�1)

i

�1

4
sin 2�K� sin 2� [cos �Re(H+1H

�
0 +H�1H

�
0 )� sin �Im(H+1H

�
0 �H�1H

�
0 )]g;
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where �K� is the decay angle of the kaon in the K� rest frame with respect to the K�

direction in the B rest frame. Similarly, � is the decay angle of the muon in the J= 

rest frame with respect to the J= direction in the B rest frame. p and m are the

four-momentum and mass of the B. Integrating over the angle � between the J= 

and K�0 decay planes in the above expression for the decay distribution yields

d2�

dcos �K� dcos � 
/

1

4
sin 2�K�(1 + cos 2� )(j H+1 j2 + j H�1 j2) + cos 2�K�sin 2� j H0 j2

The amount of transverse and longitudinal polarization can be written in terms of

the helicity amplitudes as:

�T
�

=
j H+1 j2 + j H�1 j2

j H+1 j2 + j H�1 j2 + j H0 j2

�L
�

=
j H0 j2

j H+1 j2 + j H�1 j2 + j H0 j2 :

The longitudinal polarization fraction, �L=�, will be measured in this thesis. Mea-

surement of the longitudinal polarization fraction is not su�cient to fully specify the

helicity amplitudes, but it can be used to test the predictions of factorization (which

can predict �L=�).

The B ! K� form factors have not been measured (this is a b ! s transition

and hence a relatively rare decay). Consequently, the form factors must be calculated

phenomenologically or taken from a similar decay, for example D ! K�l�, using

asymptotic scaling formulae. A number of di�erent techniques have been used to

obtain the appropriate form factors.

� Bauer, Stech and Wirbel [25, 26] calculate the form factors from the wave

function overlap integrals, at the origin, of the initial and �nal state mesons,

obtained from a relativistic harmonic oscillator potential between the heavy and

light quark. The calculations are performed at at q2 = 0 and extrapolated to

�nite q2 using a monopole form for all form factors. For example, A1(q2) =

A1(0)=(1 � q2=�2
A1
), where �A1 is a physical pole mass (for B ! K� it would

be a b�s bound state mass, roughly 5{6 GeV).
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� Neubert et al. [27] have used the Bauer, Stech and Wirbel form factors at

q2 = 0, but have extrapolated F1; A2 and V as dipoles. For example, F1(q
2) =

F1(0)=(1 � q2=�2
F1
)2.

� Casalbuoni et al. [28, 29] and Deandrea et al. [30] have obtained the normal-

ization of the form factors at q2 = 0 from a model using heavy quark symmetry

[22, 23] and chiral symmetry in the light sector [31]. In a hadron containing a

heavy quark Q (mQ � �QCD) along with light degrees of freedom the heavy

quark acts as an essentially static color source in the hadron's rest frame. An ef-

fective theory (HQET) can be constructed where the mass of the heavy quark is

taken to in�nity and the new avor symmetry among the heavy quarks allows

relationships between hadrons to be calculated. In these papers the authors

have incorporated the degrees of freedom for the light pseudoscalar and vector

mesons into the model using chiral symmetry. They have extrapolated in q2

using a monopole form for all form factors.

� Gourdin et al. [32, 33] have used a heavy quark model where the strange quark

is considered heavy, which had been used by Ali et al. [34, 35, 36] in D decays.

By considering the strange quark to be heavy, the overlap of the B and K�

mesons can be calculated in the context of the heavy quark theory. The form

factors are extrapolated from the symmetry point, q2 = q2max, to q
2 = m2

J= using

an improved form of the relativistic oscillator model as in [37]. The symmetry

point is where the two heavy quarks are both in�nitely heavy, at which point

there is zero recoil, so q2 = q2max.

� Jaus and Wyler [38, 39] have used a relativistic constituent quark model using

light-front formalism to compute the form factors in the space-like momentum

transfer region. They have used a constituent quark model with harmonic oscil-

lator wave functions where the dynamics are calculated on the light front plane

instead of at a speci�c time (an \instant" plane). In the light front formalism

the hadronic matrix elements of weak current transitions can be calculated in a

covariant perturbation theory. The form factors were extrapolated to the time-

like momentum transfer region by a particular two-parameter formula described
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BSW I BSW II CDDFGN HSQ JW Measurement
R 4.25 1.61 1.50 8.97 2.44 1:64 � 0:34

�L=� 0.57 0.35 0.36 0.43 0.44 0:84 � 0:10

Table 2.1: Comparison of the theoretical predictions and measurements of R =
Br(B ! J= K�)=Br(B ! J= K), and �L=� in B ! J= K�. The numbers and
notation are from Gourdin et al. [32].

in [38] which, for q2 = 0, reproduces the value of the form factors and the �rst

two derivatives.

� Gourdin et al. [32, 33] have also tried the method of Isgur and Wise [40],

namely heavy avor symmetry, to use measured form factors in the D sector.

They use the SU(2) heavy avor symmetry between b and c quarks to relate

the form factors for D ! K� to those from B ! K�. They used a monopole

extrapolation of the form factors versus q2.

All of the above models were shown by Gourdin et al. [32, 33] to fail to reproduce

simultaneously the experimental data on the longitudinal polarization fraction �L=�

in Bd ! J= K�0 and the ratio of branching ratios, R = Br(B ! J= K�)=Br(B !
J= K). Table 2.1 is excerpted from [32] and compares the theoretical predictions with

the data available at the time. The inability of the traditional models and methods

of factorization to reproduce the experimental results in color suppressed B decays

was also shown by Aleksan et al. [41, 42], who considered some of the above models

and one of their own based on a quark model inspired ansatz that used heavy-to-light

asymptotic scaling formulae while using ideas inspired by the heavy-to-heavy scaling

law formulae (HQET).

The realization that the traditional factorization methods were failing to explain

the experimental data in B ! J= K(K�) decays produced a urry of theoretical

work on the subject.

� Aleksan et al. [41, 42] examined the q2 dependence of the form factors while

implementing their quark model inspired ansatz. As inspiration for the q2 de-

pendence they used lattice calculations [43, 44] and QCD sum rules [45, 46, 47,

48, 49]. They still have di�culty reproducing the experimental results.
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ALORP GKP CT CM
R 2.15 2.3 1.84 1.76

�L=� 0.45 0.66 0.56 0.65

Table 2.2: Recent theoretical predections of R = Br(B ! J= K�)=Br(B ! J= K)
and �L=� in B ! J= K�. The predictions are from [41,42], [50], [51] and [52], where
the �rst initial of the last name of the authors has been given. In GKP only one of
the predictions is given.

� Gourdin, Keum and Pham [50] and Cheng and Tseng [51] have used D !
K� data and the heavy avor symmetry approach, but have tried di�erent q2

extrapolation schemes.

� Carlson and Milana [52], and Cheng [18] have examined contributions from

non-factorizable terms in the decay amplitude. There are four lowest order

perturbation theory diagrams (single gluon exchange) for B decays involving

charmonium, only two of which are factorizable. Cheng discusses the non-

factorizable contributions only phenomenologically, while Carlson and Milana

attempt to calculate the nonfactorizable contribution using perturbative QCD.

All of these groups have achieved some improvement in the agreement between

data and theory, but would bene�t from improved measurements (see Table 2.2).

In 1994, after the CLEO and ARGUS polarization data were published and dis-

agreed with the theory predictions, Gourdin et al. [32] wrote:

: : : con�rmation of the polarization measurement in Bd ! J= K�0 is ur-

gently needed. We must emphasize that the factorization assumption

plays a key role not only in the decay modes considered here, but also in

the determination of the parameter a2 from these decays, and its failure

will equally pose a threat to the extraction of the C.P. violating angle,

generally called �.

Factorization in color suppressed B decays is an area of active theoretical and exper-

imental work.



Chapter 3

Apparatus

3.1 Overview

The CDF detector has been described in detail elsewhere [53, 54, 55]. The portions of

the detector relevant to this thesis will be discussed in the subsequent sections. The

CDF detector is a large, general purpose detector designed to study p�p interactions at

the Tevatron. The Tevatron is the largest in a chain of �ve accelerators at Fermilab

used to produce p�p collisions at center of mass energy
p
s = 1:8 TeV, and to produce

extracted beams for �xed target studies. The accelerator complex will be discussed

in section 3.2.

The ow of particles in energetic hadronic collisions are well described by the

quantities of rapidity, transverse momentum and azimuthal angle, consequently the

CDF detector was constructed with an approximately cylindrically symmetric layout

with segmentation roughly uniform in pseudorapidity and azimuth�. The CDF detec-

tor is approximately 27 meters long, 10 meters high, and weighs about 5000 tons (see

Figures 3.1 and 3.2). Starting from the interaction point and moving out radially the

following detectors are encountered: Silicon Vertex Detector (SVX, discussed in sec-

tion 3.4), Vertex Time Projection Chamber (VTX, discussed in section 3.5), Central

Tracking Chamber (CTC, discussed in section 3.3), the superconducting solenoid,

�In CDF the positive z axis lies along the proton direction, r is the radius from this axis, � is the
polar angle and � is the azimuthal angle. The pseudorapidity, �, is de�ned as � ln[tan(�=2)]

25
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Figure 3.1: Isometric view of the CDF detector.
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Figure 3.2: A vertical slice of one quarter of the CDF detector. The interaction
point is at the right-hand edge of the picture, along the beamline. The majority of
the detector is axially and forward/backward symmetric.
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the electromagnetic and hadronic calorimeters, and the muon chambers (discussed

in section 3.6). Farther forward, at a smaller angle with respect to the beamline,

are the plug and forward calorimeters, the beam-beam counters, and the Forward

Muon System (FMU). The trigger and data aquisition systems will be discussed in

section 3.8.

The CDF detector was designed to measure momentum and energy, and to iden-

tify particle type in the Tevatron environment. The particles that can be identi�ed

are, primarily, electrons, muons, photons, and, in the 1992-93 run, b-quarks. The

major systems of the detector are tracking (to measure momentum), calorimetry

(to measure energy) and the muon system (for muon identi�cation). The electron

and photon identi�cation is achieved with a combination of calorimetry and tracking.

Identi�cation of b-quark decays is accomplished with tracking, the SVX in particular.

Charged particle momentum measurements are made using the combined tracking

systems (SVX, VTX, CTC) and the superconducting solenoid. The solenoid creates a

1.41 Tesla magnetic �eld aligned with the beam. The solenoid coil [56] is 3 meters in

diameter, 5 meters long and is made of 1164 turns of an aluminum-stabilized NbTi/Cu

superconductor. The solenoid is cooled by forced ow of two-phase helium.

The CTC is an 84 layer drift chamber arranged in 5 axial superlayers alternat-

ing with 4 small angle stereo superlayers. The CDF tracking algorithms begin by

reconstructing charged particle tracks in the r-� plane using information from the

CTC axial layers. The z position of the primary vertex (determined from the r-z

information of the VTX) is used as a seed for the stereo track reconstruction, forming

three-dimensional tracks. Tracks found in the CTC are projected into the SVX and

combined CTC/SVX tracks are formed using the additional r-� information of the

SVX.

Energy measurements, primarily of jetsy, electrons and photons, are made by the

combined calorimetry systems (central, plug and forward electromagnetic (EM) and

hadronic calorimeters). The calorimeters have been designed with a projective tower

geometry to facilitate the reconstruction of jets. The coverage and segmentation of

yA jet is a collection of particles travelling in approximately the same direction and originating
from a single parent, such as a quark or gluon.
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Figure 3.3: Hadron calorimeter towers in one of eight identical �-� quadrants (�� =
90o, � > 0.) The hatched area has only partial depth coverage due to a cut for
accelerator focussing magnets. The black area has no coverage. The EM calorimeters
have complete � coverage out to � = 4:2.

the towers is shown in Figure 3.3. The projective towers point to the interaction

region and have a segmentation of 0.1 unit of � by 150 (central) or 50 (plug and

forward) in �.

The EM calorimeters use lead sheets interspersed with either scintillator (cen-

tral [57]) or proportional chambers (plug [58] and forward [59]). The central EM

calorimeter has an imbedded strip chamber at shower maximum to aid in the posi-

tion resolution of electromagnetic clusters and electron/photon identi�cation. The

strip chamber is a gas proportional chamber situated at the location of the maximum

average transverse shower development. The strip chamber measures the position

and transverse shower shape of electromagnetic clusters using the charge deposited

on orthogonal strips (� 5 cm wide copper \strips") and wires. The hadron calorime-

ters use steel plates interspersed with either scintillator (central [60]) or proportional

chambers (plug and forward [61]). The characteristics of the calorimeters are shown
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j � j coverage Longitudinal Energy (�=E) Position
samples resolution [%] resolution [cm2]

Central EM 0-1.1 1 2 0.2�0.2
Hadron 0-0.9 1 11 10�5

Endwall
Hadron 0.7-1.3 1 14 10�5

Endplug EM 1.1-2.4 3 4 0.2�0.2
Hadron 1.3-2.4 1 20 2�2

Forward EM 2.2-4.2 2 4 0.2�0.2
Hadron 2.3-4.2 1 20 3�3

Table 3.1: A summary of the calorimeter properties by system. The energy and
position resolutions are given for 50 GeV pions. The position resolution for the
central EM calorimeter is that of the central strip chamber.

in Table 3.1. No calorimetry information has been used in the analysis described

in this thesis except as discussed in the Central Muon Extension trigger description

(section 3.6).

Electrons and photons are identi�ed in the calorimeters by their energy distri-

bution (ratio of hadronic to electromagnetic energy, longitudinal and lateral shower

shapes, and isolation) and by the absence or presence of a track in the tracking sys-

tem. Additionally, the Central Preradiator (CPR) is used to aid in the identi�cation

of single versus multiple photons. The CPR is a multiwire proportional chamber

that measures the ionization of charged particles and is used to identify multiple elec-

trons from conversions in the material between the outer part of the CTC and the

CPR, which consists primarily of the solenoid coil. The CPR is used for statistical

separation of single photons from multiple photons (from �0 decay, for example).

Muons are identi�ed by the presence of a track in the muon chambers matched to a

track in the central tracking chamber. A minimum ionizing signal in the calorimeter

could be required (and is often done in analyses using higher momentum, usually

isolated muons), but has not been used here in order to maintain high acceptance. A

minimum ionizing cut is not necessary since the J= ! �+�� signal is already fairly

clean (see Figure 4.3), and the rest of the B meson decay daughters and fragmentation

products of the b-quark could cause a minimum ionizing cut to fail. The forward muon
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system is not used in this analysis.

The CDF detector is versatile and well matched to the Tevatron environment. The

CDF collaboration has used the data collected by their detector to study a broad range

of particle physics topics including Top and Bottom quark physics, Electroweak and

QCD interactions, and searches for physics beyond the standard model.

Section 3.2 discusses the accelerator complex at Fermilab which produces �pp col-

lisions. Section 3.3 discusses the Central Tracking Chamber, which provides the pri-

mary momentum measurement for charged particles. Section 3.4 discusses the Silicon

Vertex Detector, which provides precision vertex information for charged particles.

Section 3.5 discusses the Vertex Time Projection Chamber which provides the posi-

tion of the primary vertex along the beam direction. Section 3.6 discusses the muon

chambers, which are used to identify muons. Section 3.7 discusses the Beam-Beam

Counters, which are used to measure the luminosity at CDF. Section 3.8 discusses

the trigger and data aquisition systems.

3.2 Accelerator Complex

The accelerator complex at Fermilab is made up of �ve accelerators and a pair of

additional \rings" [62] (see Figure 3.4). The �rst accelerator is called the preaccel-

erator, of which there are actually two, for redundancy. The preaccelerator consists

of a negative hydrogen ion source, a Cockcroft-Walton generator, an electrostatic ac-

celerating column, and a transport line which injects the beam into the Linac. The

process begins with a bottle of hydrogen gas. The hydrogen is injected into a mag-

netron surface-plasma H� source [63] comprised of a central cathode surrounded by

an anode with a magnetic �eld passing through the apparatus. The electric and mag-

netic �elds produce a dense plasma with the electrons con�ned to the gap (about 1

mm). The active surface for H� production is the cathode. Protons and energetic

particles strike the cathode, sputtering o� hydrogen atoms that have been absorbed

onto the surface. These have a small chance of picking up and electron from the

cathode. A smaller contribution to the H� production comes from protons picking

up two electrons and being reected from the cathode. Some of the H� ions exit
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Figure 3.4: Layout of the accelerator complex at Fermilab. The preaccelerator is
located at the position showing the Cockcroft-Walton generator. Note that the Main
Ring and Tevatron reside in the same tunnel.
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through an aperture in the anode, and are accelerated by an extraction plate. A

magnetic bend is used to eliminate particles other than H� ions. The high voltage for

the acceleration is provided by a commercial Cockcroft-Walton generator [64]. The

H� ions are accelerated to 750 keV before injection into the Linac.

The Linac is a 150 meter long Alvarez drift-tube accelerator producing a pulsed

200 MeV beam of H� ions [64]. The accelerator consists of nine electrically resonant,

cylindrical, oxygen free, high conductivity, copper clad steel tanks. Each tank is

driven by its own RF system resonating at 201.24 MHz, delivering 5 MW in 400 �s

pulses. The interior of the tank has a drift tube suspended in the center with bore

holes for the beam. The drift tubes are separated by gaps, adjusted so that the H�

ions are accelerated by the RF while in the gap. The ions are shielded from the RF

while inside the drift tubes. Space charge and other disruptive e�ects are countered

by defocussing and focussing quadrapole magnets inside of the drift tubes. After

leaving the Linac the ions drift down a 46 meter transport line to a RF debuncher,

which is used to minimize the momentum spread of the ions upon injection into the

Booster.

The Booster is an 8 GeV fast cycling proton synchrotron with a 75.5 meter radius.

It uses multiturn charge-exchange injection at 15 Hz. The H� ions from the Linac

are brought parallel to a closed orbit for the Booster. The H� beam is merged with

any protons already in the Booster using a dogleg (2 dipoles of opposite polarity

which displace the beams into a common path), run through a stripping foil, and put

through another dogleg (also called an orbital bump magnet). Protons are captured

by the Booster while H� ions and H atoms are directed to a beam dump. Stripping o�

the electrons is a nonconservative action and thus allows the two beams to be merged,

which would otherwise violate Liouville's theorem. This is the reason H� ions are

accelerated through the Linac instead of protons. The Booster is typically �lled in 6

turns with 3�1012 protons. Once �lled, the orbital bump magnets are powered o� to

reduce losses due to scattering in the foil. The RF is turned on slowly to capture the

beam, and then the protons are accelerated to 8 GeV. The entire acceleration process

is completed in 33 ms. The Booster cycles in 66 ms, which allows a 15 Hz rate. The

Booster sends its 8 GeV protons to the Main Ring.
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The Main Ring is a 400 GeV proton synchrotron with a radius of 1 km. For

colliding beam operations the Main Ring is used for two purposes, generating 150 GeV

protons for injection into the Tevatron and generating 120 GeV protons for antiproton

production. It operates at about 53 MHz, with 1113 RF buckets. It has two major

deviations from a circular orbit, vertically out of the plane at the interaction regions

B0 and D0. The Main Ring goes over the CDF detector, being displaced about 6

meters, and is displaced about 330 cm at D0, going through the D0 calorimeter. In

preparation for Tevatron injection, the Main Ring must capture the bunches from

the Booster or the antiproton source. The protons and antiprotons rotate in opposite

directions. Once the bunches are captured, they are accelerated to 150 GeV for

injection. The Main Ring coalesces several bunches into one for Tevatron injection,

accomplished by counter phasing the RF stations and using coalescing cavities that

group several bunches together, and then restoring the normal RF capturing the

bunch. Fifteen bunches from the Booster and eleven bunches of antiprotons are

coalesced (the e�ciency of capture falls o� rapidly if more than 11 bunches are used).

The bunches are phase locked to the Tevatron and then injected.

During antiproton stacking the Main Ring serves as a source of 120 GeV protons

which are extracted onto a target for antiproton production. The cycle time is 2.4

seconds. The protons from the Booster are captured and accelerated to 120 GeV.

These protons are extracted onto a target.

The antiproton source consists of a target station, Debuncher ring, Accumulator

ring and transport lines. The Main Ring protons are extracted onto a Nickel disk,

striking the disk edge on. The beam direction makes a chord through the disk, chosen

for optimum antiproton production. Eight GeV antiprotons were used to match the

Booster energy during injection into the Main Ring. Eight GeV antiprotons are most

e�ectively produced by a proton beam near 120 GeV. Approximately one antiproton

is produced for every 105 protons striking the target. The secondaries from the

target are focussed with a cylindrical lithium lens (15 cm long � 1 cm radius). A

pulsed current of approximately 0.5 MA is passed longitudinally through the lithium,

producing an azimuthal magnetic �eld which provides the focussing. A pulsed dipole

magnet selects 8 GeV negative particles into a transport line to the Debuncher.
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The Debuncher is roughly triangular with three straight sections of low disper-

sion. It accepts the antiprotons, reduces their momentum spread through RF bunch

rotation and adiabatic debunching, and then reduces the transverse pro�le of the

beam through betatron stochastic cooling [62]. The RF bunch rotation converts the

small time spread into a small momentum spread. The betatron cooling reduces the

transverse size of the beam by a little over a factor of two. All of this is completed

in about 2.4 seconds, after which the beam is transferred into the Accumulator.

The Accumulator is roughly triangular and resides in the same tunnel as the

Debuncher (the Debuncher is about 6.6% larger). At the vertices the Accumulator

has short straight sections, giving a total of 6 straight sections and yielding alternating

regions of high and low dispersion. The particles are cooled over time into smaller

orbits. The beam from the Debuncher is adiabatically captured by the Accumulator's

RF, and cooled 60 MeV into the tail of the \stack". Once in the stack tail, the bunches

are debunched adiabatically, and then momentum stochastic cooling deaccelerates the

antiprotons into the stack over about an hour. Once the antiprotons reach the stack

core, their momentum distribution is controlled using momentum cooling and their

transverse distribution is controlled with betatron cooling. To �ll the Main Ring, a

portion of the stack (typically around half) is extracted with low power RF, leaving

the rest of the stack largely undisturbed. The antiprotons are rebunched, and injected

into the Main Ring. The Main Ring is used to accelerate the antiprotons from 8 GeV

to 150 GeV, and then injects the antiprotons into the Tevatron.

The Tevatron is a proton-antiproton colliding beam synchrotron with center of

mass energy 1.8 TeV, which makes it the highest energy collider in the world. The

Tevatron was also the �rst large scale superconducting synchrotron. The Tevatron is

similar to the Main Ring, residing about 65 cm below it and having the same radius

(1 km). The Tevatron operates with six proton and six antiproton bunches colliding

in two luminous regions, called B0 and D0, yielding a crossing time of about 3.5 �s.

The peak luminosity in the 1992-93 run was about 1� 1031cm�2s�1, and the average

luminosity was around 3:5 � 1030cm�2s�1. After the bunches are injected from the

Main Ring they are accelerated to 900 GeV per beam. Special low-beta quadrapoles

squeeze the beam at the luminous regions, achieving a roughly Gaussian distribution,



35

with a � in the transverse plane of about 35 �m, and a � in the longitudinal direction of

about 30 cm. The beams circulate for many hours (typically 12-18) during which time

the luminosity falls the better part of an order of magnitude. The luminosity lifetime

is aided by the use of electrostatic separators around the ring which separate the

proton and antiproton bunches (transversely) except at the desired collision regions.

While the protons and antiprotons are circulating in the Tevatron, antiproton

production and storage continues. When the antiproton stack is su�ciently large,

the particles in the Tevatron are dumped and more are injected, repeating the cycle.

The time between dumping the bunches in the Tevatron and getting the next set of

bunches colliding is typically two hours, during which time CDF typically performs

calibration runs and tests.

3.3 Central Tracking Chamber

Reconstructing Bd ! J= K�0 (J= ! �+��; K�0 ! K+��) decays requires the

ability to make precise measurements of charged particle momenta. At CDF charged

particle momentum measurements are performed with the tracking detectors, the

Central Tracking Chamber (CTC), the Vertex Time Projection Chamber, and the

Silicon Vertex Detector. The CTC [65] is the main tracking device in the CDF

detector and is the only one to make three dimensional momentum measurements.

The CTC is an 84-layer drift chamber constructed as a right cylinder with an outer

diameter of 2760.0 mm and a length of 3201.3 mm including the endplates. The

inner diameter of the chamber is 554.0 mm, leaving space for the VTX and SVX. The

CTC resides inside a 1.41 Tesla axial magnetic �eld produced by a superconducting

solenoid. The magnetic �eld is stable to less than one part in 104 [66], is uniform

to less than 3 parts in 103 along the axis and is uniform to less than 8 parts in

103 radially [67]. The CTC measures the momentum of a charged particle with a

precision of �PT=PT � 0:001PT (in GeV/c) at 900 via the use of 5 axial superlayers of

sense wires alternating with 4 small angle stereo superlayers (�30), permitting a three
dimensional measurement of the momentum (small angle stereo layers were chosen

since they were cheaper than implementing charge division for the desired z pointing
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resolution of 3-4 mm to match the EM calorimeter resolution).

The superlayers are large drift cells with multiple sense wires (12 per axial su-

perlayer and 6 per stereo superlayer). Dividing the tracking volume into drift cells

reduces the maximum drift time to about 800 ns (less than the 3.5 �s crossing time)

and permits a large number of measurements per track at relatively low cost. The

use of multiple sense wires per cell allows ambiguous or corrupted information to be

identi�ed easily by looking at the correlated information between neighboring sense

wires.

Another major feature of the CTC is that drift cells are tilted by 450, as can be

seen in Figure 3.5. The combination of the 1.41 Tesla magnetic �eld, the desire to

operate the chamber at a low electric �eld (although still high enough to saturate the

drift velocity) and the choice of gas (Argon/Ethane/Ethanol 49.6/49.6/0.8 %) results

in a large Lorentz angle � for the drift trajectories (� is the angle with respect to the

B= 0 drift direction). The drift cells are tilted to reduce the dead space and linearize

the time-to-distance relationship at the end of the cells caused by the large Lorentz

angle. The tilt is such that the drift trajectories are approximately azimuthal. The

drift cells overlap each other, and each radial (high PT ) track will pass close to at

least one sense wire in every superlayer. Radial tracks also sample the whole range

of drift times in each superlayer. For tracks from the origin, the left-right ambiguity

is simpli�ed since the ghost trackz in each superlayer is rotated by approximately 700

(see Figure 3.6). Nonuniformities in the drift trajectories at the ends of the cells are

reduced with special wires at the end of the cell, closing o� the edges of the drift

region.

Some of the mechanical and electrical properties of the CTC are described below.

There are 6156 sense wires, made from 40 �m diameter gold-plated tungsten wire.

The rest of the 36504 wires are stainless steel, with diameters ranging from 140 �m

to 305 �m. There is over 150 km of wire in the CTC. The radial distance from the

beamline to the inner most sense wire is 309 mm, while the radius to the outer most

zEach signal on a given wire has a two-fold ambiguity corresponding to the two incoming drift
trajectories. The signals from a group of nearby (radially) wires will satisfy the con�guration for
two tracks, one from the actual particle trajectory and another \ghost track" from the two-fold
ambiguity.
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Figure 3.5: End view of the CTC showing the wire slots. The tilt and overlap of the
cells is shown by these slots. Every second slot contains sense wires.
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 Run 40323 Event34043   ATA:[ANA]CENT_ZS_ELE_CLEAN.DST  4SEP92 17:56:54 29-DEC-95

PHI:

ETA:

   54.

  0.05

Et(METS)=   3.5 GeV  /                    
    Phi = 352.8 Deg  
 Sum Et =  84.8 GeV  

Figure 3.6: CDF event picture of a Z0 ! e+e� candidate from 1992. This picture
shows the information in the CTC, as seen from the end of the chamber. The super-
layer structure of the CTC is evident. The ghost tracks in each cell are evident in
both the main picture and the blow up on the left side of the picture, demonstrating
the 700 rotation due to the tilted wire planes. Note, the information from the stereo
layers is shown as if the track was at one end of the CTC, hence it does not line up
with the axial information.
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sense wire is 1320 mm. The separation of the sense wires in the plane of the wires

is 10 mm, so the two track resolution is about 5 mm. The individual wire resolution

is about 200 �m. The e�ciency per wire is greater than 98%. The nominal gain of

the chamber is 3 � 104. The drift �eld is about 1350 V/cm, and has a uniformity of

�E0=E0 � 1:5% (rms).

The signals from the sense wires are ampli�ed by preampli�ers located on the

chamber. Miniature 56
 coaxial cables carry these analog signals to an ampli-

�er/shaper/discriminator (ASD) card located on the magnet yoke. The ASD cards

shape and amplify the pulses, and have time-over-threshold logic. The ASD discrim-

inated signals are sent as di�erential ECL signals out of the collision hall over 70

meters of at cable. These signals are fed into FASTBUS TDCs with a timing res-

olution of less than 1 ns and a range of about 1 �s. The TDCs can handle up to 8

hits per wire per event.

3.4 Silicon Vertex Detector

The Silicon Vertex Detector (SVX) [54] is a new device, installed in CDF for the 1992-

93 run. It is a silicon microstrip vertex detector providing high precision tracking

information in the r-� plane and has given CDF the ability to tag displaced vertices

from b-quark decays.

The SVX is made up of four concentric cylindrical layers of single sided, DC

coupled silicon detectors (see Figure 3.7). Double sided detectors and AC coupling

were not used since these were not considered proven technologies when the SVX was

designed. Each layer was constructed with twelve at regions, forming a dodecagon.

The at regions of all four layers are aligned, forming twelve wedges. The p�p luminous

region at CDF is roughly Gaussian with a width (�) of approximately 30 cm in the

longitudinal (z) direction. In order to encompass as much of the luminous region as

possible the SVX was built as long as was practical. Making functioning detectors

with long silicon strips is di�cult due to the higher capacitance and leakage current

of long strips. The SVX is made up of two independent identical barrels with a total

active length of 51 cm and a gap of 2.15 cm between the barrels. Approximately 60%
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Figure 3.7: Isometric view of one barrel of the SVX.
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Layer Crystal Active Area Readout Number
Width [�m] Width [�m] Strips of Chips

0 16040 15360 256 2
1 23720 23040 384 3
2 31400 30720 512 4
3 42930 42240 768 6

Table 3.2: Physical characteristics of the silicon detectors.

of the p�p collision vertices are in the acceptance of the SVX.

The relevant performance numbers for the SVX are the spatial hit resolution

(� 13 �m) and the impact parameter resolution (�D(PT ) = 13 + 40=PT �m). Using

the SVX improves the tracking resolution, which can be seen from a comparison of

the J= mass resolution using CTC information only (�mJ= 
� 22:5 MeV) and using

combined CTC/SVX information (�mJ= 
� 16:6 MeV).

The SVX is mounted inside the VTX, and the overall mechanical stability of

the SVX relies on VTX support. The SVX resides in the VTX gas volume (Ar-

gon/Ethane), and they share a common cabling ange between two of the VTX

modules at z = 0. The axes of the SVX barrels lie parallel to the beam and the

strips are along these axes, hence the SVX provides r-� information only. The layers

of the SVX are labelled 0-3 in increasing radius from the beamline. The pitch of the

strips is 60 �m for layers 0-2, and 55 �m for layer 3. The silicon detectors are 8.5

cm long and 300 �m thick, with di�erent widths for each layer (see Table 3.2). The

detectors are electrically bonded to each other along the beam direction in groups of

three making a \ladder" (see Figure 3.8). A group of four ladders make up a wedge.

In position on the face of each barrel each ladder is rotated by 30 about its major

axis to allow some overlap between adjacent wedges. No such overlap exists on the

innermost layer (see Table 3.3).

The radii of the layers are shown in Table 3.4. Layers 0 and 3 have the microstrips

facing towards the beam, while layers 1 and 2 are mounted with the microstrips facing

out. The surface of layer 0 is less than 1 cm from the exterior of the 3.8 cm (outside

diameter) Beryllium beampipe. The ladders are installed between support bulkheads

made of Beryllium. Whenever possible the amount and the mass of the materials
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Figure 3.8: SVX layer two ladder module.

Layer Overlap in nominal geometry
number �� angle Number of strips

3 0:040 � 1
2 0:300 � 4
1 0:320 � 4
0 �1:260 gap

Table 3.3: Azimuthal overlaps of two adjacent wedges.

Layer Radius [cm]
0 3.005
1 4.256
2 5.687
3 7.866

Table 3.4: SVX layer positions.
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making up the SVX have been minimized to reduce the total number of radiation

lengths in the device and the multiple scattering of particles passing through the SVX.

Most particle trajectories only pass through � 0.05 radiation lengths of material in

the SVX. An external conductive cylindrical skin surrounds each barrel to isolate it

from electromagnetic noise, external high voltage breakdown, and to add rigidity to

the system. The shield also protects the rest of the CDF detector from noise due to

the SVX electronics.

The SVX readout and data aquisition electronics �lter out empty channels as

early as possible. There are a total of 46080 channels in the SVX, but only those

passing a sparsi�cation threshold are read out. The signal to noise ratio in the

SVX is 9:1. The readout chips are bonded to the strips. There are a total of 360

chips, each with 128 channels. The chips contain circuits for charge integration,

voltage ampli�cation, sample and hold, a comparator and latch, and control. The

sparsi�cation is performed on the chip. The charge integrator has a 10 MIP range

(1 MIP is the amount of charge expected from a single minimum ionizing particle at

normal incidence). The channel address (7 bits) and analog voltage level (di�erential

signal) are read out. The digitization is done in electronics crates mounted on the

outside of the CDF detector. To prevent thermal expansion, relative detector motion,

increased leakage current and chip failure due to thermal heating, the SVX is held at

a roughly constant temperature of 200 C through the use of a water cooling system

and a series of temperature sensors. The system runs on automatic, and removes

about 100 W of power under normal operating conditions.

Proper alignment of the SVX is critical to its performance. Great care was taken

during construction to align components, and an entire program of measuring the

alignment of the device after installation was undertaken. The strips themselves are

aligned to about 2.5 �m. The ladder substrates are typically at to about 75 �m,

and the detectors on a ladder are aligned to �4.5 �m. The average bow in an SVX

ladder is 23 �m. The SVX was optically surveyed when it was installed as a starting

point for the alignment. The optical survey provided the only measurement of the

z position. Each barrel was aligned globally to the CTC using tracks to measure

the beamline with each of the two tracking devices. Optimizing this match gave a
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5 �m uncertainty for translations and a .1 mrad uncertainty for rotations. Internal

to a wedge the ladders were aligned using combined CTC/SVX tracks having four

hits in the same wedge, and PT > 3:5 GeV/c. The ladders were allowed to oat and

the residuals optimized. Layer 3 was used as the reference point. All layers wanted

a systematic radial shift in the direction of the electric �eld. This was never fully

accounted for, and translates into a 0.3% systematic uncertainty on c� measurements.

The residuals after alignment had � = 10:6 �m, which implies an average spatial

resolution of 13 �m (and hence �D(PT =1) = 13 �m). Wedge to wedge alignment

was performed to align the third layers of each wedge using tracks that cross wedges.

Overall, there was less than 40 �m relative di�erence in CTC/SVX alignment, which

produces no bias given �D(CTC) � 450 �m. The maximum misalignment of the

barrels is less than 10 �m. The wedge to wedge residual misalignment is less than

about 10 �m.

The CMOS electronics of the SVX were not constructed with a radiation hard

technique, so damage to the electronics from radiation was a concern. There was

also some concern about bulk damage to the silicon itself. Consequently, radiation

monitoring and a radiation protection system were installed. Earlier tests had shown

that a device like the SVX should be able to function up to a dose of about 15 krad,

but going much beyond that would seriously degrade the performance. Using this

information and radiation measurements from the 1988-89 Tevatron run, a plan was

developed to use the loss monitors and the protection system, and to work with the

accelerator division in order to keep the SVX radiation exposure for the 1992-93 run

at 15 krad or less. The procedures are described in detail in [54]. The result of their

use is that the exposure of the SVX was held to about 15 krad, and although the

SVX did su�er some damage, it was still able to perform adequately through to the

end of the run.

The occupancy before radiation damage was about 5-10%, while afterwards it was

about 15-20% and dominated by the inner layer. This includes the e�ect of lowering

the sparsi�cation threshold on layer 0 to increase the e�ciency. The minimum ionizing

signal to noise level in layer 0 dropped from 9:1 early in the run to 6.5:1 late in the

run. Some of the other measurable e�ects of the radiation damage were the increase
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Leakage current Gain Front end noise
Layer [end/start] [end/start] [end/start]
0 7 0.75 1.5
1 4 0.85 1.35
2 3 0.91 1.2
3 < 2 0.96 1.1

Table 3.5: SVX degradation by layer due to radiation damage.

in leakage current, the drop in gain on the chip, and the increase in front end noise,

all of which are shown in Table 3.5.

The hit �nding e�ciencies from early in the run were 93%, 93%, 93% and 91% for

layers 0, 1, 2 and 3, respectively. This includes losses from bad strips and geometrical

acceptance (including the 5% loss on layer 0 due to � gaps). The bad strip fraction

was less than 1%, except for layer 1, which had 3% bad strips due to a bad chip.

Near the end of the run, the hit �nding e�ciencies fell to 89%, 85%, 91% and 89%

for layers 0, 1, 2 and 3, respectively (this includes the reduction in the sparsi�cation

threshold for layer 0). The bad strip fractions were 5-6% on layers 0 and 1, and

1.5-2% on layers 2 and 3.

The track �nding e�ciency early in the run was 98% and the tracks were found

to have 4, 3, and 2 SVX hits 70.5%, 23.0%, and 4.5% of the time. Based on the

single hit e�ciencies it was expected that found tracks would have 4 (3) SVX hits

73.2% (24%) of the time. Late in the run the track �nding e�ciency was 97%, and

the tracks were found to have 4, 3, and 2 SVX hits 58.1%, 30.6%, and 8.6% of the

time. The single hit e�ciency prediction for found tracks to have 4 (3) hits is 61%

(32%), with an uncertainty of about 1-2%.

The SVX improved charged particle momentum determination for CDF in the

1992-93 Tevatron run, and it gave CDF the ability to make precise impact parameter

and lifetime measurements, aiding greatly in the Top and Bottom physics e�orts at

CDF.
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3.5 Vertex Time Projection Chamber

The Vertex Time Projection Chamber (VTX) [68] is a drift chamber that resides

around the SVX and inside the CTC. It provides measurements of the direction of

charged particles in the r-z plane in the region �3 � � � 3. The VTX is used to

determine the location along the beamline (in z) of the primary vertex, and does so

with a resolution of 2 mm.

The VTX consists of 56 drift modules each with two drift regions. Eight modules

are used to surround the beampipe, covering 3600 in azimuth. There are seven sets

of eight modules stacked end-to-end along the beamline. The end modules have 24

sense wires, while those around the SVX have only 16. Successive sets of modules (in

z) are canted by 150 in � with respect to each other, providing a small amount of �

information for charged particles that cross more than one module.

The VTX wires are oriented azimuthally with eight straight sections (each module

is one straight section). The radial positions of the wires are used in conjunction with

the drift times to provide r-z tracking information.

The VTX uses a 50/50 mix of Argon/Ethane bubbled through isopropyl alcohol

at �70 C. The readout of the VTX is handled identically to the CTC, with a preamp

mounted on the chamber, an ASD card housed in a crate on the outside of the central

detector, and the TDC located outside of the collision hall.

3.6 Muon Chambers

The identi�cation of muons at CDF is accomplished primarily with the muon cham-

bers, consisting of the Central Muon Chambers (CMU) [69], the Central Muon Up-

grade (CMP) [55], and the Central Muon Extension (CMX) [55]. All of these systems

are drift chambers that reside outside of the calorimeters. Muons are identi�ed by

their ability to penetrate the material of the calorimeters and leave a track in the

muon chambers. These muon tracks, called stubs, are matched to tracks found in the

CTC.

The CMU consists of four layers of drift cells attached to the outside of the central
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calorimeter wedges. The CMX consists of four logical layers of drift cells (there are

eight physical layers in a sparse pattern) arranged as the frustrum of a cone pointing

away from the interaction region.

The CMP forms an open ended box around the central detector. The CMP

chambers sit behind additional steel outside of the CMU. Hadrons that penetrate

the material of the calorimeters are a large background to muon identi�cation in the

CMU, and the steel in front of the CMP stops � 95% of these hadrons. Unfortunately,

this steel also raises the transverse momentum cuto� for detecting muons (to about

2.2 GeV/c). CMP hits were not required for the muons used in this thesis due to the

higher PT cuto� and the limited coverage of the CMP (76% of the CMU).

The �-� coverage of the central muon systems is shown in Figure 3.9. In terms

of the polar angle � (from both the proton and antiproton directions) the coverage

is 550 � � � 900 for the CMU and 420 � � � 550 for the CMX. The CMU and

CMX overlap slightly at � = 550. The CMU sits behind an average of 5.4 pion

interaction lengths, which means that about 1 in 220 hadrons punches through the

material in front of the CMU without interacting. Consequently, the trigger rate

for low momentum \muons" is is high, but requiring two muon stubs keeps the rate

acceptably low. O�ine, the muons from J= decay are not di�cult to separate from

the background since the �+�� mass resolution is such that the J= mass peak is

relatively narrow (see Figure 4.3). The CMX sits behind more material than the CMU

(� 6.8 pion interaction lengths on average) due to the longer path length through the

calorimeters to reach the CMX. The cuto� PT for CMU muons is approximately 1.4

GeV/c, and slightly higher for the CMX. For reasons to be discussed later, only muons

with PT � 2:5 GeV/c will be used in the CMX. The expected multiple scattering

uncertainty at � = 550 is � = 13=PT cm.

The CMU chambers are located on the outside of the central calorimeter wedges

at a radius of 3470 mm from the beamline (see Figure 3.10). The detectors on each

wedge (150) are 12:60 wide in �, leaving 2:40 gaps between each wedge. On each

wedge there are a total of twelve drift tubes, four layers of three tubes each. Each

drift tube is a rectangular drift cell 63.5 mm (wide)�26.9 mm (high)�2261 mm (long)

(see Figure 3.11). The cell has a single, 50 �m stainless steel sense wire at its center.
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C D F µµ - D o c u m e n t a t i o n

University of Michigan
High Energy Physics
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CDF ηη-φφ Map for Central Muons
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Figure 3.9: Central muon coverage in azimuth (�) and pseudorapidity (�).
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The top and bottom of a set modules is made of .79 mm thick aluminum sheets.

The sides of the cells are made from aluminum I beams (or C beams for the outside

walls) which are insulated from the top and bottom sheets and held at �2500 V.

The sense wire is held at +3150 V, producing a roughly uniform time to distance

relationship throughout the cell. The maximum drift time is approximately 1.2 �s

[70]. The chambers use a 50/50 mix of Argon/Ethane bubbled through ethanol at �50
C. The chambers are operated in limited steamer mode. The z coordinate (along the

tube) is determined from charge division. The position resolution in the � direction

is approximately 250 �m, while the z position resolution is about 1.2 mm.

The sense wires are attached to preamps at the end of the chambers. The signals

are sent to electronics crates on the outside of the detector where they are shaped,

ampli�ed and discriminated. The discriminated signals are sent out of the collision

hall to TDCs.

The CMU chambers have been designed with two of the sense wires out of four

on a radial line from the center of the detector and the other two o�set by 2 mm (see

Figure 3.12). The o�set layers allow the left-right ambiguity to be resolved. Using

the di�erence in drift times between the aligned wires, a rough PT measurement can

be made. This measurement is used in the �rst level muon trigger.

The CMX is a logical extension of the CMU. The Central Muon Extension systems

consist of the CMX and the CSX (Central Muon Extension Scintillators). The CMX

modules are mounted on four identical stands that each hold eight 150 wedges. The

modules are arranged as the frustrum of a cone pointing away from the interaction

region. The CMX only covers 2400 in azimuth. The 300 � gap at the top is for the

Main Ring and the solenoid refrigeration system. The 900 � gap at the bottom is

where the oor interrupts the conic section, and is supposed to be �lled with a planar

fan module in the future.

A CMX module consists of four logical layers of 12 tubes for each 150 sector, and

successive layers are half cell staggered to eliminate ambiguities (see Figure 3.13).

Each logical layer corresponds to two physical layers of partially overlapping rectan-

gular drift tubes. The overlap is greater at the inner edge due to making a conical

device out of rectangular cells. A bene�t of this design, besides having an average
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Figure 3.12: A track traversing a CMU wedge. A radial line (dashed) shows the
o�set of the �rst and third layers. The quantity j t4 � t2 j is used to make a rough
PT measurement. Layers one and three provide an independent measurement of the
same quantity.
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Figure 3.13: Drift tube layout in a 150 CMX module. The protruding rods are
spacers.
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muon hit six chambers instead of only four, is that the polar angle can be measured

using the stereo angle of 3.6 mrad between adjacent cells.

The use of rectangular drift cells simpli�es construction (and allows the CMX and

CMP chambers to be the same, except for length). The cells are made from 0.26 cm

aluminum extrusions with �eld shaping cathode strips on the top and bottom. The

cells are 2.54 cm (high)�15.24 cm (wide)�180 cm (long), with a single 50 �m gold

plated tungsten wire in the middle. The chambers are run in proportional mode, with

a gain of 6 � 104 and have a maximum drift time of about 1.4 �s. The anode wire

is held at +5600 V and the central shaping strip at +3000 V. There are 8 narrow

shaping strips on either side which have voltages decreasing in equal steps of 375 V,

which provides a relatively uniform electric �eld in the drift volume. The CMX uses

a 50/50 mix of Argon/Ethane bubbled through isopropyl alcohol at �50 C. The �

resolution is about 270 �m.

The CSX are scintillation counters, one plane on the inside (toward the beam

spot) of the CMX and one plane on the outside. There are four CSX counters on

both sides for each 150 section. The counters are half cell staggered to increase

the e�ective granularity. The counters are roughly trapezoidal, 180 cm long and

with a width going from 30 to 40 cm from one end to the other. The counters are

approximately 2.2 cm thick [71]. Each counter is read out by a phototube.

A coincidence between both CSX planes and a CMX stub is required o�ine,

and in the level 3 trigger. The timing signals of the CSX are also used to reject

background. Particles that scatter o� of the face of the forward detectors or in the

beampipe between the central and forward detectors can strike the CMX. These

indirect (meaning they did not come directly from the interaction vertex) particles

greatly increase the trigger rate of the CMX. A large fraction can be vetoed by cutting

on the timing of the CSX, throwing out those tracks that came too long after the

beam crossing.

The CMX readout is the same as the CMU. The CMX modules were attached to

the stands via four protruding threaded 0.75 in steel rods in each 150 section.
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3.7 Beam-Beam Counters

There are planes of scintillation counters mounted on the front of the forward calorime-

ters called the BBC (Beam-Beam Counters). The BBC provide a minimum bias trig-

ger, indicating that some sort of interaction ocurred in a given crossing, and are used

as the primary luminosity monitor. The BBC cover the angular region 0:320 to 4:470

from the beamline (3:24 � � � 5:90). The minimum bias trigger and luminosity

monitoring use a BBC coincidence, which is de�ned as at least one hit in each plane

at opposite ends of the detector within a 15 ns coincidence window around the beam

crossing. The timing resolution for the BBC is less than 200 ps.

3.8 Trigger and Data Aquisition Systems

The beam crossing rate at the Tevatron is about 300 KHz (1 crossing/3.5 �s). At

higher luminosities the average number of interactions per crossing exceeds one. CDF

writes out events at the rate of a few Hz (5-7), thus keeping the amount of data to a

manageable level for o�ine processing. This necessitates the use of a trigger system

that has a rejection factor of about 50000 to 1.

The trigger system developed by CDF to achieve the above rejection factor is im-

plemented in three decision steps, called levels. The �rst level trigger decision is made

in hardware during the time between beam crossings, so no dead-time is incurred.

The detector is considered \live" (\dead") when it is (un)able to consider a beam

crossing for a level 1 trigger. Events passing the level 1 requirements are considered

by the level 2 trigger system. The level 2 trigger is implemented in hardware, but

uses microprocessors for some of its work. The level 2 trigger decision requires ap-

proximately 25-35 �s, so 7-10 beam crossings are lost during this time (dead-time is

incurred) since the data has not been bu�ered at this stage. Those events that pass

the level 2 requirements are digitized and then read out by scanners into a bu�er

(taking about 3 ms). Once the event scan is completed, the level 1 and level 2 trigger

systems are reenabled and begin looking at the data from beam crossings again. The

bu�ered events are passed to the level 3 trigger system [72]. The level 3 trigger is
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Figure 3.14: Schematic layout of the trigger and data aquisition systems.

entirely based in software and is part of the data aquisition system, while the informa-

tion used to make the level 1 and level 2 trigger decisions is a separate, approximate

copy of the data. Those events that pass the level 3 requirements are written out to

8 mm magnetic tape. Data ow in the trigger and data aquisition systems is shown

schematically in Figure 3.14 and described below.

The trigger and data aquisition systems are controlled primarily by the Trigger

Supervisor (TS), Bu�er Manager (BM), and to some extent Timing Control (TC).

The timing in CDF is controlled by the Master Clock, which picks up a timing

marker from the Tevatron RF system, and fans out a beam crossing signal to the

front end systems through the TS and to the trigger via TC (through the TS and

FRED). Timing Control synchronizes the level 1 trigger to the rest of the detector, and

handles timing within the trigger system. The sampling of the detector components

is signalled from the TS at the appropriate point with respect to the beam crossing.
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A copy of the analog signals, called fast outs, are split o� from the data aquisition

systems and sent to the level 1 and 2 trigger.

The level 1 trigger uses these fast outs to make trigger decisions. These decisions

are based on �nding, for example, a calorimeter tower or electromagnetic cluster over

threshold, or a muon stub. The disparate parts of the level 1 trigger send their

decisions to the Final Decision Logic boards, known as FRED. FRED determines

the �nal level 1 decision using the bits from the level 1 trigger as the address in a

lookup table. FRED also serves as the interface between the data aquisition and

trigger systems, and generates the Live/Dead gates for the luminosity determination.

The level 1 decision is sent from FRED to the TS, which inhibits the front end from

clearing the sample and hold circuits on a level 1 accept (L1A), or sends the clear

signal on a level 1 reject (L1R). FRED also sends the level 1 decision to TC and the

level 2 trigger. After a L1A the level 2 trigger begins to examine the data from the

fast outs. The level 1 decision is made between beam crossings, so no dead-time is

incurred by a L1R. The level 1 rejection factor is about 100:1, so the L1A rate is a

few kHz at most.

The level 2 trigger examines the fast out information in more detail than the level

1 trigger, and has more information available. The additional information consist

of objects like jet clusters, total transverse energy, missing transverse energy, two-

dimensional (r-�) tracks from a hardware track processor known as the CFT (Central

Fast Tracker) for matching to muon stubs and electromagnetic clusters, and a neural

net output for isolation cuts on electromagnetic clusters (for photons). The level 2

decision typically takes 25-35 �s, so 7-10 crossings are lost, incurring dead-time. The

level 2 decision is sent to the TS (through FRED). On a level 2 accept (L2A) the

TS instructs the front end scanners to digitize and read out the event into one of

four bu�ers (free bu�ers are kept track of by the BM). The scan takes about 2.5-3.5

ms. The level 2 rejection factor is about 100:1, so the L2A rate is close to 20 Hz at

high luminosity. Once the scan is complete, the detector and trigger system is ready

to take data again, provided there is an available scanner bu�er. The rejection in

the level 2 trigger was set to maintain this L2A rate since the Event Builder (EVB)

cannot handle a higher rate.
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The EVB pulls the events from the scanner bu�ers, reformats the data, and feeds

it to a level 3 trigger bu�er, all under the control of the BM. The level 3 system

is comprised of 48 SGI RS4000 processors, each with two bu�ers. The CPUs can

process the data in one bu�er while the other is being �lled or emptied. The data

is reconstructed with code similar to the o�ine reconstruction, albeit with di�erent

calibration constants and faster algorithms in some cases. No SVX tracking is done.

The reconstructed events are tested by a large number of �lters, selecting general

classes (e.g. muons above 9 GeV/c) or speci�c types of events (e.g. a �+�� pair with

an invariant mass in the range 2.8-3.4 GeV/c2). The level 3 system usually incurred

no dead-time, except when 2 or more of the 4 tape drives used to record the data

switched to new tapes at the same time.

The data aquisition philosophy is, in general, to use a preampli�er on the chamber

in question, an ASD or Ampli�er+Digitizer in crates mounted on the detector, and

scanners outside of the collision hall. In the ASD case (CTC and VTX), the actual

digitization of the discriminated pulse is performed outside of the collision hall in a

TDC. The scanners reside in the same crates as the TDCs. The scanners store the

data in one of four bu�ers, and are subsequently read out by the EVB, as mentioned

above.

The dimuon trigger path used to obtain the data analysed for this thesis is de-

scribed below. At level 1, two muon stubs are required above a nominal threshold

of 3 GeV/c. See Appendix A for a description of the trigger e�ciency measurement.

Only CMU-CMU and CMU-CMX pairs are allowed due to the background problem

discussed in section 3.6. The PT is estimated by measuring the slope of the muon stub

in the muon chambers, as described in section 3.6. The CMX stub has two additional

requirements. First, CSX hits are required, and the timing of these signals must be

consistent with the time for a muon to go from the primary vertex to the CMX. Later

arriving particles (presumably scattering o� of the front of the forward detectors) are

vetoed. Secondly, the hadron calorimeter tower in front of the muon stub must have

some energy deposited in it (� 0:5 GeV minimum). A minimum ionizing deposition

in the calorimeter is about 2-3 GeV. This requirement is made to help reduce the rate

from indirect particles in the CMX.
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The level 2 trigger requires that one of the stubs be matched in � (within 150)

to a track in the CTC found by the CFT. The nominal threshold for a CFT track

is PT > 3 GeV/c, and the e�ciency is discussed in Appendix A. In a CMU-CMX

event, the CMX stub is required to match to a CFT track. For CMX stubs the total

energy in the calorimeter tower the CFT points at must be greater than or equal to

0.5 GeV.

The CFT [73] is a hardware track �nder that uses the axial superlayers in the

CTC to �nd two-dimensional (r-�) tracks for use in the level 2 trigger. Recall that

the CTC sense wire planes are rotated by 450 relative to the radial direction, and

that the drift trajectories are roughly azimuthal. Each high PT (roughly radial) track

will cross a sense wire plane in each superlayer, generating a hit with a small drift

time, called a prompt hit. The CFT uses an 80 ns coincidence gate to collect all of

the prompt hits in the CTC. Next, it collects \delayed" hits with a coincidence gate

from 500-600 ns after the beam crossing (� 2=3 of the width of a cell). The width of

the gate was chosen so there should be two delayed hits per superlayer for each high

PT track.

Roads (hit patterns) are formed based on a prompt hit on a superlayer 8 sense

wire. There are 32 roads for each sense wire in superlayer 8, split into 8 PT bins and 2

azimuthal bins for each sign of curvature to cover the entire momentum range above

2.5 GeV/c. The CFT normally requires about 8 �s to complete its list of tracks in

the CTC.

The level 3 dimuon trigger requires two, opposite sign muons with an invariant

mass between 2.8 and 3.4 Gev/c2. The level 3 software reconstructs the tracks and

muon stubs with the same code as used in o�ine analysis, except for the tracking

code which uses a faster versionx. The tracks are required to match the muon stubs

within 4� of the expected multiple scattering uncertainty (the o�ine cut is 3�). The

xAt CDF the o�ine tracking is accomplished with two separate algorithms, and the resulting
lists of tracks are merged. The tracks in the merged list are then improved by attempting to add
additional unused hits and removing hits that appear not to belong to the track. In the level 3
trigger, only the faster of these algorithms is used. The algorithm is modi�ed to include a bias
towards the beamline. (An even stronger bias towards the beamline is built into the algorithm that
is not used in the level 3 trigger.) Also, the improvements to the tracks mentioned above are not
done in the level 3 trigger.
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PT of the tracks is required to be > 1:4 GeV/c (the o�ine cut is 1.8 GeV/c). The

resolution in the level 3 trigger is good enough so that there is no loss of events that

pass the o�ine cuts, except for about 2% overall loss of tracks (at all PT values) due

to ine�ciency of the level 3 tracking [74]. The selected events were written to tape,

reconstructed by the standard CDF reconstruction programs, and split o� into a J= 

data set. This is the data set used in this thesis.

Due to all of the extra restrictions on the CMX triggers compared to the CMU

trigger, the acceptance for B ! J= X events from the CMX is only 20% of the

CMU instead of 50% from the extra geometrical coverage [75]. Some additional

CMX triggers (CMX-CMX and CMU-CMX where the CMU rather than the CMX

had the CFT requirement) were added in the spring of 1993, but these triggers only

add another 7% of the CMU acceptance and were not used in this thesis.



Chapter 4

Event Selection

4.1 Tevatron Environment

The B meson cross{section at the Tevatron is a steeply falling function of the B meson

transverse momentum (PTB) [76] (see Chapter 5). Ideally, the transverse momentum

cut for B triggers would be very low. Unfortunately, the inelastic p�p cross{ section at

the Tevatron (� 50 mb) is several orders of magnitude higher than the B meson cross{

section (� 10�b), and the charged particle spectrum is a strongly falling function of

transverse momentum. To trigger on B events without exceeding the capabilities

of the data aquisition system, a distinctive signature is needed. Leptons, especially

pairs of leptons, provide just such a signature. The thresholds for the single lepton

and dilepton triggers were set as low as possible within the rate limitations of the

CDF trigger system and the desire to maintain a high live-time fraction. The dimuon

trigger thresholds were mentioned in section 3.8, and the trigger e�ciency is discussed

in Appendix A. Both muons must be above 1.8 GeV, and one must be above 2.5 GeV,

roughly. The dielectron thresholds were approximately 5 GeV for both electrons,

consequently the number of B ! J= X events with J= ! e+e� was a small fraction

(approximately 10%) of the number with J= ! �+��. Only the J= ! �+�� events

were used in this thesis.

60
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4.2 Data Set

The data set used in this thesis was collected by CDF dimuon triggers during the

1992-1993 Tevatron run. The total integrated luminosity was 19:0� 0:7pb�1. In this

data set 1:1pb�1 were considered to be unusable for the CMX. For this data, muons

in the CMU were used, but any in the CMX were not used. The luminosity was

calculated from the number of BBC coincidences and the number of beam crossings,

both when the detector was live. The inelastic cross{section and the acceptance of

the BBC are known [77], so the live BBC coincidences per live beam crossings was

converted to the live luminosity, once multiple interactions were accounted for using

the instantaneous luminosity.

The three level dimuon trigger path was described in section 3.8. At level 1, two

muon stubs above about 2 GeV/c PT were required. At level 2, one of the muon stubs

had to be matched to a CFT track within 150 in �. For a CMU-CMX muon pair, the

CMX stub was required to have a CFT track. The level 3 trigger accepted opposite

sign pairs of muons with 2:8 < m�� < 3:4 GeV/c2, where m�� is the invariant mass

of the muon pair.

The use of SVX information was the same for all of the tracks in this analysis

(muons, kaons and pions). SVX information was used for any given track when

available, except for SVX tracks with only two hits, where this information was only

used when the SVX track residual �2 was less than or equal to 12 (�2=dof � 6).

Later in this analysis the proper decay distance, c� , of the B meson will be used to

help separate the signal from background. To calculate c� the primary vertex position

is needed. The Tevatron beam spot (the beam pro�le in the transverse direction) was

roughly circular with a width (�) of 35 �m [78], but the beam spot changed position

from store to store, primarily due to magnet movement. The position of the beam

spot for each store was measured using the SVX tracks in minimum bias data (events

with hits in the BBC, rate limited to 1/4 Hz by the trigger). The vertex positions from

all of the minimum bias events in a run� were averaged to obtain the run averaged

SVX beam position. The beamline was sloped relative to CDF, so the slope was also

�In this context, a run is a period of time in which data is continuously collected. Typically, a
run lasts several hours.
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obtained in the above �ts. To determine the x-y (transverse) position of the primary

vertex in any given J= event the run averaged SVX beam position was used along

with the z0 of the primary vertex (as found by the VTX) closest to the average z0 of

the muons.

4.3 J= Selection

The data set was processed to �nd J= events and in these events additional selections

were made to try to isolate B candidates. The muons were required to satisfy the

following constraints:

� x matching �2 < 9 (CMU,CMX)

� z matching �2 < 12 (CMU)

� Pt(�+) , Pt(��) > 1.8 GeV/c

� max [Pt(�+) , Pt(��)] > 2.5 GeV/c

To obtain the matching �2, the CTC track was extrapolated out to the muon chambers

and the di�erence between this position and the actual location of the hits in the

chamber was compared to the expected deviation due to multiple scattering added in

quadrature to the measurement error. The cuts were made at the e�ective 3� values

[79]. Muons that fail the matching cuts are essentially all fake muons, mostly from

hadronic punchthrough and decay in ight of hadrons to muons.

The muon Pt cuts were chosen to minimize systematic e�ects from the trigger while

retaining a large acceptance. The level 1 trigger e�ciency is shown in Figure 4.1. Both

muons have to pass the level one trigger. The level 2 trigger e�ciency is shown in

Figure 4.2. Only one of the two muons must pass the level 2 trigger. See Appendix

A for a discussion of the trigger e�ciency. The 1.8 GeV/c PT cut on both muons was

at approximately the 60% point on the level 1 trigger e�ciency curve. At 2.5 GeV/c

the level 2 e�ciency curve had only risen to 30%, but the uncertainties from level 2

were small. The 1.8 GeV/c cut was far from the level 3 turn on region. The muon

PT cut in level 3 was 1.4 GeV, and it was 50% e�cient for 1.4 GeV muons. By 1.5
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Figure 4.1: Level 1 e�ciency versus muon PT . Note that all of the data from 6.75
GeV to 10 GeV were compressed into the last bin.
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Figure 4.2: Level 2 e�ciency versus muon Pt.
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GeV the level 3 PT cut is fully e�cient. The muons were explicitly required to have

caused the level 1 and level 2 dimuon triggers. For CMU-CMX events, only those

in which the CMX muon had a CFT track were accepted, and the CMX muon was

required to have Pt > 2:5 GeV/c. Care was taken with the muons with respect to

the trigger so that the trigger could be properly modelled in the simulation, and the

correct acceptance versus PT could be calculated.

There were approximately 54000 events satisfying all of the above requirements

(see Figure 4.3). The muon pairs whose vertex constrained mass was within 80

MeV/c2 of the J= mass were selected as J= candidates.

4.4 Bd ! J= K�0 Candidate Selection

Pairs of opposite sign particles were combined with the J= muons to form B0 can-

didates. CDF does not have any particle identi�cation information that can separate

pions from kaons in the momentum range of interest in this thesis, so all pairs of

opposite sign particles were used. All four of the particles were constrained to come

from a common secondary vertex, the muon pair was mass constrained to the J= 

mass, and the momentum of the B0 candidate was constrained to point from the

primary vertex to the secondary vertex in the r-� plane. The mass assignments for

the non-muon tracks were chosen by using the K� combination with reconstructed

mass closer to the K�0 mass. The additional tracks were only considered when they

contained at least two axial CTC superlayers with at least �ve hits each and at least

two stereo CTC superlayers with at least two hits each. Their transverse momenta

had to exceed 0.5 GeV/c (after the constrained �t). This requirement was made

to deal with the tracking ine�ciency below 500 MeV/c, and it also served to reject

background (recall that the inclusive charged particle spectrum is a sharply falling

function of PT ). The B0 vertex was required to satisfy j z0 j� 60 cm to keep the

events in the central part of the detector.

The combinatorial background is so large (even after cutting around the K� mass)

that the B mass plot has a large amount of background and no discernable signal.
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Figure 4.3: Invariant mass distribution for J= ! �+��. The curve is a binned
likelihood �t to two Gaussians plus a at background. There are approximately 54000
J= with a width of about 16 MeV/c2.
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The following additional constraints were imposed to isolate the signal:

� j mK� �mK� j< 80 MeV/c2

� prob(vertex �2)> 1%

� PT (K�) > 2 GeV/c

� PT (��K�) > 8 GeV/c

� c�B > 100 �m

� P (B)/PTOT > 0:5

where PTOT was the sum of the reconstructedB0 momentum, P (B), and the momenta

of all other (non-B) tracks in an �-� cone of radius 1.0 around the B direction.

The cut on the K� mass simply selects those events consistent with a K�0 hy-

pothesis. The probability cut rejects those events that do not from a good secondary

vertex, are far from the J= mass (but still within the selected window), do not have

the B momentum pointing from the primary vertex to the secondary vertex in the

transverse plane, or some combination of the above. This requirement rejects a large

amount of combinatorial background while retaining most of the signal. The errors

calculated in the vertex constraint routine are not perfect, so the probability cut re-

jects nearly 2% of the signal, rather than the 1% expected (this comes from the fact

that the covariance matrix for the tracks is not perfect). The transverse momentum

cuts were selected to reject background while maintaining high e�ciency (see Fig-

ure 5.1). The c� cut was chosen so that most of the prompt background was rejected

while retaining approximately 70% of the signal. The isolation cut, P (B)=PTOT, is

highly e�cient for B mesons while rejecting some background. It is based on the

fragmentation of b quarks. The b quarks fragment such that B meson acquires most

of the momentum of the b quark.

Figure 4.4 shows some B candidate mass distributions, illustrating the large

amount of combinatorial background and the rejection power of the cuts described

above. All of the plots have the normal requirements on the muons and J= , require

the z0 of the B candidate to be within 60 cm of the center of the detector, and require
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Figure 4.4: Mass distributions for ��K� events. All J= requirements have been
applied. Listed cuts are applied sequentially to each successive �gure. a) j z0(B) j< 60
cm, j mK� � mK�0 j< 80 MeV/ c2, and PT (K

�0) > 1:0 GeV/c. b) PT (K) > 0:5

GeV/ c and PT (�) > 0:5 GeV/c. c) prob(�2) > 1%. d) PT (K
�0) > 2:0 GeV/c and

PT (B) > 8:0 GeV/c.
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Accepted Rejected
0.17 0.07
0.91 0.57
0.90 0.56
0.72 0.01
0.19 0.06
0.67 0.19
0.80 0.48
0.99 0.37
0.729 0.726

0.31

Table 4.1: Probability of �2 from the constrained vertex �t for the duplicate entries.
10 entries in 9 events are rejected out of a total of 189 entries.

the mass and transverse momentum of the K�0 candidate to be within 80 MeV/c2 of

the K�0 mass and greater than 1.0 GeV/c, respectively. The 1.0 GeV/c transverse

momentum requirement was a minimum selection cut on the data and could not be

removed. The additional cuts are applied to each successive plot. In Figure 4.4b

the transverse momentum of the pion and kaon are required to be greater than 500

Mev/c. In Figure 4.4c the probability of �2 from the vertex constrained �t is required

to be greater than 1%. In Figure 4.4d the transverse momentum of the K�0 candi-

date and the B candidate are required to be greater than 2.0 GeV/c and 8.0 GeV/c,

respectively.

All of the tracks in an event were tested for compatibility with the B meson

hypothesis, consequently the B mass distribution contains more than one entry from

some events. Multiple entries from the same event were removed by retaining only the

track combination with the highest prob(vertex �2). This procedure removes 10 out

of 189 entries between 5.1 and 5.5 GeV/c2. The probabilities of the vertex �2 for the

events with more than one entry are shown in Table 4.1. In all cases except one, the

accepted entry is clearly favored over the rejected one(s). The mass distribution for

the rejected entries is shown in Figure 4.5. It is at, within the available statistics, as

expected for combinatorial background. Reections from Bs decay were suppressed

by also reconstructing the events as J= �, �! K+K�, and removing events with a
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Figure 4.5: Invariant mass distribution for duplicate Bd ! J= K�0 events. The
arrows indicate the region used for the helicity analysis.
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K+K� mass within 10 MeV/c2 of the � and a J= � mass within 30 MeV/c2 of the

Bs. Four events were removed, two of which were in the signal region. Simulationsy

indicate that � 2 Bs events should fall in the signal region of the Bd. The four particle

invariant mass for events satisfying all of the selection cuts is shown in Figure 4.6.

The probability of �2 distribution for the signal events (background subtracted) is

shown in Figure 4.7. The probability for a perfect �2 distribution is at, and within

statistics the distribution in Figure 4.7 is at.

It is interesting to note that 65% of the signal events have 2 or more SVX tracks,

and in the SVX events the signal to background ratio is approximately 13, compared

to 2 in the CTC only events. It is clear that the SVX has been useful in this analysis.

yIn the simulation the following assumptions were used: �(Bd)=�(Bs) = 3, Br(Bd !
J= K�0)=Br(Bs ! J= �) = 1, and Br(�! K+K�)=Br(K�0 ! K+��) = 3=4.
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Figure 4.6: Invariant mass distribution for Bd ! J= K�0. The curve is a binned
likelihood �t to a Gaussian plus a at background. There are 65 � 10 signal events
and the Gaussian has a width of 15�3 MeV/c2. The �t stops where the dashed lines
begin since B decays with extra or missing pions can contribute to these regions.
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Figure 4.7: Probability of �2 distribution for the Bd ! J= K�0 signal events, back-
ground subtracted.



Chapter 5

Simulation

The angular acceptance for Bd ! J= K�0 events is needed in order to properly ex-

tract the polarization. The angular acceptance was obtained from simulated events.

The b quark PT and � distributions were generated according to a next to leading or-

der QCD calculation [80] using MRSD0 parton distribution functions with the QCD

parameter �4 = 215 MeV and the renormalization scale � = �0 �
q
m2
b + PT

2. The

quarks were fragmented into B0 and �B0 mesons using the Peterson prescription� with

� = 0:006 [81]. The generated b quarks were required to have a transverse momentum

greater than 7.5 GeV/c and rapidity less than 1.0. Of the b quarks that produce B

mesons that pass the analysis cuts less than 0.1% fail the generation requirements.

The B mesons were decayed into J= ! �+�� and K�0 ! K+�� with the longitu-

dinal polarization fraction as a parameter than could be set, using the CLEO monte

carlo package QQ [82] adapted for use at CDF [83].

The detector was simulated by a standard CDF package called QFL [84]. QFL

is a parametric description of the detector producing only the higher order infor-

mation, but includes the full CDF geometry. For example, the tracks are produced

directly. The pattern recognition is not run on simulated hits. QFL has been tuned

to reproduce the CDF data.

�The Peterson fragmentation function for heavy quarks is DH(z) = N
z[1�(1=z)��=(1�z)]2

, where

z =j PB j = j Pb j is the b hadron momentum over the b quark momentum, DH is the probability,
and the normalization, N , is �xed by summing over all b hadrons,

PR
dz DH(z) = 1.

74
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The J= trigger e�ciencies for the CMU [85] were used to simulate the trigger

requirements, including the geometric requirements. The CMX muons were handled

using the same curves, except the level 2 asymptotic e�ciency was degraded to 87%

and the level 1 asymptotic e�ciency was degraded by 67%y. These modi�cations

reect the loss of e�ciency due to tracks missing superlayer 8 and due to the ine�-

ciency of the CSX. The numbers used here are taken from References [86, 87]. As a

check, an explicit cut on the exit radius of the muon track was made removing muons

that missed CTC superlayer 8, in which case the CFT has zero e�ciency, instead of

degrading the level 2 e�ciency to account for these muons. The results of this study

were identical to those using the degraded level 2 e�ciency for the CMX.

Comparisons of simulated events to background subtracted signal events from

the data are shown in Figures 5.1 and 5.2. The simulation reproduces the data

fairly well, but the B meson PT distribution falls o� more rapidly in the data (see

Figure 5.1a). The simulated events were weighted to match the measured di�erential

B meson cross{section [76]. The ratio of measured to calculated cross{sections used to

determine the weight is shown in Figure 5.3 (the solid line). The angular acceptance

was calculated using the weighted events.

The uncertainty in the acceptance due to Monte Carlo statistics was less than

0.5%, translating into a similar uncertainty (�0:004) on the measured polarization

value. This uncertainty is negligible compared to the systematic uncertainties con-

sidered later.

The acceptance as a function of the helicity angles is shown in Figure 5.4. These

distributions are used to correct the data for display along with the �t results. It has

been explicitly checked that the acceptance does not go to zero anywhere over the

region used for the measurement (PT (B) > 8 GeV/c, and j�(B)j < 1).

The default version of QFL did not completely mimic the detector muon system.

Problems with some speci�c wedges were not included. In the CMX, wedge 14 East

had some problems with its scintillator e�ciency. In the CMU, wedge 2 West had

yThe 67% number was obtained from a luminosity weighted average of the CSX e�ciency, using
70% e�ciency for the period where the e�ciency was unknown. The uncertainty on this number is
approximately �4%. See [86, 87].
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Figure 5.1: Transverse momentum distributions for a) B0, b) K�0, c) �, and d)
K. The background subtracted signal events are shown as bars with errors and the
simulated distributions are shown as dashed histograms which have been normalized
to the area of the data in the nonnegative bins. The arrows indicate where cuts are
normally applied to the data but were removed for this �gure.
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Figure 5.2: Transverse momentum distributions for a) J= , b) higher PT CMU �, c)
lower PT CMU �, and d) CMX �. The background subtracted signal events are shown
as bars with errors and the simulated distributions are shown as dashed histograms
which have been normalized to the area of the data in the nonnegative bins. The
arrows indicate where cuts are normally applied to the data but were removed for
this �gure.
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Figure 5.3: The points are taken from the inset to Figure 2 in the B Meson Cross{
Section PRL and represent the di�erence between the data and QCD, divided by
QCD. The curve is a �t to a power law. The dotted and dashed curves are used as
the 1 � variations.
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Figure 5.4: Acceptance versus the helicity angles a)K�0, and b)J= . The polynomial
�ts are only used to correct the data for display with the �t results.
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some high voltage problems for a small percentage of the run. Neither of these prob-

lems was reproduced in QFL. As a check, these two wedges were turned completely

o� in the simulation. This is a gross overestimate of the e�ect. The resulting polar-

ization �t was 0:003 higher than the default. This is a negligible e�ect. The rest of

the systematic uncertainties will be discussed in chapter 7.



Chapter 6

Fitting

The polarization in Bd ! J= K�0 was measured using a helicity analysis. In this

technique the contributions of the two helicity states to the decay angular distribution

are weighted according to their integrated angular acceptance. A background function

with its acceptance has to be included as well. An advantage of this method is that

it is not necessary to explicitly calculate the phase space dependent e�ciency. Only

the total acceptances of the helicity states relative to each other enter into the �t.

The two helicity states (transverse and longitudinal) are shown in Figure 6.1 for the

J= and K�0 helicity angles.

The likelihood function is de�ned as the product over all of the events of the

probability distribution function. This function can be separated into signal and

background terms and some common phase space dependent parts can be factored

out. These factors are independent of the �t parameters and can be dropped. This

is essentially an extension of �tting 3-body Dalitz decay plots as adapted by Fritz

DeJongh [88]. The likelihood function is detailed below:

L =
Y

events

F

F =
RFS + FB
R + 1

FS = ��S

FB = ��B

81
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Figure 6.1: The shapes of the helicity distributions are shown for the transverse
(�L=� = 0) and longitudinal (�L=� = 1) states versus the J= and K�0 helicity
angles.
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S =
1

NFS

j AS j2

B =
1

NFB

j AB j2

R = Mass dependent ratio of signal to background

AS = Sum of normalized complex amplitudes multiplied by �t coe�cients

AB = Background (unpolarized) amplitude

� = phase space dependent e�ciency

� = phase space weight

NFS = Normalization

NFB = Background normalization

F is the probability function, composed of a signal (FS) and a background (FB) piece.

The mass dependent ratio of signal to background, R, is taken from a �t to the B

mass plot (Figure 4.6). The quantity to be minimized is

�2 lnL = �2 X
events

�
ln
�
RS + B

R + 1

�
� ln(��)

�
:

Since ln(��) does not depend on the �t parameters it can be dropped. In this analysis

the amplitudes are speci�ed by

d2�

dcos �K� dcos � 
/

1

4

�T
�
sin 2�K�(1 + cos 2� ) +

�L
�
cos 2�K�sin 2� 

The above equation has been integrated over the angle between the decay planes of

the J= and K�0. Inserting this into the likelihood function yields:

S =
1

NFS

�
�T
�

1

4
sin2 �K�(1 + cos2 � ) +

�L
�

cos2 �K� sin2 � 

�

NFS =
�T
�
NT +

�L
�
NL

�T
�

= 1� �L
�
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NT = number of transversely polarized MC events passing all analysis cuts

NL = number of longitudinally polarized MC events passing all analysis cuts

B =
1

NFB

1

6
(1 + cos2 �K� + cos2 � � 3 cos2 �K� cos2 � )

NFB = number of unpolarized MC events passing all analysis cuts

The longitudinal polarization fraction �L=� is the �t parameter. The helicity angle

is calculated for the positive muon. The background is taken to be unpolarized

(�L=� = 1=3). A �t to the events in the B mass sidebands (5:15 < mB < 5:236

GeV/c2 and 5:326 < mB < 5:41 GeV/c2) showed the background to be consistent

with an unpolarized distribution (see section 7.2).

The acceptance numbers NT , NL and NFB were obtained by running the analysis

code on simulated events for transverse, longitudinal and unpolarized input polariza-

tions, respectively.

Simulated event samples with longitudinal polarization fractions from 0.21 to 0.80

were used to test the error returned by the �tter. The di�erence between the input

polarization and the �tted value (corrected) divided by the error from the �t is shown

in Figure 6.2.

No particle identi�cation information is used for the kaon and pion tracks, so the

particle assignments can be incorrect. Misassignment of the K and � masses results

in an incorrect value of �K�. In the mass range used for the �t, the percentage of

misassigned K and � masses runs from 4:3� 0:3% for longitudinally polarized events

up to 6:6 � 0:4% for transversely polarized events, as determined from simulation.

These misassigned events produce a small downward shift in the �tted polarization.

Studying simulated event samples with longitudinal polarization fractions from 0.21

to 0.80 showed this shift to be constant versus the �t polarization and equal to

0:041�0:010. This was also veri�ed with �L=� = 1:0, but at the smallest polarizations

the shift was not the same (for �L=� � 0:10). All of the longitudinal polarization �t

results are given after adding 0:041 as a correction. When only events with correctly

assigned K and � masses are used in the simulation, the �tting routine returns the

input polarization.

The events from Figure 4.6 satisfying j mB �m��K� j< 30 MeV/c2 were used in
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Figure 6.2: Input polarization minus �t polarization divided by the error on the �t.
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the unbinned likelihood �t. Seventy-six events satisfy the cut, of which 14 � 2 are

expected to be background (62 signal events should survive the �30 Mev/c2 cut).

The result of the �t (corrected) is �L=� = 0:65 � 0:10 (statistical uncertainty only).

One dimensional projections of the result onto the helicity axes are plotted along with

background subtracted, acceptance corrected data in Figures 6.3 and 6.4.
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Figure 6.3: Background subtracted and acceptance corrected K�0 helicity angle
distribution for the decay Bd ! J= K�0. The curve represents a projection of the
two-dimensional �t onto the K�0 helicity axis for a longitudinal polarization fraction
of �L=� = 0:65.
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Figure 6.4: Background subtracted and acceptance corrected J= helicity angle
distribution for the decay Bd ! J= K�0. The curve represents a projection of the
two-dimensional �t onto the J= helicity axis for a longitudinal polarization fraction
of �L=� = 0:65.



Chapter 7

Systematics

The possible sources of systematic error and the corresponding uncertainties on the

polarization are shown in Table 7.1 and discussed in the sections that follow.

7.1 K-� Misassignment

CDF does not have any particle identi�cation information that can separate pions

from kaons in the momentum range of interest. The K-� particle assignments were

made such that the combined K� mass was closest to theK�0 mass. TheK-� particle

assignment has no e�ect on the calculated K�0 mass when both of the K�0 daughters

have three-momenta with equal magnitude. The calculated K�0 masses from both

K-� assignments will be similar when the three-momenta are similar. Since the K�0

resonance is wide (full width, � = 51 MeV), the incorrectK-� assignment can produce

a reconstructed K� mass closer to the central K�0 mass when the three-momenta of

the K and � are similar. Performing the Lorentz boosts from the lab frame to the

K�0 rest frame with the wrong mass assignments results in an incorrect helicity angle

being measured. These incorrect events produce a downward shift in the measured

longitudinal polarization fraction, which has been corrected for in the quoted result.

The uncertainty on the correction to the value of the �t due to misassignment of the

K-� masses as discussed in the previous chapter was �0:010. This uncertainty is an
indication of how well the correction has been measured from simulation. To guard

89
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against the possibility that the simulation is not accurately reproducing the data even

though the misassignment procedure is predominately a kinematic e�ect, the fraction

of incorrect K-� assignments was estimated from the data.

Estimating the number of events with incorrect K-� assignments is not quite as

simple as changing the K-� assignment in all events and counting the number in the

B mass peak. The incorrectly assigned events still distribute themselves around the

B mass, but with a wider distribution. Some of the incorrect events are counted as

part of the original signal. After reversing the K-� assignment in all events some

of the originally correct events will still fall in the B mass peak even though the

K-� assignment is now incorrect in those events. All of this is accounted for in the

calculations given below.

First the number of expected events in the \reverse{assignment" mass plot must

be predicted. The reverse{assignment mass plot is the B mass distribution using

the reverse K-� particle assignment from normal. For the normal K-� selection the

simulation predicts that 12% of the events (for �L=� = 0:64) have reversed K-�

particle assignments. Nearly half (5%) of these fall in the B mass region used for

the �t and since these events peak at the B mass, they are also counted as part of

the signal. This implies that the fraction of signal events observed is 93%, 88% of

which are correctly assigned, and 5% of which are incorrectly assigned but are still

counted. The remaining 7% of the signal events is counted as part of the background

since it is far from the B mass. Dividing the number of observed events, 65, by the

observed fraction, 93%, yields the total number of events passing all of the selection

cuts, 70. Multiplying the total number of events by the fraction of incorrectly assigned

events gives the predicted number of incorrectly assigned events, 8:4. In the reversed{

assignment mass plot these 8.4 events will have the correct K-� assignment and form

a peak at the B mass. Additionally, a few of the events that are incorrectly assigned

will fall near the B mass, and add to the peak. This percentage is taken to be 5% since

the underlying phenomenon is the same as in the normal B mass plot, yielding an

additional 3.5 events in the reversed{assignment B mass peak. The expected number

of signal events in the reversed{assignment B mass plot is 12.

The reversed{assignment B mass plot is shown in Figure 7.1. The 14 � 5 events
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Figure 7.1: Invariant mass distribution for Bd ! J= K�0. The K-� particle assign-
ment is the one that results in the reconstructed K� mass farther from the K�0. The
curve is a binned likelihood �t to a Gaussian plus a at background. There are 14�5
signal events and the Gaussian has a width of 23 � 6 MeV/c2.
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observed agrees with the 12 predicted, but could accommodate more events with

incorrect particle assignments. Consider the case with 21% of the events incorrectly

assigned, and 9.5% of them in the B mass region of interest�. In this case there

would be 73 total eventsy, and about 19 in the reverse{assignment mass plotz. Since

19 events agrees with a one � upward uctuation in the number of �tted events in

the reversed{assignment mass plot, 21% reversed events is used as the 1 � upward

variation obtained from the data.

To properly determine a systematic uncertainty from approximately 21% misas-

signed K and � masses requires a method of producing this percentage of misassigned

events in the simulation. Setting the assignments to be incorrect in 21% of the events

randomly is not a good method, since a large fraction of the events are extremely

unlikely to end up with incorrect particle assignments under any normal selection

procedure. Only events that have some possibility of having their K-� particle as-

signments incorrect should be reversed, in particular those events that have similar

values of the momentum for the K and �. The following algorithm was used: for all

of the events where both K-� assignments result in K�0 masses within 80 MeV/c2 of

the PDG K�0 mass, the reverse assignment is used (the one that gives a K�0 mass

farther from the PDG value). This results in 20.9% of the events with reversed as-

signments according to the simulation, 9.5% of which are in the B mass region of

interest. The correction to the polarization measured in the simulation required to

reproduce the input polarization increases by 0.024 compared to the original assign-

ment algorithm. This increase is used as an additional systematic uncertainty and is

added in quadrature with the 0.01 uncertainty mentioned above.

It is natural to apply the above K-� particle assignment algorithm to the data

and compare the change in �L=� to the predicted change. The algorithm was applied

�This ratio of events inside the region of interest versus those outside of it is approximately the
same as that in the default case, 12% total and 5% in the region of interest.

yThe 73 events come from 65 observed events divided by the fraction of observed events, 88.5%.
The 88.5% observed events comes from 79% correctly assigned events, and 9.5% incorrectly assigned
events that are counted in the signal.

zThe 19 events in the reverse{assignment mass plot comes from 73 total events times the fraction
observed, 26%, of which 21% were originally incorrectly assigned, and 5% were originally correctly
assigned but still fall in the signal region after their K-� particle assignments are reversed.
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to the data, the mass plot is shown in Figure 7.2 and the polarization obtained was

�L=� = 0:59�0:10. The expectation was �L=� = 0:616, however, approximately 30%

of the events used to measure the polarization changed and shifts of 0.05 in �L=� are

common for this size change in the data sample. Hence there are not enough events

in the data to use this procedure as an additional check on the prediction from the

simulation.

7.2 Background

The helicity amplitude used for the background in the likelihood �t was an unpolarized

amplitude. Although the naive expectation for the background is an unpolarized

distribution, this needs to be checked. Data from the mass sidebands of the B were

used to study the polarization of the background. The helicity distributions for

the events in the B0 mass sidebands, 5:15 < m < 5:236 GeV/c2 or 5:326 < m <

5:41 GeV/c2, are shown in Figure 7.3 along with the expectation for an unpolarized

distribution, corrected for acceptance. These sideband events were �t as if they were

signal events without any background and the mass dependent ratio of signal to

background was set to 1. The �t yielded �L=� = 0:38 � 0:12. This needs to be

corrected for the amount of signal events with reversed K-� assignments that fall in

the sideband regions.

The B mass distribution from the reversed events can be �t with two Gaussians.

The narrower of the two Gaussians is about the width of the Gaussian from the

events with the correct assignments. About 92% of the signal events are contained

in the narrow peak made from the correctly assigned events and the narrow part of

the incorrectly assigned events. The remaining 8% of the events (70 � 0:08 = 5:6

events) are more widely distributed. The sideband regions start at �45 MeV/c2 from

the B mass in the data (5:281 MeV/c2), which is approximately 0:6� of the wider

Gaussian. This translates into 2.7 signal events with reversed K-� assignments in

the sideband regions out of 44, or 6%. This requires a correction of +0:04, so the

value of the polarization, 0:38 � 0:12, becomes 0:42 � 0:12. This is still consistent

with �L=� = 0:33 within error, which is what was used for the background helicity



94

Figure 7.2: Invariant mass distribution for Bd ! J= K�0. The K-� particle assign-
ment is explained in the text. The curve is a binned likelihood �t to a Gaussian plus
a at background. There are 65 � 11 signal events and the Gaussian has a width of
18 � 3 MeV/c2. Bs removal has not been applied to this data.
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Figure 7.3: Helicity distributions for events from the B0 mass sidebands for a)K�0

and b)J= . The mass ranges used for the sidebands are 5:15 < m < 5:236 GeV/c2

and 5:326 < m < 5:41 GeV/c2. The curves are the expectation for an unpolarized
distribution corrected for acceptance, normalized to the number of data events.
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amplitude in the likelihood function. The uncertainty on the background �t was

used as the uncertainty on the background helicity state. Varying the background

polarization from 0.21 to 0.45 in the �t to the signal region produces shifts of +0:023

and �0:24. These values are quoted for the systematic uncertainties due to the

background shape uncertainty.

The unpolarized amplitude used above still has correlations between the J= 

and the K�0 helicity angles. The background events may not have this correlation.

To check for any systematic e�ects due to correlations (or lack thereof) a second

�t was performed using an uncorrelated background amplitude. This is di�cult to

incorporate into the likelihood function described in Chapter 6. A di�erent type of

�t was performed. This �t used a product of likelihoods of the individual helicity

distributions. The helicity amplitudes are multiplied by the acceptance as a function

of the helicity angles, and then normalized. The result of the �t to the signal region

was �L=� = 0:64�0:10, which is consistent with the normal �t and within the quoted

systematic uncertainty for the background shape.

The product of likelihoods technique was actually the �rst method used in this

analysis, and was tested extensively with simulated events. It was also tested by

measuring the polarization in B+ ! J= K+. There is no K�0 distribution, and

hence no product of likelihoods, but the logistics of the acceptance and background

are the same. The longitudinal polarization fraction in B+ ! J= K+ should be 1,

and was measured to be 1:07� 0:07.

7.3 Signal Fraction

The default polarization �t used a �xed overall signal fraction in the mass dependent

ratio of signal to background, determined from Figure 4.6. The signal fraction used

in the polarization �t should be allowed to vary within its uncertainty. There are 76

events in the signal region, 13:7 � 2:2 of which are expected to be background. The

signal should be 61:9� 9:4 events, which is 95.4% of the 64:8� 9:9 events in the mass

peak. (The 95.4% comes from the 2� mass window cut.) Assuming the errors on the

signal and background are uncorrelated, the signal fraction is 0:819� 0:033. Varying
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the signal fraction used in the polarization �t by one � results in deviations of �0:014
from the default �t results. This is used as the systematic uncertainty for the signal

fraction.

Another method to study the dependence of the polarization on the signal fraction

is to �x the number of signal events in the �t to the mass plot to 75 and 55 events, the

one sigma variations of the number of signal events. The helicity distributions were

re�t using the new ratio of signal to background. The results of these �ts are shown

in Table 7.2, and are consistent with those from the �rst method. This technique

provides a check of the results given above.

Another technique to handle the signal fraction is to make it a �t parameter.

Performing the likelihood �t with the signal fraction as a �t parameter using a Gaus-

sian constraint to the value measured from the mass plot yields a change in �L=� of

+0:002, which is negligible. The �tted signal fraction is 0:815, close to the measured

value. Given the small amount of change from this technique, the �xed signal fraction

�t results have been used along with the systematic uncertainty determined above.

7.4 Nonresonant Bd ! J= K+�� Decay

The decay channel Bd ! J= K+�� includes nonresonantK� events and has the same

�nal state as the signal under study when the J= decays to a pair of muons. The

e�ect of these nonresonant events on the polarization measurement has to be taken

into account. The number of expected nonresonant events can be calculated. The

PDG [3] gives the branching fraction for Bd ! J= K+�� as (1:2� 0:6)� 10�3, while

the branching fraction for Bd ! J= K�0, K�0 ! K+�� is (1:05�0:19)�10�3 (using

2/3 for K�0 ! K+��). Subtracting the Bd ! J= K�0 decays from the total Bd !
J= K+�� rate and dividing by the Bd ! J= K�0 branching ratio yields 14+60

�14%.

This is the fraction of the Bd ! J= K�0 rate expected in Bd ! J= K+�� after

removing the Bd ! J= K�0 decays. The 160 MeV/c2 K�0 mass window used in this

analysis encompasses 7.62�0:05% of the nonresonant K� phase space (see Figure 7.4).

Putting all of this together implies that of the 62 events in the Bd signal region only

0.7 nonresonant events would be expected, although the one � upper bound is 3.5
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Variation �(�L=�)
K=� Misassignment �0:026
Background Shape +0:023

�0:024
Signal Fraction �0:014
Nonresonant K-� +0:013

�0:011
Input Pt Spectrum +0:011

�0:018
Trigger Model +0:004

�0:009
TOTAL �0:04

Table 7.1: Systematic uncertainties for the polarization in Bd ! J= K�0.

# of # of Systematic
Signal Background Shift
55 14.5 +0:013
65 13.7 �
75 13.0 �0:015

Table 7.2: Check on the signal fraction systematic uncertainty.
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Figure 7.4: Monte Carlo phase space for Bd ! J= K+�� (plotted versus K�
invariant mass). The shaded area is the region used for Bd ! J= K�0 and is 7:62 �
0:05% of the total. The hatched areas are the regions used to search for nonresonant
Bd ! J= K+�� decays. The ratio of the hatched to shaded areas is 2.45.



100

events.

Instead of using the predicted number of events, nonresonant decays were searched

for in the data using the mass sidebands of the K�0. The regions used were :666 <

mK� < :746 GeV/c2 and 1:046 < mK� < 1:286 GeV/c2. These regions avoid the

lower edge of the K� phase space, stay far from the K�0, and end below the higher

K� resonances that could decay to K+��. Nonresonant decays were searched for with

code identical to that used for Bd ! J= K�0, except for the change in allowed K�

mass regions. Fitting a Gaussian plus a at background to the mass distribution in

the data yields 0:8�4:9 events (see Figure 7.5). The K�0 sideband regions encompass

more nonresonant K� phase space than theK�0 region. Dividing the number of �tted

nonresonant events by the ratio of these areas (determined from Monte Carlo to be

2.45) gives 0:3 � 2:0 events expected under the K�0.

The misassigned K� events in the K�0 sidebands yield B masses that form a

long tail below the Bd peak (see Figure 7.6). The portion of this tail outside of the

mass �t region contains about 40% of the events. The misassigned events from the

K�0 region produce a more symmetric B mass distribution than the ones from the

K�0 sideband regions and more of them will be counted as signal events. Assuming

that 90% of the nonresonant events in the K�0 region will be counted (similar to the

observed fraction in section 7.1), the number obtained from the sidebands, 0:3� 2:0,

needs to be increased by 50%x. Taking a one � upward uctuation on the number of

nonresonant events (including the 50% increase) gives 3.4 events in the K�0 region.

To determine the systematic uncertainties associated with having nonresonant

decays in the data, three of the signal events were taken to be from nonresonant decay

and the polarization �t was repeated using �rst a longitudinal and then a transverse

amplitude for the nonresonant events. This produces the largest possible deviation

due to these events, consequently half of these deviations are used as the systematic

uncertainties. The �ts yield deviations (divided by 2) of +0:013 and �0:011 on the

value of the longitudinal polarization fraction.

xThe 50% increase comes from comparing the observed fraction of events in the K�0 sidebands,
60%, to the observed fraction expected in the K�0 region, 90%.



101

Figure 7.5: Invariant mass distribution for Bd ! J= K+��. The K� mass regions
used are 0:666 < mK� < :746 and 1:046 < mK� < 1:286. The curve is a binned
likelihood �t to a Gaussian plus a at background. The mean and width of the
Gaussian were �xed to 5.278 GeV/c2 and 14.7 MeV/c2 respectively.
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Figure 7.6: Invariant mass distribution for simulated Bd ! J= K+�� events. The
K� mass regions used are 0:666 < mK� < :746 and 1:046 < mK� < 1:286. The
shaded region shows events with incorrect K-� particle assignments.



103

Variation Shift
� = �0=4, mb = 4:5 GeV �0:005� 0:006
� = 2�0, mb = 5:0 GeV +0:003 � 0:006
MRSD{0 +0:010 � 0:006

� = 0:008 +0:004 � 0:006
� = 0:004 +0:003 � 0:006

Table 7.3: Variations of the theoretical inputs for the b quark production and frag-
mentation. The results are consistent with no change within the uncertainty due to
Monte Carlo statistics, shown as the �0:006 in the table

7.5 B meson PT distributions

The PT and � distributions of the simulated B mesons can e�ect the relative ac-

ceptances of the transverse and longitudinal polarization states. The b quarks were

generated according to a next to leading order calculation [80] using MRSD00 parton

distributions with �4 = 215 MeV, �0 =
q
m2
b + PT

2 and mb = 4:75 GeV. The exact

theoretical uncertainties are not clear, but it is generally accepted that varying � to

�0=4 with mb = 4:5 GeV and � to 2�0 with mb = 5:0 GeV is conservative. The ac-

ceptances were recalculated using these b quark distributions and the polarization �ts

were redone. The results are show in Table 7.3. The parton distribution functions

were changed to the MRSD�0 set and the acceptances recalculated. The result is

shown in Table 7.3.

The b quarks were fragmented into B mesons using the Peterson prescription [81]

with � = 0:006� 0:002 [89]. The fragmentation was redone with the 1 � variations to

� and the results are shown in Table 7.3. All of the observed shifts due to changing

the input parameters are reasonably small, consistent with the statistical uncertainty

of the studies. No systematic uncertainty is taken from the theoretical variations.

The systematic uncertainty for the B meson PT spectrum will come from the vari-

ations of the weighting to match the measured cross{section, discussed below. Any

changes in the initial theoretical distribution would have been nulli�ed by the weight-

ing procedure, so taking no systematic from the input theory parameters is the correct

approach.

The theoretical B meson cross{section was weighted to match the measured B
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Level 1 +0:004 �0:007
Level 2 +0:001 �0:003
CMX +0:000 �0:005
Total +0:004 �0:009

Table 7.4: Trigger variations and associated uncertainties. The maximum variation
is shown in each case, and the columns are summed in quadrature to produce the
total systematic quoted.

meson cross{section [76], as discussed in Chapter 5. The points from the inset of

Figure 2 in the B meson cross{section PRL are shown in Figure 5.3 along with a �t

to a power law. The dotted and dashed curves were used as the 1 � variations. The

acceptances were recalculated, the polarization �t repeated, and the variations from

the default �t, +0:011 �0:018, are quoted as the systematic uncertainties due to the

input B meson PT spectrum.

7.6 Trigger Model

The trigger e�ciency produces an e�ective cuto� in PT for the muons, which can

e�ect the acceptance of the transverse and longitudinal amplitudes di�erently. The

systematic uncertainties resulting from the trigger model were obtained by varying

by one � the level 1 and level 2 trigger e�ciency curves given in Appendix A. The

asymptotic e�ciencies and cuto� PT were varied simultaneously, in both the same

and opposite directions. This procedure raises and lowers the curves and tilts them

in both directions. The level 1 and level 2 variations were performed independently.

The noise term in the level 2 curve was varied as well, always in the direction to

enhance the e�ect under study (up for the raised curve, down for the steeper curve,

etc.) The largest deviation is taken in all cases. The systematic uncertainties on the

longitudinal polarization fraction from variations in the trigger model are shown in

Table 7.4.

The low PT behavior of the CMX trigger was not measured. The CMX e�ciencies

were simulated by using the level 1 and level 2 CMU e�ciencies and accounting for

known di�erences. The CSX e�ciency, averaged over the run, was about 67% (using
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70% for the 1.70 pb�1 where the scintillator e�ciency was changing) [86, 87]. The

CSX e�ciency multiplies the level 1 e�ciency. For CMX muons some of the tracks

do not hit superlayer 8 in the CTC, and thus the CFT will not �nd them. This

lowers the level 2 asymptotic e�ciency by about 7%, which was done for the level 2

CMX e�ciency. It was checked that explicitly requiring the muon track to traverse

superlayer 8 (a 133 cm exit radius cut) results in a small enough change in the

acceptance that there was no change to the �tted polarization. The level 2 e�ciency

should be under control from the procedure outlined above, but the level 1 e�ciency

was unmeasured. To account for this the level 1 e�ciency curve was varied over a

large range, shown in Figure 7.7. The largest of the deviations in the longitudinal

polarization fraction from the CMX variations are given in Table 7.4.

The longitudinal polarization fraction was also determined from just the CMU-

CMU J= events. The change in �L=� was +0:03, which is consistent with statistical

uctuation. There are approximately 11 CMU-CMX Bd ! J= K�0 events.

7.7 Acceptance versus �

Consider the angular distribution in Bd ! J= K�0 decay:

d3�

dcos �K� dcos � d�
=

p

16�2m2

9

8
f1
4
sin 2�K�(1 + cos 2� )(j H+1 j2 + j H�1 j2) + cos 2�K�sin 2� j H0 j2

�1

2
sin 2�K�sin 2� 

h
cos 2�Re(H+1H

�
�1)� sin 2�Im(H+1H

�
�1)

i

�1

4
sin 2�K� sin 2� [cos �Re(H+1H

�
0 +H�1H

�
0 )� sin �Im(H+1H

�
0 �H�1H

�
0 )]g;

where �K� is the decay angle of the kaon in the K� rest frame with respect to the K�

direction in the B rest frame. Similarly, � is the decay angle of the muon in the J= 

rest frame with respect to the J= direction in the B rest frame. The angle between

the J= and K�0 decay planes is �. In Chapter 6, � was integrated out, and the

resulting angular distribution was used to determine �L=�. If the acceptance versus

� is not constant, then it needs to be included in the integration. The acceptance

versus cos(�) is shown in Figure 7.8 along with a polynomial �t.
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Figure 7.7: Level 1 CMX trigger e�ciency versus muon PT . The solid curve is the
default, and is equal to the level 1 CMU e�ciency curve. The other curves show the
varitions used for systematic studies.
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Figure 7.8: Acceptance versus cos(�) in Bd ! J= K�0 decay, plotted along with a
polynomial �t.
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Multiplying the angular distribution by the acceptance versus � and integrating

over � yields the result:

d2�

dcos �K� dcos � 
/ R� 0:017Re(H+1H

�
�1)sin

2�K�sin 2� 

where R = 1
4
�T
�
sin 2�K�(1+ cos 2� )+

�L
�
cos 2�K�sin 2� is the equation used in Chap-

ter 6. The sin � and sin 2� terms were neglected since they are expected to be small

[14]. The extra term arising from including the acceptance versus � is suppressed by

a factor of 50 relative to the terms included in Chapter 6, and hence the extra term

is negligible.



Chapter 8

Bs ! J= �

8.1 Theory

The decay Bs ! J= � is similar to the decay Bd ! J= K�0. It is a pseudoscalar

to vector-vector decay. The �nal state is a charge conjugation eigenstate that both

Bs and �Bs can decay into. This decay is potentially useful in CP-violation studies,

accessing the angle , or indirectly � [90]. The di�culty is that these studies involve

time dependent asymmetries. The Bs may oscillate so rapidly that the experimental

precision is insu�cient to resolve the time dependent structure, and thus the above

CP violation study would be impossible.

The decay Bs ! J= � is a valid place to study factorization, with the predictions

being similar� to those for the decay Bd ! J= K�0, but this mode has fewer events,

yielding a worse statistical precision than in Bd ! J= K�0. However, one additional

area of interest does arise in the decay Bs ! J= �. If the Bs mixing parameter

xs = �m=� is large, it will be di�cult to measure due to rapid mixing. The ratio

�m=�� is independent of CKM matrix elements [91, 92, 93], so a large value of

�m implies a large value of ��, where �� is the di�erence in the widths of the

two Bs states. A width di�erence is equivalent to a lifetime di�erence. It might be

possible to simultaneously �t the polarization and lifetimes in the decay Bs ! J= �.

�The di�erence in the polarization in these two decay modes is expected to be on the order of
SU(3) breaking, about 10%.
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If xs is large, this may be the only way to obtain a measurement of this quantity.

Unfortunately, a lot more data than is currently available is needed.

8.2 Event Selection

The event selection was very similar to that used for the decay Bd ! J= K�0. The

data set and all of the J= selection cuts were identical to those in Chapter 4. The

procedure for selecting Bs candidates was the same as the one for Bd candidates,

except as outlined below. The � decay was reconstructed in theK+K� mode, so there

were no di�culties with particle assignment. The mass cut used was j mKK �m� j<
10 MeV/c2. This narrow window reduced the amount of combinatoric background

relative to the Bd ! J= K�0 case. The PT cut on the � was kept at greater than or

equal to 2 GeV/c, but the PT cut on the Bs candidate was reduced to greater than or

equal to 6 GeV/c. The c� cut was also loosened, only requiring c�Bs > 50 �m. These

cuts were loosened to increase the acceptance. The isolation cut, P (B)=PTOT > 0:5

was not needed at all due to the small amount of background in the Bs sample.

There were no events with more than one Bs candidate. The number of reected Bd

events was expected to be less than one half of an event, so no reection removal was

performed. The four particle mass of the events satisfying all of these cuts is shown

in Figure 8.1.

8.3 Simulation and Fitting

The simulation methods used for the decay Bs ! J= � were the same as those used

for the decay Bd ! J= K�0. The Bs meson di�erential cross{section has not been

measured, so the Bd measurement was used to weight the Bs distribution.

The likelihood function used was identical to the one used in Chapter 6, with the

� helicity angle substituted for the K� helicity angle. The events from Figure 8.1

satisfying j mBs � m��KK j< 30 MeV/c2 were used in the unbinned likelihood �t.

Twenty events satis�ed the cut, of which 1:9 � 0:6 were expected to be background

(18.3 signal events should survive the �30 MeV/c2 cut). The result of the polarization
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Figure 8.1: Invariant mass distribution for Bs ! J= �. The curve is a binned
likelihood �t to a Gaussian plus a at background. There are 18:6� 4:6 signal events
and the Gaussian has a width of 13 � 3 MeV/c2.
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Variation ��L=�
Background Shape +0:015

�0:033
Signal Fraction +0:010

�0:011
Input Pt Spectrum +0:010

�0:016
Trigger Model +0:003

�0:005
TOTAL +0:02

�0:04
Table 8.1: B0

s systematic uncertainties.

�t was �L=� = 0:56� 0:21 (statistical uncertainty only), and is shown in Figures 8.2

and 8.3.

8.4 Systematics

The possible sources of systematic uncertainty in the decay Bs ! J= � were all

considered in the Bd ! J= K�0 case, and some of those in the Bd case do not exist

for the Bs. There are no di�culties with particle assignment for � ! K+K�, so

there is no misassignment systematic uncertainty. Nonresonant decays of the type

Bs ! J= K+K� were neglected since no nonresonant events were seen in the K�0

case, and the � window is only 1/8th the size of the K�0 window. The remaining

systematic uncertainties were handled in the same manner as in the Bd ! J= K�0

case, except as outlined below. There were not su�cient events in the mass sidebands

of the Bs peak to �t for the polarization of the background, so the background helicity

was varied from �L=� = 0 to 1, and half of the change is quoted as a systematic

uncertainty. The remaining systematic uncertainties were handled as in Chapter 7,

and all are shown in Table 8.1.
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Figure 8.2: Background subtracted and acceptance corrected helicity distribution for
the decay Bs ! J= �. The solid curve is a projection of the longitudinal polarization
fraction �L=� = 0:56 onto cos ��.
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Figure 8.3: Background subtracted and acceptance corrected helicity distribution for
the decay Bs ! J= �. The solid curve is a projection of the longitudinal polarization
fraction �L=� = 0:56 onto cos � .



Chapter 9

Conclusion

In conclusion, a measurement of the longitudinal polarization fraction, �L=� = 0:65�
0:10(stat)�0:04(sys), in the decay Bd ! J= K�0 from a sample of 65 � 10 events is

presented. This is the �rst measurement of B decay dynamics at a hadron collider.

Combining this result with those from ARGUS, �L=� = 0:97 � 0:16 � 0:15 [1], and

CLEO, �L=� = 0:80� 0:08� 0:05 [2], yields a world average� of �L=� = 0:74� 0:07

(see Figure 9.1).

Recall that the older phenomenological calculations of the form factors needed

in color-suppressed B decays did not simultaneously reproduce the measured values

of �L=� (world average of 0:74 � 0:07) and R = Br(B ! J= K�)=Br(B ! J= K)

(1:71�0:34 from CLEO [2]). Some progress has been made in more recent theoretical

calculations (see Table 9.1), but it is still di�cult to produce, simultaneously, large

values of �L=� and small values of R within the factorization approach. The mea-

surement presented here has lowered the world average value of �L=�, making the

experimental numbers easier to accommodate within the factorization approximation.

�The uncertainty on the polarization obtained from a �xed number of events is a function of the
value of the polarization. This dependence must be accounted for when calculating the world average.
In the result given here the approximation has been made that the systematic uncertainties are
independent of the polarization. The weighted average was obtained iteratively. The uncertainties
were scaled to their values at a predicted weighted average, and then a weighted average of the
measurements using the newly calculated uncertainties was obtained. The value of the average is then
used as the prediction for the next iteration. The function used to scale the uncertainties was � =
�0(1:9�X

2)=(1:9�X2
0 ), where �0 and X0 were the original values and X = [(�L=�)� 0:33]=0:67.

The formula was obtained empirically by studying simulated events.
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ARGUS

CLEO

CDF

World Ave

Figure 9.1: ARGUS, CLEO and CDF measurements of �L=� in the decay B !
J= K� compared to the average of the three.
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ALOPR GKP CT Measurement
R 2.15 2.3 1.84 1:71 � 0:34

�L=� 0.45 0.66 0.56 0:74 � 0:07

Table 9.1: Recent theoretical predictions of R = Br(B ! J= K�)=Br(B ! J= K)
and �L=� in B ! J= K� using the factorization assumption. The notation is from
Table 2.2.

However, CDF has recently released a measurement of R (R = 1:32�0:23�0:16 [94])

that will lower the world average value of R and strain the predictions of factorization

in color{suppressed B decaysy. Further measurements, with increased statistics, are

needed to understand fully the limitations of factorization.

It is clear that �L=� is not equal to 1, as was suggested by the early ARGUS

data. Consequently, another technique will be needed to determine the fraction of

one CP eigenstate in Bd ! J= K�0 decays, for example, measuring the full angular

distribution (do not integrate over �), which will require more data. CDF continues

to take and analyse data (as does CLEO), so measurements with increased statistics

should be available within the next few years.

The �rst measurement of the longitudinal polarization fraction, �L=� = 0:56 �
0:21(stat)+0:02

�0:04(sys), in the decay Bs ! J= � is also presented. This result is consis-

tent with expectations, however the statistical uncertainty is large, so there is little

discriminating power. This decay mode becomes interesting when there are su�cient

statistics to attempt to measure the lifetime di�erence in the Bs system in conjunction

with the polarization. This is one of the future goals for CDf.

yThe di�culty stems from the fact that when the form factors are modi�ed so that �L=� is
increased, R is usually increased as well.



Appendix A

CMU Trigger E�ciency

A.1 Introduction

CDF employs a three level trigger system to select the interesting events to be recorded

(see section 3.8). The data used in this thesis was collected with the dimuon triggers.

In order to measure the e�ciency of this trigger path a source of real muons is required.

The best source of real, low PT muons is J= ! �+�� events.

The level 1 and level 2 dimuon trigger e�ciency measurements are discussed below

(see also [85]). The level 3 dimuon trigger e�ciency is discussed in [74]. The level

3 e�ciency is independent of any parameters (such as muon PT ) that e�ect the rel-

ative acceptances of longitudinally and transversely polarized Bd ! J= K�0 events,

consequently, the level 3 e�ciency has been ignored here. The e�ciencies discussed

below have been measured for muons that have been reconstructed o�ine, and pass

the standard [79] quality cuts.

A.2 Level 1

The level 1 dimuon trigger required two muon stubs that pass a slope cut correspond-

ing roughly to a PT of 2 GeV/c (see section 3.6). The muons scatter as they traverse

the material in the detector. This scattering changes the slope of the muon through

the muon chambers by a PT dependent Gaussian width. All events within a timing
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window are accepted by the trigger, which is equivalent to integrating the Gaussian

distribution, resulting in an error function. The expected functional form of the level

1 e�ciency has been calculated in [95, 69] (see also [96, 97]).

In order to study the level 1 dimuon trigger using J= events a path for the

J= events through the three levels of the trigger that does not require the dimuon

trigger is needed. The best way to obtain J= ! �+�� events without using the

dimuon trigger is to use the single muon trigger. The level 1 single muon trig-

ger (CMU CMP 6PT0*) required one muon above a PT of approximately 6 GeV/c

(and required CMP con�rmation in the �ducial region of the CMP). The level 2 sin-

gle muon trigger (actually four triggers, CMU CMP CFT 9 2*, CMUNP CFT 9 2*,

CMUP CFT 9 2* and CMUP CFT 6*) required the level 1 single muon trigger and a

matching CFT track above a threshold of 6 GeV/c (for CMUP CFT 6*) or 9 GeV/c

(for * CFT 9 2*). The level 3 J= trigger required either a level 2 dimuon trigger or a

level 2 single muon trigger, thus, requiring a level 1 and level 2 single muon trigger in

J= events produces a sample of muons that are independent of the dimuon trigger.

The data sample was taken from the full 1992-93 J= data set, and reduced by

requiring the single muon trigger at level 1 and 2. For a portion of the run the timing

constants for the CTC were incorrect, and lowered the level 3 e�ciency. The data

from that portion of the run was not used in this study, however, that data was

checked and the measured e�ciencies agree with those reported below. The sample

was further reduced by selecting only those events that contain one, and only one,
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J= candidate, where a candidate is de�ned by the following criteria:

� CMU muons only

� PT� > 1.5 GeV

� x matching �2 (position only) < 9.0

� z matching �2 (position only) < 12.0

� Opposite sign muons

� 2:8 < m�� < 3.4 GeV

The matching �2 cuts are made at the e�ective 3 � values (see [79]). The invariant

mass is formed from the modi�ed track parameters obtained by constraining the two

muons to a common vertex. In events where there are no good J= candidates, same

sign muon pairs satisfying the above criterion are selected, and the �rst such pair in

an event is retained to study the background subtraction.

Each muon in the J= is considered in turn. If there is another muon in the event

(the other one from the J= , for example) that caused the level 1 and level 2 single

muon trigger to accept the event, then the muon under consideration can be used

in the trigger e�ciency measurement (it is \unbiased" with respect to the dimuon

trigger). The low PT level 1 trigger information (the threshold used for the dimuon

trigger) is recorded along with the muon's PT and the mass of the J= it comes from.

These quantities are used in the e�ciency calculation below.

The J= signal region is de�ned to be 3.0< m�� <3.2 GeV and the sideband re-

gions are de�ned to be 2.9< m�� <3.0 GeV and 3.2< m�� <3.3 GeV (see Figure A.1).

The e�ciency, �, for each Pt region is

� =
P � Ps

(P � Ps) + (F � Fs)

where

P � number of muons setting the level 1 pass bit in the signal region.

Ps � number of muons setting the level 1 pass bit in the sideband region.

F � number of muons not setting the level 1 pass bit in the signal region.
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Figure A.1: Invariant mass distribution for �+ �� pairs in events with high Pt single
muon triggers at level 1 and level 2. Region I is the signal region and Regions II are
the sideband regions.
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Fs � number of muons not setting the level 1 pass bit in the sideband region.

The resulting distribution, shown in Figure 4.1, is �t using a least squares technique

to the expected shape [95, 69] (see also [96, 97]),

� = e� � (erf (x1)� erf (x2))

where

x1 =
(�c � �)

�Sx

x2 =
�(�c + �)

�Sx

�Sx
2 = scl2

2
64
�
:131
Pt

�2
(:27 + :73 1

sin � )�
1 � 1:43

Pt

� + (:0062)2

3
75

scl = :95 � erf

 1
1:22 � 1

Pt

:34

!

1

sin �
= 1:065 (average value of

1

sin �
for CMU chambers )

� =
:126

Pt

�c =
:126

Ptc

erf is the error function (the function FREQ in CERNLIB) and Ptc and e� are the �t

variables. Note that �Sx
2 is rescaled by scl, which was determined by examining the

width of the �Sx (slope) distributions of J= muons in Pt slices using the same sample

of unbiased muons, and �tting an error function in 1
Pt

to the points (see Figure A.2).

The functional form used in the �t is

y = a� erf

0
@ 1
Ptc

� 1
Pt

�

1
A :

The variations used for systematic studies are

a = 1.05

Ptc= 1.20

� = .51
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.

Figure A.2: Muon stub slope di�erence, �Sx, divided by the expected error �Sx are
�t with a Gaussian plus a linear background, and the widths of the Gaussians, �, are
plotted vs. Pt. Note that the points at 0.5 are arti�cial and were ignored in the �t.
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and

a = .92

Ptc= 1.33

� = .22

From the �t to the e�ciency data the following results are obtained:

e� = :943� :010 � :010

Ptc= :981� :037 � :050

where the �rst error is from statistics and the second from systematics.

Note that e� is the asymptotic e�ciency, and that the �nal range for the �t was

1.5 GeV to 7 GeV, where all of the data from 6.75 GeV to 10 GeV was compressed

into the 7 GeV bin. The systematics were determined by varying the �tting procedure

(including varying scl) and by splitting the data into samples that might have di�erent

e�ciencies (BBC vs. no BBC runs, for example) and �tting them separately.

A.3 Level 2

Obtaining the level 2 e�ciency is relatively straightforward. The level 1 CMU-CMU

trigger requires two muon stubs passing the timing (PT ) cut (with an empty trigger

tower between them). The level 2 CMU-CMU trigger requires that at least one of

these stubs be matched to a CFT track (to within 150 in �). Since only one of the

two muons is required to have a matching CFT track the other muon can be used to

measure the trigger e�ciency.

All of the J= events passing the level 2 CMU-CMU trigger are used in the

e�ciency measurement. Tight o�ine matching cuts are applied, as in the previous

section. Each muon is required to have passed the low PT muon threshold (used for

the level 1 dimuon trigger) in the level 1 trigger. This makes the level two e�ciency

multiplicative with the level 1 e�ciency. Both J= muons are considered. If a muon

has an associated CFT track (and hence passes the level 2 trigger) the PT of the other

muon and whether or not it had a matching CFT track is recorded. The e�ciency is

plotted as a function of PT .
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The e�ciency is �t to the following functional form, which is an error function

with a constant resolution in 1=Pt:

Esignal = �� erf

2
4
�

1
Pt50

� 1
Pt

�
� 1

Pt

3
5

The CFT often �nds fake tracks due to combinations of noise hits, so a constant noise

term is added to get the total CFT e�ciency:

ECFT = Esignal + fnoise (1� Esignal)

The main result is an average over all the data. Figure 4.2 shows the �t, and the

results are:

� = 0:93 � 0:01

Pt50 = 2:64 � 0:03

� 1
Pt

= 0:031 � 0:002

fnoise = 0:05 � 0:03

The statistical errors are negligible. The uncertainties shown above are the systematic

uncertainties which were estimated by �tting di�erent subsets of the data, speci�cally,

subsets in which the e�ciency might have a reason to have changed (before and after

a maintainence period, for example).

The results are stable versus run number with one exception: Runs 42357 through

42743 which used wider CFT gates. If these runs are taken alone, the results of the

�t are:

� = 0:969

Pt50 = 2:58

� 1

Pt

= 0:030

fnoise = 0:05

The results depend slightly on charge. For positive tracks the parameters are:

� = 0:927
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Pt50 = 2:66

� 1
Pt

= 0:030

fnoise = 0:05

For negative tracks the parameters are:

� = 0:931

Pt50 = 2:62

� 1
Pt

= 0:030

fnoise = 0:05

The e�ciency is phi dependent. Figure A.3 shows the average e�ciency for muons

with Pt > 3GeV as a function of wedge number. The phi dependence is di�erent

for positive and negative charge. Figure A.4 shows the di�erence between the two

charges. Since the trigger required only one of the two J= muons to match a CFT

track, the average e�ciency can be used.

A.4 Conclusions

The low threshold muon trigger e�ciencies have been measured using J= volunteers

as a source of unambiguous muons. These e�ciency curves were implemented in a

module and were used in many B physics analyses at CDF to reproduce the trigger

response.
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Figure A.3: Level 2 e�ciency versus wedge.
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Figure A.4: Di�erence in level 2 e�ciency for positive and negative tracks, versus
wedge.
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