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This thesis presents a measnrenwnt of the mass of the W boson 11Si11g dnta colkcted 
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Chapter 1 

Introduction 

1.1 Historical Perspective 

~o thesis v•muld be complete without the tra.ditional historical perspective, and so I 

begin. The birch of particle physic:i argua.bl.Y occurred when Democritus lheoriL::ed that 

all matter was composed of Liny indivisable "at.oms". Centuries lat.er, it. became obvious 

t.ha.t there were diiferenL kinds of these at.oms and t.he periodic table was proposed 

by lVIendeleev. Various ideas a.bout Lhe a.Lorn iloat.ed a.round until Thompson's 1897 

discovery of the elcdron and, snbseq1icntly, ){11therford's fa.rn01rn sr,attering experirnccnt 

of 1911 in whir,h the aJorn >vas determined to rnnsist of a tiny, dense rnre of positive 

charge s111To11ndccd by a halo of orbiting elcdrons. This of rn11rse led to the devclopnwnt 

of quantum mechanics and evenhtally quantum electrodynamics (QED). 

On a. slightly different front, the observation of nuclear /-J decay produced a q ua.ncla.ry 

in physics, namely, the non-conservation of energy. The speculation by Pai_tli in 19:3:3, 

and later confirma.tion by Cowan and Reines, of the ne1_1trino solved this preclica.ment 

and, coupled wit.h t.he discovery of t.he neutron, led lo t.he idea. of the weak nuclear 

force. This new force however did not fiL in Lo the neat. aml t.id.Y t.heor.y of QED aml i l 

is here where the "Standard J-fodeF' enters the picture. 

l 



In the mid 1%0'8, Glaf:lhow, \Veinberg and Salam developed a. theory Lo combine 

Lhe elecLromagneLic and weak interactions under one roof [ l J. Ily uLili.zing an ap­

proach [2] in which a symmetric field in the Lagra.ngian is expanded a,round a. nonzero 

minimum (spontaneously broken symmetry), they created a theory which was renor­

rnalizable (we ll behaved) ;rnd could contain rnassive gauge bosons >vhich is one mdhod 

of achieving the short range intcradion charndc:ristic of the vveak nuclear forr:e. This 

theory has sinr:e become known as the Standasd Model of the electroweak interact.ions 

and consists of 6 leptons, 6 quarks, 4 gauge bosons which mediate the electromagnetic 

and weak (electroweak) interactions, a.ncl a symmetry breaking Higgs particle. The 

leptons and quarks are grouped into :3 generations. 

f1r.ptons 

Quarks (~) (:) (~) 
The gauge bosons consist of the photon (--;:), the H'±' and the Z 0

' of \Vhich only the 

photon is massless. The sta.ncla.rd model, h01.vever, also contains a large number of 

independent parameters including the eledromagneLic and weak coupling con::;tants, 

Lhe weal mixing angle On· , and the ma.sses of the fermions. This plentiful supply· o[ 

arbiLrar_y para.meters is one reason for Lhe continued search for a grander unification. 

1.2 Experimental Observations 

One great s11r:cc:ss of the electroweak ( ~~\.V K) theory was the discovery of the predidc:d 

gauge bosons at the predicted rnasses. In l 98:3, these massive: particles >vc:re found at 

the C~~l-L\ SPS collider by both the U;\-1 ddc:dor, >vhich rneasmed s-1 ~~ C.,c:V/c2 for the 



Experiment H.derence :\fode lVfass 

(GeV /c") 
UAl-83 [:3] el! 81±5 
UA2-83 [4] el! 80+10 

-C. 

UAl-84 [5] /U! si:+:~ 
UAl-86 [6] el! s:3.5 ± 2.9 
UA2-87 [7] t'-ll 80.2 ± 1.5 
UA1-8'J [8] µ11 81.8 ± 6.5 
UA1-8'J [8] Tl! 89 ±:; ± 6 
CDf-8'J [9] t'-ll 80.0 ± 4.1 
UA2-'JO [10] t'-ll 80.fi:l ± 0.49 
CDf-'JO [11] Cl!~ flll 79.91 ± 0.'.!9 
u :\2-92 [12] Cl! 80.:36 ± 0.:37 

Table 1.1: Some previOlrnly published vV nrnss measurements. Not all 
of the above measurements are independeuL. The mode is Lhe decay 
channel of the vV used in the measurement. 

TV mass [3], and by the UA2 detector, which found the \V mass to be 80:1:~° CeV /c' 

[4]. Since the 1989 turn-on of both the Large Electron-Positron (LEP) collicler a.t 

CERN and Lhe Scauford Linear Collider (SLC), Lhe uncertainty on Lhe Z nrnss has 

been reduced Lo less than a part in 104 (compared Lo several p<uLs in 103 for Lhe vV J, 
enabling truly precision LesLs of Lhe E\VK theory. A sunnnary of measuremeuLs of Lhe 

vV mass is given in Table l.l. UuLil LEP II comes onliue in 1996, Lhe \V remains solely 

in the dornilin of proton rnilchinrn, since, to lending order, electron-positron accekriltors 

n111st produce thcn1 in pairs to conscr1/c charge. 

:; 
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Figure 1.1: Kildiativc corrections to the W propagator involving the 
top qnark (Idt) ilnd the Higgs hoson (right). 

1.3 Precision Tests 

The mass of the W, Mw , provides a test of the b;WI, theory throngh its relation to 

other E\VK parameters. At Born-level, the \V mass can be written as 

(1.1) 

where n and OF are the QED cOLlpling constant and the Fermi constant and ew is the 

weak mixing angle. This equation is the result of a leading-order calculation where 

n is taken to be a constant. Radiative corrections to the \V propagator (Figure 1.1") 

resLllt in a slight modification to Equation 1.1, 

(1.2) 

Here no is n( Q2 = 0) and the Q2 dependence of alpha has been placed into the 

1/(1- L'l.r) Lerrn [l:l]which can furLher be spliL up inLo an "elecLromagneLic" term and 

a "weak" Lerrn. AL a q2 correspow:ling Lo Lhe \V mass squared, Lhe electromagneLic 

correction is domina Leu by 10gariLlllnic uepenuences on Alw anu accounts for abouL 

fI 7%, increas(;;n A1~,v over the leading o1'(k1' cqllation. 'The weak correction ;s a fcvv 

percent and dominilted hoth hy a term which is Cjnildratic in the top qnark mass 

(Fignre 1.2) ilnd to a lesser extent hy il logarithmic clepenclence on the mass of the 
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the eveuL f:iirnulatiou, and Lhe fiLLing aJgoriLhm. finally, the f:iyf:iternaLic uncertainties 

and conclusions are pref:iented in ChaµLern 10 and 11. 

As seen in Table 1.1, the bei:it previous mea:mrernentf:i of the ll' mass ha,ve uncer­

tainties of order 400 IVIe V / c~. The goal o[ this analysis is Lo reduce the uncertainty 

to 200 .Vic V / c2
, a fad or of two irnprovernent over previo11s rneas11rernents. \Vit h ;rn 

expected statistic<ll 1111cerbinty of ·150-200 I\:1cV / r,2 , the systernfit.ic uncertainty must 

kept to ""'!00 l\kV/c2
: therefore, fin <lttcrnpt is made to keep individ11al systcrnatir, 

errors less than 50 ~vie V / c2
• 
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Chapter 2 

Theory 

The determination of the mass of the TV vector boson is similar to the determination 

of the energy of an excited state of say the Hydrogen atom, H. The TV boson decays 

Lo a muon an<l a neutrino: Lhe excile<l II' decays Lo II an<l a photon. The energy of 

Lhe muon ( an<l neuLrino) is rehtle<l lo lhe energy (or nrnss) of lhe vV in lhe same way 

LhaL lhe phoLon energy is relaLed Lo lhe energy of II'. To <lelennine lhe energy of II', a 

<lisLribuLion of energies of lhe photons is ma<le an<l Lhe mean an<l Lhe wi<lLh deLermine 

the energy ;rnd lifotime of the excited state, H'. In like manner, il distrib11tion of the 

energirn 1 of the rn11on determine the mass of the W. Since the W bosons me prod11ced 

in pp collisions, and since this product.ion alters the energy distrib11tion of the mnon, 

the decay process must be combined with the prodw:tion process. This combination 

is tl1e cross sectio11. 

2.1 Lowest Order Cross Section 

The lowesL or<ler Feynman <liagram for Lhe producLion an<l subsequent decay of a vV is 

shown in figure 2.1. The incoming particles ;ue Lhe consLiLuenL quarks of lhe proLon 

1 Although the tern1 energ~y is 11sed in this qualitative ron1parison to the Hydrogen atom, in prartire, 
the lllOlllellLUlll of Ll1e IIlUOll is U8ed. 
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where 0 is Lhe polar angle of Lhe muon in the center of nrnss frame. The <liITerenti<t! 

cross secLion for chis subproce" is Lhem 

(2.3) 

;rnd the tot.al cross section is 

"( ) lt~w12 1'(GFA1tv)
2 

(J q,q2 ___, 1111 = :37r J2 -(-.,---J-1-~-1 -)2-+-.,-,-r-j,-,-;.-.11-1-;1. (2."1) 

Writing the differential cross section 111 t.errns of the total cross section lends to 

d(r :l& . • 2 
---. ( q1 q2 ---> /1.V) = -.-. ( I + cos Ii) . 
d cos 0 ti 

(2 .. )) 

The presence of ii in this eq11ation reqrnres il rneas11rernent. of the "I rnonwnta of hoth 

the i1111on and nc11trino; ho\Vc\rcr: direct nc11trino i11c<1s11rcn1cnts arc not tract<thlc. /\d-

ditionally, one wo11ld like il sharply peaked dist.rih11tion where the peilk is sensitive 

t.o the rnass of the W. The above differential cross section in cos ii is neither sharply 

pea.ked nor sensitive to J'\Jw which necessita.tes the use of some other va.ria.ble for a 

via.hie mea.smement. The va.ria.bles tha.t can be used a.re the tra.nsverse a.ncl longih1di-

11al r110111e11t u111 co1111Jo11e11ts of tl1e 111uo11, JJj·- a11d ]Jr, a11d tl1e tra11s\rerse 1110111e11t u111 of 

Lhe neuLrino, py, which is deLermined by requiring Lransverse momenLum balance (see 

Section 2.2). Trnnsverse and longitu<lirrnl are <lefine<l wiLh respecL Lo Lhe be<un <lire­

cLion. The longiLudinal momenLum componenL of Lhe muon is not very useful because 

of Lhe longitu<lirrnl boost receive<l from Lhe parton distribuLion functions. In addition, 

rcq11iring longit11dinal n10111cnt11111 hal<tncc in the san1c \Vay as the tr<tns\rcrsc con1po-

nent.s dorn not work since a large fraction of the total energy in the event is directed 

nlong the bern11line rn1d is not. dct.ect.ed. This leaves only the trrn1sverse components of 

lllOlllellt Ulll. 
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Rel urning lo Lhe leading-order diITerenli<tl cross section and transforming from PT 

Lo l1fr lrning lVfr = 2117'J.I = 2l1J'fl, the diITerenLial cross section becomes 

d(r 

dAFf 

er 3 (2 - AJJ/.5) 
.s S (I - Mf./.s) 112 . 

(2.12) 

To gel from lhe subprocess frame Lo the lab frnme, one muse sum over qlrnrk species 

and inlegrnle over quark momenta, weighting Lhe subprocess cross secLion wiLh the 

parton distribution functions, 

du(pp ___, p11X) (2.UJ 

Here the factor of 1/:3 is the average over initial qLtark colors, K is a constant that cor­

rects the cross section for non-leading-order effects, and q1 , q2 are the quark distribLttion 

fonctions evolved Ltp to Q2 = .s. 

2.2 W Mass Extraction 

figure 2.4 shows Lhe deLecLed transverse momentum components of a :VV evenL wilh 

Lhe excepLion of the neuLrino which is nol seen. The beamline is inlo lhe page. The pp 

component in this figure, 1%P, rrn11lts frorn the hreilk11p of the proton rn1d antiprot.on 

rn1d should he syrnrnctrically distrih11kd in il7'irn11t.hal angle. The ohserved distrihntion 

of 1%P has a mean of 7.ero and an K:VIS width' that. is typically ~:3 GcV. The recoil 

co1111Jo11e11t, ]1rccoil, is fro111 tl1e l1a(lro11s tl1at are recoili11g agai11st tl1e ll' tra11s\~erse 

momenhun, i.e. from the hadronization of the mttgoing quark or ghton in Figure 2.:3. 

These two components are hunped together and called il, since there is no way to 

experimentally distinguish between them. Sections 6 and 7.2.3 discLtss the measmement 

and ccvlibration/simulation of il. from momentum conservation, p'j. aml i1 are combined 

'1'J'he reason it has a non-zero \vidth is that some of the hadrons are undeterted; thus, the net 
1no1ne11Lun1 becou1e8 uou-t:ero. 
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Lo obtain p!f = - ·u - iJ!f. aml subsequenLl.Y J11r as defined above. \Vheu l·ul <:: pj, the 

Lraus verse mass is approximated b.Y 

('.2.14) 

where all is defined in figure '.2.4. Because of this direcL relation, it is irnporLanL 

Lo deLenniue noL only the efiecLs of event selection criteria on u11' buL also how well 

Lhe I\fouLe (\ufo simulation reproduces Lhose effects. Given LhaL ;u1 event-b.y-eveuL 

m cas11 rcnwnt of :\11· is possible, the mass of the\·\/, Al~v, is extracted by performing a 

log-likelihood fit of sirn11laJion AI1· distrib11tions to the data (sec Sections 7 and 9). 
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Chapter 3 

The CDF Detector 

3.1 Overview 

The Collider Detector at Fermilab ( CDF) [19] is a 5000 ton, azimutha1ly and forward-

backward symmetric, nrngneLic deLecLor designed Lo sLudy pp collisions al fennilctb's 

TevaLron. The magnetic speclromeler consisLs of Lracking devices inside a :l-m diame-

Ler, .]-m long superconducting solenoidal nrngneL which opernles al l.41Hi T. The 

deLecLor is divided in Lo a central region ('.Hl 0 < 0 < 1.10°), end-plugs ( 10° < 0 < :JO', 

1.50° < e < 170' ), which forrn the pok pieces for the soknoida.I rnngnct, and forward 

regions (2' < e < I 0°, 170' < e < 178°). The ca.lorirndcrs a.re constrnctcd with a. proje­

ctive tower gcorndry, with towers s11 btcnding a.pproxirn a.tcly 0.1 in pse11dornpi dity 1 , 17, 

by 15° in ,1? (central) or 5° in <i' (plug and forward). Each tower consists of an ele­

ctromagnetic calorimeter followed by an hadronic calorimeter at larger radius. :Vfoon 

chambers are placed mttside the central region and toroidal steel magnets and cham­

bers provide additional muon coverage on each end. An elevation view of one quarter 

of lhe CDf deLecLor is shown in figure :u along wiLh an isomeLric view of lhe full 

deLecLor. 

1 l'seudorapidity (~) is defined as 17 == - hi(tan(e/2)), where e is the polor angle relative to the 
pr0Lou-beau1 direction. 

lf) 
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3.2 Tracking Chambers 

The inner Lracking system of CDF corrnisls of Lhe silicon verLex <leLecLor (SVX) [20], 

the vertex tirnc projection Charnlwrs (VTX) [21], and the central t.n1cking chnrnbcr 

(CTC) [22]. The SVX is il fo11r-hycr silicon rnicrostrip detector located directly 011t.side 

the 1.9-crn ra.di1rn bcrylli11rn bern11pipc. The fo11r layers arc at rndii of :3.0, •1.2, .).7, and 

7.9 cm from the beamline. The SVX provides a precise measurement of impact parame­

ter, bLtt has only~ 60% acceptance along:::. Because of this, it is used to determine the 

T-1/J beam position for each pp store. This beam position can be extrapolated beyond 

the SVX coverage and is used as additional information to augment the CTC. Outside 

Lhe SVX is lhe VIX, which provi<les r-z tracking information ouL Lo a ra<lius of 22 cm 

for 1"111 < :1.2.1. In Lhis analysis, iL is used lo <lefine Lhe 7 position of Lhe inLeracLion ver­

Lex, which, when combined wiLh Lhe r-6 beam position, provides anoLher point for Lhe 

track iit. (sec below). 011tsidc the VTX is the CTC which is a :3.2-rndcr long cylindricnl 

drift chrn11bcr with 8•1 sampling layers, organi7.ed in 5 axial rn1d ·I stereo "snper-hycrs" 

(Fig11rc :3.2). :\xial snper-hycrs have 12 rndially sepmated layers of sense wires, nil 

pmalld to the .? axis: these rncas11rc the r-¢ position of il t.rilck. Stereo snper-hycrs 

l1a·ve 6 se11se vvire la:~ers \vitl1 a ""3° stereo ar1gle; tl1ese r11easure a co111bi11atio11 of r-</:i 

and ;:; information. Axial and stereo information is combined to form a :3-dimensiona.l 

track using standard small-angle stereo techniqLtes [22]. The stereo angle direction 

allenrnles al each sLereo super-layer lo resolve ambiguiLy. 

3.3 Calorimeters 

Oulsi<le Lhe tracking chambers, in radius, are lhe eleclromagnelic an<l hadronic calo­

rimeters which cover 27r in acirn11t.h and frorn -•1.2 to •1.2 in psc11dorapidity (17). The 

cent.rill calorimeter, is constrncted as 2•1 wedges in (;) for each half of the dct.ector. 

b;nch wedge has 10 clcctrornagndic towers (Cb;:VJ) [2;3], which 11sc kad as the absor-

17 



2'760.00 mm O.D. 

Figure 3.2: ;\ diagram of the end plate of the CTC showing the slots 
for wires. :\xial ;rnd stereo layers nltcrnatc. The long slots me ilxial 

layers and the short ones are stereo. 

her and 12 hadronic towers (CH:\ and WH:\) [2ct], which 1rnc sted ilR the ahsorher. 

Gas-hascd ekctrornagnctic and hadronic cnlorinwters (Pb;VJ, PH;\, bTl'vl, FH:\) [2.5], 

extend the 17 coverage to [17[ < '1.2 and together with the CH;\ and C~'.l'vl arc nsed to 

measure the recoil energy, 17. The resolutions of the calorimeters are parameterized as 

(uE/E)' = (a/VE) 2 + (n:) 2 and are sitmmarized in Table :3.1. 

3.3.1 Central Electron Detection 

The energies of central electrons, used in Lhe alignmenL of lhe CTC (see Section 5.2.2) 

and in Lhe deLermi1rnlion of lhe vV ma'8 in Lhe elecLron channel", ;ue measured 

2 Details of the ll7 ___,. c1/ analysis, including the c:E.J\'1 calibration: can be found in [26. 27]. 
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CalorimeLer 
CE:VI 
CHA 

CIIA 
p b: l'v1 

PHA 
FE:VI 

FHi\ 

Energy ResoluLion 

13.7%/ /ET EB 2% 
50%/../ET EB :3% 
7C01/ ~ T•. 4· ('1 
j d /() v £ '17 ' /() 

22%/Ji; D 2% 
106%/VE EB 6% 
'26 'lo I ./E ::B '2 '7) 
1:37%/Ji; D :3% 

Table 3.1: Summary of calorimeLer energy resoluLions. PE:VI and 
PIIA <tre lhe endcap calorimeLers and FE:VI and FIIA are the Ior­
ward/bacbrnrd calorimeters. The symbol 8 signifies Lhat the conslanl 
Lenn is added in qlrndraLure in lhe resolution. 

from lhe electromagnetic shower produced in Lhe central eleclromagnelic calorime-

Ler ( CEM) ['2:l]. A propor"Lional chamber measures the electron shower posiLion (both 

Lhe rD.6 distance from lhe Lower cenLer and the z position) al a depth of~ 6 radiaLion 

lengLlrn. 

3.4 Central Muon Detector 

011tside the CH;\ a.re two sds of nm on detectors: the central nm on ch a.rn hers ( C l'v1 U) [ 28], 

;rnd the central rnnon upgrade chnrnbers (C:VIP) [29], sepa.rilted hy ~60 crn of steel. 

The additional steel allows the two mrron detectors to be used in coincidence to improve 

the signal-to-noise by reducing the munber of non-muons penetrating both detectors. 

Figure :3.3 shows the number of hadronic absorption lengths between the center of the 

detector and the muon deLecLors <ts a IuncLion of 0. The central muon exLension cham-

bers ( CMX) increase Lhe muon covernge in I/ from 0.6 lo 1.0. The q-¢ coverage of the 

muon deLecLors is shown in Figure '.l.4. 
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3.4.2 Central Muon Upgrade 

The CMP are also composed of four layers of drift cells, but in a staggered geometry 

(Figure :3.5), and covering on average the region 1111 < 0.5. This results in a redu­

ced geomeLricct! acceptance for muorrn when used in coincidence wiLh Lhe C:VTC (see 

figure :l.4): however, the gain in signal-Lo-noise more Lhan compensates. See Appen­

dix A for a full discussion of the CMP. 

3.4.3 Center Muon Extension 

The C:VI Xis sirnilm in charnher design to the C:VI P, h11t fondions like the CM U in that 

the wires are radially aligned with the interaction point enabling them to be used in the 

trigger. Because the CMX is 1rnshielded from both the beamline (see Figme :3.1) and 

the forward calorimeters, it is sLtbject to a spray of low-energy particles emanating from 

inLeraclions of snrnll-angle" particles from the pp collision wiLh both Lhe beampipe and 

Lhe forward calorimeters. This spurious source of signals resuhs in a large rnte which 

muse be artificially lowered introducing sysLenrntic errors inLo any <urnlysis aLtempLing 

Lo use Lhe CYIX. As a resulL the daLa sample for this vV nrnss measurement (see 

Section ·LS) dorn not incl11de rn11ons traversing the Cl'vlX detector. 

3IIere 8Inall-augle is \'vith re8pecL Lo the beauiliue, i.e. s111all 0. 

:z:; 



Chapter 4 

Data Sample 

During the 1992-1993 run, CDF collected data corresponding to an integrated lumi­

nosity1 of 20.7 pb-1 (Figure 4.1). From this was removed 1 pb-1 of data corresponding 

Lo unstable comliLions in either the deLecLor or Lhe accelerator. 

4.1 Data Acquisition 

The CDF chtla acquisition sysLem consisLs of a three-level Lrigger followe<l by a three­

way sLornge medrnnism (Figure 4.2). The crossing race of proton an<l anLiproton 

bunches in the Tevatron is 286 kIIz, wiLh a mean interaction race of 0.6 interncLions 

per crossing at a luminosity of '.l.6 x Hl30 cm-' seC1 , Lypicctl of Lhe data use<l in this 

measmement. The first two lcvds of the trigger [30] consist of dedicilted electronics 

with sepmak daJil pnths from the data reado11t system. The third kvd [:31], which oc-

ciJrs after the event informiltion is digiti7.ed rn1d stored, 11Ses a farm of Silicon Graphics 

computers to reconstruct the event. The overall rejection factors for each of the three 

levels are typically 600, 100, and 4, respectively. Events that pass level :3 are written 

1 'J'he total amount of dat:L or integrated 111n1inosity, J £di, as it is 11s11all~y ('.alled, is expressed in 

units of inverse cross section. To convert to numbcr:s of cvcnt:s, simply n1ultiply by the cro:ss :section 
of the proress of interest. J'VlultiplJring the instantaneous 111minosity, L:, by some ('.fOSS se('.tion gives 
the rate for Ll1a.L proce8s. 
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Llms, Lhe curvature of the Lrnck depemb 011 the par'Lide's momeuLum, i.e. au infinite 

momentum particle produces a straight Lrack. II a CFT camlidaLe Lrack exisLs wiLhiu 

5° iu 6 of the muou, Lhe muou level-2 Lrigger is satisfied. The level-:l high-PT muou 

Lrigger folly recoustrucls the eveuL aud searches for a muou cc111didaLe with: 

• pj> 18 GcV /c 

• CM U ID.xi < J crn 

• CM P 12'..rl < JO crn 

• £HAU < 6.0 CeV 

The second item is equivalent to a CJ match between the hits in the muon chamber and 

the CTC track and the third item refers to the energy measured in the CHA tower that 

the muon traversed. Both of these are discussed in the next section. If the event passes 

level:; iL is sLored aud lacer reprocessed by Lhe oflliue reconsLrucLiou <t!goriLhm which is 

identical Lo Lhe level-:l Lrigger algoriLlnn excepL for improved cc1libraLio11 informaLiou. 

4.3 Muon Identification 

The identification of a high-pr muon is shown in Figure 4.:3. After the offiine reconstru-

ctio11 progra111'. tl1e i11uo11 ca11di(late 111ust !Jass tl1e follo\vi11g selectio11 cuts: 

• p~> 18 CeV /c 
• CMU ID.i·I < 2 cm 

• EIIAD < 6.0 GeV 

• £EM < 2.0 GeV 

Thrnc arc sirnilm to the kvd-3 trigger rcq11ircrncnts 2 with the exception of the dcctro­

rnngnctic (b:M) energy cnt which WilS ldt ont of the trigger to prevent hiasing analyses 

which 11se b;:VJ energy information. The rnnon rnnst have a CTC-rncils1Jrcd pj grciltcr 

LEven tho11p;h the san1e prop;ran1 is used, quantities ('Al('11lated offiine are better than those ralru­

lated i11 level ;) Jue Lo iu1proved calibra.Liou co11sla11Lo \vl1ich Lake a fe\'v Jayo Lo deLeru1i11e. 

'.t7 
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SelecLion cuL 

Initial sample 
I Zvcrtcx I < 60 Clll 

I' •)C (' \'/ 1'1' > ~·.J iE' : c 
u > •)I".': (' \' l'r ~·.J ie : 

ld0 I < 0.2 cm 
I Zvf'rtf'x - Ztrack I < 2 CIIl 

No oLher tracks wiLh PT> 10 GeV /c 
No jels wiLh ET > '.!O GeV 

lii'.I < 20 GeV 
Fit region: 65 <Ah< 100 GeV/c2 

Even Ls 
n.e111ai11ir1g 

11748 
11127 
7612 
6797 
6155 
5754 
4972 
48'.!9 
466'.l 
:3268 

Table 4.1: Crikriil 1rned to sdect the W---+ /IV sampk. 

4.4 Neutrino Identification 

:\ W event reqrnres the presence of il high-p1 ne11trino to accompany the high-pr 

rn11on. The presence of a neutrino is cktcrmined from the missing transverse energy 

in the event (the balance of iJ + fi~'). If this missing energy is greater than 18 GeV, 

then the event contains a neutrino candidate. The exact calculation of the missing 

4.5 W Mass Sample 

The lV mass sample is selecLed from Lhe "express" chtla paLh. In Table 4.1, Lhe selection 

criteria and Lhe corresponding number of events removed are lisLe<l. The evenL sample 

sekction for the W ---+ /W mass rneas11rement is intended to prod11ce il sampk with 

low hnckground rn1d with well-understood muon and neutrino kinematics. The sample 

starts with 117118 events which pass the nmon and ne11trino identiiicntion crikriil. 

:n 
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neiLher of which <tre remove<l by Lhe previous additional Lrnck requiremeuL. The first 

case, where one of Lhe Lwo tracks is poorly reconsLrucLe<l, is looked for by relaxing 

Lhe criLeria used Lo search for tracks wiLhiu 2° in 6 of back-Lo-back wiLh Lhe muon 

Lrnck. The secon<l case, no Lrnck aL alL is fouu<l by using boLh Lhe muon deLecLor and 

the cnlorimcter opposite in 6 of the rn11on trilck. No events me removed by the poor 

q11ality back-to-hnck track reqnirement of the iirst cilse, indicating that little cosmic ray 

hnckgronnd rernilins in the sample. The second case is 1rned to estimate the remaining 

To further redw:e the background from heavy-flavor decays and jets 5 faking muons, 

events with a jet with ET > :30 CeV and events with recoil energy 1171 > 20 CeV are 

rejected. In addition these criteria yield a sample that is easier to simulate, and also 

keep Lhe events wiLh Lhe besL resolution on Lhe Lrnusverse mass6
. The final TV sample 

couLains 46Ei:l events, of which :J2(;8 <tre in the region 65 <Ah< 100 GeV /c'. 

4.6 Calibration Samples 

in Chapters ,), 6, and 1. 

W ----> ev This data sample is used both in the alignment of the CTC (see Chapter 5) 

and in the TV mass determination from electrons [26, 27]. The selection criteria are 

described in the references. 

5 A. jct is defined as a cluster of energy in the calorimeter >vi thin a cone of 0.7 ( J tl.17 2 + fj.d; 2 < 0.7). 
Physirall~y it is the rollertion of particles res11lting fron1 the hadronir,ation of an outgoing quark or 
qluon. 

6Sincc the lepton is mca:surcd 1vith a better resolution than the recoil, the ideal event cut >vould 
be l'UI = 0 (ie \T. This \'Vould, however, reoull i11 t:ero evenl8 and 80 a co111pro111ise i8 otruck. 



Z ---+ ee This daLa "unple is used lo cc1libraLe Lhe calorimeter resporrne Lo Lhe recoil 

from lhe vV, ii (see ChapLers 6 and 7.2.:l). The selecLion criteria are described in 

references [26] and [27]. 

J /.,P ---+ µµ This dnta silmpk is 11Sed to determine the ahsol11k moment11m scilk (sec 

Chapter .5). l\foons me nllowcd from a.II the cent.rill mi1on cktcdors (Cl'vlU, Cl'vlP, and 

CMX) in contrast to the vV mass sample which allows only c:vn: or CMU / CMP. This 

increases the range of 17 sampled by the mLtons thereby increasing the sampled region 

of the CTC allowing a better determination of systematic errors in the momenhun 

measuremenL. The initial .J /0 ---+ µp sample is taken from a low-pT daLa sample aml 

has Lhe following criLeria applied lo both muons: 

• µ'} > 1..1 GeV/c 

• CMU D.:c y2 < 16 

• Cl'vlU D..c \ 2 < 16 

• c l'v1 P D.:r x' < 16 

• Cl'vlX D.,r \ 2 < 16 

• lzvcrtcJJ I < 60 Clll 

• 2800.0 < 11:1µµ < :3400.0 MeV /c' 

The \ 2 cLtts are similar to the D.:r cut in the vV mass sample bLtt take into accmrnt 

multiple scattering by the mLtor/. A sample of~ 120,000 clinrnon events is left. 

Y---+ µµ This sample is used lo check Lhe momentum scale (see Section 5.:l.2) aml 

is chosen with the silme cuts as the J /1/' silmpk except the milss window is moved to 

9.0 < :\!11,1, < 11.0 GeV /c2
. This sample contilins ~ 1.5,000 events. 

7'J'he relation hetvveen y'.! and ~.Tis y'.! = (~x)L /rr~fS' vvhere iT;i,-rs is the expe<:ted un<:ertainty in 

the extrapolated track posiLio11 Jue Lo u1ultiple coulou1b inLeracLious in the calori111eler. 



Criterion 

Initial sample 

I Zvcrtcx I < 60 cm 
First i11uo11 ]Jj·- > 25 (ie \l / c 
Second muon p~ > 25 C:eV/c 
Second muon traverses all CTC layers 
Id, I < 0.2 cm for both muon Lrncb 
lzv~rt~x - 7t.rarkl < 2 CIIl for boL}1 IIlUOil Lrackf::l 

Tvvo 1r1uor1s 110L co11sisLe11L \viLlr a cosrrric-ray 

No other Lrncb with PT> 10 GeV /c 
No jels wiLh ET > :rn GeV 

li11 < 20 GeV 
7(i < JV[;,; < 10(; Ge V / c" 

Even ls 
n.e111ai11i11g 

1181 
108:3 
966 
928 
750 
49:; 
415 
408 
:~8f) 

:n7 
:3.59 
:i:w 

Table 4.2: Criteria. nsed to seled the /,---+ 111' sample. 

Z --+ µµ This sample is Riso nsed to check the rnornentnrn sea.le rn1d in nddition to 

n1cas11rc the i110111c11t11111 rcsoh1tion. 'J'hc c11ts <ind c1/cnts rcn1aining arc s11111111ari;;cd in 

Ta.hie "1.2. To ma.xirni7'e the nnmher of/,---+ l'I' events, one of the two muons is not 

rcq11ircd to have a tr<tck scgn1cnt in the 11111011 chan1hcrs 1 increasing the acccpt<tncc. 

The only requirements are that it deposited energy in the calorimeters consistent with 

that of a high-pr muon, and that it traversed all the wire layers of the CTC. This latter 

requirement ensures that both the vV ---+ /l/J and Z ---+ l'I' samples will have the same 

momentum resoluLion, becalrne lhe momentum resolution depends on lhe number of 

CTC layers used in lhe fil 8 . The jel and recoil-energy cues are applied lo the Z -+ 111' 

daLa lo reproduce Lhe CTC environment of Lhe IY ---+ 1111 chtla. Again, this ensures the 

sa.rrre 1110111er1Ll1111 resoll1tio11 i11 Llre L\vo sarrrples. 

8'J'he serond 11111011 is not req11ired to have traversed the m11011 detertors \vhirh \Vo11ld have p;11aran­
teed that it 11a.d Lra.ven;eJ all the la.yen; of Ll1e C~TC~. 

:w 



Chapter 5 

Momentum Measurement 

This chapter covers five topics: An overvievv of CTC track reconstruction, the ca.li­

bration of the CTC drift times, the alignment of the CTC, the determination of the 

absolute moment um sea.le using the mass of the J /J' as a. nonnaliza.tion point, and 

t.he extraction of the momentum resolution of high-PT muons from the width of the 

Z. The moment um mea.::mrernenL ii:i a, critical i tern since not. only does it. dominate the 

mea.i:iurernenL of Lrausverse ma.tis (recall Equation 2.14), but. it ii:i the source of most. 

other calibrations, including the: C~~M energy calibration 1rnc:d in the dc:ctron channel 

~-V mass measurement. 

5.1 CTC Track Reconstruction 

The CTC is operated in a nea,rly (to within ,.._, 1 Yc) uniform axial magnetic field ena.­

bling cha.rged pa.rticle moment1_1m mea.s1_1rements. In a uniform field, charged particles 

follow a helicaJ trajectory. This trajectory is wha.t the CTC measures directly. The 

helix ii:i pa,rameterized by: curvature, c (inverse diameter of the circle in r-¢) ; impact 

parameter, d0 (distance of doi:iest <.tpproach tor = O); 60 (azimuthal direction at point 

o[ dosei:it <.tpproach to T = O); z0 , the z posit.ion at t.he point of cloi:iest a.pµrmtch to 

r = O; and cot. 0, where 0 is t.he polar angle. :\onuniformities in the magnetic field 



calrne small deviaLiorn from a helical LrnjecLorv buL are absorbed into the five helix 

parameters by the fiLLing algoriLlnn. OI these five parameters, Lhe ones which poten­

Lially cctuse sysLemaLic errors, either in Lhe vV mass measurement, or in the calibraLion 

<laLa samples, are curvaLure an<l angles. The coor<li1rntes of Lhe origin of the track, do 

;rnd :::0 , do not directly enter into any mass cnlcnlation. The possihility of syskmil­

tic uncertainties in (;)is eliminated hy the condition that (;) and ¢ + 2r. arc physically 

the san1c point 1
• In this chapter: lin1its arc derived on s:ystcn1<1tic errors in c11r\r<tt11rc 

and cot IJ, with particular emphasis on the former since in the regime of the TV decay 

products it is the dominant error term. 

'I'l1e 1110111e11tu111 resolutio11 is i111pro·ve(l l>y us111g tl1e r11easurecl i11teractio11 \Tertex 

as an additional point in the track fit ("beam-constraint"). Since the momenhun 

resolution scales as ~ l/ P, where tis Lhe <lisLance over which Lhe fiL occurs, the beam­

constraint oITers a facLor of Lwo improvement. The z location of the inLeraclion point 

is deLermine<l by Lhe VTX for each even\ wiLh a precision of l mm. The distribuLion 

of these internction points, shown in Fignre cJ.7, has iln KMS spread of 2.5-:30 cm, 

depending on ilccdcrntor conditions. The r-(;) location of the hearn axis is rnnch more 

stable rn1d, as stilted earlier, is meas11red hy the SVX as a function of.: with il precision 

of JO //Ill. The hearn ilXis is tilted with respect to the CTC ilXis hy il slope of~ mo //Ill 

per meter. 

The measmed momentum of a particle nrnst be corrected for energy lost in the 

material traversed before entering the CTC. For muons, the dominant loss mechanism 

is ionization. The correction for chis energy loss is negligible for muons from TV <lecct_y, 

buL is significanL for those used in Lhe <letenninaLion of the .J /0 mass, Lo which Lhe 

moment um scale is normalized (see Sec Lion 5.:l). 

1 If one rlaims an error in 6 su('h that 6 -----1- f<;/J, one is fared \Vith the in1possihilit~y of one ph~ysi('al 
poinL, say¢= 0 = 21T, bei11g split i11Lo L\'vo separa.Le poi11Li:;, ¢ = 0 aud rj; = c27r 

:rn 



5.2 CTC Calibration and Alignment 

5.2.1 CTC Calibration 

The CTC rnlibn1tion determines the relationship hdween the meilsmed drift time 

<tnd a position rcl<ttivc to the sense \Vire. J\\rcragcd o\rcr ¢, calibr<ttion errors do not 

contrih11tc dircctl:y as a systcn1atic error in i110111cnt11111. 'l'hcy enter as an apparent 

shift in the wire positions, equivalent to an alignment error, bLtt one which may vary 

with momentum (see Section 5.2.2). This is one potential smtrce of non-linearity in 

the momentum scale: however, since the linearity will be explicitly checked later, the 

calibration is described only briefly. 

Calibrnlion of Lhe driIL properties is done in several sleps. FirsL, periodic elecLronic 

pulsing gives relaLive lime oliseLs for each channel. Second, on-line reconsLrucLion 

of pp chtla is used Lo Lrnck v<uialions in Lhe driIL properties of each super-htyer and 

ndditiona.I corrections for non-11niformity in the drift trajectories a.re mnde hased on 

this da.til. Finnlly, a global time oifsd is fo11nd hy combining information from nil 

tracks originating from il common vertex. The end result is a drift-distance rrnolntion 

of 170 (outer layers) to 220 11.m (inner hycrs), to he compmed with~ 120 11m expected 

from diffusion alone, and ~ 200 I'm resolution expected from test chamber resLtlts. 

5.2.2 CTC Alignment 

Tl1rougl1ouL Ll1is secLior1, a.veragir1g over <b is relie<l upo11 Lo eli111ir1aLe 1r1a.11y errors; 

however, Lhe Lrigger is noL pedecLly uniform in phi, resulting in slighL dilierences in 

the 6 distrihntions of the vari01rn data. samples. ~:a.ch potential ¢dependent error is 

veriiied to he small: hnt after this, it is dropped from further consideration 1mtil the 

end when (;) ckpencknce is checked explicitly. 

The alignment consists of three pmts. First, a limit is sd on the singk wire align­

ment, i.e. the displacements of individua1 wires from the nominal CTC construction 

:rn 



posiLiorrn. Second, a lctyer alignment is performed, which consisLs of Lhe coherent roLa­

Lion abouL Lhe 7 axis of all wires in a cylindrical layer. Third, corrections are applied 

directly Lo Lhe helix parameters (glob<tl alignmenL) Lo remove residual misalignmenLs 

lefL by Lhe lctyer aligrnnenl. 

5.2.2.1 Single Wire Alignment 

In 6, CTC snpcr-hycrs a.re divided into "cells," with ca.ch a.xinl (stereo) cdl consisting of 

12 (6) sense wires (rccnll Fignrc 3.2). Hoth sense and iidd-shnping wires me positioned 

hy precision gnidc rods a.ttnclicd to ca.ch endpla.tc. b;nch cdl hils one rod for the sense 

wires (anodes), and two rods shared with the neighboring cells for the field-shaping 

wires (cathodes). Each guide rod was surveyed before being used and the wire positions 

were held to a tolerance of~ 10 fllll, leading to a conservative limit on the RMS scatter 

of l0flm/VT2, or< :l fllll. Averaged over¢, Lhese random disphtcemenLs in indivichrnl 

wire positions result in resolution broadening, buL introduce no sysLemaLic error. The 

positions of lhe guide rods were surveyed opLically before assembling and stringing Lhe 

chamber. An RMS scaLler of~ 2.1 I'm was found. This scaLler of guide rod locaLions is 

rn11ch hrgcr thrn1 the scatter of indivichrnl wires within the g11icks. In addition, error in 

the g11idc position is corrcl<ttcd o\rcr 111<1ny \Vires \vhcrcas errors in the groo\rc positions 

nffoct ench wire independently. Tl111s, a. 2.) 11111 cell-wick sciltkr is 11Scd as the hnsdinc 

when checking the lfi dependence of the alignment. 

5.2.2.2 Layer Alignment 

The layer alignment consists of a z-dependent correction to the J, position of the wires in 

a layer. The mechanical model is an independent rotation of each layer. independently 

al each emlplaLe, while keeping Lhe rndius fixed resulting in Lwo parnmeLers per lctyer 

minus one overnll phase for a Lola! of 167 parnmeLers. Since Lhe aligrnnenl is expected lo 
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A sample of > 10,000 elecLrous wiLh ET > 18 Ge V is used Lo do Lhe alignment. The 

helix pa.ramel.ers (Section 7).1) are cousLrained Lo: 

• Originate from the primary vertex (in z) as identified by Lhe VIX 

• Originate from the beam spot (in r-6) 

• Have p1· = ot,'1·, where P:r is from the C'J'C and F 1· is from the C~~IVI. The scale 

factor o is used to byp;rns the absolute CEIV1 energy scale, ·which is unknown at 

this point. in the c<llibraJions. 

All five pa.rameters are adj1_isted to meet these constraints, but to a. good approximation 

z0 and d0 a.re fixed by the bea.m -constraint, and curva.htre is set by the PT = erET 

requirement. Only cot() and d>o are left as the tvw free parameters for -..vhich the track 

is refit. Using the ne-..v helix parameters, the residual (expected drift distance minus 

measured drift dista,i1ce) is calculated at ead1 la.yer. Au a vera.ge is La.ken over many 

events, sepa.ratel_y for positives and negatives. An iucorrecL aligmneut results in a 

splitting of Lhe residuals between elecLrous and positrons. The di.ffereuce between the 

two rcsid1rnls gives the misalignment. The procedmc is it.ernted imt.il a.II la,ycrs arc 

sta.ble to 0. ·1 /Irn. The measured devi<ltion of each layer from its norninal position is 

shown in F'igme 5.2. 

H.ctnrning to the b<lsic idea of eq11al rnornenb for equal energies, there fire n1<1ny 

physica.l deformations that can be applied to the CTC which vw1_1ld still allow this on 

average. This fact implies several degrees of freedom vd1ich a.re not pinned dovm by the 

alignment procedure and leaves open tvvo sources of systema.tic errors: real, mechanical 

displa,cemeuL of the wires ; or an inLroducLion of errors b_y the aJignmenL procedure 

because it can't constrain the other degrees of freedom. Po::;sible transformations a.re 

discussed below (I'igure 5.:q. 

Offset The ongm of the CD~' mordin<lt.e system 1s arbitrary, so m1y overnll offset 

(Figure .5.3a) has no aifed. 
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Scale A globaJ scale fa.cl.or ou the siL::e of the CTC (figure 5.:~b) scales the curvature 

and therefore moment um and is absorbed in Lhe momentum-scale calibration. 

The sea.le in z is set, via. the z0 component of the beam constraiuL by Lhe VIX. The 

VIX was aligned Lo Lhe CTC aud hence shares Lhe same origin. The sea.le, however, is 

sd by the length of the VTX modules, ·which were smvcyed to a precision of"" 200 11rn 

over a 1.50 cm length. The pokntial scale error is a part. in 101
. Since .::- enters into 

rnass calculations only via mt B, and the potential error frorn skew is larger (sec lwlmv), 

the z-sca.le error is ignored. 

The enclpla.te of the CTC could be elonga.ted such as to map a. circle in r-r/l to an 

ellipse (Figl_l[e 5.3c). This is simila.r to a r/l dependent scale on momenhun and cot(}; 

hmvever, the cylindricaJ symmetry of the CTC at the time of construction ntles out the 

iuLroducliou of a.uy siguifica.uL s_ysLematic disLorLion of chis kind. Furthermore, recall 

Lha.L averaging over <b serves Lo eliminate a.n_y sysLemaLic effects. 

Rotation ;\ overall rotation m dJ ( Figure .5.3d) has no effect since the orientation of 

6 = 0 is arbitrary. 

A tilt to the CTC a.xis rela.tive to the ma.gnetic field a.xis, i.e. a rotation in the r-z 

pla.ne (Figure 5.3eL does affect momenta .. The a.lignment procechtre intrinsica.lly keeps 

the z a.xis fixed, and so cannot introchtce (or remove) this error. The affect of s1_1ch a 

tilt vrnuld be a co1_1pling behveen ntrvature, r/l0 , and cote. No s1_1ch behavior has been 

found aml since a vera.ging over <b removes this effect, i L is ignored. 

Skew Ske-vv in the r- .::- plane irnplics a tilt of one or both cndplat.es (Figure .5.:3f). This 

was checked by optir:al smvcy of the endplaks before stringi ng. Distort.ion of this kind 

or:curring aft.er mnst.rnct.ion is 11nlikcly from the cylindrir:al syrnrnet.ry of the charnbcr 

and in addition, the presence of a. distortion vw1_ilcl result in a scale error on z which 

again caJl be limited by the VIX (see Sea.le above) . 
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Since a.11 Lradrn e1rnu1ate from near Lhe center of Lhe CTC (±60 cm; recaJl Fi­

gure 4. 7), another form of skew is pm;si ble which does not. result in a sea.le error on z 

and can be pictured a.s a. conical distortion of Lhe eudpla.Les (I'igure 5.:~g). This leads to 

a scale error only on coL 0 and Lhus ca.nnoL be ruled out. by Lhe VTX. H Lhe distort.ion 

is not the same aJ both endplaks, cot B also has an offset i,vhich varies linrnrly with 

,:0 . These distortions could ocr,ur after constrndion and so cannot be rnlcd out by the 

optical survey. It is diffirnlt to dis-entangle such a skew from the alignnwnt required 

to a.void charge-dependent curvature. Since a.n error of this kind is possible, it \Vill 

need to be looked for sepa.ra.tely. Therefore, no a.ttempt \Vas ma.de to prevent the la.yer 

alignment from contributing to the skew; instead, both the real ske\V a.nd any artifact 

from the alignment a.re removed as pa.rt of the global alignment. 

5.2.2.3 Global Alignment 

After the above procedure, a sea.le error on col. 0 is left a.s the only alignment. efiecL 

Lha.L is noL zero when a vera.ged over 6. The large sample of J /th ----+ 11.µ events is used 

Lo mea.::mre Lhi::;, and a correct.ion is applied directly Lo Lhe helix pa.rameLers. The 

statistical 1111certainty on the layer positions can also lca;ve residual clrnrge asymmetry. 

Thi s asymmdry is determined from H/ ----+ u1 events and a.gain, mrrcctions arc applied 

diredly to the helix para.meters. 

Figure 5.4 shows the measured J /?;', mass as a. function of D. cot() of the tvm muons. 

Details of the J /1/; mass mea.s1.trement a.re given in Section 5.:3. The va.ria.tion is mini­

mized by a.dj us ting cot() a.s 

(cot 0) corrected = 0. 999 cot {). (5.1) 

The beam position, initia.lly measured run-by-run using the SVX, is corrected for 

a 25 µ.m offset corresponding to a misalignment behveen the CTC a.ncl SVX. This is 
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EITecl 

Statistics 
Back:grou11d 
Radiative decay 
Bea111-co11strai11t 

M uou energy loss before \racking 
Resi<lual field non-uuiformiLy 
Opening polar angle eITecl 

U ucerlaiuLy 
(MeV/c2

) 

0.1 
0.1 
0.2 

0.3 
1.2 
0.(i 

Tirrre variatio11 O .. :l 
UncerLainly in vVorkl-Average MJN 0.1 
ExLrapolaLion from YIJ/•i lo Mw O.'J 
TOTAL 1.7 

Table 5.1: Syskrniltic uncertainties on the rneils1irernent of the J /1/' 
rnilss, 1rned to sd the rnornentnrn scilk for rn11ons frorn W decays. The 
tahnhtion includes the uncertainty incurred when extrapolating frorn 
tracks associated with J /1/• decays to those associated with TV decays. 

discirnsecl. nlong with the extrapolation to the W rnass, in :\ppendix H. :\dditional 

uncertainties arc incl11dcd in the tahlc to account for an nncxplaincd tin1c ·v<tri<ttion 

rn1d the extrapolation frorn the rnonwntil chmaderistic of J /1!• decay to the rnornent.a 

of rn11ons frorn W decay. The htkr relates only to the use of the .} /1/; rnilss ilS a nor-

111alizatio11 poi11t; 110\Ve\~er'. it is ex1Jresse(l i11 ter111s of a11 u11certai11ty 011 tl1e J /·1/) 111ass. 

The entries in the table are described below in the order they appear. 

Statistics The .1 /ii• chtla <tre fil with a Ga1rnsi<t11 plus a linear backgrouu<l in a 

100 Me V / c2 win<low cenlere<l on lhe workl-cwerage nrnss. The kiuemaLic poiuL aL which 

the rnass is ohtained is descrihed later in this section under the Pohr Opening :\nglc 

uncertainty. The iit. cktcrrnines the rnean with a stiltist.ical accuracy of 0.1 l\kV /c2
. 

Fits 11Sing wider windows yield shifts in the rnilss consistent. with expected shifts d11e 

to the rndintive tnil. 



Background The error in the measured J /J' mass due lo the uncerta,int..Y in the 

background shape is estimated by fil.ting both linear and quadratic background shapes 

Lo t.he <lat.a.. IL is found lo be less than 0.1 J-'leV / c2
• 

Radiative Decay The: measured mass rm1st be: corr(x:tcd for QED radiative effects in 

._/ f1/1 dee<ly. The mrrect.ion is ddc:rrnined using IV1ontc Carlo simulation (sc:e Figure .5.8) 

to be 0.56 ± 0.20 ~v1eV/c2 . 

Beam Constraint Since a. significant fra,ct.ion of J /J' mesons come from deca..ys of I3 

mesous, which decay some distance from the primar.Y vert.ex, t.he measured J / J' peak 

may be shifted by t.he application of the beam coust.raint. (Figure 5.9). This is checked 

for, along with any ot.her error conlribut.ions from the beam-constraint, b.Y observing 

the shift in the ..I / 1/' mass bc:twec:n a fit using the !warn constraint and a fit that only 

constrains the tvvo muons to originate from the: same point. /\ diifc:rence of 0.:3 IV1cV / c:2 

is sec:n and is taken as an 11nc:ertainty. 

Muon Energy Loss The moment 1_un of each muon is corrected for energy loss in 

t.he ma Leri al Lr a versed by the muon prior t.o t.he CTC (Section 7>.l). This correction 

corresponds lo a shift. in the measured J /th ma.rss of :L 7 l\fo \" / c2
• The amount. of 

ma Leri al is measured in radiation lengths from the high tail of t.he E / p dislribut.ion for 

Tl' elect.mus (figure .1.7) and is checked by count.ing the number of photon conversions 

to electron-positron pairs as a fonct.ion of position in the detector (Figmc: 5.10). ~'or a 

givc:n radiaJion lc:ngth, the muon c:nergy loss is dependent on the type of rnaJc:rial. The 

uncertainty introduced into the rncas11red J /1/: mass is c:alrnlatcd frorn the: uncertainty 

in the number of radiation lengths a.ncl from the uncertainty in the type of material 

and is determined to be 1.2 J--IeV /c2
• 

Residual Field Non-Uniformity The va.ria.tionB of t.he magnetic field both in 

magnitude and direct.ion are small within the CTC a.dive volume; IB(P)-IJ(O) zl/ IJ(O) 
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is, al mosL a few percent occurring al Lhe ouLer rndilrn of Lhe emlplaLes of lhe CTC (see 

figure 5.11). In 1986, Lhe magnetic field was nrnpped lrning a rolaLing search coil aL a 

solenoid current of 5000 A wiLh a Iew addiLional points al 4500 A [:Hi]. However, du­

ring Lhe chtla-Laking period, Lhe solenoid curreuL was 4650 A. Due Lo saluraLiou in Lhe 

iron rd.nm yoke, the ma.gndic iidd is not exactly proportional to the solenoid c11rrent .. 

!;sing il model of the iron strndnre rn1d its silt11ra.tion properties, the .5000 :\ da.til hnve 

heen extrilpohted to "16.)0 :\. :\s a. check, a. simihr extrapolation to ·1.500 ;\is ma.de and 

the agreement is consistent within the measurement crncertainties of 2 x 10-4 T. The 

largest deviation from a simple scaling by 4650/5000 is less than 0.:3%, occurring near 

the outer edge in radius and ;:; of the CTC. The correction to f B · dC is almost always 

less than 0.1 % as shown in Figure 5.11. Because the field is symmetric in :::, residual 

non-uuiiormiLies are looked for in Lhe variaLion of Lhe .l/0 mass wiLh :Sz 2 = z;,+ + z;,_, 

where z is Lhe lrack posiLion al a radius of 100 cm 2
. The mass is plolLed as a IuucLion 

of 2:;z 2 in Figure 5.11 and Lhe daLa <tre fil Lo a line. The dilfereuce across lhe fiL region 

is 0.6 l\foV /c2
, which is tnken ilS an 1111certa.inty on the.}/>/; mass. 

Polar Opening Angle Recall that before applying Eqctation 5.1, a dependence of 

the measured J/1/' mass on the opening polar angle (Li. cot Ii) between the two mctons 

\Vas observed (Figure 5.12). Because tl1e lJurpose l1ere is to extract a 1110111e11tu111 

scale, tl1is se11sitivit:~ to a11gular syste111atics 111ust l>e reduce(l. \\lriti11g ir1varia11t r11ass 

(igr1orir1g tl1e 1r1l10111r1a.r::;s) i11 Lerrrrr::; of cot 0, 

one no Les lhaL IV hen col o,,+ = coL o,,_, lhe in variauL mass is noL depeudeuL Oil coL 0. 

2Thc point in a track n1ost :scn:sitivc to n1agnctic field variations is at a radius of 100 cnL 
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Extrapolation fro1n MJN to Mw The momentum scale is seL using muons from 

JfJ' decays in which Lhe average muon PT is~:; GeV/c. Ou Lhe oLher !mud, Lhe 

avernge muon PT from vV decay is ~ :rn GeV /c. This apparent order-of-nrnguiLude 

diITerence is misleading, however, since the CTC does not direcll.v measure momentum, 

hnt cnrviltnre which is proportion ill to inverse rnonwnt.mn, I /pr. The range of I /pr 

ilvailabk in the .} />/; dilta, 0.2 0.5 (GeV /c)- 1
, is slightly hrger thrn1 the diiforence 

hdween the average I/pr of .J/1/' events, 0.:3 (GeV/c)- 1
, and those typical oft.he W, 

0.03 (C:eV /c)- 1
. This provides a solid lever arm for the extrapolation from the J/>!' to 

the vV, deta.ils of which are given in Appendix B. The non-linearity of the momenhun 

sea.le is qua.ntified using the variation of ma.ss with l/p~. (see Appendix B for the 

derivation of this), 
L!.AJ 
--=t1 

iv! 
I 1 

+t:i-.. 
1'12 

(Edi) 

Fignre .).H shows this variation with the ilvera.ge 1/pj. of the two muons, hefore and 

after the sea.ling of cot IJ given in Equa.tion 5.1. The slope of this plot is c~3 a.nd is the non­

linea.rity of the momentum sea.le. To be conservative, the non-linearity measured before 

sea.ling cotlJ is used. Fitting a. line a.nd extrapolating from (1/p}) = 0.14 (C:eV/c)- 2 

Lo zero results in a mass diITerence of 0.9 MeV /c'. Since chis is small and since it is 

possible for other eITecLs Lo mimic a non-liueariLy" iL is applied as au uncertainty on 

Lhe momentum scale rnther Lhau a correction Lo iL. 

Total The rneilsmed vahic for the .} />/; mass, ext.rilckd hy iit.ting the datil in Fi­

gnre .).8 and applying the rndiativc correction, is :3097.3 ± 1.7 l\foV /c2
. The momen­

tum sea.le is corrected by a. factor of 0.99986 ± 0.00054 for the J />!' mass to a.gree with 

the world a.verage of :3096.93 ± 0.09 MeV /c' [:35]. This corresponds to a. correction of 

-11 ± 45 :VIe v I c2 at the vV mass. 

;~In rorrert ly-modelled energy loss is one so11r('e of ron('ern. '!'his type of effect does not scale linearly 
\Yith n1on1cntum and docs not affect Tl~_____,_ fll/ the :san1c as J /1;" _____,_ p.p. 
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Resonance 

Y( 18) ---+ /l/l 
Y(2S') ---+ 11µ 
Y(:3S')---+ 11µ 

z---+ 11µ 

Corrected lVfass 
(:VIeV /c2

) 

9460 ± 2 ± 5 
10029 ± 5 ± 5 
1o:n4 ± s ± 6 

91020 ±210 ±55 

\Vorld-Avernge Ma" 
(MeV/c2

) 

9460.:3 ± 0.2 
1002:3.:3 ± 0.3 
10:355_;3 ± 0.5 

91187 ± 7 

Table 5.2: :Vlcas11rcd masses of the I and /, resonances compared 
to the pnhlished vnl11rn. The first 11nccrtilinty on the corrected vnl11e 
is from statistics. The second is the uncertainty from the momenhun 
scale. The systematic uncertainties were not determined except for the 
Z where the systematic uncertainty is 50 :VIeV /c2 (see Section 5.4). 

the rnorncntnrn resolution is extracted sinmltaneo11sly with the mass, is described in 

detail in the next scdion. 

5.4 Momentum Resolution 

To measure the mass of the Z boson and the momentum resolution. Z events are 

simulated with a leading-order generator that includes the Drell-Yan and Z contri­

bLttions and a parameterization of the radiative decay, Z ---+ /lWi, from Berends and 

Klei" [:n], implemented by IL G. vVagner ['.!8]. The Z in Lhe :VIonle (\ulo is boos led 

wiLh a Lransverse momentum selected from Lhe Z---+ l'I' chtla (chis is <urnlogous lo Lhe 

vV simulation in Clrnpler 7). 

Invariant n1ass lincshapcs arc g~ncratcd at ·v<irious 1/alucs of h 111<1ss and n10111cnt11111 

resol11tion, with the /,width fixed to the world averngc. The rnilss distrihntion from 

the /,---+ l'I' data, shown in Figmc .5.16, is fitted to each linrnhape in the range 76 

to 106 GcV /c2
, 11Sing a log-likelihood fit (sec Section 9 for details). If the rndiativc 

effect had not been included in the :VIonte Carlo, the shift in the fitted mass would 

have been 310 :VIeV /c2
. Table 5.3 contains a list of the systematic 1rncertainties on 
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EITect 

Statistics 
Momenhun Scale 
Radiative Corrections 
Fitting 
Structure function 
Input pf spectrum 
Total 

f'l1115 

(MeV/c2
) 

f'l8pT I Pf 
(GeV/c)-1 

210 0.000085 
55 
40 0.000010 
10 negligible 

negligible 
negligible 

220 0. 000086 

Table 5.3: Summary of uncerLainLies in measuring Lhe Z mass. 

Lhe mass and resoluLion. The hugest uncerLainty, other Limn thaL from the momentum 

scctle, is Lhe eITecL of radiaLi ve decay. IL is es Lima Led Lo be 40 Me V / c2
, which comes 

from Lhe diITerences beLween the cc1kulaLion by Berends and Kleiss, and thaL provided 

hy Ihm and Hergcr [;39]. The diifrrcnccs arc in the hrn1dling of initiill state rndintion 

rn1d kpton masses (Sect.ion S.2). The choice of strnct.11re function contrihntcs a negli­

gibk uncertainty. The 1mccrtainty frorn the choice of the p+ spcct.rnrn is shown to he 

negligihlc for variations constrilincd with the rncils1Jrcd py spcct.rnrn. 

The fitted mass is 

I'vfz = 91.02 ± 0.2l(stat.) ± 0.05(syst.) ± 0.06(scale) CeV/c 2
. (5.7) 

This vahte is consistent with the LEP vahte of 91187 MeV/c2 [:35]. The fitted mo-

mentum resolution, extracted from the observed width of the Z, Ltsing f'z = 2.490, 

lS 

8pT /pf = 0.000810 ± 0.00008.](sLaL.) ± O.OOOOlO(sysl.) ( GeV / c )-'. ( 5.8) 

This rrnolntion is 1rncd in the trilck rnornentnrn sinmhtion for the W rnass rneas11rernent. 



5.5 Summary 

The ca.Ii brat.ion of the moment um mea.:mrernent is described. The moment um ::,;cale 

is determined using J /1/J----+ µp deca..ys a.nd is found Lo be 0.99986 ± 0.0007>4. The 

resolution of Lhe moment.urn measurement i:s ext.ra,ct.ed from t.he width of Lhe Z ----+ µfl 

mass pca,k and is 8pr/p} = 0.00081 ±0.00009 (G<:V/ c)- 1
• 
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Chapter 6 

Recoil Measurement 

In this chapter, the measurement of the recoil energy is explained. Since the neutrino 

is not directly observable, its momentum nrnst be inferred from reqLtiring momenhun 

balctnce. This means everything else in Lhe evenL musL be a<l<le<l up. The muon mo­

menLum measurement has already been discussed which leaves .iusL ii Lo be <leLermine<l. 

6.1 W Recoil Detection 

The cnlorinwters arc nsed to nwils1Jre the transverse projection of the energy ftow, 1I 

of particles associated with the recoil momcntnm 1 from the W boson. This trrn1sverse 

recoil energy is cak11hted only in the region of foll a7.imnthal symmetry of the ca­

lorimeters, 1111 < :3.6. 1-leyond this point ilccderntor magnds rcsnlt rn gnps in the 

calorimeters. The recoil energy is cakLtlated as a vector according to 

( 6.1) 

1 R.ccoil, recoil energy, and recoil n10111cntun1 arc used interchangeably to describe the net tran:svcrsc 
n10111ent11111 attributed to the parti('.les reroiling against the ~/l/. that is, halan('.ing the moment11m given 

the TT'T iu the protlucLiou proceso (Figure 2.;1). 
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where E(O\VEn is Lhe energy in Lhe ;th calorimeter Lower ( separa.Le Lerrns for Lhe EJ-,1 

and IIAD components), r1; is a unit vector pointing from Lhe interaction vertex Lo Lhat 

ca.lorimeLer Lower, and Pi is a uniL vecLor in Lhe r-<l> plane pointing in the 6 direction 

o[ the ca.lorimeLer Lower. The dot product selects Lhe transverse components of Lhe 

recoil momentum. The above sum is only for calorirnctcr tmvcrs that ;:ire above sonic 

threshold. These energy thresholds arc sd c;:ilorimcter-by-calorimder (CEI\:1, CH/\, 

etc.) scver;:il sbnd;:ird deviations above the noise typir,al of that system, and range 

from 100 ~vie V for the centra.l detectors to 800 Nie V for the for.vard hadronic detectors. 

The sum in Equation 6.1 includes energy deposited in the calorimeter by the muon 

which must be subtracted mtt to determine just the recoil momentum. The corrected 

form of the recoil energy is 

(6.2) 

where the second surnrnaJion nrns over the tmvers traversed by the rrn10n. The second 

term removes the energy contrib11tion frorn the muon by subtracting all b11t a small 

ammmt of energy, E", corresponding to the recoil deposition. This small a.mount of 

energy left behind is determined by shidying the energy deposited in the surro1rnding 

towers vd1ich receive no muon energ,y. Fig1_1re 6.1 sho1-vs the distribution of the avera.ge 

energy· in the neighboring Lowers. The mean of this distribution, E 11 , is (:HJ± 2) J-'1eV. 

6.2 Recoil Measurement Errors 

H.ecaJl from Equa.Lion 2.14 Lhat Jfr is sensitive to errors in all. The sensitivity of u11 to 

the muon identifkaJion and remov;:il procedures is examined by breaking up 17. into its 

components par;:illel to, and perpendicular to, the m11on direction (u11 and Uj_ ). 

The aver;:ige number of towers the rnuon traverses is 1.5 (Figure 6.1 ). Sinr,c the 

diredion of these towers is parallel to the muon diredion, the error introd11r,cd into 
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6.3 

EJfecL L'l (u11) (Me V) L'>.Alw ( Yie V / c") 
Muon Removal 3 5 
Muon Identification 20 10 
Totnl 20 I 0 

Table 6.1: S Lunmary of systematic uncertainties on ( u11) and Alw 
incmred from the identification and removal of the mLton. 

W Recoil Calibration 

Calibrating the response of the calorimeters to the recoil from the vV boson is proble­

matic as it depends on details of the flow and energy distribLttions of the recoil particles. 

The magnetic field prevents particles with energies below ~ 400 YieV from reaching 

Lhe cctlorimeLer. In addition, the absoluLe gains and line<uities of Lhese calorimeters 

(with Lhe notable exception of Lhe CEYI) are noL known Lo greaL precision. 

Rather Limn alLempt an umlersLanding of these deLecLors from "firsL principles", Lhe 

calorimeter response to recoil energy is mnpped 011t using/,--> cc events. The electrons 

111 /,--> cc events me meas11red with a lwtkr resol11tion thrn1 the recoil energy. The 

p1 of the /,is measured from the electrons and tl111s the recoil response is cnlihra.ted 

for a given pf. Figure 6.2 is a scatter plot of li11 vers11s pf. Notice that since 11 sho11ld 

balance fi.f, the calorimeter measures the tnte recoil momentum systematically low. 

By using Z bosons to calibrate il, the problem of having to individua1ly model SLtch 

things as luminosity dependence and jet corrections is avoided. All these effects are 

reilecLed in the Z daLa since iL was collecLed in Lhe same fashion and proportions as 

Lhe vV chtla. Explicit details of how Lhis cctlibraLion is carried ouL in the simulaLion are 

gi ve11 ir1 SecLior1 7. 

Figure 6.:l shows the distributions of lill and its components, u11 and Uj_ for Lhe 

dnta. These distrib11tions will he compmed to the simulated distrih11tions in Chnpter 7 

ilS il check of both the simulation and the meas11rement of li11 from the datil. 
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6.4 Summary 

The identifica.Lion of muons and their separation from the recoil energy rsuurn1atiou 

afiect (a11) and thereb.Y the Tl' masrs. The combination o[ these efieds contribuLes 

an uncertainl.,y on Lhe Tl' masr:; o[ l 0 :.\-le\!/ c2
• The recoil is calibrated ursing Z ----+ ee 

events >vhere the Pl' of the boson is relatively 'NCI I rnrns11rcd frorn the electrons. This 

calihr<lt.ion ta,kes place vvithin t.he sirm1lation described in Clrnptcr 7. 



Chapter 7 

Monte Carlo Simulation 

In the previous chapters, the measmement and calibration of l\!ly have been discussed. 

This chapter describes part two of the analysis, the generation of a theoretical Afr 

disLribuLion lo fil lo lhe chtla. As slaLed e<ulier, there is no dosed analytical form for 

l1fr, so a Mon Le (\ulo simulation of lllr is used <ts lhe lheoreLical fiL Ling IuncLion. 

7.1 Event Generation 

7.1.1 Leading-order Production and Decay 

vV events are generaLed according Lo a IlreiL-\Nigner invarianL mass dislribuLion and a 

leading-order (v\!" = 0) model of quark-anLiquark annihilctlion (see ChaµLer 2). Events 

are randomly selecLed lo lrnve ~ in Lhe region I /Ii - l11w I < 25 [ w. This window is 

chosen to he large eno11gh s11ch thilt events generated outside it. have an extremely low 

prohahilit.y of having an :\!11' vnl11e that won Id foll within 65-100 GeV /c2
. Varying the 

nllowed rrn1ge of 0 by several widths prod11crn no effect on the rnilss determination 

coniirrning thilt 2.5 widths is hrge eno11gh. The vnl11rn of Mw and l'w a.re inp11t to 

the simulation. The vV is produced with a rapidity1 determined from the longitudinal 

l f{.ajJidii,y is defined (:1,8 u = lu !::+PL. 
• ,'! lc,-]-1L 
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momentum <lisLribuLiorrn of the initial quarb. The quark momentum distribuLions are 

based on MRS D'_ parton <lisLribution functions (PDfs) [40] evahrnte<l aL O' = s. 

Errors associaLe<l wiLh Lhe choice of PDf are discusse<l in Clrnpter 10. The vV 1s 

<lecctye<l in Lhe cenLer-of-nrnss frame wiLh a ran<lom ¢ distribuLion for Lhe muorL and a 

iJ distrihntion given hy (1 + !-'ms iJ) 2 where !-'is the pohri7'a.t.ion of the Wand is± I 

depending on the charge of the created W. 

7.1.2 W Transverse Momentum 

Because a leading-order model is Ltsed, the effects of higher-order diagrams on the pro­

dw:tion of TV bosons (Figure 2.3) must be added by hand. The most significant effect' 

is Llrnt the vV !ms a Lrnns verse moment um, pl]'-. U nforL unaLely, the low-pT p<trL of Lhe 

pl]'- specLrum, from which mosL of the evenLs used in Lhis measurement are <lrawn, is not 

known aL sufficient precision, eiLher experimentally or Lheoretically, Lo use in chis TV 

rnilsR rneasnrenwnt .. ;\ experirnentill rneas11rernent of the p':( spedrnrn ["ii] hils syste­

rniltic 1111certainties great.er than :300% in the pertinent region. In addition, the shnpe 

of thmrdicnl calcnlations in this p1 region is also snhjed to large nncertaintirn [·12, •13]. 

H.<tthcr than nsing <t prc1/io11s pj~,-r n1cas11rcn1cnt or a thcorctic<tl calc11lation: the sin1i-

larity of the PT spectra of TV and Z bosons observed in direct measurements [41, 44] 

and in theoretical predictions [45] is used as a starting point. Specifically, an initial 

gLtess at the proper pµ· spectrum is the observed Z --+ Ee PT spectrum measured from 

Lhe <leccty electrons. 

To geL from Lhe observed pf spectrum Lo the ini ti<tl pµ· spectrum, Lhe pf spectrum 

1s <livi<le<l into bins in PT and a bin-by-bin correction is applie<l Lo account for Lhe 

avernge shifL wiLhin LhaL pf range cause<l by the electron resolution. This "unsmeare<l" 

z w pf spedrnrn is hori wntil l ly Reil led to ilcc01111t for possi hie difforencrn hdween the Pr 

2 0thcr higher-order effects arc di:scu:sscd in C~haptcr 10. 
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T (u11) RMS(u1 1) RMS(uj_) 
(:VIeV) (Ge VJ (GeV) 

DATA -514 ± 100 5.48 ± 0.10 5.28 ± 0.01 
1.0.5 -29) 5.19 5.11 
1.08 -323 5.27 5.2:3 
1.11 -377 5.:38 = .5.30 
1.11 -"169 5..57 5.17 
1.17 -)21 5.6.5 5 .. 5.5 

Table 7.1: Variation of Lhe mean an<l RMS deviaLiorn of "II an<l llj_ 
wiLh lhe pµ· scale factor, r. The nominal value of r corresponds lo Lhe 
intersection of H..l'v1S(111-) frorn the data. and H..l'v1S(u1-) frorn the sinm­
la.tion. The 11ncertilinty corresponds to the point when the diiforence 
hdween data. and sinmla.tion eq1rnls the uncertainty on H..l'v1S(111-) frorn 
the dilta. (0.1 GeV). 

an<l P¥ specLrn. 

(7.1) 

where r is the scale factor. The effect of changing the shape of the pf spectrum as 

oppose<l lo simply sLreLching il is also checke<l (see Clrnpler Hl), bul Lhe scc1ling is 

sufficienL for Lhe <lesire<l precision. 

The scctle factor, r, is <lelennined by Lhe width of Lhe llj_ dislribuLion. H.ecc1ll Llrnl 

'Uj_ is 110L a.s se11siLive Lo Ll1e recoil 111easl1rerr1er1t as u11 1 so 'llj_ is cl1ose11 Lo co11stra.ir1 r. 

The va.lne of r is varied 11ntil the the H.:VIS of 111- frorn the sirnnla.tion ngrern with the 

dnta.. The uncertainty on the scilk fador corresponds to the uncertainty on the H.:VIS 

of 111- frorn the da.til. Ta.hie 7.1 lists the rneilns and H.:VIS ckviiltions of v.11 and V.j_ ilS il 

fonction of T. A variation of 0.03 in T corresponds to a variation of~ 0.1 CeV in the 

simulation's V.j_ RMS. Thus r is determined to be 1.11 ± 0.0:3. 

The resulting p~v spectrum, Ltsing the best value of 1.11 for r, is shown in Figme 7.1. 

The decay prodw:ts of the simulated TV are Lorentz-boosted in the center-of-mass frame 
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b (l/pT) = 8pT/P~ = 0.00081 ± 0.00009. (. ,., ') ). 
I.~ 

Therefore l/JJT is smea.red by a gaussia.n of width (0.081 ± 0.009)%, 

l/pr(.s1neared) = l/JJT + GnES (7.3) 

where Gm;;s is a p;a1_1ssian random number \vith a mea.n of zero and a \vidth of 0.00081. 

7.2.3 Recoil Simulation 

In Sect.ion 7. l. 2, Lhe ll/ irs given a. Lraus verse moment um, p~''. In this rsecLion, the 

calorimeter respon::;e to the recoil a.rssocia.ted wit.h t.ha.t p~· is modeled ming a look-up 

La.ble of Z ---+ ee events. The fact Lhat Z---+ et events also model pV1 
is convenient but 

not n(x:cssary. This calorirnetcr modeling ·works vvith <lny p~' spedrnrn. Using/, events 

to model the remil response is possible ber,a11se the energy resolution of elcdrons is 

much better than the genera,! rccoi I resolution of the r,aJorirnders. /,--+ rr events arc 

1_isecl, as opposed to Z ___,. pµ., beca1_1se the calorimeters, \vhich detect the electrons, 

have nearly hill solid angle coverage. This full coverage enables the "second electron" 

to reproduce the kinematic distributions of the neutrino (which can go anyvd1ere) . 

The CTC on the other hand, \vhich detects the muons, does not extend as far in r7 a.nd 

hence doers not quite allow the "second muon" Lo reproduce Lhe neutrino distribution :::; . 

Z ---+ flfl- events a.re used <ts <t check and they give simibr results. 

Ea.ch entry in the look-up table cousisL:::; oft.he Lrausverse momentum oft.he Z, pf, 

<ls nwas11red from the electrons and the projections of 11 p<lrallcl <lnd perpendirnl<lr to 

iff (111 and u 2 ~ sec Figure 7.3). Starting with the PV7 
r,hoscn in the sir1111lation, the 

look-up t<lblc is srnrr,hcd for a, p~ within 2 GcV /r, of PV7
. If no p~ is found, the size of 

the window is inr,reascd to ±3 GcV / r, and the t<lblc is searched again. The vvindmv is 

increased 1_mtil a match is found, with each sea.rch starting from a. random point in the 
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La.ble. AfLer a. match if:l found, Lhe corresponding vaJues of u 1 aml v.2 a.re f:lcaled by Lhe 

ra.Lio p~
1

/p¥. The scaled values of ll 1 and u 2 , referenced relative Lo Lhe f:l imulation's 

jjjY ( Lhi::; ;unounLs Lo aligning iJ,f with iJJY from Lhe ::;imula,Lion), are trned Lo comtruct 

a simulated il. This ·il i::; decompo::;ed into llll and ll_i components for comparison to 

d;:ita. 

The advantage of this method is thaJ there ;:ire no paramderizaJions to adjust. The 

only ;:iss11mption is th;:it the response of the detector to the recoil of ;:i ~·V boson of sonw 

PT is the same as the response to the recoil of a Z boson of the same PT. 

7.3 Comparison of Simulation and Data 

Figure 7.4 is a compa.nson behveen da.ta a.nd sinrnla.tion of lul a.nd its components 

u.11 a.nd u._i. The lack of smoothness in the simulated distribution of Jul refiects the 

finite number of Z -+ t.e even Ls used to model Lhe recoil respo1rne. The uncerLa.inties 

on each µoinL are diliiculL Lo deLennine; however, since iL is not used Lo comtra.in 

any parL of the model aml since Lhe e[ect of the finite number of Z -+ t.e evenLf:l is 

dealt vvith separ;:itdy, it is not vvorrisome. Table 7.2 lists fmther tests of the ;:ibi lity 

of the simulation to reprod1H:c the d;:ita by cornparing ull ;:ind u_i ;:is the maxirnurn 

;:illowed value of 1171 is lowered from 20 (~eV (Section ·LS: Hi mass data. sarnple r,11t) to 

:3 GeV. The la.rgest bias to 1111 arises frorn requiring a minirnurn p1 for the muon in the 

event selection; decays of the H' boson in \Vhich the muon is boosted by the transverse 

momenhun of the lF a.re preferentia.lly kept. This is demonstrated in Figure 7.5 vd1ere 

(u11 ) is plotted against pj. There is a. variation of :30 CeV in (u11) over the range of 

muon momenta. As shown in Lhe µlot. of residuak Lhe f:l imulation does a good job of 

reproducing chis va.riation. Similar plots of (v.11) versm Pr also i:ilww good a.greemenl. 

The variation of (u11) with Lhe Lransverne ma.f:ls of the event if:l shown in Lhe Lop half 

of figure 7.6. These variations a.re much ::;maller than Lhof:le wiLh pj (which is wh_y 

the transverse mass is irncd to extract the M/ rn;:iss) , ;:ind arc vvcll-dcsai bed by the 

81 



«u
A
«    (GeV)

E
v
en

ts
/(

0
.5

 G
eV

)

WA!i data

Simulation

3268 Entries

0

25

50

75

100

125

150

175

200

0 2 4 6 8 10 12 14 16 18 20

u%%    (GeV)

E
v
en

ts
/(

1
 G

eV
)

WA!i data
Simulation

r2
/dof = 50/35

u�   (GeV)

WA!i data
Simulation

r2
/dof = 31/36

0

50

100

150

200

250

300

350

400

450

500

-20 -10 0 10 20
0

50

100

150

200

250

300

350

400

450

500

-20 -10 0 10 20



p
T
   (GeV/c)

�u
%%�

  
(G

eV
)

WA!i data

Simulation

p
T
   (GeV/c)

�u
%%�

  
(G

eV
)

Data minus simulation

r2
/dof = 45/28

-15

-10

-5

0

5

10

15

25 30 35 40 45 50 55

-2

-1

0

1

2

3

25 30 35 40 45 50 55



M
T
    (GeV/c

2
)

�u
%%�

  
(G

eV
)

WA!i data

Simulation

«u
A
«    (GeV)

�u
%%�

  
(G

eV
)

WA!i data

Simulation

-7

-6

-5

-4

-3

-2

-1

0

1

70 75 80 85 90 95 100

-7

-6

-5

-4

-3

-2

-1

0

1

2

0 2 4 6 8 10 12 14 16 18 20



1r1a.x 1<11 (GeV) (u11) (MeV) ICYIS ("II) (Ge VJ RMS(uj_) (GeV) 
DATA SIM DATA SIM DATA SIM 

20 -514 ± 100 -:377 5.48 ± 0.10 5.38 5.28 ± 0.10 5.:30 
15 -266 ± 90 -251 4.77 ± 0.09 4.76 4.64 ± 0.09 4.70 
10 -128 ± 80 -104 :3.77 ± 0.08 :3.67 :3.74 ± 0.08 :3.66 
0 +l ± 60 -42 2.25 ± 0.06 2.18 2.14 ± 0.06 2.16 
:i +74 ± 50 +4 l.4:l ± 0.(),] Ll8 Ll7 ± 0.05 L:l7 

Table 7.2: Variation of the nwilns rn1d H.YIS deviations of v.11 rn1d llj_ 
with the maxinmm allowed I i71 for cla.ta and simulation. The uncertain­
ties are statistical only. 

sirn11lation. The hd1nvior of (u11) versus 1171 is il sensitive tests of the q1rnlity of the 

event rnodding and exhihit.s good ngreernent. hct.ween da.til rn1d sirn11lill.ion in the lower 

half of Figme 7.6. 

7.4 Summary 

The simulation of vV events is described, detailing the parameters involved and com­

paring some resuhs lo <la.La. In lhe nexL chapter, lhe description of Lhe simulctlion is 

concluded by a<l<ling background processes lo the simulation. The uncertainties inLro­

<luced inLo Lhe nrnss measurement by possible errors in the parameters of lhe simulctlion 

are discussed in Chapter HJ. 



Chapter 8 

Backgrounds and Radiative 

Corrections 

The Tl' mass <lat.a. sample includes processes other than Hl __, fW which a.her t.he ob­

served JJr dist.ribuLion resulting in au error in t.he measured Hl mass. These processes 

include backgrounds which mimic Hl __, µ11 deca..ys, and radia.Live decays of t.he Tl', 

~·V __,/Ill/. Sornc of t.hese dfcds arc included in t.he sinmlilt.ion vvhile for others, a 

coned.ion is applied t.o t.he fitted A11v. 

8.1 Backgrounds 

The relative shapes and sizes of the backgrmmds present in the Hl mass cla.ta sample 

are shown in Figure 8.1. 

Z --+ µµ The deca..y Z __, fL.µ is the largest. background present. in t.he ll' ma.1:ls sample 

and is included in the simula,Lion. \Vhen one of t.he nrnom from the Z is not deLeded by 

t.he CTC, t.he remaining muon cause1:l t.he event Lo re1:lernble Tl' __, fW. This background 

is large because the C'J'C has limited 17 coverage. The mvcrage extends to 1111 < 

1.7, hovwvcr t.he efficiency for finding a track fa,lls with increasing 1111 for 1111 > LO 
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backgroun<l is a<l<led Lo Lhe simulation by ran<lomly <lecctying Lhe vV Lo a n1 pair and 

Lhen <lecctying lhe T lo a muon and neutrino. The muon is treate<l jusl like a <lirecL 

muon from vV <leccty. 

Heavy-Flavor Decays and Fakes The background from jeL an<l heavy-il<wor pro-

<lucLion is eslinrnle<l using lhe vV ___, µ11 <laLa sample. Each even\ is clrnracLerized 

hy ~Pl', the surn of the p1 of tracks with p1 greater than 1.0 GeV /c in a. cone 

(V(l:!.¢)2 + (!:!.17)' < 0.1) a.round the nmon. ;\di-jct event. 1
, where one jct is rnrn1-

dentified ilS a. rn11on, will likely rrnnlt in rnrn1y tracks nem the rn11on giving a large 

~PF· In addition, for the neutrino to pass the selection rnt.s, one of the jets rnust. he 

significantly mismeasmed causing the neutrino candidate to be preferentially parallel 

with the jets (and therefore the muon). A heavy-flavor decay such as b --t C/UJ will 

resLtlt in nearby tracks from the hadronization of the charm quark (c). In this case, 

Lhe b qlrnrk, because of iLs relaLively small mass, needs a large transverse momentum 

Lo enable Lhe muon an<l Lhe neutrino lo saLisfy lhe µT requirement. This leads lo small 

opening angles for Lhe <leccty pro<lucLs causing chem lo be preferentially parallel. Thus, 

one characteristic of the ba.ckgro11nd is for the nent.rino to be pmallel/a.nt.iparallcl with 

the jct (or largest if rnore than one). 

;\sample of non-isolated nmons is rnnde hy requiring ~Pl'> 2 GeV /c, which shonld 

contain rnost of the hackgr01rnd. ;\ silrnplc which is rnore likely to be ba.ckgro11nd-free 

is made by requiring2 -:Spy< 2 GeV/c. DistribLttions of C!u,jct of the two samples are 

then compared, where lf!v,jct is the azimuthal angle between the neLttrino direction and 

the direction of the highest Er jet with Er > 5 C:eV. As stated before, background 

events Lend Lo lrnve ¢vjet ~ 0° or ~ 180°. Normalizing the isohtle<l sample lo the 

non-isolaced sample in Lhe range '.!O < 6v,iet < 150°, lhe non-isolate<l sample is found 

Lo lrnve an excess of 6 events over lhe isolate<l sample in the range ¢u.jet < '.!0° or 

1 A. di-jct event consists of t1vo jct:s back-to-back in d;. 
LEven tho11p;h expliritly requiring this in the data san1ple results in a rleaner san1ple. the bias to 

(u11) i8 difficult Lo quantify aud oulweigh8 the background reduction. 
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¢ ,,j .. t > 1500. Thus Lhe background esLimaLe if:i 0.2%, aml becatrne Lhe background is 

sma.lL Lhe esLimaLe iLi:ielf is Laken as the uncertainty. Thif:i background is noL included 

in Lhe model, but if:i Lreat.ed by a, correction applied Lo the fitted T·V masf:i. 

Z ___,. TT Har,kgro11nd frorn the process Z-+ TT is estimakd using HERWIG [·16] and 

a slower but more cktailed cktcctor sim11lation to deal >vith possible: hadronir, der,ays 

of the other ta.u meson. Here, as in the case of lV -+ T /J, the a.vailable energy is split 

among many fina.l-state particles and results in a nrnch smaller ba.ckground. It is 

estima.ted to be ( 0. 05±0.05) Yc. Here aga.in a correction is applied to the fitted Afn· 

rather than including Lhe background in the ll' m<iss simulation. 

Cos1nic Rays Cosmic rays Lr<werne Lhe detect.or aL random Limes with rei:ipect to 

event intcradion times. This out-of-time nat11re makes thern diffirnlt to model in a,ny 

precise way. For this reason, a number of methods arc used to search for them. The 

rcq11ircmcnt that no other tracks in the event have P:r > 10 GeV / r, (sec Table ·1.1) 

removes cosmic-ray events where both tracks a.re found. }fost of the cosmic-ray events 

where only one tr a.ck is fmmd are removed by the combination of lzvcrtcx - z0 I < 2 cm 

and ld0 I < 0.2 cm. The number of cosmic rays remaining in the final sample is estimated 

using events which fail Lhe lz ,,f.,.tu - Zo I < 2 cm or ldo I < 0.2 cm criteria, but which pasf:i 

all Lhe other selection cul.ti. A control ::;ample of identified co:::;mic-ray evenLf:i if:i formed 

from thef:ie events b.Y visual inspection. The d0 <rnd z,,,,,rif.,, - z 0 disLributious of this 

control sample are used Lo esLimaLe Lhe background in Lhe region::; lz,.f.dn - zol < 2 cm 

and ld0 I < 0.2 cm. ,'\n independent estimation of the rernaining wsrnic ray background 

is made looking either for a track in the muon chambers back-to-har,k in cf> ·with the 

rm1on r,a,ndidatc or for timing information from the hadron calorimeter indicating an 

mtt-of-time particle. This independent study gives a result consistent vvith the above 

study. The expected number of cosmic-ray events in the final sample is 0.5:!:~:~ and no 

correction is applied to the fitted mass. 
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Background # of evenLs ('Ii)) 

Z ---+ 1111 118 ± 16 :3.6 ± 0.5 
TV ---+ T II 25 0.78 
Jets/Fakes 6±6 0.2 ± 0.2 
Z--+ TT 1.5 ± 1.5 0.05 ± 0.05 
C~os111ic rays 0 c+2.0 

.·J-0.fi 
0 02+D.06 

. -0.02 

Tot.al 1.51 ± 17 1.6) ± 0.)"1 
Tot.al ( sirnn lat.ion) 11:3±16 1.38 ± 0 .. )0 
Tota.I (correction) 8±7 0.27 ± 0.22 

Table 8.1: Summary of backgrounds. The number of events are 
for the signal region of 6.) < Mr < I 00. The scpmate t.otnls arc 
for hnckgronnds that. arc inclnckd in the sirnnlat.ion ( W ---+ n1 and 
/,---+ 111') and for hnckgronnds that. arc applied as a post-iit. correct.ion 
to the W rnilss (nil others). 

Table 8.1 sumnrnrizes the amount of backgrounds present in the vV mass sign<tl region. 

figure 8.:l is a ploL of the fornl simulaLion l1fr distribution including the Z ---+ 1'11 and 

W ---+ n1 hnckgronnds. The cifcct of the backgro11nds on the rncas11rcd W rnilss arc 

disrnsscd in Chapter I 0. 

8.2 Radiative Corrections 

The Born-level calcrrlation rrsed in the TV mass simulation does not include the radia-

tive-correction diagrams of Figure 8.4. These are sinrnlated using a calnrlation by 

Berends and Kleiss [:37, :38]. Figure 8.5 contains plots of Afy both with and without 

radiaLi ve diagrams. The change in Lhe shape of llfr aITecls Lhe fiL value and forces a 

correction Lo be made Lo Lhe filled nrnss (see Clrnpter 10 for both Lhe correcLion and 

Lhe uncerLainLy). Including Lhe rndiaLi ve diagrams in Lhe vV mass simulation results in 

a significantly slower simulation which, because of the naLure of the fitting algoriLlnn 

(sec Chapter 9), makes it impossible to 1rnc. 
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Chapter 9 

W Mass Fit 

In this chapter, the third part of the measurement, the fitting of the simulated line­

shapes1 to the data, is presented. The fitting procedme is documented and the con­

sistency an<l robustness of Lhe procedure is verified. 

9.1 Fitting Algorithm 

The filling melho<l uses a simulaLe<l lineslrnpe ( <lescribe<l in Chap Lem 7 and 8) as Lhe 

fitting fonction, :F. This linrnhape is a distrih11tion in iv/1 and is pan1mderi7'ed hy Mw 

;rnd l'w (the mass of the W ;rnd the intrinsic width of the W; sec Chapter 2); thns, 

the fitting fonction takes on the form :F(:\!i,,; Mw, l'w). This is entirely ilnillogo11s to 

fitting a line to il set of data points. ;\ comparison of these two sit1rntions reveals 

Line _____, :F rm·+ b :F(:c; rn, b) 
( 9.1 ) 

vV lVfass _____, :F ??? :F(JVIr: l1fw, fw) 

1 'J'he term lineshapes is a thro-vvba('k to aton1i(' en1ission spertra, vvhere lineshape referred to the 
energy (or frequency) di8Lributiou of the en1iLLetl photon8. 'I'l1io is analogouo Lo the en1isoio11 of inuous 
fron1 the V\f and so the tcrn1 lincshapc i:s used. 



where Lhe quesLion marb indiccvte Lhe lctck of a simple algebrnic expression for :F. In 

Lhe case of Lhe line, the filling procedure finds Lhe values of Lhe slope aml intercept 

(rn aml b). In Lhe vV mass case, Lhe fitting procedure finds Lhe values of Lhe mass aml 

widLh (Aiw and f w ). 

In the tn1ditiona.I lea.st sq11a.rcs iit, the x2 lwtween the da.til and the iitting fonction 

is rnirnini7.ed with respect. to the para.meters of the fonction (m and bin the linear iit). 

The x2 nses the diifrrence lwtween the fonction va.hws ilt eilch .r; rn1d the corresponding 

data vahtes, y;. A conseqttence of this is that the data has to be in the form of 

coordinate pairs, (:c;, y.i). In the case of the TV mass fit, the data consists of a single 

value, l\!fy. The second coordinate nrnst be artificially constructed by creating bins in 

Afr resulting in the form (li:h.;, N;) where l\!lr; is the average value of l\!fy covered by 

bin i, and N; is the number of events Llrnt fall wiLhin Llrnt range. This forced binning 

may introduce sysLenrntic errors into Lhe fit. To avoid Lhese errors, Lhe nrnximum 

likelihood method [47], which does not require daLa binning, is utilized. In a nrnximum 

likelihood iit, the likelihood q1rnntity (sec hdow) reaches a. rnilxirnmn va.lnc for those 

va.hws of the para.meters which hest ckscrihe the dnta. being iit (a.na.logons to the x2 in 

il lea.st sq11a.rcs iit which reilchcs il rninirnnrn vnl11e). The likelihood is denned as 

(9.2) 

where the product. is over a.II events and Pis rchted to the iitting linrnha.pe, :F, hy il 

norn1ali;;<1tion const<tnt, 

. . . . . , :F(Ah;Alw,fw) 
P(Ml';Mw,lw)= · 

f dl\!fy F(A1r;J1,v,fw) 
}FilH.egion 

(9.3) 

This function, P, is the probability density for observing a given Afr, which makes the 

likelihood the joint probability density of observing some unique set of Afr values. 
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\Vhen implemenLing a likelihood fil, a number of reasorrn nrnke iL more pracLicct! 

Lo use Lhe negative of lhe 1rnlural log of lhe likelihood (f = - In£). firsL ne<tr Lhe 

maximum likelihood value, {, is a galrnsi<ut IuncLion of Alw and [ w. Therefore, f is a 

qlrndraLic IuncLion of 1\lw and fw which simplifies Lhe Lask of locating Lhe maximum'. 

Scco11d 1 the n1i1111s sign ch<tngcs the 111<1xin111n1 to a n1inin111n1 \vhich <tllo\vs the 11sc 

of cornnwrcinl softwmc hnilt. to iind rninirnnrns, not rnilxirnnrns. The ncgntivc log-

likelihood version of ~'.q1rnt.ion 9.2 is 

f = - In£( Mw: r w) = - L In P( Ml';: i\!lw: r w ). ( 9. 11) 

:\ rnorc detailed description of the rnilxirnmn likelihood nwthod can he fo11nd 111 rcfo-

rence [ 4 7]. 

The simulation generates lineshapes (fitting functions, :F(Ah: Alw-, fw)) at discrete 

values of JViw and f'yv, containing ~ 800,000 events each. The range of vah1es for Afw 

and r,v is 79.2 < Alw < 81.0 GeV/c2 in steps of o.:3 GeV/c2 and 1.1 < fw < 

'.!.') GeV/c2 also in seeps of O.'.l GeV/c2
• Because lhe simulaLed lineshapes <tre binned 

disLribuLions in AJT, a linear inLerpolaLion is performed beLween bins Lo ob Lain a conti­

nuous function of 1\lr. To use Lhese continuous lineslrnpes, :F, as probability densiLies, 

P, they rnnst. he norrnnli7.cd over the Mr iitting region, 6.) < iv/1 < 100 GcV /c2 (sec 

b;q11a.tion 9.;3). Figmc 9.1 cont.a.ins plots of P(iv/1 : ,\!lw, l'w) at va.rio11s va.hws of Mw 

For ca.ch sinmhtcd lincshnpc (ca.ch ( MwYw) point.), il likelihood vnl11c, f( MwYw ), 

is calculated from Equation 9.4 forming a likelihood s1_1rface. As stated earlier, f should 

have a quadratic dependence on Alw and fw near its minimum; however, to allow for 

small deviations from quadratic behavior'3, the f data points are fit via least sq1_1ares 

LSimple pol~ynon1ials are easier to deal vvith than p;aussian fun<:tions. 
3fi-Y io 11u1uerically clo8e Lo t:ero, thus it produce8 8lighLly a8y111111eLric ( value8. _;\_ cubic Ler111 

a hsorbs this as~ymmetr~y. 
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and f'tiF, l\HN1~IT also determines the points where e increa,se;, b.Y 0.5 a,bove t.he value 

at. the minimum. The;,e points correspond Lo the l-0' sLatist.ica.l uncertainty in AfK!T 

and f~~T. 

9.2 Tests of the Method 

The fitting pror,edure rm1st. satisfy two re Ii a bi lit.y criteria. First., when the proccdure 

is applied to an ensemble: of sirnulatcd data sarnplcs of a mnst.ant. size, the: avcra,ge 

val11es of the fittcd rnass and ·width n111st be mnsist.ent with the mass and width 1rned 

to simulate the samples. Second, the Rl\1S deviation of the fitted masses and vvidths of 

these samples must be consistent >vi th the mean of the statistical uncertainties returned 

by the fits. 

To check these criteria, simulated data samples with 10,000 events are s1_1bjected 

Lo Lhe fitt.ing procedure. Aft.er fit.Ling 85 of t.hese <lat.a. i:i<unples, Lhe a.vera.ge of Lhe 

returned mas;,es and widclrn (figure 9.2) i;, ;,een in to agree with the mass at. which 

t.hey were genera.Led, and t.heir H.~IS deviations agree with the mean of t.he ;,taLisLicaJ 

uncertainties ret.1irned by the: fit. 

9.3 Fitting the Data 

~'ig11re 9.:3 shmvs the polynomial s11rfacc, l., and the: one and two standard deviation 

contours in the A1ir-f'w· plane, resulting from the fit to the lV mass sample. Recall 

that the one sta.ncla.rd deviation point is where C increases by 0.5 from the minirmun 

va.Iue and thus the two sta.ncla.rd devia.tion point corresponds to an increase of 2.0. 

To avoid coupling the fitted mass to possible errors in detector resolution modeling, 

f\v is comtra.ined Lo be 2.0G4 GeV when obtaining Af~~F (the dashed line in figure 9.:~). 

Thi;, value of f'iv is from an indirect measurement using the rat.io of nr to Z tot.al cros;, 

sect.ions [49]. A fil.Led mas;, of JJK~T = 80.118 ± 0.206 GeV/c2 is obtained lrning this 
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fiL Lype 

;1:1y 
µ 

Pr 
JJJ, 
J1:1y (fw floating) 

~}\1{(· 

(YieV /c"J 
+168 ± 20 
+240 ± 32 
+45 ± 30 

+176 ± 30 

Af'' '-" rv 
(YieV /c") 

-:36 ± 50 

Table 9.1: Corrections to the fitted W milss d11e to the dfrds of 
rndintive decays. The la.st entry is the 11nconstrilined fit to both Mw 
and fw. 

111easured r11ass \~alue is 

A1w = 80.:306 ± 0.206 CeV/c 2
• 

9.5 Checks of the Fitting Method 

(9.7) 

The fitting tests of Section 9.2 check only the internal consistency of the fitting pro-

cedure. ExLernal checks <tre nrnde wiLh the lV ma" "unple. The mosL obviOlrn of 

Lhese is a comp<uison of resuhs wiLh fw noL consLraine<l in Lhe fiL. The fiLte<l mass 

an<l wi<lLh values <tre correlaLe<l becc1use Lhe shape of Lhe transverse mass spectrum 

is asymmeLric. \Vhen fitting, Lhe vV width behaves like a resolution, i.e. the fiLLe<l 

width compensates for errors in detector resol11tion modeling: therefore, il compmison 

of the fitted W width with its expected vnl11e serves as il check on the modeling. The 

meas11red vnl11e for the fitted width nfter a.pp lying the rndintive correction in Table 9.1, 

lS 

fw = 1.5:3 ± 0.44(stat.) ± 0.39(syst.) CeV. (9.8) 

The systematic nncertaintirn in the meils1ired width a.re determined in Chnpter I 0. 

The l'w meas11rement is consistent with the indirectly measured vnl11e of 2.06·1 ± 

10(; 



lVIr (min) 
c \'/ ,, ( xe: c) 

50 
00 

60 
65 
70 

Ah (max) 
(GeV/c2

) 

90 
95 
100 
10.1 
110 
120 
1.10 

L'l.Alw 
(YieV /c2

) 

+:38 ± 71 
+47 ± 76 
+47 ± 60 

0 
+6:l ± 107 

L'l.l\lw 
(MeV/c2

) 

+42 ± 97 
-28 ± 49 

0 
+:ll ± 4:l 
+50 ± 46 
+:ll ± 52 
+22±77 

Table 9.2: VariaLion of lhe fiLled mass 
<ts Lhe lower edge of lhe Ah fie Ling region 
is changed. The mass shifts <tre rehtli ve 
lo l1ftIT. The uncerLainLy is an eslinrnle 
of lhe slaLisLicctl independence between Lhe 
filled mass and l\ifJT. 

Table 9.3: Variation of Lhe filled nrnss 
as Lhe upper edge of Lhe l\lr fie Ling region 
is clrnnged. The nrnss shifLs are re la Live 
to A1~,TT. 'J'h<; uncertainty is an cstin1<1tc 

of the statistical inckpencknce hdwecn the 
fitted mass and MfJT 

0.085 C:eV [49], a.nd also with the directly measured va.lue of 2.040 ± 0.:320 C:eV [50] 

and with the Sta.nda.rd Model prediction of 2.067 ± 0.021 GeV [51]. The difference 

between ;Ut/1 a.nd the fitted vV mass for this unconstrained fit is 12:3 YieV /c2
. 

Varying the Ah fitting region checks not only the fitting procedure, bLtt also the 

even\ modeling and background esLimaLes. The clrnnges in Lhe filled mass (fie Led mass 

minus l1ftITJ <ts Lhe Ah fieLing region is v<uied <tre given in Tables 9.2 and 'J.'.l. Only 

Lhe transverse mass window is clrnnged for Lhese fils; Lhe evenl selection is oLherwise 

the san1c. 

i\n nltcrnativc to using the :\!11' distrihnt.ion as the fit.ting linrnhapc is to 1rnc the 

pj or p'f distrihntion ilS the fitting function. Fits to these distrihntions arc more 

sensitive to systematic errors in the p~v rn1d recoil rnodding. The rrnnlting shifts in 

mass relative to the fitted mass a.re summarized in Ta.ble 9.4. These fits do not have 

a fit window imposed directly on the distribution other tha.n the indirect reqLtirement 4 

'1Sinre A1r, p,j., and PT are all ('.Orrelated, a requirement on any one is an indire('.t req11iren1ent on 
the other t-i,.vo. 
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fiL Type L'l.Alw 
(YieV /c2

) 

p~ fit +:322 ± 184 
p~ fit -26 ± 143 

Table 9.4: Shifts in MfJT as the fit type is changed from the trilnsvcrsc 
111<1ss spcctr11n1 to <t -At using ]Jj or pj,. 'l'hc nnccrt<tintics re-Acct the 
independent statistical 1111ccrtainty between thrnc fits and the Mr fit. 

Fil Type 

IUI < 5 CeV fit 
5 < IUI < 20 CeV fit 

L'l.l11w 
(MeV /c') 
+77 ± 240 
-80 ± 270 

Table 9.5: Shifts in the fitted W rnilsR as the select.ion rnts me changed 
from the nominal (1171 < 20 GcV) to ones covering a diifercnt snhsd 
of 1171- The shifts arc assigned an 11ncertilinty d11c to the independent 
statistical Lrncertainty. The shifts for the two subsets are expected to 
be almost completely anti-correlated. 

of 6.5 < Mr < JOO GcV /c2
. b:vcn larger ckviillions than indicated by the stillistical 

estimate might he anticipated since syskrniltic 11ncertilintics increase for thrnc fit types. 

In Fig me 9.7, the p~. and p~ spectra are compared to the Monte Carlo simulation. The 

simulated distribLttions use the mass from the Afr fit, Al~}\ and the constrained width 

of 2.064 CeV. 

The TV mass sample can be split into two subsets with lul < 5 CeV and 5 < 

I ul < 20 Ge v lo IurLher lesl Lhe simulation and filling procedure. These Lwo subseLs 

have 1.104 and 1764 evenLs respecLively. The results of l1fr fits Lo Lhese subsamples 

is shown in Table 9.5. Although Lhe numbers are spliL about zero, lhe shifts are 

highly rn1ti-correhtcd so the 1111mhcrs can be interpreted as only a singk check. The 

Mr distrib11tion for cnch s11bset and for the sinmhtion is shown in Fig11re 9.8. 
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o[ 0.206 GeV / c2 detenniued from the fit. The fating procedure is checked aml passes 

various tests for consistency and robustness. 
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Chapter 10 

W Mass Uncertainties 

In this chapter the final part of the a.na.lysis: the determination of the uncerta.inties in 

the mea.sttrecl lV mass, is described. \\There applicable, it contains references to the 

sect.ions where the source of the uncertainly is discussed. 

10.1 Itemization of Uncertainties 

The summary of uncer'La.inlies in Jfiv is presented iu Ta.ble Hl.l. The uncer'La.inlies 

<lssoci<ltcd with the par<ln1ctcrs of the sirn11l<ltion arc evaluated by fitting simulated data. 

where the pas<lmdcr under study is varied within its uncertainty. The corresponding 

shifts in the fitted 1+· m<lss (using the constrained fit) and the fitted \ii/ width (1rning the 

unconstrained fit) arc taken as the 11nc:crtaintics d11c to that parameter. The disrnssion 

of each entry in the table of uncertainties follows. 

Statistical The slaLisLica.l uucerlaiuLy is obLa.ined from the fitting a.lgoriLhm (see 

Cha,pler 9). The fiL Lo Lhe da.La returns the uncertainly in Lhe fiL pa.rameLers. In 

addi lion, this uncerLa.inL.Y ca.u be es Lima.Led as Lhe a vera.ge uncertainly rel urned for 

simulated dab S<lmplcs vvith the same number of events a.s the \·\/ rna.ss sample (sec 

Sedion 9.:3~ Figme 9.5). The larger of the uncertainties from these two methods is 

lU 



l: ncerta.inty L'i WI' 'W (~0111111011 

(YieV /c"J (MeV/c2
) 

I. Stillistical 20) 

II. Yioment um Scale 50 50 

l. JN· N ormalizaLion 50 .10 
2. CTC AligrnnenL 15 1.1 

11 I. Other Syskrnilt.ics 120 90 

1. f, or fl resolutio11 60 0 
2. p~~ modeling 45 25 
:3. Recoil modeling 60 60 
4. f. or I' ID and remova.l 10 5 
5. Trigger bia.ses 25 0 
6. Dackgroun<ls 25 0 
I. Ra<liaLi ve correction 20 20 
8. vV width 20 20 
9. Fi Hing proce<lure 10 0 

1(). P<uLon <lisLribuLion IuncLions 50 .10 
11. IIigher-or<ler correcLions 20 20 

TOTAL U:\'CEHTAINTY 240 100 

Table 10.1: Summa.ry of systematic Ll!lcerta.inties in the vV ma.ss 
measurement in the mi.ton cha.nnel. All uncertainties a.re rounded to 
the nea.rest 5 MeV /c 2

. The uncertainties a.re added in quadrature to 
obta.in the tota.ls. The la.st column indicates which uncertainties a.re 
common Lo Lhe electron channel analysis. 
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_':;.fJpT/P~ D.Alw D.fw 
((GeV/c)-1

) (YieV /c") (MeV) 
0.00063 -117 ± 23 -463 ± 45 
0.00072 -'.36 ± 23 -244 ± 45 
0.00081 =O =O 
0.00090 +68 ± 23 +:220 ± 45 
().(JOO'J'J +145 ± 2:i +4'.!0 ± 45 

Table 10.2: Variation in the W mass and width as the rnorncntnrn 
resolution (see Equation 5.8) is varied from the nominal vahte by one 
and two standard deviations. The change in the vV width is for the 
simultanemts fit to both mass and width. 

a8'igned '" the sLaListical uncerLainty; however, Lhey lrnppen Lo be the same m this 

Mo1nentmn Scale The momenhun scale uncertainty consists of two parts. First, the 

J /<f; normalization uncertainty of 50 Me V / c2 is extracted from the uncertainty in the 

measured mass of the J / 1/• meson extrapolated to the vV mass region (see Section 5.:3). 

Second, an addiLional uncerLainLy ( CTC Alignment) is incurred from Lhe resichrnl 0-

dependenL charge spliLLing of the momenLum measurement (Figure 5.6). The charge 

asymmeLry in the muon angular decay disLribuLion (see [5'.l]J, when convolved wiLh Lhe 

above charge spli Hing, results in a mismeasurement of Alw by 1.1 Me V / c2
• Decctuse 

this is sn1all, it is t<tkcn <ts <111 nnccrt<tint;{. 

Mo1nentmn Resolution The momenhun resolution is extracted from the observed 

width of the Z --t Pl' lineshape (Section 5.4). Table 10.2 lists the variation in fitted 

mass and width with variation of the momentum resohttion from sinrnlated data. The 

uncerLainty in the momentum resolution of 0.00009 leads Lo <tit uncerLainLy in l11w of 

60 MeV/c 2
• 



T RMS(u11) RMS(uj_) L'l.Alw L'l.fw 
(GeV) (GeV) (YieV /c"J (YieV) 

1.05 5.19 5.11 -50 ± 23 -114 ± 43 
1.08 I".'. •)'7 

.).~· j 5.'.2:3 -14 ± 23 -66 ± 43 
1.11 5.:38 - 5_:30 =O =O 
1.14 5.57 5.47 +:38 ± 23 +75 ± 43 
1.17 5.Gfi ~ r: r: ,_) . .J.J +90 ± 2:i +226 ± 4:l 

Table 10.3: Variation of the IUvlS of ull and 111- ;rnd the iittcd mass 
and width shifts with the scale factor, r. The mass shift is for the 
fixed-width fit. The width shift is for a simultanemts fit to both the 
mass and width. 

W Transverse Mornenturn The pµ· spectrum used '" inpuL Lo the simuhttion 

is derived from the p1 spcctrnrn of /, ---> cc events (Section 7.1.2). This spedrnm 

undergoes a linear tnrnsformation, PV'° (.scaled) = r x p.lf, where r is dct.errnincd from 

the width of the 111- distrihution. The 1mccrtainty in r of 0.0:3 produces iln uncertainty 

in the TV mass of :35 Me V / c2 and an uncertainty in the fitted width of 95 Yie V as 

shown in Table 10.3. 

Additional distortions which change the shape of p1J" beyond a simple scale factor 

are studied using Lwo transformaLions. FirsL, the shape of Lhe p1}1 spectrum is skewed 

wiLh its mean (9.1 GeV/cJ held constant using 

P¥.(dislurled) = 9.1 GeV/c + s x (p¥. - 'J.l GeV/cJ, ( l(J.l) 

where s is the skew parameter. Second, an allenrnte distortion of the p1J. spectrum is 

invesLigaLed by clrnnging the shape of Lhe p1}1 spectrum according Lo 

W(d" / 1V W L PT islurlu) = r x (Py + l x (Py ) ), (10.2) 
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where l parameterizes chis distorLion and r is chosen so chat Lhe RMS of llj_ agrees with 

Lhe daLa (<urnlogOlrn wiLh Lhe simple scct!e factor r). The bounds on~ and l are likewise 

determined from the daLa. The results of these distorLions are Llrnt, within staListicct! 

uncerLainties, Lhe data <tre cousisteuL with just the simple sccvling. The allowed range 

of distort.ions to the shape is ta.ken as iln 11ncertilint.y of 25 l\kV /c2 in the fitted mass 

rn1d "10 l\kV in the fitted width. 

Recoil Modeling Uncertainties in the recoil modeling result from Ltsrng Z ---t ee 

events to calibrate the detector response to the recoil energy (Section 7.2.3). Two 

eJfecLs are investigated: staListiccvl ilucluaLions arising from the fiuiLe size of the Z 

sample and Lhe eJfecL of elecLrou energy resolution on the measured p¥. 
The eJfecL of sLatistical ilucluaLions in the Z sample is studied using ~ 20 look-up 

cables nrnde from simulated Z ___, et events aml a crude recoil model. These simulaLed 

ta.hies have the silme m1mhcr of events as the data. look-11p tnhlc and a.re st.a.tistica.lly 

independent. Sim11liltcd da.til samples me ma.ck with ca.ch ta.hie rn1d fitted. The sprcild 

in fitted W mass vnl11rn llSing the sim11la.ted tnhlrn hils iln KMS deviation of .50 l\foV /c2 

after sLtbtracting mtt the indivichtal fit uncertainty. The fitted vV width values have an 

R:VIS deviation of 150 MeV. 

An alternative method is to generate sinrnlated data samples which use fewer 

Z ---tee recoil calibration events. i.e. a random SLtbset of the look-Ltp table. Fitting 

Lhese ar'Lificial chvla and using Lhe face chat sLatistical uucertaiuLies should sccvle with 

1/ /5:, where N is the number of events, shows thaL Lhe finite number of Z eveuLs leads 

Lo a 50 :VIeV /c2 uncertainty in l1fw, cousisteuL wiLh the first method. 

The cifect of the energy rrnolntion of the ckctrons on the recoil mock! is investigated 

hy degrading the dcct.ron energy rcsol11tion hy il factor of two in the P·f mca.snrcnwnt. 

rn1d altering the look-11p ta.bk nppropria.t.dy. The stmly res11lt.s in a. shift. in the fitted 

W milss of :3.5 l\kV /c2
, common to the electron and nmon cha.nnds. The corresponding 

Lrncertainty on the TV width is 200 MeV, also common to both analyses. These un-
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cerLainlies <tre checked by comparing results from simuhtled look-up tables boLh with 

Lhe electron energy resolution \urned on and with il turned oJL CousisleuL results are 

observed. 

Parton Distribution Functions lfornll frorn Sect.ion 7.1.1 that. the rapidity of the 

W is determined frorn the longitudinal rnornentnrn dist.rib11tions of the initial q11arks 

based on MRS D'_ pa.rt.on distrib11tion functions (PDFs) [40]. Va.rying the pa.rt.on distri­

b11tion fonctions of the proton varies the distribution of the TV longitudinal momentum, 

and therefore, through acceptance effects, alters the linesha.pe of the transverse ma.ss 

spectrum. Due lo Lhe missing neutrino, lhe vV longiludi1rnl momentum is not dire­

ctly measurable in IF decays. The longiludi1rnl momentum distribution cannot be 

constrained by lhe Z chtla either, since Z production is sensitive Lo dilfereut partou 

disLributious (uu + dd is dilferenl from ud). However, lhe lougiLmlinal momentum 

distribnt.ion can he constrained using the CllF rneils1irernent of the forward-backward 

ch<trgc asyn1111ctr;{ in i.-i./ dcc<ty [.5:3]. 'J'his charge asyn1n1ctry gets larger as the Ion-

gitndinal rnornentnrn distrihnt.ion broadens. The nsyrnrndry rneils1irernent is directly 

sensitive to those components of the PDFs which infhtence vV production a.t the Teva.­

tron, a.nd provides discrimination among part.on distributions. The MRS D'_ set [40] 

is chosen as the default PDF since it is favored by both the CDF charge a.symmetry 

111easure111e11t ar1(l clee1J i11elastic scatteri11g experi111e11ts [54]. 

To quauLi[y how well the various PDfs reproduce lhe daLa, Lhe weighted me<t11 of 

Lhe clrnrge asymmetry [5'.l] in the region 0.2 < I'll < 1.7, (ilpDf), is cc1kulated for 

each PDF in Table 10.4. This is compared Lo Lhe measurement (ADATA) Lo yield a 

signific<1ncc 1 

ilPDF - ilDATA 

b,41lATA 
(I 0.;3) 

where 8ADATA is Lhe uncertainly in the mean clrnrge asymmeLry measurement. The 

v<tlues o[ ( aml ~}\1w, ( = lUftDP - lH~~Hs D~) <tre listed in Table 10.4 and their corre-
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PDf ( Ll.AJt~ 
(MeV /c') 

CTEQ 2M + 4.56 + 20 
CTEQ 2MF + 3.76 + 10 
CTEQ 2ML + 3.51 + 14 
GRV + 3.04 + 52 
CTEQ 2MS + 2.94 - 11 
CTEQ lM + 2.09 - l 
CTEQ lMS + 1.51 - 24 
MRSA ( Prelim.) + 0.87 - 26 
MRS D'_ + 0. 50 = 0 
MRS II - 0 .(),] - (i 

l'v1 KS I l' - 0.9•1 - 17 0 

H :VI KS H - 1.20 - :3.5 
l'v1 T HI - :3.21 - 76 
h: l'v1 1{5 Ho - :3.,")9 - 89 
l'v1 KS H' - 1.10 - 68 
MRS E' - 4.89 - 96 
MRS Il - 40 

Table 10.4: Dependence of the vV cha.rge a.symmetry and the vV ma.ss 
on the PDf [40] choice. The Monce (\ulo staLisLicct! uncertainty is 
~ 1.1 MeV/c2

. :VIHS D'_ is the defauh choice of Lhe currenL <urnlysis. 
:VIHS Il is the default choice of Lhe previously published CDF :VV mass 
rr1ea.f::ll1rerr1e11L [ ~)]. 

la.tions a.re shown in Figure 10.1. These correlations between the fitted vV mass a.ncl 

the cha.rge a.symmetry are expected since a. larger cha.rge asymmetry (a. larger mean vV 

longiL udinal moment um) leads Lo a. smaller <tverage AJT, and hence a. huger fiL ted vV 

mass [55, 56]. The uncertainty in Afw due Lo the choice of PDf is Laken as lrnH Lhe 

mass dilierence between points A a.nd Il in figure 10.l. corresponding Lo 1(1 < 2. This 

is 50 :VlcV /c2 for the region 65 < iv/1 < 100 GcV /c2
. 
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fw 
(GeV) 
1.664 
1.864 
2.064 
2.264 
2.464 

D.J\1w 
(MeV/c'J 
-102 ± 10 
-50 ± 10 

=O 
+48±10 
+94±10 

Table 10.5: Vmiiltion in the fitted W 
mass ilS the W width is constrained to 
other than the nominal vnl11c. The entries 
correspond to the~ 2.5 and ~ 5.0 standard 
deviation points in f'yv. 

Muon Identification and Ren1oval The rn11on icknt.ification rcq11ircnwnts and the 

ilct of removing the mi1on from the cnlcnlation of i7, res11lt. in 1mccrt.ainties in i7, and 

therefore ,\!lw (Section 6.2). These effects arc small rn1d am01mt to 10 l\kV /c2
. 

Trigger The level-2 trigger ( CFT) efficiency as a function of PT shows no significant 

PT dependence (SecLion 7.2.L figure 7.2). The one sLamlctrd deviaLion limits on this 

slope <tre La.ken as lhe uncerLainly and daLa <tre simulated aL these limits and fil Lo Lhe 

lineshapes. The corresponding shifts in }\1w lead lo a 25 MeV /c' uncerLainLy. 

Radiative Corrections The fitted W mass is corrected for the effects of rndiativc 

diagrnrns (Sections 8.2 rn1d 9. 11). This correction to Mw is 168 :VlcV /c2
. The 11ncer-

tainty on this number is estimated from Lrncertainties in the theoretical cakLtlations and 

in the detector response to the photons from these diagrams. The resLtlt is a 20 MeV /c' 

Lrncertainty in A1w· of which the detector response contribLttion is negligible. 

W Width The measured value of A1w is obtained from a fil where lhe width of Lhe 

W, l'w, is const.rilincd to the measured vnl11c of 2.061±0.08.5 GcV /c2 
[119]. Tnhk 10 .. ) 

shows the variation in the fitted W mass as the W width is vmied in sirn11lated dnta . 

. \ote that. the variation in the tahk is for the~ 2 .. 5 rn1d ~ .5.0 standard ckviiltion points. 

The rrn11lting 1mccrt.ainty in Mw is 20 l\kV /c2
. 

Higher-Order Effects The TV prodw:ed in the simulation is assumed to have no 

Lrnns verse momenL um (Seel ion 7. l. l) and, as such, i ls polarization, P, is p<uallel/ an Li-
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parallel Lo Lhe z a,xis (±1). \Vit.h a, Lransven;e momenLmn, Lhe angular distribution of 

Lhe muon::; from the decay changes ::; lightly. ChiappeLLa and Le Ilellac [57] have shown 

LhaL higher-order QCD correction::; modif.Y Lhe iJ disLribuLion of Lhe muon ::;uch Lha,t 

when averaged over charge, 

(l + cos2 0)---+ (l + cos2 0) +a (l - :~ cos2 0), (10.4) 

where the coelTicienL a is alwa.,ys posili ve. For our T·V events, a i::; calculated lo be 

t.ypir:ally 0.007, and is ustrnlly less than 0.03. Fit.ting sirnulakd data ·with a varied to 

its lirnit of 0.03 leads t.o a 10 IV1cV / c 2 uncertainty on the Mi mass for this dfrd. 

/\not her higher-order dfrd is the correlation bet.ween the rapidity of the Mi and 

the transverse momentum of the TT' (PL vs. PT)· In other vrnrck the p~~· distrib1_1tion 

may vary 1-vith the longihtdina.l momentum of the lV. This uncertainty is estimated 

by 1_1sing a theoretica.l double-differentia.l spectrum of TV prod1_1ction in PT and rapidity 

provided by Arnold a.nd Kai_tffma.n [42]. This p~' spectnun is constrained using the same 

procedure as used Lo cousLrain Lhe ::;pectnnn derived from Lhe Z ---+ ee data, resuhing 

in an r factor of 0.977. FirsL as a check, this P¥. spectrum is used without the rapidity 

correlation and the fi L led lF mass shifts by + 20±10 l\fo \T / c2
. This shift. is smaller Lhan 

the syskrnatir: 1111certainty due to the uncertainty in r (sec a,bove). Turning on the 

rapidity corrclaJion results in a shift in the fitted mass of ·13 ± H !VtcV /r:2
. Although 

the shift. is con sistent. >vit.h no dfrd, a ·15 .\kV/ c2 systematic uncertainty is assigned. 

/\s stated in Section 7. ·1. I, the part on dist.ri bt1tion fonct.ions a,re eval11aJcd at. a q 2 

eq1_1al to the generated lV mass sq1_1arecl, .s. The va.hte of Q2 should reflect not just the 

mass, but the tota.l center-of-mass energy, inchtding any transverse momenhun of the 

H7 . To study this, the pa.rton distribution hmctions a.re evalua.ted at Q2 = .5 + (p~' ) 2 

and the efiecL i ::; found Lo be negligible. 

The lot.al uncertain Ly from higher-order effects i::; 20 I\'Ie V / c2
• 
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Dackgroun<l (7c) # of evenLs L'l.Alw (MeV/c'J 
z ---+ /l /l :3.6 ± 0.5 118 ± 16 -120 ± 20 
vV ---+ T/J 0.78 25 -57 
.Jets /Fakes 0.2 ± 0.2 6±6 -15 ± 15 
Z--+ TT 0.05 ± 0.05 1.5 ± 1.5 -5 ± 5 
(~os111ic ra:~s 0 o·)+o.06 

. ~·-0.02 
0 c+2.0 

.·J-0.fi ±5 
Totnl 1.6) ± 0..51 1.51 ± 17 -197 ± 2.5 
Totnl (simulation) H3± 16 1.:38 ± 0.50 -177 
Total (correction) 8±7 0.27 ± 0.22 -20 

Table 10.6: Summary of backgroun<ls. The number of events are 
for the signal region of 6.) < Mr < I 00. The scpmat.c t.otnls arc 
for hnckgrounds t.hat. arc inclnckd in t.hc simulation ( W ---+ n1 and 
/,---+/II') and for hnckgrounds t.hat. arc applied as a post-iit. correct.ion 
t.o t.hc W milss (nil others). 

Backgrounds The hugest backgroun<l processes ( z ---+ /Ill an<l vV ---+ Tl/) ctre inclu­

<le<l in Lhe simulaLion (Sec Lion 8.1). The smaller remaining backgrounds are <lea.IL wi lh 

ilS a correction to t.hc iitt.cd W mass (Sect.ion 9.'1 ). The 11nccrtilint.y in Mw is cktcrmi­

ncd from t.hc fract.ionill 1111ccrt.aint.y in the hnckground times the shift. in the iit.t.cd Mw 

resulting from the presence of t.hc hnckground (or, in the case of/,---+ 1111. and W---+ Tl!, 

the shift that would have resulted ha.cl they not been included in the sinrnla.tion). The 

mass shifts and uncertainties are summarized in Table 10.6. 

The total Z ---+ /l/I backgrmrnd uncertainty consists of a. contribution from the 

tracking efficiency, lea.cling to a. 20 MeV /c' Lrncerta.inty on the vV ma.ss, and a con­

LribuLion from lhe choice of PDf, giving <tit uncerLainly 10 MeV /c' on Lhe vV mass. 

The vV---+ T11 backgroun<l is precisely simulaLed resu!Ling in a negligible uncerLainly. 

The backgroun<l from heavy-flavor decays an<l fakes is esLimaLe<l al 0.2'71, lea<ling Lo a 

shift. in t.hc iit.t.cd mass of -15 ± J.5 :VlcV /c2 ilss11ming an exponentially dccrcilsing Pr 

sped.mm for this backgro11nd. i\n 11ppcr limit. on the n11mbcr of cosmic rays left. in the 



<lat.a. sample is "'2, resulting in a shift. of 5 I\'Ie V / c2 ~ which is Lalen as Lhe uncertainty 

on Mn·. The Lo Lal uncertain Ly in _Jfn· from all backgrounds is 25 l\:Ie V / c2
• 

Fitting Algorithm The fitting function 11scd to fit the dab is a IV1onk Carlo sirrn1la­

tion of thc l\11· lincsha,pc and consists of a finite 1111rnber of <events (Scdion 9.1) rcsi1lting 

in st<ltistir,al fiud11ations in the lincshapcs. This dfrd is studicd by irning indcpcndcnt 

sets of lineshapes and by altering the number of events comprising them. A previous 

incarnation of this effect was termed "fitter jitter". An 1_mcertainty of 10 l\foV/ c2 is 

attributed to this jitter. 

10.2 Summary 

The total uncertainty in the ll/ mass measurement is 240 :\fo V / c2 of which 205 l\:Ie V / c2 

is sLa.ListicaL 50 :\foV/c2 is from Lhe momentum scale, a.nd 120 lVIeV/ c2 is from other 

sysLemaLic uncertainties. 
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Chapter 11 

Conclusion 

The mass of the lV vector boson vrns determined from lV -t fW data taken during the 

1992-1993 collicler run at Fermila.b's tevat ron accelerator. The data. were fit vvith a 

J.fonte Carlo li irnulatiou that included the la.rgetl t ba.ckgrouuds. Thili chapter tlurnrna­

rizes the result8 of thi f:l analy8i8 and di8cus8es future prospect8 . 

11.1 Results 

The Hi m<lss measurement \V<lS extracted from <1 fit to the tr<lnsverse mass di stribution 

of :3268 M/ ____, pv cvents from -19_7 pb- 1 of dab. The fitted mass value: was corrcdcd 

for the cffocts of radiative decay di<lgrnm s and for the: dfocts of small b<lckgrounds; 

neither of which were: included in the: .Vlonk Carlo simulation. The final Hi mass v<ll11e 

lS 

Aft~, = 80.310 ± 0.205 (stat.) ± 0.120 (syst.) ± 0.030 (scale) CeV/ c2
, (11.1 ) 
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where "scale" in<licaLes the uncerLainty in Lhe absoluLe momentum scale. This resuh 

can be rnmbine<l with a similctr measuremenL from Lhe vV ___, e.11 <leccty channel [26, 27], 

l1f\v = 80.4'JO ± 0.145 (sLal.) ± O.l:lO (sysL.) ± 0.120 (scale) GeV/c', (11.2) 

resulting in 

Alw = 80.410 ± 0.180 GeV/c', (11.'.l) 

where the two decay channels have been combined keeping track of the common un-

certainties in Table 10.1. 

A world-average vahte for the vV boson mass can be calculated by combining this 

measuremenL with Lhe previous CDF [11] an<l UA2 [12] measurements (see Figure 11.1). 

The value is 

Al;Jorld = 80.Tl ± 0.17 GeV /c2 , ( 11.4) 

where the parton distribution function is assumed to be the only smtrce of common 

Values for Lhe vV mass can be inferred from measurements al the Z pole and from 

experiments measuring charge<l currents aL low momenL um transfer ( Q2 <;: }\lfv) 

un<ler Lhe assumpLion Llrnt Lhere are no new phenomena outside of Lhe Scamlard 

Yio<lel. Fils Lo properLies of the Z measured aL LEP [.18] give a value AffvEP = 

80.28±0.07 GeV /c2
. The ldt-right asyrnrnctry of the~ hoson, rneasnred at SL;\C [.59], 

. d . f '/ST ,\C' 0 0 ·~g ± 0 ·19 (-' \'j 2 1s 11s<;_ to in er .i~-fy,. 1 = o_.(._ .. _i-c / c. l)ccp-inclastic nc11trino sc<tttcring 

rncasnrcrncnts arc 11Scd to infor MW'= 80.2•1 ± 0.25 GcV /c2 [5•1]. Fignrc 11.1 shows 

a comparison of the present values for the direct and indirect determinations of the vV 

111ass. 

1The large8L PDF uncertainty of the three n1easure111euLs i8 used a8 a co1n1no11 uncertainty 111 

con1bining the numbcr:s. 
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The direcL measurement of Lhe vV bosm1 mass ccu1 be combined with the Lop quark 

mass measurement and other electroweak chtla Lo test Lhe consistency of Lhe Scamlard 

Yiodel. Figure 11.2 shows a Lop quark mass of 17Ei±l:l GeV /c' [60] and Lhe CDF vV 

mass measuremeuL. Also shown are Lheoretical predictions [ 14] of Lhe regions in Lhe 

Mw Miup plane allowed in the Strn1dmd l'vlodd for diifercnt Vill11rn of the mass of the 

Higgs hoson. The hrn1ds incl11dc 1111ccrtainties in, among other things, the vnl11rn of a 

rn1d a, at the /, pok [I.SJ. Unfort11natcly, as this plot shows, the Standard Model is 

'very co11siste11t. 

11.2 Future Prospects 

Currently, CDF is collecting a new data sample with an estimated final size of~ 100 pb-1
. 

This offers a factor of two improvement in the statistical uncertainty of the mass meas Lt-

remenl. Au additimrnl gain will be made if Lhe CYIX muon sysLem is included in Lhe 

analysis, resulting in greater angulctr covernge. The present analysis did uoL use Lhe 

CMX because iL suITered from a high rnte of accideuL1tl Lriggers uecessiLaLiug additional 

trigger rcq11ircnwnts to be imposed which made modeling for the W rnilss analysis dif­

firnlt. Tl111s Cl'vlX muons were not 11Sed in this analysis. 

nll the systematic 1111ccrtainties arc constrained hy data: therefore, as the data sample 

size increases, not only does the statistical uncertainty decrease, but the systematic 

crncertainties decrease also. The disadvantage' is that the analysis becomes more and 

more difficc1lt. As the systematic crncertainties decrease, effects that were ignored 

previously because they were snrnll, must now be dealL wiLh. One aspecL Llrnt should 

be dealL with in the nexL analysis is Lhe Yionte (\ulo simuhttiou. The simuhttiou 

used in Lhe current analysis is a piecewise (and hopefully continuous) combi1rntiou of 

2Thc u:sc of the >vord ''disadvantage'· only reflects the feelings of those projecting thi:s mca:surcn1cnt 
inlo the future. 
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v<uious eJfecLs. An obvious improvement is lo creaLe a fasL simulaLion Llrnl includes all 

Lhe QED rndiaLive diagrams. Including higher-order QCD eJfecLs is another possibility, 

Lhough more difficuh Limn Lhe QED diagrams. 

Given LhaL Lhe measurement ccu1 be carried oul, Lhe uncerLainlies should scale by 

I/,,/'\ lea.ding to iln 11ncertilint.y of 90 l'vlcV /c2 in the combined 11111011 and electron rna.ss 

n1cas11rcn1cnt. ()f co11rsc this is <t lo\vcr lin1it h<trring sonic nc\v <tnd no·vcl appro<tch to 

the rnilRR rnea.snrernent. l'vlore likely, it. will he il battle to reach 100 :VlcV /c2 in the next 

ar1alysis. 
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Appendix A 

Construction and Testing of the 

CMP 

The Central :.\foon Upgrade (CMP) W<ts buih to enable CDF to keep pace with Lhe 

increase in lurninosi ty of t.he Tevat.ron collider. The CMP is another sel of muon 

chambers, outside oft.he C:rvIU, and behind a.n additional()() cm of sLeel. The CJVIP is 

used in coincidenr,e with the CIV1U and thus: because of the additiona,J st.eel, serves to 

reduce the trigger rate and enhanr,e the muon identification capabilities of the CIVIU. 

The raw trigger rate of the CIVI U alone is dominated by hadronic punch thr011gh. This 

rate, vd1ile manageable at the typical luminosities of 10:30 cm-2s-1 experienced in the 

1988-1989 run, would have become excessive when the luminosity increased beyond 

1030 cm-2s-1 in the 1992-199:3 nm. Furthermore, in the offiine environment, the pi_mch 

through vw1_1lcl have ma.de identification of nrnons in jets difficult and \vo1_ilcl therefore 

have limited the study· of semi-lept.onic deca..ys of Il mesons. Requiring muon ca.ndidat.es 

Lo penetra.Le Lhe addi timrnl ()() cm of steel reduced b<tckground ra.Les, both at Lhe Lrigger 

and at the oilline level, by approxima.Lely a. IacLor of 20 and enabled CDF to take foll 

adva,ntage of the physir,s potential of the Tevatron operated at. higher lurninosities. 

This appendix dornrnents the design: mnst.ruct.ion, and testing of the C."Vl P. 
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A.1 Principle of Operation 

Charged particles Lra versing a gas filled drift chamber such as a Cl\1P chamber ionize 

the g3s and produce electrons, ·which drift to the a.node 1,,virc at some vdocity; and ions; 

whir,h drift to the r,aJhode. Upon re<1ching the vvirc; the incre<1sing electric field near 

the wire c<1uses a, multiplir,ation of the number of electrons through ionizing collisions 

behveen the existing electrons and the gas. This amplified signal becomes ava.ilable for 

detection at the end of the wire. An important point is tha.t the velocity at which the 

electrons drift sahirates a.t some value of the electric field \Vhich varies \Vith the type 

of gas. Knmving this saturated drift velocity makes position measurements possible 

(d = d). For an in-depth cliscussion see [:~4]. 

A.2 Design 

The C:\'1P chambers are rectangular extruded aluminum Lubes, 2.54 cm by 15.24 cm 

in cross section mid 6.-1 m long, with 2.6 mm thick wall s ( ~'igme :\.I). This thin, 

wide shape is ncr,essary bec3use of sp<1ce limibtions on top of the detector. Four of 

these clrnrnbers <1re glued into a, star,k with alternate 1<1)'Crs sbggcred by lrnlf a, r,ell to 

eliminate left-right ambiguities. 

The cha.mbers ha.ve a single 50 µ.m diameter, gold-pla.tecL tungsten, a.node wire 

dovm the center and field-shaping cat hode pa.els on top and bottom (Figure A.2 ). 

The chambers run in proportional mode, using 50%/oOo/c, Ar-(\iHG bubbled through 

isoprop_yl akohol aL a tempera.Lure of -7° C, with the anode aL +5400 V aml Lhe 

ceuLral shaping strip aL +2800 V. Eight shaping strips on eiLher side of Lhe central 

one have vohages decreasing in equaJ sLeps of :r-iO V towards the outside giving a 

uniforrn electric field in the drift voh1me (Figures ;\ .:3 a.nd ,'\. '1 ). The s h a.ping voltages 

<1re stepped dovm by a 20 MO x 8 hybrid divider resistor <1nd arc fod through the 

cndplM.e to the pad s by gold plated C11 / Hc contact pin s inserted in the endplate at 
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A.3 Electronics 

The wire signalr:; a.re taken ouL through a 2200 µF blocking capacitor and fed through 

a pre-amp. The blocking r,a,pacitor and prcarnp assembly arc mounted on a board 

that is aJtar,hcd to a, stack by ddrin standoffs whir,h arc scrc>vcd into the cndplafrs. 

Tlw board contains all the end clcdronics for the ,1 charnbcrs of a, stack (~'igmc /\.5). 

From there, the signals travel via lOOn shielded, tvvistecl-pair cable to a.n isola.tion­

tra.nsformer board attached to an Amplifier-Shaper-Discriminator (ASD) carcl. Both 

the preamp and the ASD card, which has been slightly modified for the upgra.cle, were 

designed for a.ncl used in other CD F tracking chambers [22]. From the ASD, differentia.l 

ECL signals a.re r:;ent Lo LeCroy 1879 TDCs, which feed Lhe trigger electronics and the 

data. a.quisition ::;yr:;tem. The drift Lime measured by the TDCs giver:; the coordinate 

Lraus verse Lo the beam direction onl.y. 

A.4 Chamber Construction 

The C!V1P chambers were built at the University of Illinois over a period of a yca.r and 

a lrnlf. Constrndion >vas done by several graduate students (rnysdf in eluded), a c011plc 

of post.docs, a. professor, several technicians, a.ncl a large compliment of 1_mdergrach1ate 

students. For roughly six months during the construction period, chamber building 

took place for 16 hours a clay with hvo shifts of people. Chamber construction consisted 

of fo1.1r major steps: making the field-shaping pa.els, gluing the pa.els into the alumimun 

exLrusious, gluing four cha,mbern into a sta,ck, and ::;tringing wires through Lhe ch<unbern 

o[ a stack. The progress of chamber cousLrucLion from da,y one is shown in figure A.Ei. 

The making of the field-shaping pads involved many steps. The pads arc 1 /1.,5 cm 

wide sheets of mppcr-clad Glastccl, a fiberglass-like rnatcrial. They i,vcrc pmposcfolly 

delivered in ovcrsi~c rolls bcr,a.usc the mmpany that prod11r,cd them m11ldn't maintain 
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Appendix B 

Extrapolation from M.lli/J to Mw 

In Sect.ion .5.3.·l; a,11 t.hc cont.rib11tions t.o the error on the._/ / 1/• rn<lss a,rc discussed cxc:ept. 

c11rvat11rc. In this <1ppcndix, the discussion of c11rvat11rc error is mrnbincd ·wit.h t.hat of 

t.hc cxt.ra,polation of the momentum sc:a,lc by nrnking use of the expansion 

D..r = L c;r:.
1
; 

·i=O 

(H. I) 

where D.r. is t.hc curv<lt.1ire error. Herc t.hc error in the ciirvat11rc has been written in 

terms of the ntrvature, which lends itself vvell to an extrapolation in curva.htre spa,ce. 

Once the coefficients, c;, ha.ve been determined: both the error and the extrapolation are 

completely specified. Since there is no pra.ctical \Vay to determine a.n infinite munber 

of coefficients, knowledge of the possible sources of curva.htre error is used to simplify 

Lhe number Lo be deLennined. 

B.1 Curvature Error 

The curva.Lure of a, track is deLenniued from driIL dii:ilances and wire poi:i iLiom providing 

three possible sourc:es of c1irv;:i.t11rc error: error in the r position of a wire; error in the 

6 position of <l \virc, and error in the c<llculatcd drift dista,ncc. To q11ant.ify these; the 
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eJfecL of each on a fitted Lrnck is investigated. As discussed in SecLion 5.1, a helical 

Lrnck is described by five parnmeLers. The formuht for Lhe circuhtr projecLion of a helix 

on the r-6 plane is 

¢ = 60 + arcsin . + -.----. ( er d0 (l + cd0 )) 

1 + 2rd0 r( I + 2cd0 ) 

(D.2) 

where c is the curvaLure1
, d0 is the impact parameter, 6 0 is Lhe initi<tl azimuth of the 

LrncL and r is measured in centimeters. for p<uLicles with momenta above l GeV /c 

(c < 2 x rn-'), ;rnd t.ypicill irnpad pmarndcrs (d, < lrnrn), the cq11a.tio11 rcd11ccs t.o 

6 =<Po+ er 

\vhich is linear in c\rcr;{thing. 

Error in <P Using EqLtation B.:3, consider an error in the <1? position of a. wire. 

c= c' = 
T 

(6 + L'.¢)- <!Jo 

T 

L',. 6 
=c+-· 

T 

( IL3) 

(BA) 

The resulting curva.ture offset, ~.·i•, is what the layer a.ligament of Section 5.2.2 removes. 

Error in r An error in the r position of a wire is equivalent Lo an error in ¢ excepL 

it varies with curvature. Again, using Equation D.:l, 

ddi 
L'.6 = -· L'.r = cL'.r 

· dr 
' c = 

(/J + c~r - </:io 

r 

L'.r 
= c+c-. 

r 
(D.5) 

This curvaLure dependenL error, c~.', is absorbed into Lhe momentum scale normaliza­

Liori. 

1 H_.erall that r11rvat11re is a signed quantity and has the san1e sign as the ('.harge of the partirle. 
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Error in Drift Distance Errors in lhe driIL model lhaL <tre noL curvaL ure-dependenl 

look like Lhe previOlrnly discussed 6 position errors, and <tre removed by Lhe wire align-

menL. The only curvaL ure dependent parL of lhe drift model is lhe correction for asp eel 

angle, i.e. Lhe angle al which Lhe par'Licle enters a given wire htyer wilh respecL lo Lhe 

norn1a1. For ;;cro c11rvat11rc 1 the aspect angle is 7'cro and there is no correction. Since 

the tn1cks of concern here have srna.11 a.sped ;rnglrn ( < 10°), and since the a.sped ;rngk 

corredion is explicitly ca.libn1ted, the error frorn this eifed is expected to he srna.11: 

bLtL nonetheless, some CLtrvature dependence will be allowed. 

Comparing Eqlrnlion Il.l with Lhe above results indicaLes LhaL only Lhe lowesL-order 

Lerms should be relevanL. his also imporLanL Lo noLe lhaL for snrnll c, i.e. large PT, 

Lhere is no l/c behavior in any of Lhe above conLribuLions Lo curvature error. 

B.2 Curvature Expansion 

The extn1pohtion by inverting invariant rna.ss (b;q11a.tion .5.'1 ), 

l 
j\;JL 

( H.6) 

where i-.: includes the conversion frorn rnornentnrn to cnrviltnre and F contilins a.II the 

<1ngular dependences. \'\''riting the error in -1 /A1 2 in tcrn1s of the c11rvat11rc error gi\"CR 

M
2 
L'i (-.1.· ) Ji' 

L'ic+ L'ic_ ~c+L'ic_ 
=--+--+-~-

C+ C_ C+C-
( H.7) 

b;xpa.nding L'ic using b;q11a.tion H. l rn1d dropping tcrrns a.hove r,3 111 the first pmt and 

above fr in the product leaves 

2L'i i\,:/ 

!11 ( 
I I ) 

fu -.- + -.­
c+ c_ 

14'J 



(1 1) ') 
+tot1 C+ + c_ +ti (D.8) 

~A.. vera.gir1g over all eve11Ls gives 

\
!::,.Ai J \ 1 J ( 2

\ 1 2 
\ 1 J \ 1 J 1 2 -,-,-=to - +t1+t2(c)+te c;-9'o 2 +tot1 - +:-t1 ,\1 c - c c 2 

(D.9) 

where () in<licaLe an average. As shown in Section 5.2.2.:l, lhe resi<lual misaligrnnenL 

of Lhe CTC results in a curvaLure oJfseL, to, of< 10-7. Combining this wilh Lhe mean 

v<tlues of l/c an<l l/c' lea<ls lo an error on lhe mass of< 50 keV /c'. The firsL-or<ler 

coefficient, c1 , is the scale terrn and is obtnined frorn the iinal J /ii• rnass uncertainty. 

1\11 11pper lirnit on c2 is set frorn the width of the J />/;peak. Conservatively assnrning 

that the entire width of~ 15 l\foV /c2 is frorn this krrn 2
, then c2 < 20 (given that 

the KMS width of c+ + c_ is ~·t xl0-'1) and again the error on the rnass is lrns than 

< 80 keV/c2
. Table B.1 lists the evaluations of the terms in Equation B.9 for both 

the J /1/• and \.V. The remaining coefficient, t 0 , is the term from which the nonlinearity 

of the momentum measurement will be extracted. Recall that systematic errors on 

Lhe JfJ• were> 0.1 MeV/c'. Looking al Table D.l, all buL Lhe scale an<l nonline<uily 

Lerms ccu1 safely be ignored. Ignoring all bul these, Equation D.9 re<luces Lo 

I t::,.J\1\ ( 2\ \ M / = t 1 + te c I , (D.10) 

an<l hence a nonlinearity should manifest iLself as a linear variaLion of lhe J /ii• mass 

\ViLl1 c'J. f'or co11ver1ier1ce~ Ll1e rrrass variatio11 is vvriLLerr irr Lerrrrs of l/p} 

!::,.Ai 
--=E:1 

:\!/ 
(D.11) 

L·l'he \vidth of the J /v'.' is d11e in part to resolutions. Ass11ming all of it is fron1 a systemati<: 
curvature error is clearly an overeoLin1aLe. 



tu f1 f'.2 f:J 

< 10-7 c, < 20 (3 

( ~) ( c) (c2) c~; 
J />/; I. I 1.3 x I o-c. 1.:3 x 10-" 7.0 x 10(; 

w 130 ;3 x rn-7 :3 x 10-0 ;3 x rns 

.J/0 D.!Vf/lU JN· D.A1(l\ftV/c2
) vVD.Al/!VI vV D.J\J(AieV/ c2

) 

fu (1) 1.1 x 10-7 0.000:3 i.:3 x 10- 5 1.0 
c 

f1 t1 :3100.0t, t1 80000.0fi 

f 2 ( c) 2.6 x 10- 5 0.08 6 x lo-6 0.5 

f:i (c2
) f:i (c2

) :3100.0f:i (c2
) f:i (c2

) 80000.0t:i (c') 

12 ( 1) 2ta r:'l 3.5 x lo-s 0.0001 1.5 x lo-6 0.1 

fuf1 ( ~) t1 ( 1.1 x lo-'J 0.0003t1 t1(L3 x 10- 1 ) 1.0t1 

1 _2 
2t1 

1 _2 
2t-1 

1 cc 0 2 ooU. <1 1 _2 
2t-1 40000.0fi 

Table B.1: Table of curvahtre error terms and their contribtttions the 
error on lhe J /ii• and vV ma"es. Top: The values of Lhe four lowesL­

order coeITicienLs. The value of t1 will be obtained from Lhe momentum 
scctle normalization and is expected Lo be small ( < 10-:q. The value 

of te is exlracled from Lhis exercise. Middle: The <tverage values of 

curvaL ure lenns in Lhe expansion for boLh lhe J /0 and vV. DoL lorn: 

Terrn-hy-terrn eva.hrnt.ion of b:Cprntion 1-l.9 hot.h in fra.ctiom1I rna.ss error 
;rnd in l\foV /c2 for the J /1/' and W. 
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Randy 1-Iichael Ke1_ip . At 

t.he Lender a.ge of Lwo, he asf:lif:lted his pa.rents iu building Lheir lwurse. Sixteen yea.rs 

later, it. ca.me Lime to go Lo college. Having <Ul iuLeresL in astronomy, Randy chorse 

Lo a.tl.eud t.he l~niversit.y of \Visconrsin - OshkorslL despite t.he fac t. that. O rshkosh had 

no astronomy major. Ile decided he would major iu ph.ysics and t.heu go Lo graduate 

sc:hool in astronomy. /\II this changed vvhen he disc:overed computers. Astronomy was 

out. and in its plac:e was an instrnmentation degree in physics coupled with a. minor 

in comp11tcr science. /\fkr ha.If a dozen programming c01irses, it became obvious to 

Randy that the sum tota.l of computer science is sorting a.ncl searching. Consequently, 

the minor s>vitchecl to math, and to conserve momentum, the physics degree fioppecl 

back to the professional track in preparation for gra.clua.te study in physics. Upon 

receiving his degree in 1987, Randy headed south to shtdy pa.rt.ides in Urbana. Of 

course Ra.udy knew nothing <tbout. experimeuL<tl particle physicrs and thus was the ide<tl 

candidate when he signed ou with Lee Holloway and t.he CDF contingent.. hrnnediaeely 

upon signing, Randy was dra.fLed by an exp<rnsiou Learn headed b.Y Ton.Y Liss who 

irnrnediatdy sd hirn to vmrk designing muon drift c:hambers; and drift cha.rnbers is 

what he did for the next. four years until lo and behold a W popped out. of the CIW 

detector. J{andy wasted no time (well, only enough to get rna.rricd) in measuring the 

rnass of it. and th rew together a. thesis in time to mrnplde the 8-ycar plan. 
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