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This thesis presents a measurement of the mass of the W boson using data collected
during the 1992-93 collider run at the Fermilab Tevatron with the CDF detector. A fit
to the transverse mass spectrum of a sample of 3268 W— pv cvents from 19.7 ph=' of
data viclds a mass of M{, = 80.310 4+ 0.205 {stat.) + 0.120 (syst.) £0.050 {scale). This

result is compared to previous measurements and current predictions.
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FEquation 5.8) is varied from the nominal value by one and two standard
deviations. The change in the W width is for the simultancous fit to
hoth mass and width. . . . . . . .. . . . . Lo
Variation of the RM5 of v and u . and the fitted mass and width shifts
with the scale factor, ». The mass shift is for the fixed-width fit. The
width shift is for a simultaneous fit to both the mass and width.
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Dependence of the W charge asymmetry and the W mass on the PDI" [40]
choice. The Monte Carlo statistical uncertainty is ~ 15 MeV/c? MRS
D" is the default choice of the currenl analysis. MRS B is the delaull
choice of the previously published CDI' W rnass measurement [9]. . . .
Varialion in the [itted W mass as the W widil is constrained o olher
{han the nominal value. The entries correspond to the ~ 2.5 and ~ 5.0
standard deviation pointsin U'y.. . . o o0 0 00000000
Summary of backgrounds. T'he number of events are for the signal region
of 63 < My < 100. The separate totals are for backgrounds that are
inchided in the simulation (W — 7v and 7 — ) and for backgrounds
that are applied as a post-fit correction to the W mass {all others).

Table of curvature error terms and their contributions the crror on the
J/and W masses. Top: T'he values of the four lowest-order cocfticients.
The value of €; will be obtained from the momentum scale normalization
and 1z expected to be small (< 107 3). The value of e is extracted from
this exercise. Middle: The average values of curvature terms in the
expansion for both the J/v and W, Bottom: Term-by-term evaluation
of Equation B.9 both in fractional mass error and in MeV/c? for the
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C'I'C. The muon loses energy in the calorimeter (72T and £5Y). The
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bers (AT). . . e e e
The match in the r-¢ plane hetween the extrapolated CTC track and
the CMU track segment. The arrows indicate the selection cut of 2 cm.
Left: Energy distribution in the CEM tower(s) traversed by the muon
from W decay. The cut is at 2 GeV. Right: The same distribution for
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The transverse momentum spectruin ol inclusive high-pr muous, . . . .
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the muon track. The arrows indicate the selection cul of 60 cin.

Lelt: The impact parameter distribution for W — pr candidates. Right:
The z vertex match to the origin of the track (z,). The arrows indicale
thecut values. . . . o0 0L Lo

Diagram showing the ellect of layer rolation ou the measured momen-
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Deviation of wires (rAg) from their nominal positions as a function of
radius. Recall that each end of the wire is allowed to rotate indepen-
dently. Circles are one end of the CTC (z = +150 cm) and triangles are
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Transformations of the CTC. Upper Left: Translation of the CTC (a).
Upper Right: Scaling the CTC by (b) r — gr and (c) p — F(o)p.
Middle: Rotations in (d) r-¢ and (e) r-z. Lower: Skewing the CTC in
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The variation in ¢ ol the dillerence in £/p belween electrons and posi-
trons. The shaded area indicates the expecled variation [rom the 25 pm
RMS scalter of the wire guide rods (see Section 5.2.2).
The variation in cot @ of the dillerence in E/p between elecirons and
positrons. o ow ; " R
The distribution of ]:/,u, deeL dH corrections, for positives dlld negatives.
The tail on the right is caused by cnergy loss from brehmmstrahlung.
This tail 1s used to measure the amount of material between the beam
and the C'1'C. The difference in the means of these two distributions s
consistent with zero to better than a part in 10%, . ¢ n oo
The dimuon mass spectrum from the data, points, near the J/z mass in
a 200 MeV /c? window. Upper: The curve is a Gaussian fit with a linear
background in a 100 MeV /c? window. The arrows indicate the fit region.

Lower: The curve is a Monte Carlo simulation including radiative effects.

The shift in the fit J/v» mass as the true decay vertex moves away
from the constraining vertex. While the mass for diverging tracks shifts
substantially [rom that [or converging tracks, the average remains cloge
Lo zero.
The numnber of photon conversions lo electron-posilron pairs as a fun—
ction ol radius [rom the beamline. The major [ealures of the CDI
detector are labeled. The amount and tyvpe ol material in the CTC n-
ner wall 1s precisely know, allowing one to calibrate the other sources of
material. T'he dashed line s the background. . : 5
Upper: 'T'he variation of the measured J/4 mass Wl’rh cot 9u+ + (‘ot 9 s
both with (open) and without (solid) the magnetic field map. IJOWCTI
The variation of the measured J/9 mass with ¥ 22 = zi+ + z;_ where
7 1s measured at a radius of 100 em. w8 R M@ E R B W
The measured J/i) mass versus _"'-.tuté) Uppm Before scaling cot 6.
Lower: After scaling cot#. The fit value at the kinematic point of
Acot § = 0 is the same (within statistics) before and after scaling.
Variation of the measured J/+# mass with time. S & 5§ &
Variation of the measured J/v mass with the average l/pT oi thP tw
muons. The muons [rom W decays would lie in [irst bin ol this plotl
(0.001 (GeV/c) #). The average [or J/¢ decays is 0.14 (GeV/¢) 2. The
upper plot 1s belore the cot # scaling; the lower plot is alter. The slope
i the lower plot 1s a lactor of two ’3111&1161 553 4@ 8%
Invarianl mass distribution of dimuon pairs near the T 1asses, The
first three resonances can casily be distinguished. T'he curve is a sum of
three gaussians and a quadratic background. e
The dimuon mass spectrum near the 7 mass. The arrows indicate the
fit region of 76 fo 106 GeV/c?. .
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Lelt: The average energy, I2,, in the towers bordering the towers traver-
sed by the muon. Right: The number of {owers traversed by the muon.
The average is ~ 1.5, - -
Scatler plot of |#| versus p4. The dlde,ondl hne 1s |u| = ps dnd llldltdtt“:
a systematic undermeasurement ol . e w2
Top: The distribution of |@]| lor the ddtd Botlom Dl‘\lllbLlLlOll’a of )]
and wu .

The initial p}¥ spectrum used in the W evenl simulation. The spectrum

s derived from Hhh

b /4 — ce cvents. . .

The Level-2 muon trigger efficiency as a ﬁm("rmﬂ 01 ’rm(‘l\ P ((10\ /(‘)
The dotted lines indicate 1o uncertainty in the slope of a lincar fit.
Compaostion in the transverse planc of 7 events used in the look-up tahle.
Note that i is decomposed relative to pif as opposed to pi as in the case
of the W. This is because the muon directions in the Z event and in
the W event from the simulation are uncorrelated and it is meaningless
to associate them in any way., After the Z event is transferred to the
simulation @ is resplit into w) and . . . e
Top: The distribution of || for the data and slmulatlon The 10![“}1[1(:'%
of the simulation is due to the finite number of Z — ee events used to
model the recoil response. Boillom: Distributions of w) and wu,. The
small discrepancy belween data and simulation in v 1s only a litile over
one standard devialion and is covered by the uncertainly in the p}scale
lactor,
U])])EI Ddtd dnd blIIluldLlOll (uH) as a fun( tion of Lhe muon pr. Lower:
The residuals of the data minus the simulation.

Upper: Data and simulation (u||> as a function of My l ower: Data and

simulation (u)) as a function of [u].

Transverse mass distributions of background processes present in the
W — pv sample.

The CTC tracking cfficicncy as a hmcﬁon n’r n. T'he uncertainties arc

+10%. i.e. c 0.1,

Simulated My distribution nu‘ludmg harkololmdq The # — pp and

W — 71 backgrounds are also plotted separately to compare with the
W — g osignal. The arrows indicate the fit region. 5 R
Top: Initial-state radiation diagrams. The photon is ﬂmttecl from an
incoming quark and is uncorrelated with the muon direction. Bottom:
Final-state radiation and the W+ vertex. Final-state radiation is respon-
sible [or most ol the radiative ellecis.
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Radialive and non-radiative lineshapes and the residual of them in per-
cent. The residual is the dillerence divided by the area under the ra-
diative distribulion. . . . . . . . oo e
The cosine of the angle belween the photon and the muon [or radiative
evenls, The y-axis is logarithmic, . .. .. . .. . o ..

Lelt: Lineshapes al various values ol My [or a [ixed T'y. Right: Li-
neshapes at various values ol I'y lor a lixed My, . . 0 0 0 00 0 o L.
The results of itting simulaled data samples ol 10,000 events generated
at a mass of 80.12 GeV/c? and a width of 2.061 GeV. Top: The distribu-
tion of fitted masses (Left) and the distribution of uncertaintics (Right).
Bottom: "T'he distribution of fitted widths (Left) and the corresponding
uncertaintios (Right). . . . . . . . ... oo oo
Top: The £ polynomial surface resulting from the unconstrained it to the
W mass sample. Unfortunately, the £ data points cannot be overlayed.
Bottom: The 1-a (A{ = 0.5) and 2-a (A{ = 2.0) contours in the My Ty
plane for the unconstrained fit to the data. The dashed line indicates
the constrained fit line. The minimum £ on this line is the best fit value,
B e s s sk ow s e h mm ks o mm on sk mm s wom w
W
The transverse mass distribution for data and simulation. The simula-
tion does not nclude radialive corrections or small backerounds. The
arrows Indicale the it reglon. . . . .. .. . . .. o0
The distribution ol fitted masses (Lell) and uncertainties (IRight ) lor the
constrained [it. The mean uncerlaiuly agrees with thal returned lor the
Wiomass sample. . . . 0 L L L e e e e e
The —£ curve for a one-dimensional fitter. T'he curve is a quadratic to
demonstrate that ¢ fits well to a parabola. . . . . . .. . 000 oL
Upper: Muon py spectrum for the W mass sample compared to simu-
lation. Lowcer: Neutrino py spectrum compared to simulation. The soft
edge at ~ 30 GeV /e is duc to the My window of 63 < My < 100 GeV /c?.
Note that the mass value used for the simulation comes from a fit to M7,
and not to the distributions shown. . . . . . . ... . ... ...
Transverse mass spectra of W mass subsamples compared to the Monte
Carlo simulation using a mass value of MEM. Upper: |@] < 5 CeV.
Lower: 5 < |u| <20 GeV. . ... 0 ..
The transverse mass speclra ol WHand W . .. . .. .. ... .. ..
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Chapter 1

Introduction

1.1 Historical Perspective

No thesis would be complete without the traditional historical perspective. and so 1
begin. The birth ol particle physics arguably occurred when Democritus theorized that
all matier was composed ol tiny indivisable “atoms”. Cenluries later, it became obvious
that there were dillereni kinds of these atoms and the periodic table was proposed
by Mendeleev., Various ideas aboul the alom [oated around until Thompson's 1897
discovery of the electron and, subscquently, Rutherford’s famous scattering experiment,
of 1911 in which the atom was determined to consist of a tiny, dense core of positive
charge surrounded by a halo of orbiting cleetrons. This of course led to the development
of quantum mechanics and eventually quantum electrodynamics (QED).

On a slightly different front, the observation of nuclear 3 decay produced a quandary
in physics, namely. the non-conservation of energy. The speculation by Pauli in 1933,
and later confirmation by Cowan and Reines, of the neutrino solved this predicament
and, coupled with the discovery ol the neutron, led o the idea ol the weak nuclear
[orce. This new [orce however did not [it into the neat and tidy theory of QED and il

15 here where the “Standard Model” enters the piclure.



In the mid 1960°s, Glashow, Weinberg and Salamn developed a theory to combine
the electromagunetic and weak interactions under one rool [1]. By utilizing an ap-
proach [2] in which a symmetric [ield in the Lagrangian is expanded around a nonzero
minimum (spontaneously broken syimmetry), they crealed a theory which was renor-
malizable {well behaved) and could contain massive gauge bosons which is one method
of achicving the short range interaction characteristic of the weak nuclear force. I'his
theory has since become known as the Standard Model of the electroweak interactions
and consists of 6 leptons, 6 quarks, 4 gauge bosons which mediate the electromagnetic

and weak (electroweak) interactions, and a syvmmetry breaking Higgs particle. The

leptons and quarks are grouped into 3 generations.

¢ ' T
Leptons :

v, v, v,

1" C 1
CJuarks

i & b

The gauge bosons consist of the photon (+). the W*. and the Z°. of which only the
photon is massless. The standard model, however, also contains a large number of
independent parameters including the electromagnetic and weak coupling constants,

the weak mixing angle 0y, and the masses ol the lermions. This plentiful supply ol

arbitrary paramelers is one reason [or the continued search [or a grander unification.

1.2 Experimental Observations

Omne great success of the electroweak (KWK) theory was the discovery of the predicted
gauge bhosons at the predicted masses. In 1983, these massive particles were found af

the CKRN SPS collider by both the UAT detector, which measured 8178 GeV /c? for the



Experimnent Relerence  Mode Mass

(GeV/c?)
UA1-83 3] v 81£5
UA2-83 [4] e s0ty”
UA1-584 5] oy 8175
UA1-86 6] ey 835+£29
UA2 87 7] ev 802+ 15
UAL 89 5] g BL8 65
UAL 89 5] o R9E3+6
C'DF $9 9] ev  80.0+4.1
UTA2-90 [10] ev 530.53 £ 0.49
CDI*-90 [11] e, pr o 7991 £+ 0.39
UA2-92 [12] cv 80.36 £ 0.37

Table 1.1: Some previously published W nass measurements. Not all
ol the above measurements are independent. The mode i1s the decay
channel of the W used in the measurement.

W mass [3]. and by the UA2 detector, which found the W mass to be 801" CeV/c?
[4]. Since the 1989 turn-on of both the Large Electron-Positron (LEDP) collider at
CERN and the Stanford Linear Collider (SLC), the uncerlainty on the Z mass has
been reduced to less than a part in 10* {(compared Lo several parts in 10° for the T17),
enabling {ruly precision tests ol the EWK theory, A sumimary ol measurements ol the
W mass is given in Table 1.1, Until LISP IT comes online i1 1996, the W remains solely
in the domain of proton machines. since, to leading order, clectron-positron accclerators

must produce them in pairs to conscrve charge.



Figure 1.1: Radiative corrections to the W propagator involving the
top quark (left) and the Higgs boson (right).

1.3 Precision Tests

The mass of the W, My, provides a test of the EWK theory through its relation to

other EWK parameters. At Born-level, the W mass can be written as

e

My = ————+—. 1.1}
W \/BZ(TTf Siﬂz (J]W ’ ( ’

where « and (' are the QED coupling constant and the Fermi constant and fy is the
weak mixing angle. This equation is the result of a leading-order calculation where
e« 1s taken to be a constant. Radiative corrections to the W propagator (Figure 1.1)

result in a slight modification to Equation 1.1,

: pta’ 1
Mp, = — : . 1.2)
" V20 5 sin? By (1 — Ar) (1.2
Here ., is a(@Q? = 0) and the ©* dependence of alpha has been placed into the

1/(L— Ar) term [13] which can [urther be split up into an “electromagnetic” term and
a “weak” term. Al a Q% corresponding to the W mass squared, the eleclromagnelic
correction is dominaled by logarithmic dependences on My and accounts [or aboul
a 7% increase in My over the leading order equation. T'he weak correction s a fow
percent and dominated both by a term which is quadratic in the top quark mass

(Figure 1.2) and to a lesser extent by a logarithmic dependence on the mass of the
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Figure 1.2: The curves are from a calculation [14] of the dependence
of the W boson mass on the top quark mass in the Standard Model
using several Higgs masses. The band on each curve is the uncertainty
obtained by folding in quadrature uncertainties on a( M%), the Z mass,

and as(M32).

Higgs. This relationship between masses introduced by the loop corrections, provides
a sensitive test of the theory [16] and hence drives the goal of a precision W mass

measurement.

1.4 Overview

In Chapter 2, a calculation of the lowest-order cross section for W production is pre-
sented. Combined with this is a determination of which kinematic variables are most
sensitive to the mass of the W and a brief description of the method for extracting
the W mass. In Chapters 3 and 4, the detector, data acquisition, and event selection
are described. Chapters 5 and 6 detail the momentum and recoil measurements. Cha-

pters 7, 8, and 9 describe the event simulation, the backgrounds, which are included in



the event simulation, and the fitting algorithim. Finally, the systematic uncertainties
and conclusions are presented m Chapters 10 and 11.

As seen in Table 1.1, the best previous measurements ol the W mass have uncer-
tainties of order 400 MeV/¢?, The goal of this analysis is Lo reduce the uncertainty
to 200 McV/c?, a factor of two improvement over previous measurements. With an
cxpected statistical uncertainty of 150-200 MeV /c?, the systematic uncertainty must
kept to ~ 100 MeV /c%; therefore, an attempt is made to keep individual systematic

errors less than 50 MeV/c?.

6



Chapter 2

Theory

The determination of the mass of the W vector boson is similar to the determination
of the energy of an excited state of say the Hydrogen atom, H. The W hoson decays
1o a muon and a neulrino; the excited II" decays to IT and a photon. The energy ol
the muon {and nentrino) is related o the energy {or mass) ol the W in the same way
thal the photon energy is related Lo the energy of II'. To determine the energy of I, a
distribution of energies of {he photons is made and the mean and the widih determine
the encrgy and lifetime of the excited state, H'. In like manner, a distribution of the
energies' of the muon determine the mass of the W. Since the W bosons are produced
in pp collisions, and since this production alters the energy distribution of the muon,
the decay process must be combined with the production process. This combination

is the cross section.

2.1 Lowest Order Cross Section

The lowest order F'eynman diagram [or the production and subsequent decay ol a 17 1s

shown in Iigure 2.1, The incoming parlicles are the constituent quarks ol the proton

TAlthough the term energy is used in this qualitative comparison to the Hydragen atom, in practice,
the momentum of the muon 18 used.
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Figure 2.1: Lowest order W production and kinematic diagrams.

and antiproton and the outgoing particles are the muon and neutrino. Since the quarks
are bound within the proton and antiproton, this diagram represents only a subprocess
which must be summed over all quark species and weighted with appropriate parton

distribution functions?. The matrix element for this subprocess is

Mo G_\/gMVQV%% 5(611)7“(1§—_7;}§V(f)g(rvv)vv/ﬁw— 7s)v(p) (2.1)
Here My and I'yy are the mass and width of the W, Gy is the Fermi constant, V,,,,
is the ¢1¢qo term in the Kobayashi-Maskawa mixing matrix and § is the total energy
squared in the subprocess center of mass. Note that the energy-dependent form of
the propagator is used[17]. The u’s, v’s and ~’s are the usual Dirac wavefunctions and
matrices. The mass of the muon has been ignored in this and all subsequent calculations

Squaring the matrix element and summing/averaging over final/initial spins gives

> M =4V,

spins

GrM2\* §21—|—Cosé2
( . W) P 22)

V2 M+ T /M

?The incident quarks do not in general have equal and opposite momenta in the lab frame, i.e. the
subprocess center-of-mass frame is not the laboratory (detector) frame. The momentum distributions
of the quarks, relative to their proton bag, are described by parton distribution functions.



where @ is the polar angle ol the muon in the center of mass [rame. The dillerential

cross section [or this subprocess is them

do Vil (GPMEN" 51+ cos0)?
————{q1gs — ;.w) — | ?]i ;z| F ‘ ! : () — ){) — (23)
dcos 0 87 9 (8 — Mg )+ 82 /MG
and the total cross section is
- 9\ 2
|I"’ff1 92 |2 G ﬂ'fﬁi" $
olagrgs — nv) = - — —. 2.4
(g2 = v} = V2] (B MR T /M (24)
Writing the differential cross scetion in terms of the total cross scetion leads to
do . 3T A -
——(quqe = pv) = (1 + cos §)*. (2.5)
deos ) 5

The presence of g in this cquation requires a measurement of the 1 momenta of hoth
the muon and neutrine; however, direct neutrine measurements are not tractable. Ad-
ditionally, one would like a sharply peaked distribution where the peak is sensitive
to the mass of the W. The above differential cross section in cos# is neither sharply
peaked nor sensitive to Ay which necessitates the use of some other variable for a
viable measurement. The variables that can be used are the transverse and longitudi-
nal momentum components of the muon, p; and py, and the transverse momentum of
the neutrino, p%. which is determined by requiring transverse momentum balance (see
Section 2.2). Transverse and longitudinal are delined with respect to the beam dire-
ction. The longitudinal momentum comnponent ol the muon 1s nol very uselul because
ol the longitudinal boost received [rom the parton distribution [unctions. In addition,
requiring longitudinal momentum balance in the same way as the transverse compo-
nents does not work since a large fraction of the total energy in the event is directed
alomg the beamline and s not detected. This leaves only the transverse components of

moment m.

9
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Figure 2.2: The subprocess differential cross section is sharply peaked
at half the W mass. The divergence disappears after integrating over

A

S.

The first approach is to convert the cross section in cos to a cross section in pf.

The lowest-order diagram results in p}. = p4 = pr and
pr = —4sin 4. (2.6)

The Jacobian for the transformation from  to pr is

deosf 2 42\ "7
& :—7(1—ﬁ) : (2.7)

dp 8 8

leading to the differential cross section

d6 53 (1—243/3)
d% ~ S2(L— /a7

(2.8)

which satisfies the criteria of being sharply peaked and sensitive to Myy; the peak

is at pr = %MW (Figure 2.2). If the universe was strictly a leading-order place,

10
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Figure 2.3: W production diagrams of O(a;). Time increases to the
right.

Equation 2.8 would be a perfect solution. Unfortunately, higher-order diagrams give
the W a transverse momentum from initial state gluon radiation and gluon compton
scattering (See Figure 2.3). This p!¥ smears out the sharp Jacobian peak and causes a
loss of sensitivity to My .

Another approach, which is less sensitive to the pr of the W is to use the transverse
mass [18] of the lepton-neutrino pair instead of the transverse momentum of the lepton.

Transverse mass is defined as
Mz (p,v) = (I5F1+ |57])? — (Pr + PF)?, (2.9)

and ranges from 0 when the muon and neutrino are entirely longitudinal, to My when
they are entirely transverse. The transverse mass is less sensitive to p¥' than the lepton

pr because under a Lorentz boost, these two quantities transform as

w 2
My = My +0O ([pLW] ) i (2.10)
ET
pW
pr’ = pT+O(—ETW)+... (2.11)
T

More importantly, unlike the lepton py distribution, the endpoints are not affected by
pr boosts of the W leaving the sensitivity to My intact?.

3The maximum value My can be is My . This is independent of p}¥.

11



Returning to the leading-order dillerential cross section and t(ranslormming [rom pr

=

Lo My using My = 2|gp| = 2|p%|, the dillerential cross section becomes

do__53_ (2—:’11}/g (2.12)
\;

dM2 58 12/5)1/

To get [rom the subprocess [rame to the lab [rame, one must suin over quark species
and inlegrale over quark momentla, weighling the subprocess cross section with the

parton distribution [unctions,

do(pp — prX) = Z / da [ dreagi(x, 8)¢2(x2, $)do{g g2 — pv) (2.13)

1.2

Here the factor of 1/3 is the average over initial quark colors, K is a constant that cor-
rects the cross section for non-leading-order effects, and ¢, ¢, are the quark distribution

functions evolved up to ()% = 3.

2.2 W Mass Extraction

Tigure 2.4 shows the detected {ransverse momenium components ol a W event, with
the exception of the neutrino which is not seen, The beamline is into the page. The pp
component in this figure, pg,. results from the breakup of the proton and antiproton
and should be symmetrically distributed in azimuthal angle. The observed distribution
of 5, has a mecan of zero and an RMS width? that is typically ~3 GeV. The recoil
component, Jrecois 1% from the hadrons that are recoiling against the W transverse
momentum, i.e. from the hadronization of the outgoing quark or gluon in Figure 2.3.
These two components are lumped together and called 4, since there is no way to
experimentally distinguish between them. Sections 6 and 7.2.3 discuss the measurement

o . . - N - .
and calibration/simulation of @. From momentuin conservatlion, gr and i are combined

"I'he reasan it has a non-zera width is that some of the hadrons are undetected; thus, the net
momentum becomes non-zero,

12



Figure 2.4: Diagram of the transverse components of a W event.
The neutrino momentum is not directly measured, but is inferred from
momentum balance of @ and pr. The component of 4 parallel to the
lepton direction is u; = (@-py)/py. (It is labelled with a minus sign to
emphasize the point that if it lies opposite of pf, then it is a negative
quantity.) The perpendicular component, v, is also a signed quantity
where the sign is taken from an arbitrary convention, i.e. positive is

always clockwise from pf.

13



1o obtain g% = —@ — gy and subsequently My as delined above. When |@| < pf, the

lransverse mass 1s approximaled by

Mr = 2pf + | (2.14)

where w) is delined in TFigure 2.4. Because ol this direct relation, il is lmportant
to delermine not only the ellects of evenl seleclion criteria on w). bul also how well
the Moute Cfarlo simulation reproduces those ellects. Given thal an evenl-by-eveul
measurement of My is possible, the mass of the W, My, is extracted by performing a

log-likelihood fit of simulation My distributions to the data (sec Sections 7 and 9).

14



Chapter 3

The CDF Detector

3.1 Overview

The Collider Detector at Fermilab (CDF) [19] is a 5000 ton, azimuthally and forward-
backward syimetric, magnetic delector designed Lo study pp collisions at Termilab’s
Tevalron., The magnetic spectrometer consists of tracking devices inside a 3-mn diame-
ter, d-m long superconducting solenoidal magnet which operales al 1.4116 T. The
detector is divided into a cenlral region (30° < @ < 150°), end-plugs (10° < # < 30°,
150° < # < 170%), which form the pole picces for the solenoidal magnet, and forward
regions (2° < 8 < 10°, 170° < # < 178%). T'he calorimeters are constructed with a proje-

ctive tower gecometry, with towers subtending approximately 0.1 in pscudorapidity’, 1,

5° in ¢ (plug and forward). Each tower consists of an ele-

by 15° in ¢ (central) or
ctromagnetic calorimeter followed by an hadronic calorimeter at larger radius. Muon
chambers are placed outside the central region and toroidal steel magnets and cham-
bers provide additional muon coverage on each end. An elevation view of one quarter

ol the CDI" detector is shown in INegure 3.1 along with an isometric view of the [ull

deleclor.

! Pseudorapidity (n) is defined as » = —In{tan(#/2)), where # is the polar angle relative to the
proton-beam direction,
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Figure 3.1: Upper: Elevation view of one quadrant of the CDF de-

tector. The interaction point is lower left. Lower: Isometric view of
CDF. Note the rectangular nature the central muon upgrade detector.
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3.2 Tracking Chambers

The iuner tracking system ol CDI” consists of the silicon vertex detector (SVX) [20],
the vertex time projection Chambers (VI'X) [21], and the central tracking chamber
(CTC) [22]. The SVX is a four-layer silicon microstrip detector located directly outside
the 1.9-cm radius beryllium beampipe. T'he four layers are at radii of 3.0, 1.2, 3.7, and
7.9 cm from the beamline. The SV X provides a precise measurement of impact parame-
ter, but has only ~ 60% acceptance along z. Because of this, it is used to determine the
r-¢ heam position for each pp store. This beam position can be extrapolated bevond
the 5VX coverage and 1s used as additional information to augment the CTC. Outside
the SVX is the VT'X, which provides -z {racking informalion out to a radius ol 22 ¢in
for |n] < 3.25. In this analysis, il is used to deline the z position ol the interaction ver-
tex, which, when combined with the r-¢ beam position, provides another point for the
track fit (sce below). Outside the VI'X is the C'V'C which is a 3.2-meter long eylindrical
drift chamber with 81 sampling layvers, organized in b axial and 1 sterco “super-layers”
(Figure 3.2). Axial super-layers have 12 radially separated layers of sense wires, all
parallel to the z axis; these measure the v-@ position of a track. Sterco super-layers
have 6 sense wire layers with a ~ 3° stereo angle; these measure a combination of r-¢
and z information. Axial and stereo information is combined to form a 3-dimensional

track using standard simnall-angle stereo techniques [22]. The stereo angle direction

alternates at each stereo super-layer Lo resolve ambiguity.

3.3 Calorimeters

Outside the tracking chambers, in radius, are the eleciromagnetic and hadronic calo-
rimeters which cover 27 in azimuth and from —1.2 to 4.2 in psendorapidity {57). The
central calorimeter, is constructed as 21 wedges in ¢ for cach half of the detector.

Fach wedge has 10 clectromagnetic towers (CEM) [23]. which use lead as the absor-

—
-]
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Figure 3.2: A diagram of the end plate of the C'I'C showing the slots
for wires. Axial and stereo layers alternate. T'he long slots are axial

layers and the short ones are stereo.

her and 12 hadronic towers {CHA and WHA) [21], which use steel as the absorher.
(7as-based clectromagnetic and hadronic calorimeters (PEM, PHA, FEM, FHA) [25],
extend the n coverage to || < 1.2 and together with the CHA and CEM are used to
measure the recoil energy, . The resolutions of the calorimeters are parameterized as

(op/E)* = {«f VE) + (#)? and are summarized in Table 3.1.

3.3.1 Central Electron Detection

The energies ol central elecirons, used in the alignment ol the CTC (see Section 5.2.2)

and in the determinalion ol the T mass in the electron channel?, are measured

?Details of the W — cv analysis, inclnding the CEM calibration, can be found in [26, 27)].



Calorimeter  Lnergy Resolution

CEM 13.7% /' Er & 2%
CHA 30%/ v/ Fr & 3%
CIIA %IV T 4%
PEM 22% [V E T 2%
PHA 106% /' E 2 6%
QDAY 26% /v E & 2%
FHA 137%/V 2 1 3%

Table 3.1: Summary ol calorimeter energy resolutions. PIEM and
PIIA are the endcap calorimeters and I'IEM and FIIA are the [or-
ward /backward calorimeters. The symbol & signilies that the constant
term 15 added i1 quadrature in the resolution.

[rom the electromagnetic shower produced in the central electromagnelic calorime-
ter (CTEM) [23]. A proportional chamber measures the eleciron shower position (both
the rAg¢ distance [rom the tower center and the z position) al a depih of ~ & radiation

lengths.

3.4 Central Muon Detector

Outside the CHA are two sets of muon detectors: the central muon chambers (CMU) [28).
and the central muon upgrade chambers (CMP) [29], separated by ~ 60 em of steel.
The additional steel allows the two muon detectors to be used in coincidence to improve
the signal-to-noise by reducing the number of non-muons penetrating both detectors.
Figure 3.3 shows the number of hadronic ahsorption lengths between the center of the
detector and the muon detectors as a [unction ol #. The ceutral muon extension cham-
bers ((CMX) increase the muon coverage in » [rom 0.6 Lo 1.0. The n-¢ coverage of the

muon detectors is shown in Iigure 3.4,
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Figure 3.3: The number of hadronic absorption lengths as a function
of 0. Total central muon coverage extends to about 40°.

3.4.1 Central Muon Chambers

The inner muon chambers (CMU) consist of four layers of drift cells (Figure 3.5)
covering the region |n| < 0.6. The drift cell wires are parallel to the z axis and
alternate layers are radially aligned providing a crude momentum measurement. The
chambers are arranged into 24 “wedges” in ¢ for each half of the detector (—0.6 <5 <0
and 0 < 7 < 0.6). Muon tracks in the CMU are reconstructed using time-to-distance
relationships in the drift (¢) direction, and charge division in the longitudinal (z)
direction. Resolutions of 250 pgm in the drift direction and 1.2 mm in z are determined
from cosmic-ray studies [28]. Clusters of hits in at least three layers are found separately
in the r-¢ and r-z planes. These two sets of clusters are merged and a linear fit is

performed generating three-dimensional track segments.

20
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Figure 3.4: The muon coverage in the n-¢ plane showing the indi-
vidual coverage of each muon system. The small ¢ gaps in CMU are
the spaces between wedges. The two large ¢ gaps in CMU are non-
functioning chambers. The 5 extent of the CMP is not uniform because
it is rectangular and not cylindrical.
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Figure 3.5: Upper: Cross section of a CMU module showing radial
alignment of alternate wires. The time difference is used at the trigger
level to obtain a crude momentum measurement. The module subtends
5° in ¢. Lower: Cross section of the CMP. The chambers form a re-
ctangular box around the detector.
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3.4.2 Central Muon Upgrade

The CMPD are also composed of four layers of drift cells, but in a staggered geometry
(Figure 3.5). and covering on average the region |p| < 0.5. This results in a redu-
ced geometrical acceplance [or muons when used in coincidence with the CMTU (see
Fgure 3.4); however, the gain in signal-to-noise more than compensales. See Appen-

dix A lor a [ull discussion of the CCMP.

3.4.3 Center Muon Extension

The CMX ig similar in chamber design to the CMP, but functions like the CMU in that
the wires are radially aligned with the interaction point enabling them to be used in the
trigger. Because the CMX is unshielded from both the beamline (see Figure 3.1) and
the forward calorimeters. it i1s subject to a spray of low-energy particles emanating from
interactions of small angle” particles [rom the pp collision with both the beampipe and
the forward calorimeters. This spurious source ol signals results in a large rate which
must be artilicially lowered inlroducing systemalic errors into any analysis atiempling
to use the CMX. As a result, the data sample lor this W mass measurement (see

Scction 1.3) does not include muons traversing the CMX detector,

Sere small-angle s with respecl to the beamline, ie. small 0,
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Chapter 4

Data Sample

During the 1992-1993 run. CDF collected data corresponding to an integrated lumi-
nosity! of 20.7 pb™? (Figure 4.1). From this was removed 1 pb™! of data corresponding

Lo unstable conditions in either the detector or the accelerator.

4.1 Data Acquisition

The CDI" data acquisilion system consists of a three-level trigger [ollowed by a {hree-
way storage mechanism (Iigure 4.2). The crossing rate ol proton and antiprolon
bunches in the Tevalron 1z 286 kIlz, with a mean interaction rate ol 0.6 inleractions
per crossing al a luminosity of 3.6 x 10°Y cin™? sec™!, typical of the data used in this
measurement. The first two levels of the trigger [30] consist of dedicated clectronics
with separate data paths from the data readout system. The third level [31], which oc-
curs after the event information is digitized and stored, uses a farm of Silicon Graphics

computers to reconstruct the event. The overall rejection factors for each of the three

levels are typically 600, 100. and 4. respectively. Events that pass level 3 are written

""I'he total amount of data, or integrated luminosity, [ £ df, as it is usually called, is expressed in
nnits of inverse cross scection. To convert to numbers of events, simply multiply by the cross scetion
of the process of interest. Multiplying the instantaneous Tuminosity, £, by some crass section gives
the rale [or thal process.
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Figure 4.1: Data collection history over the run. The efficiency (right)
is defined as recorded/delivered.

to one or more of three output paths by a VAX computer that controls the overall
flow of data. The main output path is stored on 8 mm magnetic tape and contains the
bulk of the data. A special “express” path receives a small subset of rare events such
as W — pr and top quark candidates. This path is written to disk and quickly made
available to the experimental collaboration. A third path is reserved for higher-rate

processes that are not output to the main data path.

4.2 Muon Trigger

The level-1 muon trigger [32] uses timing information from the CMU to detect the
presence of a high-pr muon and requires a coincidence hit in the CMP if the muon
should have traversed it. At level 2, information about the ¢ coordinate of the muon
from the level-1 muon trigger is combined with CTC track information from the Central

Fast Tracker (CFT) [33]. The CFT looks in the r-¢ plane for hit patterns in the

CTC consistent with a high-pr particle. The particle moves through a magnetic field;
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Figure 4.2: Diagram of the CDF data acquisition system. Three
levels of triggers are followed by three separate output paths designed
to optimize the collection of low-rate, high-momenta processes such as

W — pv decays.
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thus, the curvature ol the track depends on the particle’s momentum, 1.e. an infinite
momenium particle produces a straight track. Il a CI'T candidate track exists within
=)

5% 1 ¢ ol the muon, the muon level-2 trigger is salislied. The level-3 high-pr muon

trigeer [ully reconsiructs the evenl and searches [or a muon candidate with:

e o> 18 GeV/e

e CMU |Az| <5 em
e CMP |Az| <10 em
o BMAD <G GeV

The second item is equivalent to a ¢ match between the hits in the muon chamber and
the CTC track and the third item refers to the energy measured in the CHA tower that
the muon traversed. Both of these are discussed in the next section. If the event passes
level 3 1t 18 stored and later reprocessed by the oflline reconstruction algorithim which is

identical to the level-3 trigger algorithin except [or improved calibration informalion.

4.3 Muon Identification

The identification of a high-py muon is shown in Figure 4.3. After the offline reconstru-

ction program. the muon candidate must pass the following selection cuts:

o > 18 GeV/c
e CMU |Ax| < 2 ¢
o [TAD < 6.0 GeV

o IIM 90 GeV

These are similar fo the level-3 trigger requirements? with the exception of the electro-
magnetic (KM) energy cut which was left out of the trigger to prevent biasing analyses

which use KM encrgy information. T'he muon must have a C'I'C-measured pl greater

?Fven though the same program is used, quantities calenlated offline are hetter than thase calcu-
lated 1 level 3 due Lo inproved calibration constanls which take a lew days (o delermine.
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Figure 4.3: The identification of muons. The momentum, pf., is
measured by the CTC. The muon loses energy in the calorimeter (£1AP
and E*™). The extrapolated CTC track must match with the track in
the muon chambers (Ax).

28



N HH‘HH‘HH‘HH‘H\\‘HH‘HH‘HH‘H

400
350
300
250
200
150
100

50

! |

-3 -2 -1 0 1 2 3
CMU Ax (cm)

Events/(1 mm)

1
A

Figure 4.4: The match in the r-¢ plane between the extrapolated CTC
track and the CMU track segment. The arrows indicate the selection
cut of 2 cm.

than 18 GeV/c. The CTC track is extrapolated to the muon chambers (CMU) through
the electromagnetic and hadronic calorimeters consisting of approximately five hadro-
nic absorption lengths of material. The extrapolated muon trajectory is required to
match to a track segment in the CMU (see Section 3.4.1). to within 2 cm in the r-¢
plane. The RMS spread of this distribution (Figure 4.4) is 0.5 ¢cm, which is consistent
with a multiple scattering contribution of 0.3 ¢cm and the CMU alignment. The muon
is also required to have left an energy deposit in the calorimeters consistent with that
of a “minimum-ionizing” particle®. The energy in the CEM tower(s) traversed by the
muon, which is 0.3 GeV on average, must be less than 2 GeV and the energy in the
CHA tower(s), which is 2 GeV on average, must be less than 6 GeV. Figure 4.5 shows
these energy distributions for the W mass sample. The pf7. distribution for this sample

is shown in Figure 4.6.

3This is a somewhat qualitative description to distinguish them from hadrons which give up all
their energy in the calorimeter; since, strictly speaking, a muon with pp > 18 GeV/c is somewhere on
the relativistic rise of the dE/dx curve [34].
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Selection cul Lvents

Remaining
Initial sample 11748
| zvertex| << 60 em 11127
P> 25 GeV/e 7612
pr> 25 GeV 6797
|do| < 0.2 e 6155
| Zvertex — Ztrack| < 2 ciu hrhd
No other tracks with pr > 10 GeV/c 4972
No jels with Iy > 30 GeV 4859
@] < 20 GeV 1663
Fit region: 65 < M7 < 100 GeV/c? 3268

Table 4.1: Criteria used to sclect the W — g sample.

4.4 Neutrino Identification

A W event requites the presence of a high-py neutrine to accompany the high-py
muon. The presence of a neutrino is determined from the missing transverse energy
in the event (the balance of @ + pj'). If this missing energy is greater than 18 GeV,
then the event contains a neutrino candidate. The exact calculation of the missing

transverse energy is given in Chapter 6.

4.5 W Mass Sample

The W mass sampleis selected [rom the “express” data path. In Table 4.1, the seleclion
criteria and the correspouding number ol evenls removed are listed, The evenl sample
sclection for the W — pr mass measurement is intended to produce a sample with
low background and with well-understood muon and neutrino kinematics. T'he sample

starts with 11718 events which pass the muon and neutrino identification criteria.
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Figure 4.7: The z distribution of VI'X-reconstructed vertices closest
to the origin of the muon track. The arrows indicate the selection cut

of 60 cm.

The event vertex is required to be within 60 cm in z of the origin of the detector
coordinates (Figure 4.7). Since there may be more than one reconstructed vertex in the
event, either from real overlapping pp collisions or from misreconstruction by the VTX,
the one closest to the origin of the muon track is used. The z-vertex cut eliminates
events where the projective nature of the calorimeters useless resulting in a systematic
mismeasurement of p% (see Chapter 6), and where particles may escape through the
gap between the central and forward calorimeters also leading to an error in p4.

The transverse momenta of the leptons, p} and p4, are required to be greater than
25 GeV/c. This reduces some backgrounds which decrease with increasing pr (see
Chapter 8 and Figure 8.1), while retaining most of the W events which increase with
increasing pr and peak at ~40 GeV/c (recall Figure 2.2).

For two reasons, a great deal of care is taken to remove cosmic rays: they decrease
slowly with pr and may be noticeably present above the Jacobian peak where the

mass determination is more sensitive to backgrounds; and neither their flux nor the
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Figure 4.8: Left: The impact parameter distribution for W — uv
candidates. Right: The z vertex match to the origin of the track (z,).
The arrows indicate the cut values.

efficiency for detecting them is well known making them difficult to model effectively.
Cosmic rays are uncorrelated with the event vertex; thus, the following two cuts are
applied. First, the muon track must satisfy |d,| < 0.2 cm, where d, is the r-¢ impact
parameter with respect to the origin of the detector?. Second, the muon track must
satisfy |zyertex — Ztrack| < 2 cm, where Zgack and zZyertex are the z position of the muon
track and of the vertex closest to the muon track, respectively. Figure 4.8 shows
these distributions. These criteria also remove muons which come from decay-in-flight.
Additional cosmic rays and backgrounds from Z — ppu, which, because of the higher
mass of the 7, also do not decrease rapidly with pr, are reduced by rejecting events
with any additional track with pr > 10 GeV/c. Because cosmic rays are uncorrelated
with the events they overlap, the timing information from the CTC, which assumes

they are part of the event, can result in either a poor quality track or no track at all,

*The r-¢ beam position and the origin of the detector differ by ~0.03 cm. Making this cut with
respect to the beam position instead of the origin causes no significant change.
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neither ol which are removed by the previous additional track requirement. The [irst
case, where one ol the two tracks is poorly reconstructed, is looked [or by relaxing
the criteria used to search lor tracks within 2° 1 ¢ of back-lo-back with the muon
track., The second case, no track at all, is lound by using both the muon detector and
the calorimeter opposite in ¢ of the muon track. No cvents are removed by the poor
quality back-to-back track requirement of the first case, indicating that little cosmicray
background remains in the sample. The sccond case 1s used to cstimate the remaining
cosmic ray background which is discussed in Chapter &.

To further reduce the background from heavy-flavor decays and jets® faking muons,
events with a jet with Fp > 30 GeV and events with recoil energy |i]| > 20 GeV are
rejected. In addition these criteria yvield a sample that is easier to simulate, and also
keep the evenls with the best resolution on the transverse mass®. The [inal W sample

contains 4663 events, of which 3268 are in the region 65 < M7 < 100 GeV/c*,

4.6 Calibration Samples

Several data samples are used in calibrating the W mass measurement, as described

in Chapters 3, 6, and 7.

W — er This data sample is used both in the alignment of the CTC (see Chapter 3)
and in the W mass determination from electrons [26, 27]. The selection criteria are

described in the references.

®A jet is defined as a cluster of energy in the calorimeter within a cone of 0.7 (/An? + Aa® < 0.7).
Physically it is the collection of particles resulting from the hadronization of an outgoing quark or
qluon.

€Gince the lepton is measured with a bettor resolution than the recoil, the ideal event ent would

be |¢] = 0 GeV. This would, however, resull in zero events and so a compromise is struck.
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Z — ee This data samnple 1s used to calibrate the calorimeter response Lo the recoil
from the W, @ {see Chapters 6 and 7.2.3). The selection criteria are described in

relerences [26] and [27].

J/4p — pge This data sampleis used to determine the absolute momentum scale (see
Chapter 5). Muons are allowed from all the central muon detectors (CMU, CMP, and
CMX) in contrast to the W mass sample which allows only CMU or CMU/CMP. This
increases the range of 5 sampled by the muons thereby increasing the sampled region
of the CTC allowing a better determination of systematic errors in the momentum
measurement. The nitial J/v¥ — pp sample 1s laken [rom a low-pr dala sample and

has the [ollowing criteria applied to both mnuons:

o pr > 1.5 GeV/e
o CMU Az y? < 16
o CMU Az 2 < 16
o CMP Az y2 < 16
e (MX Az ? < 16
[ verical < 60 cm

2800.0 < M, < 3400.0 MeV/c?

The y? cuts are similar to the Az cut in the W mass sample but take into account

multiple scattering by the muon”. A sample of ~ 120,000 dimuon events is left,

Y — ppe This sample 1s used to check the momentumn scale (see Section 5.3.2) and
is chosen with the same cuts as the /¢ sample except the mass window is moved to

9.0 < M,, < 11.0 GeV/c? This sample contains ~ 15,000 events.

“I'he relation hetween y? and Az is ¥¥ = (Ax)?/ei, ¢ where 7ars is the expected uncertainty in
the extrapolated track position due to mulliple coulomb inleraclions in the calorimeler.



Criterion Events

Remnaining
Initial sample 1181
| Zvertex| < 60 cm 1083
First muon p) > 25 GeV/e 966
Second muon pf > 23 GeV/e 928
Second muon {raverses all CTC lavers 750
|ds] < 0.2 cn Lor both muon tracks 493
|2vertex — Ztrack| <0 2 cm [or both muon tracks 415
Two muons not consistent with a cosmicray 408
No other tracks with pr > 10 GeV/c¢ 335
No jels with I > 30 GeV 377
|u| < 20 GeV 359
6 < Mz < 106 GeV/¢? 330

Table 4.2: Criteria used to sclect the 4 — pp sample.

Z — pge I'his sample is also used to check the momentum scale and in addition to
measure the momentum resolution. The cuts and events remaining are summarized in
Tahle 4.2, To maximize the number of 7 — 0 events, one of the two muons is not
required to have a track segment in the muon chambers, increasing the acceptance.
The only requirements are that it deposited energy in the calorimeters consistent with
that of a high-pr muon, and that it traversed all the wire layers of the CTC. This latter
requirement ensures that both the W — pr and Z — pp samples will have the same
momenium resolution, because the momentumn resolution depends on the number of
C'TC layers used in the [it®, The jel and recoil-energy cuts are applied to the Z — up
data lo reproduce the CTC environment ol the W — pr dala. Again, this ensures the

same moinentuin resolulion in the two samples.

¥'he secand muan is not requited to have traversed the mucn detectors which wonld have gnaran-
leed thatl 1l had traversed all the layers of the CTC,
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Chapter 5

Momentum Measurement

This chapter covers five topics: An overview of CTC track reconstruction, the cali-
bration of the CTC drift times, the alignment of the CTC, the determination of the
absolute momentum scale using the mass of the J/# as a normalization point, and
the extraction ol the momentum resolution of high-pr muons [rom the widih ol the
Z. The momenium measurement 1s a critical ilem since not ouly does 1t dominate the
measurement of transverse mass (recall Equalion 2.14), but il is the source ol most
other calibrations, including the CEM energy calibration used in the electron channel

W 1mass measuremoent.

5.1 CTC Track Reconstruction

The CTC is operated in a nearly {to within ~ 1%) uniforin axial magnetic field ena-
bling charged particle momentum measurements. In a uniform field, charged particles
follow a helical trajectory. This trajectory is what the CTC measures directly. The
helix is parameterized by: curvature, ¢ (inverse diameler of the circle in r-¢); impact
parameler, dy (distance ol closesl approach to r = 0); ¢q (azimuthal direction al point
ol closest approach to r = 0); zg, the z position al the poinl ol closest approach lo

r = 0; and cot @, where @ 1s the polar angle., Nonunilormilies in the magnetic [ield

a;.—,
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cause small deviations [rom a helical trajectory but are absorbed inlo the [ive helix
parameters by the fitting algorithm. OI these [ive parameters, the ones which poten-
t1ally cause systematic errors, ellther in the W mass measuremeunt, or in the calibration
data samples, are curvature and angles. The coordinales of the origin of the {rack, dqy
and z, do not directly enter into any mass calculation. The possibility of systema-
tic uncertainties in ¢ is climinated by the condition that ¢ and ¢ + 2x are physically
the same point'. In this chapter, limits are derived on systematic errors in curvature
and cot #, with particular emphasis on the former since in the regime of the W decay
products it is the dominant error term.

The momentum resolution is improved by using the measured interaction vertex
as an additional point in the track fit (“beamn-constraint”). Since the momentum
resolution scales as ~ 1/6%, where £ is the distance over which the [it occurs, the beam-
conslrainl ollers a [actor of two 1mprovement. The z location of the nteraciion point
15 determined by the VTX [or each event with a precision of 1 mm. The distribution
of these interaction points, shown in Figure 1.7, has an RMS spread of 25-30 cm,
depending on accelerator conditions. The r-¢ location of the heam axis is much more
stable and, as stated carlier, s measured by the SVX as a function of = with a precision
of 10 pm. The heam axis is tilted with respect to the C'T'C axis by a slope of ~ 400 pm
per meter.

The measured momentum of a particle must be corrected for energy lost in the
material traversed before entering the CTC. For muons, the dominant loss mechanism
is ionizalion. The correction [or this energy loss is negligible [or mnuons [roin W decay,
but is signilicant [or those used in the delermination ol the J/v mass, to which the

momenium scale 1s normalized (see Section 5.3).

UIf one claims an error in ¢ such that ¢ — €@, ane is faced with the impossibility of ane physical

:

polnt, say ¢ = 0 = 2, beiug splil into lwo separale poiuls, ¢ = 0 and ¢ = 27



5.2 CTC Calibration and Alignment

5.2.1 CTC Calibration

The CTC calibration determines the relationship between the measured drift time
and a position relative to the sense wire. Averaged over ¢, calibration crrors do not
contribute directly as a systematic error in momentum. They enter as an apparent
shift in the wire positions. equivalent to an alignment error, but one which may vary
with momentiun (see Section 3.2.2). This is one potential source of non-linearity in
the momentum scale; however, since the linearity will be explicitly checked later, the
calibration is described only briefly.

Calibration of the drift properties is done in several steps. I'irst, periodic electronic
pulsing gives relative time ollsets [or each channel. Second, on-line reconstruction
of pp dala 13 used Lo track varialions in the drill properiies ol each super-layer and
additional corrections for non-uniformity in the drift trajectorics arc made based on
this data. Finally, a global time offset 15 found by combining information from all
tracks originating from a common vertex. The end result is a drift-distance resolution
of 170 {outer layers) to 220 gm (inner layers), to be compared with ~ 120 pm expected

from diffusion alone, and ~ 200 pm resolution expected trom test chamber results.

5.2.2 CTC Alignment

.

Throughout this section, averaging over ¢ is relied upon to eliminate many errors;
however, the trigeger is not perfectly unilorm in phi, resulting in slight dillerences in
the ¢ distributions of the various data samples. Fach potential ¢ dependent error is
verified to be small; but after this, it is dropped from tfurther consideration until the
end when ¢ dependence is checked explicitly.

The alignment consists of three parts. First, a limit is set on the single wire align-

ment, i.e. the displacements of individual wires from the nominal CTC construction
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positions. Second, a layer alignment is performed, which consists ol the coherent rota-
tion about the z axis ol all wires in a cylindrical layer. Third, corrections are applied

irectly to the helix paramelers (global alignment) to remove residual misaligninents
directly to the helix | { olobal alig 1)t lual lig 1

lelt by the layer aliguinent.,

5.2.2.1 Single Wire Alignment

In ¢, C1C super-layers are divided into “cells,” with cach axial (sterco) cell consisting of
12 (6) sense wires {recall Figure 3.2). Both sense and ficld-shaping wires are positioned
by precision guide rods attached to cach endplate. Fach cell has one rod for the sense
wires (anodes), and two rods shared with the neighboring cells for the field-shaping
wires (cathodes). Each guide rod was surveyed before being used and the wire positions
were held to a tolerance of ~ 10 pm, leading to a conservative limit on the RMS scatter
of 10pm/v/12, or < 3 pm. Averaged over ¢, these random displacements in individual
wire posilions resull in resolution broadening, bul iniroduce no systematic error. The
positions ol the guide rods were surveyed optically belore assembling and siringing the
chamber. An RMS scaller of ~ 25 gm was [ound. This scatler of guide rod locations is
much larger than the scatter of individual wires within the guides. In addition, crrorin
the guide position is correlated over many wires whercas errors in the groove positions
affect cach wire independently. Thus, a 25 gm cell-wide scatter is nsed as the bascline

when checking the ¢ dependence of the alignment.

5.2.2.2 Layer Alignment

The layer alignment consists of a z-dependent correction to the ¢ position of the wires in
a layer. The mechanical madel is an independent rotation of each layer. independently
al each endplate, while keeping the radius [ixed resulling in lwo parameters per layer

minus one overall phase [or a total ol 167 parameters. Since the alignient is expected o
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Figure 5.1: Diagram showing the effect of layer rotation on the measu-
red momentum. With an ideal alignment, the momentum of a posi-
tron, py, equals the momentum of an electron, p_, if they have the
same energy. Rotated layers produce a shift in the measured momen-
tum: up(down) for positive charges, down(up) for negative charges

Py #1.).

absorb systematic calibration errors, this mechanical model is not taken too seriously;
in particular no constraint is imposed on the implied distortion of the wire guide rods.

The alignment is performed by requiring a positron and electron of the same energy
as measured by the CEM to have the same momentum as measured by the CTC. This
takes advantage of the charge-independent response of the CEM to electrons. This
approach is termed an “F/p alignment” since the average ratio of F/p for electrons
and positrons is constrained to be equal (Figure 5.1). Note that it is not necessary for

the CEM energy to be correct, only that it be charge-independent.
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A sample of >10,000 electrons with £ > 18 GeV is used to do the aligninent. The
helix parameters (Section 5.1) are constrained to:

o Originate [rom the primary vertex (in z) as identified by the VITX

o Originate [rom the beam spot (in r¢)

e Have py = atly, where pyis from the CTC and Fy s from the CEM. The scale
factor o is used to bypass the absolute CEM cnergy scale, which is unknown af

this paint in the calibrations.

All five parameters are adjusted to meet these constraints, but to a good approximation
zp and dy are fixed by the beam-constraint, and curvature is set by the pr = afp
requirement. Only cot # and ¢y are left as the two free parameters for which the track
is refit. Using the new helix parameters, the residual (expected drift distance minus
measured drifl distance) is calculated al each layver. An average is taken over many
evenls, separalely [or posilives and negalives. An iucorrect alignment results i a
splitting of the residuals between electrons and positrons. The dillerence between the
two residuals gives the misalignment. The procedure is iterated until all layers are
stable to 0.1 gm. The measured deviation of cach layer from its nominal position is
shown in Figure 5.2,

Returning to the bhasic idea of equal momenta for equal energics, there are many
physical deformations that can be applied to the CTC which would still allow this on
average. This fact implies several degrees of freedom which are not pinned down by the
alignment procedure and leaves open two sources of systematic errors: real, mechanical
displacement ol the wires; or an introduction ol errors by the alignment procedure
because 1t can’l constrain the other degrees of [reedom. Possible {ranslormations are

discussed below (IFigure 5.3).

Offset The origin of the CDEF coordinate system is arhitrary, so any overall offset

(Figure 5.3a) has no affect.
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Figure 5.3: Transformations of the CTC. Upper Left: Translation of
the CTC (a). Upper Right: Scaling the CTC by (b) r — fr and (c)
p — B(¢)p. Middle: Rotations in (d) r-¢ and (e) r-z. Lower: Skewing
the CTC in r-z by (f) tilting the endplates and (g) conically deforming
the endplates.
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Scale A global scale [actor ou the size ol the CTC (IMigure 5.3b) scales the curvature
and therelore nomentuin and is absorbed in the momentum-scale calibration.

The scale in z 15 sel, via the zg component ol the beain constraint, by the VIX. The
VTX was aligned to the CTC and hence shares the same origin, The scale, however, 1s
sct by the length of the VII'X modules, which were surveyed to a precision of ~ 200 pm
over a 150 em length. The potential scale error is a part in 10", Since = enters info
mass calculations only via cot §, and the potential crror from skew is larger (see below),
the z-scale error is ignored.

The endplate of the CTC could be elongated such as to map a circle in ¢ to an

5.3¢). This is similar to a ¢ dependent scale on momentum and cot &;

ellipse (Figure
however. the cylindrical symmetry of the CTC at the time of construction rules out the
imtroduction ol any significant systematic distortion of this kind. Furthermore, recall

thal averaging over ¢ serves to eliiniuale any systematic ellects,

Rotation A overall rotation in ¢ (Figure 5.3d) has no cffect since the orientation of
¢ = 0 is arbitrary.

A tilt to the CTC axis relative to the magnetic field axis, i.e. a rotation in the -z
plane (Figure 5.3¢). does affect momenta. The alignment procedure intrinsically keeps
the z axis fixed, and so cannot introduce (:01' remove) this errar. The affect of such a

tilt would be a coupling between curvature, ¢y, and cot #. No such behavior has been

[ound and since averaging over ¢ removes this ellect, it 1s ignored.

Skew Skew in the r-z plane implies a tilt of one or both endplates (Figure 3.3f). This
was checked by optical survey of the endplates before stringing. Distortion of this kind
occurring after construction is unlikely from the cylindrical symmetry of the chamber
and in addition, the presence of a distortion would result in a scale error on z which

again can be limited by the VI'X (see Scale ahove).



Since all tracks emanale [romn near the cenler of the CTC (+60 cm; recall IMi-
gure 4.7), another orm of skew 1s possible which does not result in a scale error on =
and can be pictured as a conical distortion of the endplates (Tigure 5.3g). This leads 1o
a scale error only on col # and thus cannot be ruled out by the VTX. Il the distortion
is not the same at both endplates, cot # also has an offset which varies lincarly with
zg. T'hese distortions could occur after construction and so cannot he ruled out by the
optical survey. It is difficult to dis-entangle such a skew from the alignment required
to avoid charge-dependent curvature. Since an error of this kind is possible, it will
need to be looked for separately. Therefore, no attempt was made to prevent the layer
alignment from contributing to the skew; instead, both the real skew and any artifact

from the alignment are removed as part of the global alignment.

5.2.2.3 Global Alignment

Alier the above procedure, a scale error on cot @ is lell as the only alienment ellect

.

thal is not zero when averaged over ¢. The large sample ol J/¢ — pp events is used
Lo measure Lhis, and a correction i1s applied direclly to the helix parameters. The
statistical uncertainty on the layver positions can also leave residual charge asymmetry.
This asymmetry is determined from W — cv events and again, corrections are applicd
directly to the helix parameters.

Figure 5.4 shows the measured J/v mass as a function of A cot € of the two muons.
Details of the J/t mass measurenient are given in Section 5.3. The variation is mini-

mized by adjusting cot § as

(cot &) = 0.999 cot 6. (5.1)

correcled

The beam position. initially measured run-hy-run nsing the SVX, is corrected tor

a 25 pm offset corresponding to a misalignment between the CTC and SVX. This is
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Figure 5.4: Variation of the J/v¢ mass with A cot 8 before and after the
correction of Equation 5.1. (see Equation 5.4 for the mass dependence
on cot f).

implemented as

1

1
(_) = — — 0.00025¢ sin(¢o + 3.6rad) (5.2)
Pt corrected Dt

where ¢ = +1 is the charge and ¢, is in radians. Figure 5.5 shows the difference in
E/p for positrons and electrons vs ¢ before and after the global alignment.
A residual, #-dependent charge asymmetry is left after the layer alignment and is

reduced by applying the correction

1 1
(_) = — — 0.00035¢(cot 0 + Zyerier/187cm) (5.3)
bi corrected Dt

where ¢ = +£1 is the charge and zyertex 18 measured in centimeters. Figure 5.6 shows the
difference in £/p for positrons and electrons versus cot § before and after the global

alignment. Figure 5.7 shows the £/p distribution after all corrections. The difference

47



(E/p).. - (E/p)..

(E/p).. - (E/p)..

005 ¢ | | ‘ ‘ :
0.04 = o Before Global Alignment E
003 — _ =
002 & e After Global Alignment E
001 = E
0 = e - E
-001 = . — 7 # E
002 - + £
003 - b £
-0.04 =
) = Ll T Ll T I N
0.05 0 7 5 3 y 5 .

¢ (degrees)

Figure 5.5: The variation in ¢ of the difference in F/p between ele-
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Figure 5.7: The distribution of F/p, after all corrections, for positives
and negatives. The tail on the right is caused by energy loss from
brehmmstrahlung. This tail is used to measure the amount of material
between the beam and the CTC. The difference in the means of these
two distributions is consistent with zero to better than a part in 10°.
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between positives and negatives is less than one part in 10® which is taken as the upper

limit on the average misalignment.

5.3 Absolute Momentum Scale

The momentum scale is determined by normalizing the observed J/¢ — up peak to
the world-average mass [35]. The masses of the first three lowest states of the T and

the mass of the Z boson function as checks.

5.3.1 Determination of J/¢» Mass

The invariant mass spectrum of 60,000 muon pairs from J/¢ decay is shown in Fi-
gure 5.8. The J/¢) mass measurement consists of determining individual event masses
(the invariant mass of the muon pair; see Equation 5.4) and fitting the resulting distri-
bution. The uncertainty in the measured .J/¢¥> mass can be broken down into these

sources:

AM,, A Fit A Statistics
A Background
A Radiative
AM Ap A Beam Constraint

A Energy Loss

A CTC Curvature
A Bfield

ACTC ©

ACTC @

The values of these uncertainties are given in Table 5.1 with the exception of the fol-

lowing: the systematic error in ¢, which, as stated earlier, cannot exist when averaged

over all of ¢ since 0 and 27 are the same point; and the error in curvature which is
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Figure 5.8: The dimuon mass spectrum from the data, points, near the
J/1 mass in a 200 MeV/c? window. Upper: The curve is a Gaussian
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indicate the fit region. Lower: The curve is a Monte Carlo simulation
including radiative effects.
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Lflect Uncertainty

(MeV /c¢?)
Statistics 0.1
Background 0.1
Radiative decay 0.2
Beam-constraint 0.3
Muon energy loss belore tracking 1.2
Residual lield non-uniformity 0.6
Opening polar angle ellect —
Time varialion 0.5
Uncertainty in World-Average M, 0.1
Lxtrapolation [rom M, to My 0.9
TOTAL 1.7

Table 5.1: Systematic uncertaintics on the measurement of the /¢
mass, used to set the momentum scale for muons from W decays. The
tabulation includes the uncertainty incurred when extrapolating from
tracks associated with J/ decays to those associated with W decays.

discussed, along with the extrapolation to the W mass, in Appendix B, Additional
uncertainties arc included in the table to account for an unexplained time variation
and the extrapolation from the momenta characteristic of /¥ decay to the momenta
of muons from W decay. The latter relates only to the use of the //4 mass as a nor-
malization point; however, it is expressed in terms of an uncertainty on the J/# mass.

The entries in the table are described below in the order they appear.

Statistics The J/¢ data are [it wilh a Gaussian plus a linear background in a
100 MeV/¢* window centered on the world-average mass. The kinematic point al which
the mass is ohtained is described later in this section under the Polar Opening Angle
uncertainty. The fit determines the mean with a statistical accuracy of 0.1 MeV /2
Fits using wider windows vield shifts in the mass consistent with expected shifts due

to the radiative tail.



Background The error in the measured J/¢ mass due to the uncertainty in the
backeround shape 1s estimated by itting both linear and guadratic background shapes

to the data. Tt iz found to be less than 0.1 MeV/c?,

Radiative Decay I'hc mecasured mass must be corrected for QED radiative effects in
A/t decay. The correction is determined using Monte Carlo simulation (sce Figure 5.8)

to be 0.36 £ 0.20 MeV/c?,

Beam Constraint Since a signilicant [raction ol .//¢» mesons come [rom decays ol I3
mesons, which decay some distance [rom the primary vertex, the measured .J/¢ peak
may be shilted by the application of the beamn constraint ([igure 5.9). This 1s checked
[or, along with any other error coniributions [romn the beam-constraint, by observing
the shift in the J/¥ mass between a fit using the beam constraint and a fit that only
constrains the two muons to originate from the same point. A difference of 0.3 MoV /¢?

is scen and is taken as an uncertainty.

Muon Energy Loss The momentum of each muon is corrected for energy loss in
the material traversed by the muon prior to the CTC (Seciion 5.1). This correclion
corresponds to a shilt in the measured J/¢ mass of 3.7 MeV/c¢% The amount of
material is measured in radiation lengths [rom the high tail of the ££/p distribution [or
W electrons (Ifigure 5.7) and is checked by counting the number ol photon conversions
to clectron-positron pairs as a function of position in the detector (Figure 5.10). For a
given radiation length, the muon energy loss is dependent on the type of material. The
uncertainty introduced into the measured /4 mass is calculated from the uncertainty

in the number of radiation lengths and from the uncertainty in the type of material

and is determined to he 1.2 MeV /c?.

Residual Field Non-Uniformity The varialions of the magnetic lield both in

/B{0)

magnilude and direction are small within the CTC aclive volume; |J§ (7F)—DB(0) 2

=

03



2
MBEAM h MSECONDARY VERTEX (MGV/C )

15

[ T 1T ‘ T 1T ‘ T 1T ‘ T 1T ‘ T 1T ‘ T 1T T 1T T 1T T 1T T 1T ]
E e All u pairs E
125 — -
- * Converging W pairs ]
10 - x -
- O Diverging w pairs \/ .
75 - - I -
5 - T | ]
: T4 T |
i ]
[ 41’*4»7 ]
0 = o R + N
: S R b ]
25 —i— -
+ 17+ T :
75 .
B I ‘ [ | ‘ I ‘ I ‘ I ‘ I ‘ I ‘ I ‘ I ‘ I ]

0O 005 01 015 02 025 03 035 04 045 05

Decay Length (cm)
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remains close to zero.

o4



# of photon conversions/(0.1 cm)

4000
CTC inner wall

3500

3000

VTX outer wall
SVX SVX cables

i

2500

2000

Beam Pipe VTX
inner wall

J

1500

Dalitz

)

1000

500
CTC

“W"T‘TLT"“‘"'T"T”\"\“F/T“\’“r’”\"~L"F‘L\L~L,4‘-J N . L\ - L [ B O X L |

-5 0 5 10 15 20 25 30
Radius (cm)
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is, al most, a lew percent occurring at the outer radius ol the endplates of the CTC (see
[igure 5.11). In 1986, the magnetic lield was mapped using a rolating search coil al a
solenoid current of 5000 A with a lew additional points al 4500 A [36]. ITowever, du-
ring the dala-taking period, the solenoid current was 4650 A. Due to saluration in the
iron return voke, the magnetic field 18 not exactly proportional to the solenoid current.
Using a model of the iron structure and its saturation propertics, the 5000 A data have
heen extrapolated to 4650 A. As a check, a similar extrapolation to 1500 A 1s made and
the agreement is consistent within the measurement uncertainties of 2 x 107* T. The
largest deviation from a simple scaling by 4650/5000 is less than 0.3%, occurring near
the outer edge in radius and z of the CTC. The correction to [ B - dl is almost always
less than 0.1% as shown in Figure 5.11. Because the field is symmetric in z, residual
non-uniformities are looked [or in the variation of the J/y mass with 2% = ~ﬁ+ + :;ﬁ_,
where z 1s the track position at a radius of 100 cin ?. The mass is plotted as a [unction
of ©z?% in Figure 5.11 and the data are [il 10 a line. The dillerence across the [it region

is 0.6 MeV/c?, which is taken as an uncertainty on the ./ mass.

Polar Opening Angle Recall that before applying Equation 5.1, a dependence of
the measured J/+ mass on the opening polar angle (A cot #) between the two muons
was observed (Figure 5.12). Because the purpose here is to extract a momentum
scale, this sensitivity to angular systematics must be reduced. Writing invariant mass

(ignoring the muon mass) in terms ol cot 0,

M? = 2pupio [\/l + col? 0, \/l + oty — col 0 col By — cos Ag| (5.4)

oue notes that when cot 4, = col 8, _, the invariant mass is not dependent on col 0.

“The point in a track most scnsitive to magnetic field variations is at a radins of 100 cm.
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Furthermore, constructing the error in the mass due to the errors in cot 8,

P pi2 \/ L + cot? 0,
AM = cot 0y —cotfhy | Acot, +
M \/1 4 cot? 0,
\/1 4 cot? 0,
Y —————— cotfh, —cot By | Acotb, (5.5)
\/1 4+ cot? 0,

confirms that at A cot # = 0 the error in the mass is zero. This kinematic point, which

is independent of an error in cot #, is used to extract the .J/¢> mass by fitting mass

versus A cot § to a quadratic and taking the value at A cotf = 0 as the mass.

Time Variation An unexplained time variation of the .J/¢> mass is observed over
the data-taking period as shown in Figure 5.13. The RMS deviation, 0.5 MeV /c?, is

taken as a systematic uncertainty.

Uncertainty in the World-Average M/, The uncertainty in the world-averaged

J/v mass [35], 0.1 MeV/c?, is included in the momentum scale uncertainty.
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Extrapolation from M,;, to My The momentum scale is sel using muons [rom
J/¢ decays in which the average muon pr is ~3 GeV/c. Ou the other hand, the
average muon pr [rom W decay is ~38 GeV/c, This apparent order-ol-magunitude
dillerence 1s misleading, however, since the CTC does nol directly measure momeniuin,
but curvature which is proportional to inverse momentum, 1/pp. T'he range of 1/py
available in the /¢ data, 0.2 0.5 (GeV/c)™', is slightly larger than the difference
hetween the average 1/py of /4y events, 0.3 (GeV/e)™', and those typical of the W,
0.03 (CGeV/c)™!. This provides a solid lever arm for the extrapolation from the J/: to
the W, details of which are given in Appendix B. The non-linearity of the momentum
scale is quantified using the variation of mass with 1/pj (see Appendix B for the
derivation of this),

, 1

AM :
— =
TR + E'J-p,l_z‘ (5.6)

Figure 3.11 shows this variation with the average 1/p3 of the two muons, hefore and
after the scaling of cot # given in Equation 5.1. The slope of this plot is € and is the non-
linearity of the momentum scale. To be conservative, the non-linearity measured hetore
scaling cot # is used. Fitting a line and extrapolating from {1/p3) = 0.14 (GeV/c)™?
to zero resulls in a mass dillerence of 0.9 MeV/¢* Siuce this is small and since it iz
possible [or other eflfects Lo mimic a non-linearity? it is applied as an uncertainly on

the momentum scale rather than a correclion Lo it.

Total 'T'he measured value for the J/y: mass, extracted by fitting the data in Fi-
gure 5.8 and applying the radiative correction, is 3097.3 £ 1.7 MeV/c? ‘I'he momen-
tum scale is corrected by a factor of 0.99986 + 0.00054 for the J/v mass to agree with
the world average of 3096.93 & 0.09 MeV/c? [35]. This corresponds to a correction of

—11 £45 MeV/c? at the W mass.

neorrectly-modelled energy loss is ane sonrce of concern. 'Lhis type of effect does nat scale linearly
with momentum and docs not affeet W — g the same as J /4 — puye.
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Figure 5.15: Invariant mass distribution of dimuon pairs near the T
masses. The first three resonances can easily be distinguished. The
curve is a sum of three gaussians and a quadratic background.

5.3.2 Checks of the Momentum Scale

The momentum scale is checked using the first three T resonances (Figure 5.15) and
the Z mass (Figure 5.16). The T — pp decays are used to check the momentum
scale using pairs of tracks with larger opening angles than in J/1» — pu decays. The
opening angles of J/¢ — up decays are small because of the momentum threshold in
the trigger. The J/1) must have significant transverse momentum with which to boost
the muons to large enough momenta to satisty the trigger, resulting in correspondingly
small opening angles. The T on the other hand, with its larger mass, does not need a
transverse momentum to give the muons sufficient momenta to pass the trigger. The
measured T masses, after the absolute scale determination and the QED radiation
correction of +3 £+ 1 MeV/cz, are shown in Table 5.2.

The mass of the Z boson measured in Z — pp decays is used to check the momen-
tum scale using tracks with curvatures comparable to those used to measure the W

mass, but is limited by the finite statistics in the peak. The measurement, in which
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Resonance  Correcled Mass  World-Average Mass

(MeV /%) (MeV /c¢?)
T(15) — pp 9460 £ 2L 5 9460.3 £ 0.2
T(25) — ppe 10020 £5 45 10023.3 £ 0.3
T(35) — ppe 10334 £846 10355.3 £ 0.5
Z 5 un 91020 4210 £ 55 91187 + 7

Table 5.2: Mcasured masses of the T and Z resonances comparced
to the published values. The first uncertainty on the corrected value
is from statistics. The second is the uncertainty from the momentum
scale. The systematic uncertainties were not determined except for the
Z where the systematic uncertainty is 50 MeV/c? (see Section 5.4).

the momentum resolution ig extracted simultancously with the mass, is described in

detail in the next section.

5.4 Momentum Resolution

To measure the mass of the Z boson and the momentum resolution. 7 events are
simulated with a leading-order generator that includes the Drell-Yan and Z contri-
butions and a parameterization of the radiative decay, # — pp~, from Berends and
Kleiss [37], implemented by R. G. Wagner [33]. The Z in the Monte Clarlo is boosted
with a transverse momentum selected [rom the 7 — ppe data (this is analogous to the
W simulation in Chapler 7).

[nvariant mass lincshapes arc gencrated at various values of 7 mass and momentum
resolution, with the 7 width fixed to the world average. The mass distribution from
the 7 — pye data, shown in Figure 5.16, is fitted to cach lincshape in the range 76
to 106 GeV/c?, using a log-likelihood fit (sec Section 9 for details). If the radiative
effect had not been included in the Monte Carlo, the shift in the fitted mass would

have been 310 MeV/c?. Table 5.3 contains a list of the systematic uncertainties on
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IfTect AME Adpr /v
(MeV/c?) (GeV/e)™!

Statistics 210 0.000085
Momentum Scale 55 -
Radiative Corrections 40 0.000010
Fitting 10 negligible
Structure Tunclion negligible
Iupul p# specirum negligible
Total 220 0.000086

Table 5.3: Summary ol uncertainties in measuring the 2 mass.

the mass and resolution. The largest uncertainty, other than that [rom the momentum
scale, is the eflect of radiative decay. It is estimated to be 40 MeV /¢?, which comes
[rom the dillerences between the calculation by Berends and Kleiss, and that provided
by Baur and Berger [39]. The differences are in the handling of initial state radiation
and lepton masses (Section 8.2}, T'he choice of structure function contributes a negli-
gible uncertainty. The uncertainty from the choice of the pZ spectrum is shown to be
negligible for variations constrained with the measured pf spectrum.

The fitted mass is

Mz =91.02 £ 0.21(stat.) £ 0.05(syst.) £ 0.06(scale) GeV/c* (5.7)

This value is consistent with the LED value of 91187 MeV/c? [35]. The fitted mo-
mentum resolution, extracted from the observed width of the Z. using I'z = 2.490,
is

Spr /P = 0.000810 = 0.000083(stat.) = 0.000010(syst.) (GeV/c) L (5.8)

T'his resolution is used in the track momentum simulation for the W mass measurement.



5.5 Summary

The calibration ol the momentum measurement is described. The momentun scale
is determined using J/v — pp decays and is lound to be 0.99986 + 0.00054. The
resolulion ol the momentum measurement is extracted [rom the width of the Z — pp

mass peak and is dpyp/p3 = 0.00081 £ 0.00009 {GeV /)~
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Chapter 6

Recoill Measurement

In this chapter, the measurement of the recoil energy is explained. Since the neutrino
is not directly chservable, its momentum must be inferred from requiring momentum
balance. This means everyihing else in the eveut must be added up. The muon mo-

mentumn measurernent has already been discussed which leaves jusl 4@ to be determined.

6.1 W Recoil Detection

The calorimeters are used to measure the transverse projection of the energy flow, 4,
of particles associated with the recoil momentum! from the W boson. T'his transverse
reeoil energy is calculated only in the region of full azimuthal symmetry of the ca-
lorimeters, |p| < 3.6. Beyond this point accelerator magnets result in gaps in the

calorimeters. The recoil energy is calculated as a vector according to

i=> BV (penyp, (6.1)

i

'Reeoil, receil encrgy, and recoil momentum are used interchangeably to deseribe the net transverse
momentum attributed to the particles recailing against the W, that is, balancing the momentum given
the W in the production process {Tigure 2.3).
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where ETOWER §5 (he energy in the i calorimeter tower (separale terms [or the TM

and ITAD components), ii; 1s a unit vecior pointing [rom the inleraction vertex to thal

r

calorimeter tower, and g 1s a unit vector in the r¢ plane pointing in the ¢ direction
ol the calorimeter tower. The dol product selects the transverse components ol the
recoil momentum. The ahove sum is only for calorimeter towers that are above some
threshold. These energy thresholds are set calorimeter-by-calorimeter (CEM, CHA,
cte.) several standard deviations above the noise typical of that system, and range
from 100 MeV for the central detectors to 800 MeV for the forward hadronic detectors.

The sum in Equation 6.1 includes energy deposited in the calorimeter by the muon
which must be subtracted out to determine just the recoil momentum. The corrected

form of the recoil energy is

d =3 BV (pefp — Y (BTN — ) (phup, (6.2)

1 123

where the second summation runs over the towers traversed by the muon. The second
term removes the energy contribution from the muon by subtracting all but a small
amount of energy. £,, corresponding to the recoil deposition. This small amount of
energy left hehind is determined by studying the energy deposited in the surrounding
towers which receive no muon energy. Figure 6.1 shows the distribution of the average

energy in the neighboring towers. The mean ol this distribution, f7,, 1s (30 +2) MeV.

6.2 Recoill Measurement Errors

Recall [rom Equalion 2.14 thal Mr is sensilive Lo errors in w). The sensitivity ol )| to
the muon identification and remaval procedures is examined by breaking up @ into its
components parallel to, and perpendicular to, the muon direetion (w) and w ).

The average number of towers the muon traverses is 1.5 (Figure 6.1). Since the

direction of these towers is parallel to the muon direction, the crror introduced into
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Figure 6.1: Left: The average energy, F,, in the towers bordering the
towers traversed by the muon. Right: The number of towers traversed
by the muon. The average is ~ 1.5.

the mean of w)| (u)), by the 2 MeV uncertainty in the mean of £, is 2 x 1.5 = 3 MeV.
The corresponding error in My2. is 5 MeV /c?.

The muon identification requirement (EMAP < 6 GeV and E™™ < 2 GeV; Se-
ction 4.5) may introduce a bias in (u)) and in the W mass. For example, if the W
decays such that the muon travels in the same direction as the recoil, there is greater
opportunity for the recoil particles to cause the muon identification to fail. These effe-
cts are investigated by tightening the muon identification requirements and measuring
the subsequent shifts in (u)) and Myy. If the above energy cuts of 2 GeV and 6 GeV
are also applied to the towers bordering the calorimeter tower traversed by the muon,
a shift of 30 MeV/c? is seen in My and a shift of 70 MeV is seen in (u)). Dividing
by the number of additional towers included in the cut leads to an uncertainty of
10 MeV/c? on My and 20 MeV on (u)). Table 6.1 summarizes the uncertainties from

muon identification and removal.

2Shifts in My are obtained using the mass fitting algorithm described in Chapter 9
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Eilect Afu) (MeV) AMy (MeV/c?)

Muon Remaoval 3 5
Muaon Identification 20 10
Total 20 10

Table 6.1: Summary of systematic uncertainties on {w} and My
incurred from the identification and removal of the muon.

6.3 W Recoil Calibration

Calibrating the response of the calorimeters to the recoil from the W boson is proble-
matic as it depends on details of the flow and energy distributions of the recoil particles.
The magnetic field prevents particles with energies below ~ 400 MeV from reaching
the calorimeter. In addition, the absolute gains and linearities of these calorimelers
(with the notable exceplion of the CEM) are not known Lo great precision.

Rather than altempt an understanding ol these detectors [rom “lirst principles”, the
calorimeter response to recoil energy is mapped out using # — cc events. T'he electrons
in / — cc events are measured with a better resolution than the recoil energy. The
pyoof the 7 is measured from the clectrons and thus the recoil response is calibrated
for a given p7. Figure 6.2 is a scatter plot of || versus p7. Notice that since @ should
balance 7%, the calorimeter measures the true recoil momentum systematically low.
By using Z bosons to calibrate i, the problem of having to individually model such
things as luminosity dependence and jet corrections is avoided. All these effects are
rellected 1 the Z data since 1t was collected in the same [ashion and proportions as
the W dala. Explicil delails of how this calibration i1s carried out in the simulation are
olven in Section T.

Iigure 6.3 shows the distributions of |[@] and ils components, v and u, [or the
data. These distributions will be compared to the simulated distributions in Chapter 7

as a check of hoth the simulation and the measurement of || from the data.
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6.4 Summary

The identilication ol muons and their separation [rom the recoil energy surnmation
allect () and thereby the W mass. The combination of these ellecls contributes
an uncertainty on the T mass of 10 MeV /¢ The recoil is calibrated using Z — ee
cvents where the py of the bason is relatively well measured from the electrons. This

calibration takes place within the simulation described in Chapter 7.



Chapter 7

Monte Carlo Simulation

In the previous chapters, the measurement and calibration of M7 have been discussed.
This chapter describes part two of the analysis, the generation of a theoretical My
distribution to [il 1o the data. As slated earlier, there 1s no closed analylical form lor

My, so a Monte CCarlo simulation of M7 1s used as the {heoretical [itting [unction,

7.1 Event Generation

7.1.1 Leading-order Production and Decay

W evenls are generated according to a Breit-Wigner invariant mass distribution and a
leading-order (p¥ = 0) model of quark-antiguark annihilation (see Chapter 2). Events
are randomly selected 1o have § in the region |\/g — Mw| < 20'w. This window is
chosen to he large cnough such that cvents generated outside it have an extremely low
probability of having an My value that would fall within 65— 100 GeV/c?. Varying the
allowed range of V'§ by scveral widths produces no cffect on the mass determination
confirming that 25 widths is large enough. The values of My and 'y are input to

the simulation. The W is produced with a rapidity! determined from the longitudinal

Liipy

IRapidity 18 deflined as y = ln T



momenium distributions of the mitial quarks. The quark momentum distributions are
based on MRS D’ parton distribution [unctions (PDI%s) [40] evalualed al Q* = &.
Lrrors associated with the choice of PDI" are discussed in Chapler 10. The W 1s
decayed 1n the center-ol-nass [rame with a random @ distribution for the muon, and a

8 distribution given by (1 + Pcos#)? where P is the polarization of the W and is +1

depending on the charge of the ereated W.

7.1.2 W Transverse Momentum

Because a leading-order model is used, the effects of higher-order diagrams on the pro-
duction of W bosons (Figure 2.3) must be added by hand. The most significant effect?
is thal the W has a transverse momentuny, p¥ . Unlortunately, the low-pr part of the
P spectruin, [rom which most of the events used in this measurement are drawr, is not
known al sullicienl precision, either experimentally or theoretically, to use in this W
mass measturement. A experimental measurement of the piV spectrum [11] has syste-
matic uncertaintics greater than 300% in the pertinent region. In addition, the shape
of theoretical calculations in this py region is also subject to large uncertainties [12, 13].

Rather than using a previous P?

measurement or a theoretical calculation, the simi-
larity of the py spectra of W and Z bosons ohserved in direct measurements [41, 44]
and in theoretical predictions [45] is used as a starting point. Specifically, an initial
guess at the proper pit spectrum is the observed Z — e pr spectrum measured from
the decay elecirons.

To gel [rom the observed pZ spectrum o the initial pi spectrum, the pZ spectrum
15 divided nto bins in pr and a bin-by-bin correcltion i1s applied Lo account [or the
average shill within thal pZ range caused by the eleclron resolution. This “unsmeared”

p7Z speetrum s horizontally scaled to account for possible differences hetween the pl

?Other higher-order effcets are diseussed in Chapter 10,

-]
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r o RMS({u) RMS{w, )

(MeV) (GeV) (GeV)
DATA —514 £ 100 548 £ 010 528 £0.01
1.05 —205 5.19 511
1.08 323 5.27 5.93
111 377 5.38 = 5.30
1.1 —169 5.57 5.AT
117 — 521 5.65 5.55

Table 7.1: Variation ol the mean and BRMS deviations ol | and w
with the pit scale [actor, . The nominal value of » corresponds lo the
intersection of RMS(u, ) from the data and RMS{wu ) from the simu-

lation. I'he uncertainty corresponds to the point when the difference
between data and simulation cquals the uncertainty on RMS(wy ) from

the data (0.1 GeV). "

and 'p% specilra.

piy =1 x phlunsmeared) (7.1)

where r is the scale factor. The effect of changing the shape of the p% spectrum as
opposed lo siply strelching it is also checked (see Chapler 10), bul the scaling is
sullicient, [or the desired precision.

The scale [aclor, r, 15 delermined by the widih of the «,; distribution. Recall that
w18 nol as sensilive Lo the recoll measurement as W) 8O UL 15 chosen Lo conslrain r.
The value of v is varied until the the RMS of w from the simulation agrees with the
data. The uncertainty on the scale factor corresponds to the uncertainty on the RMS
of u, from the data. Table 7.1 lists the means and RMS deviations of | and u as a
function of . A variation of 0.03 in » corresponds to a variation of ~0.1 GeV in the
simulation’s v, RMS. Thus r is determined to be 1.11 4 0.03.

The resulting p!! spectrum, using the best value of 1.11 for r, is shown in Figure 7.1.

The decay products of the simulated W are Lorentz-boosted in the center-of-mass frame
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Figure 7.1: The initial p¥ spectrum used in the W event simulation.
The spectrum is derived from 555 Z — ee events.

of the quark-antiquark pair with a p} chosen from this distribution and a random qAﬁ

7.2 Detector Simulation

After producing and decaying the W boson, the daughter products are Lorentz-boosted
from the center-of-mass of the initial quarks to the lab frame where the detector respon-

ses to both the muon and the recoil momentum are simulated.

7.2.1 Trigger Simulation

The simulated muon is required to traverse both the CMU and CMP detectors to
simulate the trigger logic®. The transverse mass is sensitive to pf-dependent efficiencies
and of the three trigger levels, level-2 is the most sensitive to conditions within the event

which may be correlated with pp. For this reason, the efficiency of the CFT (recall

3This trigger simulation includes the ¢ and 5 gaps (see Figure 3.4).
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Figure 7.2: The Level-2 muon trigger efficiency as a function of track
pr (GeV/c). The dotted lines indicate +10 uncertainty in the slope of
a linear fit.

Section 4.2) is studied using W — ev events where the electron was not constrained to
pass the CFT trigger*. W — ev data is chosen because it reproduces the environment
of W — pv events where the recoil direction and backgrounds are correlated with the
pr of the charged lepton. This correlation with the charged lepton is important because
the more “stuff” there is in the vicinity of the lepton track, the higher the probability
of finding hits to associate with a track and hence the higher the triggering efficiency.
Fortunately there is no py dependence seen in the W — er data (Figure 7.2) so the

statistical ability to detect such a dependence is taken as a limit.

7.2.2 Momentum Resolution

The momentum of the muon is smeared using the parameterization of Section 5.4. Be-

cause the CTC measures curvature (o< 1/pr), the resolution function will be Gaussian

4Electrons are collected using several triggers which do not involve the CFT, whereas muons always
use the CFT.
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i 1/ pr,

§(L/pr) = épr/ps = 0.00081 £ 0.00009, (7.2)
Therefore 1/pr is smeared by a gaussian of width (0.081 £ 0.009)%,
L/ pr(smeared) = 1/pp + Gpes (7.3)

where (/g 1% a gaussian random number with a mean of zero and a width of 0.00081.

7.2.3 Recoil Simulation

In Section 7.1.2, the W is given a (ransverse momeniurni, p}'v. In this section, Lhe
calorimeler response Lo the recoil associaled with that pit is modeled using a look-up
table of Z — ee evenis, The fact thal Z — ee events also model p¥¥ is convenient but
not necessary. I'his calorimeter modeling works with any pit spectrum. Using 7 cvents
to model the recoil response is possible because the energy resolution of clectrons is
much better than the gencral recoil resolution of the calorimeters. 7 — ce events are
used, as opposed to 4 — pp, because the calorimeters, which detect the electrons,
have nearly tull solid angle coverage. This full coverage enables the “second electron”
to reproduce the kinematic distributions of the neutrino {(which can go anywhere).
The CTC on the other hand, which detects the muons, does not extend as far in n and
hence does not quite allow the “second muon” to reproduce the neuirino distributions.
Z — ppe evenls are used as a check and they give similar results.

Fach entry in the look-up table consists of the transverse momentum ol the Z, pZ,
as measured from the clectrons and the projections of @ parallel and perpendicular to
P7 (uy and 1y sce Figure 7.3). Starting with the p¥¥ chosen in the simulation, the
look-up table is scarched for a pZ within 2 GeV/e of V. If no p7 is found, the size of
the window 1s increased to £3 GeV/e and the table is scarched again. T'he window is

increased until a match is found, with each search starting from a random point in the



— —

Figure 7.3: Compostion in the transverse plane of Z events used in
the look-up table. Note that @ is decomposed relative to 7 as opposed
to pr as in the case of the W. This is because the muon directions in
the Z event and in the W event from the simulation are uncorrelated
and it is meaningless to associate them in any way. After the Z event
is transferred to the simulation u is resplit into u)| and u .
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table. Alter a match is [ound, the corresponding values ol | and u, are scaled by the
ralio p¥ /p4. The scaled values of w, and wua, relerenced relative to the simulation’s
72 (this amounts to aligning 5% with 5% [rom the simulation), are used to consiruct
a simulated @. This @ 15 decomposed into v and w; components [or comparison to
data.

The advantage of this method is that there are no parameterizations to adjust. The

only assumption is that the response of the detector to the recoil of a W hoson of some

pr 18 the same as the response to the recoil of a Z boson of the same pr.

7.3 Comparison of Simulation and Data

Figure 7.4 is a comparison between data and simulation of |#| and its components
w and wu,. The lack of smoothness in the simulated distribution of |u] reflects the
[inite number of Z — ee evenls used 1o model the recoil response. The uncertainties
on each pomnt are dillicult to delermine; however, since it 1s nol used to consirain
any part ol the model and since the ellect ol the [inite number of Z — ce evenls is
dealt with separately, it 1s not worrisome. Table 7.2 lists further tests of the ahility
of the simulation to reproduce the data by comparing w and u; as the maximum
allowed value of |i] 18 lowered from 20 GeV (Section 1.3; W mass data sample cut) to
3 GeV. The largest bias to 1 arises from requiting a minimum py- for the muon in the
event selection; decays of the W boson in which the muon is boosted by the transverse
momentum of the W are preterentially kept. This is demonstrated in Figure 7.5 where
{1} is plotted against pf. There is a variation of 30 GeV in {u over the range of
muon morenta, As shown in the plot of residuals, the siinulation does a good job of
reproducing this variation. Similar plots of {w)} versus pp also show good agreement.
The variation ol {u)) with the transverse mass ol the event is shown in the top hall
of Tigure 7.6, These variations are much smaller than those with pf (which is why

the transverse mass is used to extract the W mass), and are well-deseribed by the
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Figure 7.4: Top: The distribution of || for the data and simulation.
The roughness of the simulation is due to the finite number of 7 — ee

events used to model the recoil response.

Bottom: Distributions of

u) and uy. The small discrepancy between data and simulation in
u) is only a little over one standard deviation and is covered by the
uncertainty in the pl¥scale factor, r.
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Figure 7.5: Upper: Data and simulation (u) as a function of the
muon pr. Lower: The residuals of the data minus the simulation.
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max |#] (GeV) ()} (MeV) RMS(u)) {(GeV)  RMS(u,) (GeV)
DATA SIM DATA SIM DATA SIM

20 =514 £ 100 =377 54841010 5.38 5251+ 0.10 5.30
15 —266£90 =251 45741009 476 4641009 4.70
10 —128 £ 80 —104 3.7 £0.08 3.67 3741008 3.66
3 +1 =60 —42 2254006 218 2.144+£0.06 2.16
3 +74 £ 00 +4  143£0.05 138 L37+0.05 1.37

Table 7.2: Variation of the means and RMS deviations of | and
with the maximum allowed || for data and simulation. The uncertain-
ties are statistical only.

simulation. The hehavior of {u)) versus [id] is a sensitive tests of the quality of the
cvent modeling and exhibits good agreement between data and simulation in the lower

halt of Figure 7.6.

7.4 Summary

The simulation of W events is deseribed, detailing the parameters invelved and com-
paring some results to data. In the next chapter, the description of the simulation is
concluded by adding background processes {o the simulalion. The uncertainties intro-
duced into the mass measurement by possible errors in the parameters ol the simulation

are discussed in Chapter 10.



Chapter 8

Backgrounds and Radiative

Corrections

The W mass data sample includes processes other than W — ur which alter the ob-
served My distribution resulling in an error in the measured W mass. These processes
include backgrounds which mimic W — ur decays, and radiative decays ol the W,
W — gy, Some of these cffects are included in the simulation while for others, a

correction is applied to the fitted M.

8.1 Backgrounds

The relative shapes and sizes of the backgrounds present in the 7 mass data sample

are shown in Figure 8.1.

Z — ppe The decay Z — ppois the largest background present in the W inass sample
and 1s included in the simulation. When one ol the muons [rom the Z 1s not detected by
the C'TC, the remaining muon causes the event to resemble W — g, This background
is large because the C'T'C has limited 5 coverage. 'The coverage extends to |p| <

1.7, however the efficiency for finding a track falls with increasing |n| for || > 1.0
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Figure 8.1: Transverse mass distributions of background processes
present in the W — pr sample.

(Figure 8.2). This background is calculated using a monte carlo simulation of 7 — pu
events. The Z — pp background fraction is determined to be (3.6 £ 0.5)% and is
included in the W mass simulation by adding its My, pf, and p4. distributions to the
simulation lineshapes.

The uncertainty in the Z — pp background estimate comes from two sources: the
uncertainty in the measured tracking efficiency, and the choice of parton distribution
functions. The tracking efficiency of the detector simulation, erp,ck, i1s varied in the
region 1.0 < |n| < 1.7 by a conservative 10%, i.e. ¢rppcx+0.1. The resulting uncertainty
in the background fraction is 0.5%. In the region |n| < 1.0, ¢rpack is greater than 0.99
translating to a negligible uncertainty.

The size of the Z — pp background potentially has a large dependence on the
choice of parton distribution function since it involves one, and only one, muon at high
n. Such muons preferentially come from the high-rapidity tail of the Z production cross

section, which is sensitive to the small-x behavior of the parton distribution functions.
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Figure 8.2: The CTC tracking efficiency as a function of 5. The
uncertainties are £10%, i.e. € & 0.1.

The uncertainty in the background fraction due to the choice of parton distribution
functions is estimated to be 0.2%.

In addition to the effect on Mz, there is also a bias in (u)). This bias is significant
because the amount of Z — pup contamination is large and the undetected muon de-
posits ~2 GeV of energy in the calorimeters in the opposite ¢ direction to the found
muon. A shift of —36 =5 MeV in () is estimated and included in the simulation in

a similar fashion to the inclusion of Mr.

W — 7v The W — 7v background involves the further decay of the 7 into a muon
and two neutrinos. This sharing of the available energy between four final state particles
results in a much softer py spectrum for the muon (recall that the W selection cuts were
designed to remove processes with soft pr spectra) and hence a smaller background
fraction than Z — pp. The W — 7v background fraction is found to be 0.78% and
is included in the simulation. Since W — 7v is topologically very similar to W — puv

decays, it can be simulated precisely enough to result in a negligible uncertainty. This
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backeround is added to the simulation by randomly decaying the W to a v pair and
then decaying the 7 to a muon and neutrino. The muon is treated just like a direct

muon [rom W decay.

Heavy-Flavor Decays and Fakes The background [rom jet and heavy-llavor pro-
duction is estimaled using the W — pr data sample, Lach event is characlerized

by Ypy, the sum of the py of tracks with py greater than 1.0 GeV/e in a cone

(\/(_\0)2 +{Ap)? < 0.1) around the muon. A di-jet event', where one jet is misi-
dentified as a muon, will likely result in many tracks ncar the muon giving a large
Yipp. In addition, for the neutrino to pass the selection cuts, one of the jets must be
significantly mismeasured causing the neutrino candidate to he preferentially parallel
with the jets (and therefore the muon). A heavy-flavor decay such as b — cpv will
result in nearby tracks from the hadronization of the charm quark (¢). In this case.
the b quark, because ol its relatively sinall mass, needs a large {ransverse momentum
10 enable the muon and the neuirino to satisly the pr requirement. This leads 1o smnall
opening angles [or the decay producls causing themn o be prelerentially parallel. Thus,
onc characteristic of the background s for the neutrino to be parallel /antiparallel with
the jet (or largest if more than onc).

A sample of non-isolated muons is made by requiring Xpy > 2 GeV /e, which should
contain most of the background. A sample which is more likely to be background-tree
is made by requiring? Spr < 2 (GeV/c. Distributions of ¢, j.t of the two samples are
then compared, where ¢, ¢, is the azimuthal angle between the neutrino direction and
the direction of the highest K jet with Fr > 3 GeV. As stated before, background
evenls teud 1o have ¢, ~ 0% or ~ 180°. Normalizing the isolated sample to the
non-isolated sample in the range 30 < ¢, 4 < 150°, the non-isolated sample 1s [ound

1o have an excess ol 6 evenls over the isolated sample in the range ¢, 5. < 30° or

LA di-jet event consists of two jots back-to-hack in é.
fFven though explicitly requiting this in the data sample results in a cleaner sample, the hias to
{} is diflicult Lo quantily aud oulweighs the background reduction.
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dujer > 150° Thus the background estimate is 0.2% and because the background is
small, the estimate itsell is taken as the uncertainty. This background is not included

in the model, bul i1s treated by a correclion applied to the [itted W mass.

Z — 77 Background from the process 7 — 77 is cstimated using HERWIG [16] and
a slower but more detailed detector simulation to deal with possible hadranic decays
of the other tau meson. Here, as in the case of W — 71, the available energy is split
among many final-state particles and results in a much smaller background. It is
estimated to be (0.05x0.05)%. Here again a correction is applied to the fitted My

rather than including the backeround in the W inass siinulation.

Cosmic Rays Cosmic rays traverse the detector al random (imes wilth respect 1o
cvent interaction times. This out-of-time nature makes them difficult to model in any
precise way. For this recason, a number of methods are used to scarch for them. The
requirement that no other tracks in the event have py > 10 GeV/e (sce lable 1.1)
removes cosmic-ray events where both tracks are found. Most of the cosmic-ray events
where only one track is found are removed by the combination of |z, 100 — 20| < 2 cm
and |d,| < 0.2 em. The number of cosmic rays remaining in the final sample is estimated
using events which [ail the |z,emer — 2o| << 2 cm oor |ds| < 0.2 cm criteria, bul which pass
all the other selection cuts. A control sample ol identilied cosmic-ray events is [ormed
[rom these events by visnal inspection. The d, and 7,000 — 2o distribulions of this
control sample are used Lo estimate the background iu the regions |z,emer — 20| < 2 ¢
and |do| < 0.2 em. An independent estimation of the remaining cosmic ray background
is made looking cither for a track in the muon chambers back-to-back in ¢ with the
muon candidate or for timing information from the hadron calorimeter indicating an
out-ot-time particle. This independent study gives a result consistent with the above
study. The expected number of cosmic-ray events in the final sample is 0.575% and no

correction is applied to the fitted mass.
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Background # ol events (%)

AR 118 £16 3.6 £0.5
W — T 25 0.73
Jets/Fakes 616 0.24+0.2
Z =TT 1.5£15  0.05L£0.03
Cosmic rays 0.575% 0.0210-08
Total 151 +17  1.65+0.51
Total (simulation) 143 4+16  1.38 £ 0.50
Total (correction) 87 0.27 £ 0.22

Table 8.1: Suminary ol backgrounds. The number ol evenls are
for the signal region of 65 < My < 100, The separate totals arc
for bhackgrounds that arc included in the simulation (W — 71 and

7 — pp) and for backgrounds that are applied as a post-fit correction
to the W mass (all others).

Table 8.1 summarizes the amount of backgrounds present in the W mass signal region.
Tigure 8.3 1s a plot of the linal simulation 37 distribution including the Z — pp and
W — 7v hackgrounds. The effect of the backgrounds on the measured W mass are

discussed in Chapter 10,

8.2 Radiative Corrections

The Born-level calculation used in the W mass simulation does not include the radia-
tive-correction diagrams of Figure 8.4, These are sumulated using a calculation by
Berends and Kleiss [37, 38]. Figure 8.5 contains plots of M7 both with and without
radiative diagrains. The change n the shape of M7 allects the [it value and lorces a
correction Lo be made 1o the [itted mass (see Chapler 10 [or bolh the correction and
the uncertainty). Including the radialive diagrams in the W mass simnulation resulls in
a signilicantly slower simulation which, because ol the nature of the [ilting algorithin

(sce Chapter 9). makes it impossible to use.
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Figure 8.3: Simulated My distribution including backgrounds. The
7 — pp and W — 7v backgrounds are also plotted separately to com-
pare with the W — pv signal. The arrows indicate the fit region.

Uncertainties in the radiative effects on the W mass are estimated from uncertain-
ties both in the theoretical calculation and in the detector response to a photon. The
Berends and Kleiss calculation does not include all the radiative Feynman diagrams.
It does not include initial-state radiation (#- and u-channel diagrams) and it includes
only half of the W+ vertex diagram; however, this is not as bad as it may seem. The
initial-state radiation, since it is off a quark line, does not directly affect My,. The
W~ vertex diagram is split into two components: an on-shell W radiating a photon
and decaying into an off-shell W (radiative decay), and an off-shell W radiating and
decaying into an on-shell W (radiative production). The latter is not included in the
calculation® because like initial-state radiation, it results in a real W and does not
affect Myy. The effects of the missing diagrams are evaluated using a calculation by

Baur and Berger [39]. Their calculation includes initial-state radiation, all of the W~

3Which diagrams, or parts thereof, to include is based on gauge cancellations between diagrams.
The explanation given here is qualitative. For details, read the article ([37]).
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Figure 8.4: Top: Initial-state radiation diagrams. The photon is
emitted from an incoming quark and is uncorrelated with the muon
direction. Bottom: Final-state radiation and the W~ vertex. Final-
state radiation is responsible for most of the radiative effects.

vertex diagram, and the final-state radiation, but treats the muon as massless. This
massless muon results in errors at small photon energies. A vertex correction diagram,
which cancels the infrared divergences in the final-state radiation diagram and alters
the energy distribution of the photons, is also not included in the Baur and Berger cal-
culation. Using the complementary nature of these two calculations, one can consider
kinematic regions where both should be valid and use these regions to establish a nor-
malization point from which to extrapolate to regions where the excluded diagrams are
important. These excluded regions are used to determine the uncertainty associated
with the missing diagrams (see Chapter 10).

The uncertainty in the detector response to photons is another source of uncertainty
and is studied using photons well-separated from the W decay muon. The photon
energy threshold, the photon fiducial region, and the photon energy resolution are all
varied resulting in nearly negligible effects.

Radiative decays also affect the measurement of @. Most photons are from the

radiative muon diagram and tend to be collinear with the muon, often impacting the
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Figure 8.5: Radiative and non-radiative lineshapes and the residual
of them in percent. The residual is the difference divided by the area
under the radiative distribution.

same calorimeter tower as the muon (see Figure 8.6). Some fraction of these events are
removed by the tower energy cut (Section 4.5). In the remaining events, the photon
energy is thrown out by the muon removal procedure (Section 6.1). Photons not
striking the same calorimeter tower as the muon are not removed and are included in
the calculation of @, changing (u)). The effect is to make (u);) more positive since the
photon is preferentially aligned with the muon. Photons from the other diagrams are
uncorrelated with the muon and while they may affect the measured mass of the W,
they do not affect (u)). The net effect on (u) from radiative decays is determined to
be ~ 475 MeV, and is included in the simulation of )| (recall that radiative effects in

My are handled by a post-fit correction).
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Figure 8.6: The cosine of the angle between the photon and the muon
for radiative events. The y-axis is logarithmic.

8.3 Summary

The largest background processes in the W mass data sample are 7 — pp and W — v
and are included in the simulation. Corrections are made to the fitted mass to account
for those backgrounds which are not added to the simulation and to account for the

radiative decay W — pv~.
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Chapter 9

W Mass Fit

In this chapter, the third part of the measurement, the fitting of the simulated line-
shapes! to the data, is presented. The fitting procedure is documented and the con-

sistency and robustuess ol the procedure 1s verilied.

9.1 Fitting Algorithm

The [itting method uses a simulated lineshape (described in Chapters 7 and 8) as the
fitting function, F. This lineshape is a distribution in My and is paramcterized by My
and 'y (the mass of the W and the intrinsic width of the W; see Chapter 2); thus,
the fitting function takes on the form F( My My, Uy ). This is entirely analogous to

fitting a linc to a set of data points. A comparison of these two situations reveals

Line — F = wmax+b = Flae;m. b
W Mass — F = 177 = F(Mpr My, Tw)

(9.1)

I'he term lineshapes is a throwback to atomic emission spectra, where lineshape referred to the
energy (or [requency) distribution of the emilled photons. This is analogous Lo the emission of muons
tfrom the W and so the term lineshape is used.
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where the question marks indicate the lack ol a simple algebraic expression [or F. In
the case ol the line, the [itting procedure linds the values ol the slope and intercept
(rnand b). In the W mass case, the [itting procedure [inds the values ol the mass and
widih (M and 'y ).

[n the traditional lcast squares fit, the v? hetween the data and the fitting function
is miminized with respect to the parameters of the function {m and 6 in the lincar fit).
The y? uses the difference between the function values at cach #; and the corresponding
data values, y;. A consequence of this is that the data has to be in the form of
coordinate pairs, (&, ;). In the case of the W mass fit, the data consists of a single
value, My. The second coordinate must be artificially constructed by creating bins in
My resulting in the form (M7, N;) where My, is the average value of M7 covered by
bin 4, and N; is the nuinber of events that [all within thal range. This lorced binning
may introduce systemalic errors info the i1, To avoid these errors, the maximum
likelihood method [47], which does notl require data binning, is ulilized. In a maximum
likelihood fit, the likelihood quantity (sec below) reaches a maximum value for those
valucs of the parameters which best describe the data being fit (analogous to the y? in

a least squarcs fit which reaches a minimum value). The likelihood s defined as
L{Mw, V) =T[P{Mes Mw, Uy). (9.2)
;

where the product is over all events and P is related to the fitting lineshape, F, by a

normalization constant,

F(Mr; My, Ty )
/ dMy F(Myp: My, T
b

‘ILHegion

P ( "1}1, ';”I Wy l‘ W ) = (q . 3)

This tunction, P. is the probability density for observing a given My, which makes the

likelihoad the joint probability density of observing some unique set of My values.
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When implementing a likelihood [il, a number ol reasons make it more practical
Lo use the negative ol the natural log ol the likelihood (£ = —1u L), Iirst, near the
maximum likelihood value, £ 1s a gaussian [unction ol My and 'y, Therelore, £ 1s a
quadratic [unciion of My and I'y- which simplifies the task of locating the maximum?.
Sccond, the minus sign changes the maximum to a minimum which allows the use
of commercial software built to find minimums, not maximums. The negative log-

likelihood version of Equation 9.2 1s
£ =—1In ,C(ﬂlf |4 - IH) = — Z In P ( ”lu .”WM.’; 'y ) (Q'l )

A more detailed deseription of the maximum likelihood method can be found in refe-
rence [47].

The simulation generates lineshapes (fitting functions, F(M7; Mw. Tw)) at discrete
values of My and 'y, containing ~ 800,000 events each. The range of values for My
and Ty is 79.2 < My < 81.0 GeV/c? in steps of 0.3 GeV/c? and 1.1 < Ty <«
2.9 GeV/c* also in steps of 0.3 GeV/c?. Because the simulated lineshapes are binned
distributions in M7, a linear iterpolation is performed between bins to oblain a conti-
nuous [uncltion ol My, To use these conlinuous lineshapes, F, as probability densities,
P, they must be normalized over the My fitting region, 63 < My < 100 GeV/c? (sce
Fquation 9.3). Figure 9.1 contains plots of P(My; My, I'n) at various values of My
and 1'y.

For cach simulated lineshape (cach (Mp 'y ) point), a likelihood value, £{ My, 1" ).
is calculated from Equation 9.4 forming a likelihood surface. As stated earlier, £ should
have a quadratic dependence on My and 'y near its minimum; however, to allow for

small deviations from quadratic behavior®, the ¢ data points are fit via least squares

ZSimple polynamials are easier to deal with than gaussian funchions.
STy is uwmerically close o zero, thus it produces slightly asymmetric £ values, A cubic term
ahsorbs this asymmetry.

98



0.06 7\ T T ‘ T T T T T T T T \7 0.06 7\ T T ‘ T T T ‘ T T T T T \7

z \ : ; /7 :

005 — —  0.05 — ) —

[j 0.04 ;— —; 0.04 ;— —;
= o a C b
S 003 - 4 003 — 3
=~ C ] C ]
S 002 - 002 & .
A C ] C ]
001 — - 001 — -

:\ | | ‘ | | | ‘ | \\ \: :\ | ‘ | | | ‘ | | | \:

0 0 ‘
40 60 80 100 120 40 60 80 100 120
M, (GeV/c) M, (GeV/c))

Figure 9.1: Left: Lineshapes at various values of My for a fixed I'yy.
Right: Lineshapes at various values of 'y for a fixed My .

with a third-order polynomial (in My and I'y ),

(Mw,T'w) = aso My + asoMyw?® + ayoMyw + aos'w® + agol'w? + ao T +

an My Ty + a1aMyw Ty + ayy My Dy + aoo, (9.5)

where the a;; are determined by the fit and the cross terms handle correlations between
My and I'yyy. The likelihood surface, £ is now a continuous function of My and I'y .
Once ( is determined, the best fit values of My, and Ty (M§MT and Ti3%) correspond

to the minimum of £,

ol ol
m = 0 and m = 0, (96)

and are determined by a minimization program, MINUIT [48]. Technically, MINUIT
is constrained to search for a local minimum in the region of the ¢ data points because

a third-order polynomial has no global minimum. In addition to the values of ME™T
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and THT, MINTUIT also determines the poinls where £ increases by 0.5 above the value
al. the minimum. These pointls correspond to the l-o stalistical uncertainty n M EIT

and THT,

9.2 Tests of the Method

The fitting procedure must satisfy two reliability criteria. First, when the procedure
is applied to an ensemble of simulated data samples of a constant size, the average
values of the fitted mass and width must he consistent with the mass and width used
to simulate the samples. Second, the RMS deviation of the fitted masses and widths of
these sam ples must be consistent with the mean of the statistical uncertainties returned
by the fits.

To check these criteria. simulated data samples with 10.000 events are subjected
to the [itting procedure. Alter I'itling 85 of these data samples, the average of the
returned masses and widths (Figure 9.2) is seen in to agree with the mass at which
they were generaled, and their RMS deviations agree with the mean of the statistical

uncertainties returned by the fit.

9.3 Fitting the Data

Figure 9.3 shows the polynomial surface, €, and the one and two standard deviation
contours in the My-I'w plane, resulting from the fit to the W mass sample. Recall
that the one standard deviation point is where € increases by 0.5 from the minimum
value and thus the two standard deviation point corresponds to an increase of 2.0.

To avaoid coupling the fitted mass to possible errars in detector resolution modeling,
[y is conslrained Lo be 2,064 GeV when obtaining MEH (the dashed line in Figure 9.3).
This value of Ty 1s [rom an indirecl measurement using the ratio ol W to Z total cross

sections [49], A [itted mass of MET = 80,118 £ 0.206 GeV/c? is oblained using this
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Figure 9.2: The results of fitting simulated data samples of 10,000
events generated at a mass of 80.12 GeV/c* and a width of 2.064 GeV.
Top: The distribution of fitted masses (Left) and the distribution of
uncertainties (Right). Bottom: The distribution of fitted widths (Left)
and the corresponding uncertainties (Right).
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Figure 9.3: Top: The ¢ polynomial surface resulting from the un-
constrained fit to the W mass sample. Unfortunately, the ¢ data points
cannot be overlayed. Bottom: The 1-0 (Al = 0.5) and 2-0 (Al = 2.0)
contours in the My -I'y plane for the unconstrained fit to the data.
The dashed line indicates the constrained fit line. The minimum ¢ on
this line is the best fit value, MET.
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Figure 9.4: The transverse mass distribution for data and simula-
tion. The simulation does not include radiative corrections or small
backgrounds. The arrows indicate the fit region.

constrained fit. The values of My and I'y obtained using the unconstrained fit are
discussed in Section 9.5. A comparison of Mp for data and simulation where the
simulation is made with the constrained-fit values of mass and width is presented in
Figure 9.4. This fitted mass value, M§*, must still be corrected for radiative effects
and small backgrounds, neither of which are included in the simulated lineshapes (see

Section 9.4).
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Figure 9.5: The distribution of fitted masses (Left) and uncertainties
(Right) for the constrained fit. The mean uncertainty agrees with that
returned for the W mass sample.

Since the final fit value is obtained from a constrained fit, this method is checked
as in Section 9.2 by fitting simulated data samples. This time the data samples are
made with the same number of events as the W mass sample. The results of fitting 80
simulated data samples is shown in Figure 9.5. Note the mean uncertainty returned is
consistent with the uncertainty from fitting the W mass sample (206 MeV /c?).

Another test the constrained fitting procedure is to modity the fitting algorithm to
use only one parameter, namely the mass. Simulated lineshapes are made with 'y
always set to 2.064 GeV; thus, 'y is no longer a fit parameter. Carrying out this
modified fitting procedure yields the ¢ values and polynomial of Figure 9.6. The curve
in the figure is actually a parabola as opposed to a cubic polynomial to demonstrate
that near the minimum, the ¢ distribution is indeed mostly quadratic. The error bars
on the points reflect the finite number of simulated events making up the lineshapes, i.e.

the uncertainty in the fitting function. The error this causes in the measured mass is
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Figure 9.6: The —/ curve for a one-dimensional fitter. The curve is a
quadratic to demonstrate that ¢ fits well to a parabola.

discussed in Chapter 10. The fitted mass value obtained from this fit is consistent with

that obtained from the two parameter fit to within the uncertainty in the lineshapes.

9.4 Corrections

The fitted mass, M§t, is corrected for two effects not included in the simulated li-
neshapes. The first is small backgrounds (see Section 8.1). Fitting simulated data
samples that include these backgrounds results in a shift of —20 MeV/c? in the fitted
mass. Thus a correction of 20 MeV/c? needs to be applied to M5, The second corre-
ction is made to correct for the lack of radiative decay diagrams in the simulation (see
Section 8.2). The results of fitting simulated data samples that were made with and
without the radiative diagrams (via the calculation of Berends and Kleiss [37, 38]) is
summarized in Table 9.1. A correction of 168 MeV /c? needs to be applied to the fitted
mass. Also included in the table are corrections for use with fitting procedures based

on pi and p4 lineshapes (see Section 9.5). After these corrections are applied, the final
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It type A M- Al
(MeV/c*)  {(MeV/c?)

My +168 4 20 -
it 4240 £ 32 -
it +45 £ 30 —

My (I'y floating) +176 £30 —36 £ 30

Table 9.1: Corrections to the fitted W mass duc fo the offects of
radiative decays. The last entry is the unconstrained fit to hoth My
and Iy .

measured mass value is

My = 80.306 £ 0.206 GeV /2. (9.7)

9.5 Checks of the Fitting Method

The fitting tests of Section 9.2 check only the internal consistency of the fitting pro-
cedure. [xternal checks are made with the W mass sample. The most obvious of
these 1s a comparison ol results wilh I'yy not constrained in the [it. The [iiled mass
and widih values are correlaled because the shape ol the {ransverse mass specirumn
is asymmetric. When [itting, the W width behaves like a resolution, 1.e. the [itted
width compensates for errors in detector resolution modeling: therefore, a comparison
of the fitted W width with its expected value serves as a check on the modeling. The
measured value for the fitted width after applying the radiative correction in Table 9.1,
is

'y = 1.53 &+ 0.44(stat.) £ 0.39(syst.) GeV. (9.8)

The systematic uncertaintics in the measured width are determined in Chapter 10.

The 'y measurement is consistent with the indivectly measured value of 2.061 +



My (min) AMy

(GeV/ch)y  (MeV/c?) Table 9.2: Variation ol the [illed mass
30 438471 as Lhe lower edge ol the My [itling region
33 447 + 76 18 changed. The mass shills are relalive
0 447 + 60 to M. The uncertainty is an eslimale
63 0 ol the statistical independence belween the
70 63+ 107 litted mass and A,

M7 {(max) AMw
(GeV/c®)  (MeV/c?)

90 442 + 97 Table 9.3: Varialtion of the litted mass
05 —28 £+ 49 as the upper edge of the My [itting region

100 0 is changed. The mass shilts are relative

105 137 4+ 49 to MET. The uncertainty is an estimate
10 150 + 46 of the statistical independence hetween the

120 137 + 59 fitted mass and M.

150 +22 £ 77

0.085 CeV [49], and also with the directly measured value of 2.040 £ 0.320 CeV [50]
and with the Standard Model prediction of 2.067 & 0.021 GeV [31]. The difference
between MM and the fitted W mass for this unconstrained fit is 123 MeV/c2.

Varving the M7 fitting region checks not only the fitting procedure, but also the
evenl modeling and background estimates., The changes in the [itted mass ([itted mass
minus MET) as the M7 [itling region is varied are given in Tables 9.2 and 9.3. Ouly
the transverse mass window 1s changed [or these [its; the event selection is otherwise
the same.

An alternative to using the My distribution as the fitting lineshape is to use the
P or py distribution as the fitting function.  Fits to these distributions are mare
sensitive to systematic errors in the plY and reeoil modeling. The resulting shifts in

mass relative to the fitted mass are summarized in Tahle 9.4. These fits do not have

a fit window imposed directly on the distribution other than the indirect requirement?

A p i . . . . .
'Since My, pf, and p% are all correlated, a requirement an any one is an indirect requirement an
the other two.



It Type A My

(MeV/c*)
py fit +322 4+ 184
- fit —26 L+ 143

Table 9.4: Shiftsin MJ!T as the fit typeis changed from the transverse
mass speetrum to a fit using p4 or pi. The uncertaintics reflect the
independent statistical uncertainty hetween these fits and the Ay fit.

['it Type AMw
(MeV/c?)

|iZ] < 5 CGeV fit +77 £ 240

5 < |d] < 20 GeV fit  —80 4270

Table 9.5: Shifts in the fitted W mass as the selection cuts are changed
from the nominal {|i7] < 20 GeV) to ones covering a different subset
of |#]. The shifts are assigned an uncertainty due to the independent
statistical uncertainty. The shifts for the two subsets are expected to
be almost completely anti-correlated.

of 65 < My < 100 GeV/c®.  Even larger deviations than indicated by the statistical
cstimate might be anticipated since systematic uncertaintics inercease for these fit types.
In Figure 9.7, the p and p spectra are compared to the Monte Carlo simulation. The
simulated distributions use the mass from the Mz fit, MM, and the constrained width
of 2.064 GeV.

The W mass sample can be split into two subsets with |¢] < 5 GeV and 5 <
|| < 20 GeV o lurther lest the simulation aud [itting procedure. These two subsets
have 1504 and 1764 events respectively, The resulls ol Ay [its Lo these subsamples
15 shown in Table 9.5, Allhough the nunbers are split aboul zero, the shills are
highly anti-correlated so the numbers can be interpreted as only a single check. The

My distribution for cach subsct and for the simulation is shown in Figure 9.8.
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Figure 9.7: Upper: Muon pr spectrum for the W mass sample com-
pared to simulation. Lower: Neutrino py spectrum compared to si-
mulation. The soft edge at ~30 GeV/c is due to the My window of
65 < My < 100 GeV/c?. Note that the mass value used for the simu-

lation comes from a fit to My, and not to the distributions shown.
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|i] < b5 GeV. Lower: 5 < || < 20 GeV.
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Figure 9.9: The transverse mass spectra of W+ and W~.

The W and W~ are expected to have the same mass because of CPT conservation.
Indirect tests [52] comparing the decay rates of u™ and p~ are about two orders of
magnitude more sensitive to this mass difference than the direct measurement presented
here. Dividing the W mass sample by charge, there are 1644 W™ events and 1624 W~

events (Figure 9.9). The difference between the fitted masses of these two subsets is
My+ — My~ = 4549 £ 410 (stat.) &+ 70 (syst.) MeV/c?, (9.9)

where the systematic uncertainty is due to the uncertainty in the alignment of the CTC

(see Section 5.2.2.3 and Figure 5.7). The values are consistent within uncertainties.

9.6 Summary

The mass of the W, My, is extracted from a maximum likelihood fit to the data.
The measured value of My after a 168 MeV /c* correction for radiative effects and a

20 MeV/c? correction for backgrounds is 80.306 GeV/c? with a statistical uncertainty
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of 0.206 GeV/c? determined [rom the [it. The fitling procedure is checked and passes

various lesls [or consistency and robustness.



Chapter 10

W Mass Uncertainties

In this chapter the final part of the analysis, the determination of the uncertainties in
the measured W mass, is described. Where applicable, it contains references to the

sections where the source of the uncertainly 1s discussed.

10.1 TItemization of Uncertainties

The summary of uncertainiies i My 1s presented 1 Table 10.1. The uncertainties
associated with the paramcters of the simulation are evaluated by fitting simulated data
where the parameter under study is varied within its uncertainty. T'he corresponding
shifts in the fitted W omass (using the constrained fit) and the fitted W width (using the
unconstrained fit) arc taken as the uncertainties due to that parameter. 'The discussion

of each entry in the table of uncertainties follows,

Statistical The statistical uncertaiuty 1s oblained [rom the [itting algorithmn (see
Chaptler 9). The (it to the data returns the uncertainty in the il parameters. In
addition, this uncertainty can be eslimaled as the average uncertainty returned [or
simulated data samples with the same number of events as the W mass sample (sce

Section 9.3; Figure 9.3). The larger of the uncertainties from these two methods s
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Uncertainty AMf;  Common

(MeV/c?)  (MeV/c?)

I. Statistical 205
I1. Momentum Scale 50 A
L. J/¢ Normalization 50 50
2. CTC Alignment 15 15
1. Other Systematics 120 90
1. € or g resolution 60
2. pi¥ modeling 45 25
3. Recoil modeling 60 60
4. ¢ or g ID and removal 10 3
5. Trigger biases 25 !
6. Backgrounds 25 0
7. Radiative correction 20 20
8. W widlh 20 20
9. TI'itting procedure 10 0
10. Parton distribution [unctions 50 50
11. Iligher-order corrections 20 20)
TOTAL UNCERTAINTY 240 100

Table 10.1: Summary of systematic uncertainties in the W mass
measurement in the muon channel. All uncertainties are rounded to
the nearest 5 MeV/c?. The uncertainties are added in quadrature to
obtain the totals. The last column indicates which uncertainties are
cominon Lo the eleciron channel analysis,
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Ad or / ,U% AM W ATl W
(GeV/c)™h) (MeV/c?) (MeV)

0.00063 —117+ 23 —463 L 45
0.00072 —36+23 —244445
0.000s1 =0 =0

0.00090 +08 £ 23 +220L£ 45
0.00099 +14h £ 23 +430 = 45

Table 10.2: Variation in the W mass and width as the momentum

=

resolution {see Equation 5.8) is varied from the nominal value by one

and two standard deviations. The change in the W width is for the
simultaneous fit to both mass and width.

assigned as the statistical uncertainty; however, they happen to be the same in this

Casc.,

Momentum Scale The momentum scale uncertainty consists of two parts. First, the
J/# normalization uncertainty of 30 MeV /c? is extracted from the uncertainty in the
measured mass of the J/v megon extrapolated to the W mass region (see Section 5.3).
Second, an additional uncertainty (CTC Alignment) is incurred [rom the residual -
dependent charge splitiing of the momentum measurement (Figure 5.6). The charge
asymmetry in the muon angular decay distribution (see [53]), when convolved wilh the
above charge splitting, results in a mismeasurement ol My by 15 MeV/c? Because

this is small, it is taken as an uncertainty.

Momentum Resolution The momentum resolution is extracted from the observed
width of the Z — ppu lineshape (Section 5.4). Table 10.2 lists the variation in fitted
mass and width with variation of the momentum resclution from simulated data. The

uncertainty in the momentum resolution ol 0.00009 leads Lo an uncertainty i My ol

60 MeV /2,
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r RMS(y) RMS(u.) AMy ATy
(GeV)  (GeV)  (MeV/¢f)  (MeV)

1.05 5.19 5.11 =50+ 23 —114 +£43
1.08 5.27 5.23 —14+£23 —66+43
1.11 5.38 53 a0 =0 =0

1.14 5.57 5.47 +38+£23 +75 143
1.17 5.6 2.0h +90 + 23 +226 £ 43

Table 10.3: Variation of the RMS of | and u, and the fitted mass
and width shifts with the scale factor, r. The mass shift is for the
fixed-width fit. The width shift is for a simultaneous fit to both the
mass and width.

W Transverse Momentum The p!¥ spectrum used as input to the simulation
is derived from the py spectrum of 7 — ce cvents (Section 7.1.2). This speetrum
undergacs a lincar transformation, pl¥ (scafed) = r x pl¥, where » is determined from
the width of the ) distribution. The uncertainty in r of 0.03 produces an uncertainty
in the 1 mass of 35 MeV/c? and an uncertainty in the fitted width of 95 MeV as
shown in Table 10.3.

Additional distortions which change the shape of p}! beyond a simple scale factor
are studied using two translormations. [irst, the shape of the plY spectrum is skewed

with its mean (9.1 GeV/c¢) held constant usiug
p?’(dis[m'ied) =9.1 GeV/je + s x (p? — 9.1 GeV /), (10.1)

where s is he skew parameter. Second, an allernale distortion of the p} spectrum is

investigaled by changing the shape of the p}Y spectrum according 1o

p (distoried) = r < (p + 1 (py %), (10.2)
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where ! parameterizes this distortion and r is chosen so that the RMS ol w, agrees with
the data (analogous with the simple scale [actor r). The bounds on s and { are likewise
determined [rom 1he data. The resulis of these distortions are thal, wilhin slatistical
uncertainties, the data are consislent with just the simiple scaling, The allowed range
of distortions to the shape is taken as an uncertainty of 25 MceV/c? in the fitted mass

and 410 McV in the fitted width.

Recoil Modeling Uncertainties in the recoil modeling result from using 7 — ee
events to calibrate the detector response to the recoil energy (Section 7.2.3). Two
ellects are investigated: statistical uctuations arising [rom the [inite size of the 7
sample and the eflect of eleclron energy resolution on the measured p4.

The ellect of statistical fluctuations in the Z sample 18 studied using ~ 20 look-up
tables made [rom simulated Z — ee eveuls and a crude recoil model. These simulated
tables have the same number of events as the data look-up table and arc statistically
independent. Simulated data samples are made with cach table and fitted. The spread
in fitted W mass values using the simulated tables has an RMS deviation of 50 MeV /c?
after subtracting out the individual fit uncertainty. The fitted W width values have an
RMS deviation of 1530 MeV.

An alternative method is to generate simulated data samples which use fewer
Z — ee recoil calibration events, i.e. a random subset of the look-up table. Fitting
these artificial data and using the lact that statistical uncertainties should scale with
1/ VN ., where N 1s the number of events, shows that the [inile number of Z events leads
to a b MeV /c? uncertainty in My, consistent with the [irst method.

The effeet of the energy resolution of the electrons on the recoil model is investigatoed
by degrading the clectron cnergy resolution by a factor of two in the pZ measurement
and altering the look-up table appropriately. The study results in a shift in the fitted
W mass of 35 McV /c?, common to the clectron and muon channels. The corresponding

uncertainty on the W width is 200 MeV. also common to both analyses. These un-
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certainlies are checked by comparing results [rom simulated look-up tables both with
the electron energy resolution turned on and with it turned oll. Consistent resulls are

observed.

Parton Distribution Functions Recall from Section 7.1.1 that the rapidity of the
W s determined from the longitudinal momentum distributions of the initial quarks
based on MRS D’ parton distribution functions (PDFs) [40]. Varying the parton distri-
bution functions of the proton varies the distribution of the W longitudinal momentum,
and therefore, through acceptance effects, alters the lineshape of the transverse mass
spectrum. Due to the missing neutrino, the W longitudinal momentum is not dire-
ctly measurable in W decays. The longitudinal momentuin distribution cannot be
consirained by the Z dala either, since Z production is sensitive Lo dillerent parton
distributions (w@ + dd is dillerent [rom ud). Ilowever, the longitudinal momentum
distribution can he constrained using the CDEF measurement of the forward-backward
charge asymmetry in W decay [53]. 'T'his charge asymmetry gets larger as the lon-
gitudinal momentum distribution broadens. The asymmetry measurement is divectly
sensitive to those components of the PDFs which influence W production at the Teva-
tron, and provides discrimination among parton distributions. The MRS D’ set [40]
is chosen as the default PDF since it is tavored by hoth the CDF charge asymmetry
measurement and deep inelastic scattering experiments [54].

To quantily how well the various PDI's reproduce the data, the weighted mean of
the charge asymmetry [53] in the region 0.2 < |y| < L.7, (Appp). 1s calculaled for
each PDI" i1 Table 10.4, This 1s compared to the measurement (ApaTa) to vield a

significance,
Appr — AparTa (10.3)
tApara o

¢ =

where 6 ApaTa 1s the uncertainty in the mean charge asymmetry measurement. The

MRS D7

values of ¢ and AMyr, (= MRPY — My ) are listed in Table 10.4 and their corre-
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P D F g A ﬂ’f ﬁ’-

(MeV/c?)
CTEQ 2M + 4.56 + 20
CTEQ 2MF + 3.76 + 10
CTEQ 2ML + 3.51 + 14
GRV + 3.04 + 52
CTEQ 2MS + 2.94 — 11
CTEQ LM + 2.09 -1
CTEQ IMS F15L - 24
MRS A (Prelim.) + 0.37 — 26
MRS D" + 0.50 =
MRS II — 0.05 — 6
MRS 1) — 0.9 — 17
HMRS5 B — 1.20 — 35
MT Bl — 3.21 — 76
KMRS By — 3.539 — 89
MRS B —1.10 — 68
MRS E — 4.89 — 96
MRS B — 45

Table 10.4: Dependence of the W charge asymmetry and the W mass
on the PDT [40] choice. The Monte Carlo statistical uncerlaiuly is
~ 15 MeV/c?2, MRS D' is the deflault choice of the current analysis.
MRS B is the defaull choice of the previously published CDI" W mass
measurement [9].

lations are shown in Figure 10.1. These correlations between the fitted W mass and
the charge asymumetry are expected since a larger charge asymmetry (a larger mean W
longitudinal momentum) leads to a smaller average M7, and hence a larger fitted W
mass (55, H6]. The uucertainty in My due to the choice of PDT is taken as hall the

mass dillerence between poinls A aud B in Figure 10.1, corresponding to |¢| < 2. This

is 50 McV/c? for the region 65 < My < 100 GeV/c?.
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Figure 10.1: The correlation between AMy (MeV/c?) and ( using
various PDFs, where A My = MEPY —M%RS Y= Three M regions are

chosen for fitting, Top: 60 < M}" < 100 GeV/c%, Middle: 65 < M} <
100 GeV/c?, and Bottom: 70 < MY < 100 GeV/c® The nominal
fitting region is 65 < MY < 100 GeV/c* (Middle). The solid lines are
bounds of different behavior between PDFs. The dashed lines indicate

|C| = 2. The uncertainty on the W mass is half of AMy between points
A and B.
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I'y A My
(GeV)  (MeV/c¢?)
1.664 —102 =10
1.864 =50 £ 10
2.064 =0
2,264 448 L£10
2464 +94 = 10

Table 10.5: Variation in the fitted W
mass as the W width is constrained to
other than the nominal value. I'he entrics

correspand to the ~ 2.5 and ~ 5.0 standard
deviation points in T'yy.

Muon Identification and Removal 'I'he muon identification requirements and the
act of removing the muon from the calculation of @, result in uncertaintics in #, and

therefore My, (Scction 6.2). These offects are small and amount to 10 MeV /2.

Trigger The level 2 trigoer (CFT) efficiency as a function of pr shows no significant
pr dependence (Section 7.2.1; Figure 7.2). The one standard deviation limits on this
slope are taken as the uncertainty and data are simulaled at these limils and [l Lo the

lineshapes, The corresponding shilts in My lead 1o a 25 MeV/c* uncertainty.

Radiative Corrections ‘I'he fitted W mass is corrected for the cffects of radiative
diagrams {Scctions 8.2 and 9.1). This correction to My is 168 MeV/c® The uncer-
tainty on this number is estimated from uncertainties in the theoretical calculations and
in the detector response to the photons from these diagrams. The result is a 20 MeV /e?

uncertainty in My of which the detector response contribution is negligible,

W Width The measured value of My 18 oblained [romn a it where the width of the
W, 'y, is constrained to the measured value of 2.061 £ 0.085 GeV/c* [19]. Table 10.3
shows the variation in the fitted W mass as the W width is varied in simulated data.
Note that the variation in the tableis for the ~ 2.5 and ~ 5.0 standard deviation points.

The resulting uncertainty in My is 20 McV /2

Higher-Order Effects The W produced in the simulation is assumed to have no

transverse momentum ( Seclion 7.1.1) aud, as such, ils polarization, P, is parallel/anti-
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parallel to the z axis (+1). With a transverse momentum, the angular distribution ol
the muons [rom the decay changes slightly. Chiappetta and Le Bellac [57] have shown
that higher-order QCD correcltions modily the ¢ distribution of the muon such that

when averaged over charge,

(1 + cos® 0) — (1 + cos® 0) +a (1 —3cos® 0), (10.4)
where the coellicient « 1s always positive. Tor our W evenls, « is calculated to be
typically 0.007. and is usually less than 0.03. Fitting simulated data with ¢ varied to
its limit of 0.03 leads to a 10 MeV /c® uncertainty on the W mass for this effect.

Another higher-order effect is the correlation between the rapidity of the W oand
the transverse momentum of the W (py vs. pr). In other words, the pl' distribution
may vary with the longitudinal momentum of the W. This uncertainty is estimated
by using a theoretical double-differential spectrum of W production in pr and rapidity
provided by Arnold and Kauffman [42]. This p}! spectrum is constrained using the same
procedure as used (o constrain the spectrumn derived [rom the Z — ee dala, resulting
in an 7 faclor of (L977. Tirst, as a chedk, this pi specirum is used without the rapidity
correlation and the fitled W mass shilts by +20+10 MeV /¢*, This shilt is smaller than
the systematic uncertainty due to the uncertainty in r (sce above). ‘Turning on the
rapidity correlation results in a shift in the fitted mass of 13 & 11 MeV /c®. Although
the shift is consistent with no offect, a 15 MeV/c? systematic uncertainty is assigned.

As stated in Section 7.1.1, the parton distribution functions arc cvaluated at a ()2
equal to the generated W mass squared, §. The value of (}* should reflect not just the
mass, but the total center-of-mass energy. including any transverse momentum of the
. To study this, the parton distribution functions are evaluated at * = 5+ (p!¥')?
and the ellect 1s [ound to be negligible.

The total uncertainty [rom higher-order ellects is 20 MeV/c%



Background (%) # ol events  AMy (MeV/c#)

Z — 3.6 £0.5 118 £ 16 —120 £ 20
W — v 0.78 25 —37
Jets/Fakes 0.24+0.2 616 —15+15
Z =TT 0.05L£0.05 15£1.5 —3£5
Cosmic rays 0.02005 0.57%4 +5
Total 1.65+0.51 151 + 17 —197 + 25
Total (simulation) 1434+ 16  1.38 + 0.50 —177
Total (correction) ST 0.27 £0.22 —20

Table 10.6: Summary ol backgrounds. The number ol events are
for the signal region of 65 < My < 100, The separate totals arc
for backgrounds that arc included in the simulation (W — 7 and
7 — pp) and for backgrounds that are applied as a post-fit correction
to the W mass (all others).

Backgrounds The largest background processes (Z — pp and W — 7v) are inclu-
ded in the siinulation (Section 8.1). The smaller remaining backgrounds are deall with
as a correction to the fitted W mass (Section 9.4). The uncertainty in My s determi-
ned from the fractional uncertainty in the hackground times the shift in the fitted My,
resulting from the presence of the background (or, in the case of Z — pp and W — 7u,
the shift that would have resulted had they not been included in the simulation). The
mass shifts and uncertainties are suwmnmarized in Table 10.6.

The total Z — pp background uncertainty consists of a contribution from the
tracking efliciency, leading to a 20 MeV/c* uncertainty on the W mass, and a con-
tribution [rom the choice of PDI', giving an uncertainty 10 MeV/c? on the W mass.
The W — 71 backeground is precisely simulated resulting in a unegligible uncertainty.
The backeround [rom heavy-flavor decays and [akes is estimaled al 0.2%, leading Lo a
shift in the fitted mass of —15 £ 15 MeV/c? assuming an exponentially decrcasing py

spectrum for this background. An upper imit on the number of cosmic rays left in the



data sample is ~ 2, resulting in a shift of 5 MeV /¢, which is taken as the uncertainty

on My-. The total uncertainty in My [rom all backgrounds is 25 MeV /¢

Fitting Algorithm T'he fitting function used to fit the data is a Monte Carlo simula-
tion of the My lineshape and consists of a finite number of events (Section 9.1) resulting
in statistical fluctuations in the ineshapes. This effeet is studied by using independent
sets of lineshapes and by altering the number of events comprising them. A previous
incarnation of this effect was termed “fitter jitter”. An uncertainty of 10 MeV/c? is

attributed to this jitter.

10.2 Summary

The tolal uncertainly in the W mass measurement is 240 MeV /¢? of which 205 MeV /¢?
is statistical, 50 MeV/¢? is [rom the momentumn scale, and 120 MeV/¢* is [rom other

systermatic uncertainiies.



Chapter 11

Conclusion

The mass of the W vector boson was determined from W — ppr data taken during the
1992-1993 collider run at Fermilab’s tevatron accelerator. The data were fit with a
Monle Carlo siinulation that included {he largest backgrounds, This chapler sumina-

rizes the resulls of this analysis and discusses [ulure prospects.

11.1 Results

The W mass measurement was extracted from a fit to the transverse mass distribution
of 3268 W — pv cvents from 19.7 pb~' of data. The fitted mass value was corrected
for the effects of radiative decay diagrams and for the cffects of small backgrounds,
neither of which were included in the Monte Carlo simulation. The final 1 mass value

Is

My, = 80.310 £ 0.205 (stat.) £0.120 (syst.) £0.030 (scale) GeV/c?, (11.1)



where “scale” indicates the uncertainiy in the absolute momentumn scale. This result

can be combined with a similar measurement [rom the W — er decay channel [26, 27],

M = 80,490 £+ 0.145 (stal.) £ 0.130 (syst.) = 0.120 (scale) GeV/e2,  (11.2)

resulting in

Mw = 80.410 + 0.180 GeV/ 2, (11.3)

where the two decay channels have been combined keeping track of the common un-
certainties in Table 10.1.

A world-average value for the W boson mass can be calculated by combining this
measurement with the previous CDI7 [11] and UA2 [12] measurements {see Figure 11.1).
The value 1s

MEEM = 80,833 £ 0.17 GeV/c?, (11.4)

where the parton distribution function is assumed to be the only source of common
uncertainty!.

Values lor the W mass can be inlerred [rom measurements at the Z pole and [rom
experiments measuring charged currents at low momentumn transler (Q* < Mg )
under the assumption thal there are no new phenomena ouiside of the Standard

LED

Model. Tits to properties ol the Z measured al LIP [38] give a value Myp" =

80.28£0.07 GeV/c?. The left-right asymmetry of the 7 bason, measured at SLAC [59],

is used to infor MY = 80.79 £ 0.19 GeV/el Decp-inclastic neutrino scattering
measurements arc used to infor M = 80.24 + 0.25 GeV/e? [51]. Figure 11.1 shows

a comparigon of the present values for the direct and indirect determinations of the W

mass.

!The largest PDF uncertainty of the three measurements is used as a common uncerbainly in
combining the numbers.
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The direct measurement ol the W boson mass can be combined with the top quark
mass measurermeni and olher eleciroweak data to lest the consistency ol the Standard
Model. Tigure 11.2 shows a lop quark mass of 176+13 GeV/c* [60] and the CDI" W
mass measurement. Also shown are theorelical predictions [14] of the regious in the
My M, planc allowed in the Standard Model for different values of the mass of the
Higgs hoson. T'he hands include uncertaintics in, among other things, the values of a
and a, at the / pole [13]. Unfortunately, as this plot shows, the Standard Model is

very consistent.

11.2 Future Prospects

Currently, CDF is collecting a new data sample with an estimated final size of ~ 100 pb~!.

This offers a factor of two improvement in the statistical uncertainty of the mass measu-
rement, An addilional gain will be made i the CMX muon system is included in the
analysis, resulling in grealer angular coverage., The presenl analysis did not use the
OUMX because it sullered [rom a high rate of accidental triggers necessitating additional
trigger requirements to be imposcd which made modeling for the W omass analysis dif-
ficult. Thus CMX muons were not used in this analysis.

The advantage of this analysis, or disadvantage depending on your viewpoint, is that
all the systematic uncertaintics are constrained by data: therefore, as the data sample
size increases, not only does the statistical uncertainty decrease, but the systematic
uncertainties decrease also. The disadvantage® is that the analysis becomes more and
more difficult.  As the systematic uncertainties decrease, effects that were ignored
previously because they were small, mnusl now be dealt wilth. Oue aspect thal should
be deall wilh in the next analysis 1s the Monte Carlo simulalion. The simulation

used in the currenl analysis is a piecewise (and hopelully conlinuous) combination of

o . T s ~ . . . . - .
“The use of the word “disadvantage™ only reflects the feclings of those projecting this measurement
nto the [uture.
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various ellects. An obvious improverment 1s to create a [ast sinulation that includes all
the QED radiative diagrams. Including higher-order QCD ellects is another possibility,
though more dillicult than the QED diagrams.

Given thal the measurement can be carried out, the uncertainties should scale by
1/4/N leading to an uncertainty of 90 MeV /c? in the combined muon and electran mass
measurement. Of course this is a lower [imit barring some new and novel approach to

the mass measurement. More likely, it will he a battle to reach 100 MeV /c? in the next

analysis.
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Appendix A

Construction and Testing of the

CMP

The Central Muon Upgrade (CMP) was built 1o enable CDI' o keep pace with the
increase i luminosily of the Tevatron collider. The CMP 1s another sel ol muon
chambers, outside of the CMU, and behind an additional 60 cn of steel. The CMP is
used in coincidence with the CMU and thus, because of the additional steel, serves to
reduce the trigger rate and enhance the muon identification capabilitics of the CMU.
The raw trigger rate of the CMU alone is dominated by hadronic punch through. "I'his
rate, while manageable at the tvpical luminosities of 10°® em™%s7! experienced in the
1988-1989 run, would have become excessive when the luminosity increased beyvond
10%" ecm %71 in the 1992 1993 run. Furthermore, in the offline environment, the punch
through would have made identification of muons in jets ditficult and would therefore
have limited the study ol semni-leptonic decays of B mesons. Requiring muon candidates
1o penetrale the additional 60 cin of steel reduced background rates, both at the trigger
and al the ollline level, by approximately a [actor of 20 and enabled CDI" 1o {ake [ull

advantage of the physics potential of the Tevatron operated at higher luminositics.

This appendix documents the design, construction, and testing of the CMP.
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A.1 Principle of Operation

Charged particles traversing a gas [illed drilt chamber such as a CMP chamber ionize
the gas and produce clectrons, which drift to the anode wire at some velocity, and ions,
which drift to the cathode. Upon reaching the wire, the increasing clectric field near
the wire causes a multiplication of the number of clectrons through ionmizing collisions
between the existing electrans and the gas. This amplified signal becames available for
detection at the end of the wire. An important point is that the velocity at which the
electrons drift saturates at some value of the electric field which varies with the type
of gas. Knowing this saturated drift velocity makes position measurements possible

(d = vi). For an in-depth discussion see [34].

A.2 Design

The CMP chambers are reclangular exiruded aluninum tubes, 2.54 cm by 15.24 cin
in cross scction and 6.1 m long, with 2.6 mm thick walls (Figure A.1). T'his thin,
wide shape is necessary hecause of space imitations on top of the detector. Four of
these chambers are glued into a stack with alternate layers staggered by half a cell to
eliminate left-right ambiguities.

The chambers have a single 50 pm diameter, gold-plated, tungsten, anode wire
down the center and field-shaping cathode pads on top and bottom (Figure A.2).
The chambers run in proportional mode, using 50%/50% Ar-CyHg bubbled through
1sopropyl alcohol at a lemperature of —7° !, with the anode al +5400 V and the
central shaping strip at 42300 V. Eight shaping strips on either side ol the central
one have voltages decreasing in equal steps ol 350 V towards the outside giving a
uniform cleetric field in the drift volume (Figures A3 and A.1). The shaping voltages
are stepped down by a 20 MO x 8 hybrid divider resistor and arce fed through the

endplate to the pads by gold plated Cu/Be contact pins inserted in the endplate at



6”

1’?

50 um DIAMETER
GOLD-PLATED
TUNGSTEN WIRE

1/8°

EPOXY

FIELD-SHAPING GRIDS J

Figure A.1: Cross section of a single stack of chambers showing di-

mensions and major features.
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Figure A.2: An exploded view of a CMP chamber showing the endpla-
tes, wire support, and field-shaping pads. The scale is not exactly
correct in this figure.
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Figure A.3: Left: The electric field values within the chamber. Ho-
rizontal specifies the long direction and vertical the short direction.
Right: The electric field values along the horizontal at the center of
the chamber. The values are from a solution of the potential problem,
using a simultaneous over-relaxation method.

molding. The divider resistor is mounted on a printed circuit board that is soldered to
the gold plated contact pins on the outside of the endplate. The edge shaping strips
are grounded to the aluminum tube by conductive epoxy and are half the width of the
rest of the strips to keep the equipotential lines at the edge of the chamber the same
shape as those for the rest of the strips (Figure A.4).

Both positive and negative pad voltages were experimented with. The negative
version however, required a separate shaping pad on the side wall which had a tendency
to arc to the corner of the extrusion and so this version was discarded in favor of
positive voltage on the pads. The choice of 2800 volts gives a nearly saturated drift
velocity! while keeping the wire voltage at a manageable level. With the pads at 2800 V

and the wire at 5400 V, the chambers have a measured gain of about 6 x 10* while

IThe drift velocity saturates for an electric field of greater than ~ 50 V/mm (refer to Figure A.3).
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Figure A.4: Top: The electric field lines within a CMP chamber.
Bottom: The equipotential lines within the chamber.

staying several hundred volts away from streamer mode? Avoiding streamer mode is
important because part of the upgrade will be hit by spray particles from the overhead
bypass of Fermilab’s Main Ring. These particles produce large currents in streamer
mode chambers which can cause the high voltage power supplies to sag or trip. The
6.4 m length of the chambers necessitates the use of a wire support (Figure A.2) in
the center of the chamber to protect against electrostatic wire instability. The wire
support consists of a PVC main body and 5 cm long PVC legs which vary in size by
up to ~200 gm allowing a custom fit to each chamber and using friction to keep the

wire support in place.

ZStreamer mode refers to a process where high amplification takes place at the wire.
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A.3 Electronics

The wire signals are taken out through a 2200 pl” blocking capacitor aud [ed through
a pre-amp. The blocking capacitor and preamp assembly are mounted on a board
that is attached to a stack by delrin standoffs which are screwed into the endplates.
The board contains all the end clectronics for the 4 chambers of a stack {(Figure ALB).
From there, the signals travel via 1008} shielded, twisted-pair cable to an isolation-
transformer board attached to an Amplifier-Shaper-Discriminator (ASD) card. Both
the preamp and the A5SD card. which has heen slightly meodified for the upgrade, were
designed for and used in other CDF tracking chambers [22]. From the ASD, differential
ECL signals are sent to LeCroy 1879 TDCs, which [eed the {rigger electronics and the
data aquisilion system. The drilt time measured by the TDCs gives the coordinate

lransverse Lo the beam direction only.

A.4 Chamber Construction

The CMP chambers were built at the University of lllinois over a period of a yvear and
a half. Construction was donc by several graduate students (mysclt included). a couple
of postdocs, a professor, several technicians. and a large compliment of undergraduate
students. For roughly six months during the construction period. chamber building
took place for 16 hours a day with two shifts of people. Chamber construction consisted
of four major steps: making the field-shaping pads, gluing the pads into the aluminum
extrusions, gluing four chambers into a stack, and stringing wires throueh the chambers

ol a stack. The progress of chamber coustruction [rom day oue is shown in Figure A.6.

The making of the field-shaping pads involved many steps. The pads are 11.5¢m
wide sheets of copper-clad Glastecl, a fiberglass-like material. They were purposetully

delivered in oversize rolls because the company that produced them couldn’t maintain
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corresponds to four chambers (one stack).
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Figure A.7: The variation of the width of finished field-shaping pads.
The step in the middle reflects the replacement of the cutting blades.

the required tolerance on the width. These rolls were cut to the correct width using a
custom made, twin diamond-wheel saw complete with a vacuum housing to keep the
amount of fiberglass dust to a minimum. The variation of the width of the finished
pads is shown in Figure A.7. Once cut to width, individual high-voltage strips had
to be formed on each pad. This was done using another custom-made device utilizing
spring loaded Xacto blades to score the copper. The copper between the desired strips
was peeled off the pad leaving the high-voltage strips behind.

After being high-voltage tested (see Figure A.8), the pads were glued into the
aluminum chambers using a custom epoxy with a four hour cure time. These chambers
were then glued into a stack of four chambers using a custom-made gluing jig. The
jig used air cylinders, with a compressed air system, and 12 pairs of steel brackets, all
mounted on an inch thick steel-plate support, to hold the chambers in the final shape
while the glue dried for eight hours. The wire stringing took place after the stack had
been made and typically took one to one-and-a-half hours to accomplish. Finally, the

tensions of the wires were measured (Figure A.9) and the chambers were tested for
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Figure A.8: Distribution of breakdown voltages for the field-shaping
pads. The pads are tested by applying a voltage between the copper
strips and an aluminum plate to which the pad is pressed against. The
pad is designed to nominally hold ~ 10,000 Volts in this configuration.
The peak at ~ 2000 V is due to flawed pads, while the peak at 7000 V
is due in part to some amount of integration beyond the last bin. The
pads

gas leaks and underwent performance studies using cosmic-ray muons. At the height
of production, a rate of two stacks (8 chambers) a day was achieved. About 1000

chambers were built over the total construction period.

A.5 Testing and Performance

The chambers had both their gas leak-rates and their operating-voltage dark currents
measured. The distributions of these are shown in Figure A.10. In the cosmic-ray test
stand, both the efficiency and the position resolution of the chambers were measured.
These were obtained by using three of the four chambers to determine the path of

the cosmic-ray muon and extrapolating to the chamber under study. Plots of the
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Figure A.9: The measured wire tensions in CMP chambers. The
nominal tension was 250 g.
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Figure A.10: Left: Gas leak rates at the test pressure of 2 PSI
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above operating voltage).
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Figure A.11: Left: Efficiency of one half of a CMP chamber. Only half
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efficiency and the resolution of a typical chamber are shown in Figure A.11. The
position resolutions for all the constructed chambers are shown in Figure A.12. The

drift velocity can be calculated from the drift times of three chambers, by using

a

btl + Ctg + dt37

(A1)

Vdrift =

where a, b, ¢, and d are constants that depend on the relative positions of the wires
and t1, ty and 5 are the 3 drift times. This distribution (Figure A.13) peaks where
expected at ~47 mm/ps.

The performance of the CMP during the data-taking period at Fermilab can be
summed up in one plot. The CMP was designed to reduce the rate of fake triggers oc-
curring in the CMU from hadronic punch-through. The punch-through is characterized
by large amounts of energy in the same calorimeter tower traversed by the supposed

muon. In Figure A.14 are plots of the hadronic energy in the tower traversed by the
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Figure A.14: The energy in the tower traversed by the muon for
those with a CMP coincidence required (SOLID), and those without
a CMP coincidence (DASHED). The later clearly shows the hadronic

contamination (a real muon should peak at ~2 GeV).

“muon” for triggers requiring only CMU and for those requiring both CMU and CMP.
The difference is striking.

It that is not enough to convince one of the CMP performance, one can also look
at the position resolution from W data or the Az match between the CTC and the
CMP (Figure A.15). These plots confirm that the CMP is functioning as intended.
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from multiple coulomb scattering.
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Appendix B
Extrapolation from MJ/U) to My

In Section 5.3.1, all the contributions to the error on the J /3 mass arc discussed except
curvaturc. In this appendix, the discussion of curvature error is combined with that of

the extrapolation of the momentum scale by making use of the expansion

Ap= Z’:C[Ci? (B.1)

=0

where Ae s the curvature error. Here the error in the curvature has been written in
terms of the curvature, which lends itself well to an extrapolation in curvature space.
Once the coefficients, ¢;, have been determined. both the error and the extrapolation are
completely specified. Since there is no practical way to determine an infinite number
of coetlicients, knowledge of the possible sources of curvature error is used to simplity

the numnber to be determined.

B.1 Curvature Error

The curvature of a track is determined [rom drifl distances and wire posilions providing
three possible sources of curvature error: error in the » position of a wire, error in the

¢ position of a wire, and error in the calculated drift distance. To quantify these, the
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ellect of each on a fitled track is investigated. As discussed in Section 5.1, a helical
track 1s described by [ive parameters. The [ormula [or the crcular projection of a helix
on the r-¢ plane 1s

cr do(1 + edy)
I+ 2ed,  r(l + 2¢d;)

¢ = ¢, + arcsin

where ¢ is the carvature?!, d, is the Iinpact parameler, ¢, is the initial azimuih ol the
track, and 7 iz measured in centimeters, For particles with momenta above 1 GeV/c

(¢ < 2% 107?), and typical impact paramcters (d, < Tmm), the equation reduces to
b=t er (B3)
which is lincar in everything.
Error in ¢ Using Equation B.3, consider an error in the ¢ position of a wire.
b s (61 AG) — &, Ad

c= —"" — o == =c+ — (B“l)
T T T ’

Ad
7

The resulting curvature offset, =2, is what the laver alignment of Section 5.2.2 removes.

Error in # Au error in the r position ol a wire 1s equivalent Lo an error in ¢ excepl

il varies with curvature. Again, using Fguation B.3,

o dd b+ cAr — ¢, Ar .
Ag = !, Ar = cAr ; ==t c—. (B.5)
dr r r

This curvature dependent error, ¢27, is absorbed into the momentum scale normaliza-
B G

L1011,

TRecall ihat curvature is a signed quantity and has the same sign as the charge of the particle.

148



Error in Drift Distance Iirrors in the drifi mnodel that are not curvature-dependent
look like the previously discussed ¢ position errors, and are removed by the wire align-
ment. The only curvature dependent part of the drill model 1s the correciion lor aspect
angle, 1.e. the augle at which the particle enlers a given wire layer with respect to the
normal. For zero curvature, the aspect angle is zero and there is no correction. Since
the tracks of concern here have small aspect angles (< 10%), and since the aspeet angle
correction is cxplicitly calibrated, the error from this effect is expected to be small;

but. nonetheless, some curvature dependence will be allowed.

Comparing quation B.1 with the above resulls indicates that only the lowest-order
tertns should be relevant. It is also important to note that for small ¢, 1.e. large pr,

there is no /¢ behavior in any of the above contribulions to curvalure error.

B.2 Curvature Expansion

The extrapolation by inverting invariant mass {Kquation 5.4),

l d N A "
E = [ PR b (9+ 9_7 .A(’D) (Hﬁ)

where K includes the conversion from momentum fo curvature and F contains all the

roe B . 2 . - .
angular dependences. Writing the error in 1/477 in terms of the curvature error gives

(B.7)

;\43&( ! ) _ Acr  Be | Acdcs

M2

c1 c_ CypCo

Fxpanding Ac using Fquation B.1 and dropping terms above ¢z in the first part and

above €; in the product leaves

2AM oy L I
- el to)tratalire) e (2 +c2)+ e
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11 z .
Feqe (— + —) + ¢ (B.R)
{’J+ _

Averaging over all events gives

Aﬂ;f 1 9 1 4 1 1 1 ) 4
< M > - <(‘> Tt <c> T <c > B 560 <(2> + €t <(‘> + 561 (_B.f])

where {(} indicate an average. As shown in Section 5.2.2.3, the residual misaligninent

of the CT(! resulls in a curvature ollsel, e, of < 107", Combining this with the mean
values of 1/e and 1/¢* leads to an error on the mass ol < 50 keV/¢?. The [irst-order
cocfticient, ¢1. is the scale term and is obtained from the final J/¥ mass uncertainty.
An upper limit on ¢z is set from the width of the J/¢ peak. Conservatively assuming
that the entire width of ~15 MeV/e? is from this term?, then ¢; < 20 (given that
the RMS width of ey + ¢_ is ~4x 107"} and again the crror on the mass is less than
< 80 keV/c?. Table B.1 lists the evaluations of the terms in Equation B.9 for both
the J/v: and W. The remaining coetfficient, €3, is the term from which the nonlinearity
of the momentum measurement will be extracted. Recall that systematic errors on
the J/t¢» were > 0.1 MeV/¢* Looking al Table B.1, all bul the scale and nonlinearity

terms can salely be ignored. Tguoring all but these, Equation B.9 reduces Lo

AM ) |
< M > =) } ¢35 <(; >, (B.10)

and hence a nonlinearity should manilest itsell as a linear variation ol the J/¢ mass

with ¢*. Tor convenience, the mass variation is writlen in terms ol 1/p5

AM 1 A
:” == €] + 63}’)7%. (BJ.J.)

“I'he width of the S/ is due in part to resolutions. Assuming all of it is from a systematic
curvalure error 1s clearly an overestinate,
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[=1] €1 €9 €
< 1077 0 <20 3

ORERC () (5

Jy 11 1.3 x107% 1.3 x 107° % 10%
W 130 3 x 1077 3% 1077 3 % 10°

5=

s

Jio AM/M T AM{MeV/e?) WAM/M WAM(MeV/ce?)

e (1) 1.1 %1077 0.0003 1.3 %107 1.0

€1 3] 3100061 3] 80000“61
e {c) 2.6 % 107% 0.08 6 x 107 0.5

ey (%) ey (%) 3100.0¢4 {*) ey (%) 80000.0¢; {c*)
L2 (L) 35107 0.0001 1.5 % 107° 0.1

cor (2) @l x1077) 0.0003€, (1.3 x 107%) 1.0

el e 1550.0€7 e 40000.0¢3

Table B.1: Table of curvature error terms and their contributions the
error on the J/¢ and W masses. Top: The values ol the lour lowest-
order coellicients., The value ol ¢, will be oblained [rom the momentum
scale normalizalion and is expected to be small (< 1073). The value
ol €3 1s exiracted [rom this exercise, Middle: The average values ol
curvature terms in the expansion [or both the J/v and W. Botlom:
Term-by-term evaluation of Equation B.9 hoth in fractional mass error
and in MeV/c? for the /¢ and W.
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