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Well, that [a straight line] is just what we
see when one of our triangular or other ac-
quaintances comes toward ws in Flatland.
As there is netther sun with us, nor any
light of such a kind as to make shadows,
we have none of the helps to the sight that
you have in Spaceland. If our friend comes
closer to us we see his line becomes larger;
if he leaves us 1l becornes smaller: bul still
fe looks like « straight line; be he o Tri-
angle, Syuware, Penlagon, Herayon, Circle,
whal you will-a straighl Line he looks and
nothing else,

(Edwin Abbott Abbott - Flatland)
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Abstract

This thesis concerns the experimental study ol I mesous (inesons conlaining a b
quark) produced in proton-antiproton collisions at center ol mass energy of 1300
GeV. This work has been perlormed within the CDI" collaboration. CDI' is a
general purpose detector located at Fermilab, in Batavia (1llinois), which exploits

the Fermilab proton-antiproton collider (Tevatron).

The specific problem that has been the focus of this study is the identification
of muon pairs originating from the decay of a pair of 5 mesons. The physics of the
D mesons is a very rich and stimulating lield, thal offers the opportunity to probe
the validity of the current description of the maitter al its more [undamental level
(the Standard Model). In addition. the study ol 3 mesons can provide insight on
the mechanism at the basis of the violation of the particle-antiparticle symmetry
(CP symmetry) and on the mixing of quark families in weak interactions.

In a hadron collider like the Tevatron. B mesons are produced only in about
one colligion in a thousand and together with tens of other particles. They then
decay very rapidly, most of the times in an ndistinctive [inal state. One of the
cleanest signature [or I mesons, 1s the production of a muon in the decay, which
happens about 10% of the times. These muons are produced in a kinematic re-
gion populated hy a much larger number of hadrons {(especially pions and kaons),
which usually originate from other processes than b quark production. T'he stan-
dard technique to identify muons among this background. is to exploit their
unique capability among charged particles to traverse a large amount of material
without interacting. Unlortunately, a non-negligible [raction ol 7 and K mesons
can simulate a muon signal, either because they decay to a muon-neutrino pair,
or simply due to their non-zero (although very small) probahility of traveling
without interacting in any finite length of material. In a typical situation in the
CDF case, about half of the particles that give a muon-like signal in the detector
are in fact hadrons.

Theretore, the problem of identifying muons produced in B meson decays is
a very dillicull one.

[n this work a technique will be introduced that allows to count the number
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of muon pairs produces, via a statistical subtraction of the backeround.

This result, which can be used in several different analyses, is applied in
this work to the measurement of the so called “mixing in the B"BY system”.
Perturbative corrections in the weak interactions allow a BB meson to change into
ils own antiparticle before decaying. This phenomenon is called “mixing *. In
proton-antiproton interactions the great majority of £ mesons are produced in
paits of opposite flavour (c.g. BYBY ), buf, as a conscquence of mixing, it is
possible for one of the mesons to change flavour so that for example two B°
s or two B ’s can be found in the same event. This fact in turn produces a
consistent fraction of events in which the two muons originating from the decay
ol the I mesons have the same charge, while in the abseuce of mixing all such
muons would have opposile charge, since one originales [rom a b quark and {he
other from a b antiquark. Therefore the final part of this thesis will address the
measurement of the ratio between like-sign and opposite-sign muon pairs coming
from the decay of neutral 8 mesons, in order to obtain the mixing probability y.

The mixing probability has been already measured by other experiments, but
as far as CDF is concerned, until now results have been reported only in the much
cleaner eleciron-muon and eleciron-eleciron channels. The present work, besides
providing a tool [or counting the numnber of real muon pairs produced i proton-
anliproton collisions at CDT, coulains a [irsl estimate of the mixing parameler
in the muon-muon channel, thus completing the set of measurements possible at
CDEF with a channel which has higher statistics and different systematics. The
result vy = 0.121 £ O.UQG(Stat.)tg:gg‘? (sys.) is in agreement with the current world

average.



Introduction

In the last decade, beauty physics has received a greal deal ol interest in the par-
ticle physics commuuily, both [rom the experimmental and theoretical viewpolnts.
There are several reasons for this success. First, until the very recent discovery
of the top quark, beauty was the heaviest quark flavor, and the one whose prop-
erties were less known. Second, the Standard Maodel and QUCD predict a number
of new, interesting phenomena in the b sector, starting with the spectroscopy of
bb bound states, to BYBY mixing, up to the vet unobserved (D violation phe-
nomena. Third, because ol the relatively large mass ol b, beauty hadron physics
lends itsell as an almost perfect testing ground for SM (lavor physics, being com-
paratively immune to the large non-perturbative QCD corrections which affect

hound systems of the lighter quarks.

During the 80°s the spectroscopy of hidden and open flavor beauty hadrons has
known a period of great activity and success worldwide. In the meantime, both
the Standard Model and QCD theoretical [rameworks were being consolidated
and tested, [irst in their gross [ealures, and then, with the advent ol the LEP
experiments and CDF, to a higher and higher level of refinement. The growing
confidence in the predictive power of the SM. and the lack of conclusive results in
the search for direct CI” violation in neutral kaon decays have led to consider the
measurement of the phases of the Cabibbo-Kobavashi-Maskawa matrix a crucial
step 1n the comprehension of the origin of CI* violation. This last subject has
become one ol the leading themes [or experiments in the next decade. It is
believed il could help, along with high precision measurements ol the ratio ¢//¢ in
the K scctor, to finally unravel the thirty vears old question of the origin of CP
violation. In fact, since the 6 is the isospin partner of the very massive top quark,
it shows a very rich phenomenology involving virtual ¢ transitions; in principle,
a comparative study of several &-physics phenomena, would allow to measure
independently all the off-diagonal elements in the third column and third row
ol the Cabibbo-Ivobayashi-Maskawa matrix and overconsirain them, providing a
test of the unitarity of the matrix, and thus a [undamental test of the SM itsell.

This has led to a multiplication of propasals for & physics measurements hoth hy
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existing experiments and by ad hoc designed detectors and machines,

[Tadroproduction of beauty is an interesting lield [or its own sake. Since
the b 1s so heavy, several approximalions can be made in the QCD calculations,
still obtaining consistent predictions for hound state production rates in hadron-
hadron interactions. At hadron colliders, the production mechanism of b6 pairs
can be studied, thus testing the various approximation in QCD calculations to
account for the final state interaction leading to the bound state.

[Tadron machines, existing nowadays, or being buill, are in the very deli-
cate situation of having a very high 66 production over a huge background of
hadronic events. Recent results have shown that indeed pp collider experiments
can produce competitive measurements, and that exploiting the large production
cross-section one can look for exclusive channels, or very rare phenomena, oh-
taining very clean signals, thus eluding the problem of background. This does
not mean that inclusive measurements are impossible, but that, in this case, one
has to [ace several problems connected with the hadronic nature of the colliding
beains.

Mixing measurements have been for a while in the top list of b physics tasks,
both because of the general interest recognized to the phenomencon, and because
a time integrated mixing measurement is relatively easy, being basically a count-
ing experiment. On the other hand their impact on the theory is nol so strong,
because ol {he large uncertainties in the parameters used to connect the ob-
served mixing probability with more fundamental quantities (Ve gas). Besides,
in many cases (c.g. in pp ), a statistical mix of b hadrons is produced, with dif-
ferent mixing prohabilities for each type. Nonetheless a precise knowledge of the
time-integrated mixing is important, e.g. as a source of tagging dilution when
measuring time-independent asymmetries related to CI? vialation.

The measurement presented here uses muon pairs as an inclusive signature of
a BB pair where both B decay semileptanically.

In general, the cleanest inclusive signature of b is from its semileptonic decay.
The semileptonic branching [raction ol & hadrons is ol the order ol ten percent,
therelore a signilicant [raction of the b pairs produced will give at least one lepton.
Nince the encrgy spectrum of b quarks produced at pp is quite soft, leptons from b
decays will have relatively low £, and will he inside the soft hadronic jet from the
rest of the b decay chain. The hasic problem, in order to prescrve the advantages
of the high statistics in this type of measurements, is therefore the identification
of (relatively) low-momentum leptons inside a jet. This is a completely different
situation than, [or example, at LEP, al the Z° resonance, where one gets two 45
GeV b gquarks, and therelore two 45 GeV jels, and one looks [or a relatively high

P, lepton inside cach jet. Besides, in pp one has in general more jets from QCD
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radiation, each containing a number of soft charged particles. The large hadron
multiplicity from the underlving event can be a further problem. In general,
even with a very good identification technique, the misidentification probability
is multiplied by lactors ol order 10 or more, thus giving a rate ol misidentilied
hadrons comparable {o the one [roimn leptons. Although electrons can be [aked by
single 7%, or luctuations in the fragmentation of jets, the situation is much worse
with muons, which can be faked by non-interacting punch-through hadrons, and
hy kaons or pions which decay in flight to a muon and a ncutrino. These are in all
aspects similar to real muons. This is the reason why the mixing measurement
using muon pairs was not attempted at CDF with data from the 88-89 run.
In general, when looking lor inclusive b decay to p+anything, the option has
been to raise the s threshold at the price of loosing statistics. This approach is
rcasonable in the case of the inclusive production cross-scetion measurement, but
miuch less reasonable for a mixing measurement using the muon pairs, since on
top of the square of the semileptonic branching ratio, of order 1072, one cannot
afford to further reduce the statistics because of a high % cut on both muons. It
is instead highly desirable to devise a statistical method to evaluate the number
ol real muons alter having applied only quality culs which preserve statistics.
Even though this method may not give the most accurate result, it is inferesting
[or its own sake, and in view of any applicalion where counting the nmunber of
real muons is important. In fact at a hadron collider the more general problem of
extracting the number of real muons from a sample of candidates after a given set
of quality cuts can be ditficult to solve. The development of statistical techniques
to extract this number over the large background due to jet and underlying event
activily 1s Important lor many analyses, and [or b-pliysics in particular.

The work presented in this thesis mainly concerns the study and development
of a technique enabling us to isolate the muon pairs from bb double semileptonic
decay over the large background from hadrons which fake muons in several ways.
This technique is applied to the measurement of B"BY mixing, thus completing
the scheme ol mixing measurements al CDI, along with the published result
obtained [rom the electron-muon and the eleciron-electron channels.

The thesis is structured in six chapters.

In the first chapler the theory of BB mixing in the [ramework of the Stan-
dard Model is introduced, and all the theoretically relevant quantities delined.
The connection of the mixing paramcters with the clements of the Cabibbo-
Kobayashi-Vaskawa matrix is discussed, and the current knowledge of the ele-
ments of the matrix itself and the theoretical and experimental constraints on
them examined.

The sccond chapter is devoted to a discussion of BYHB% mixing from an ox-
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perimental viewpoint., The experimental problems and advantages at different
production facilities are discussed, and then experimental methods to measure
the B"BY mixing examined.

Aller a short discussion ol the parts of the CDI" detector relevant l[or the
presenl analysis, in chapler 3, we turn in chapter 4 {o a comparative sumiary
of the old measurement of the time integrated mixing parameter ¥ hy the CDF
collaboration. using clectron-clectron, and clectron-muon data from the 1988-89
collider run. This introduces a discussion of the various prohlems involved in a
measurement of y using dimuons, such as muon quality cuts, residual background
estimates, and extraction of the mixing parameter. A review of the techniques
relevant to the channel of inlerest and their possible application to the present
measurement concludes the chapter.

[n chapter 5, after examining the characteristics of the data sample, the se-
lection euts are discussed and studied, using Monte Carlo, in the light of the
problem of evaluating the number of “real” muon pairs (as opposed to “fake”
muon pairs, i.e. muon candidate pairs in which one or both the candidate muons
either are not muon or have been originated far from the interaction region,
by hadron decay). The method to extract the signal muon pairs over the lake
background is then introduced. This relies on the dillerent behavior of real and
[ake candidate muons when traversing the additional material separating the {wo
muon systems of CDF, the central muon chambers (CMU), where they have both
heen identified as muons, and the central muon upgrade (CMP) in the region of
overlap of the two systems. The evaluation itself is obtained solving a set of lin-
ear equations that relate the measured number of muon candidates, and whose
paramelers need 1o be measured separalely on the data. The rest of the chapter
15 devoted 1o the details of these measurements, and ends with the experimental
nuuber of Like-Sien and Opposite-Sign real muon palrs as estimated [rom {he
data.

[n chapter 6 the residual backgrounds from cosmic rays and Drell-Yan dimuon
production are discussed and subtracted. The last step i1s the extraction of
the mixing parameter. This involves the use of Monte Carlo to extract the
fraction of dimuons from sequential & decays and of separate estimates of the
numnber of dimuons [rom ¢ expected 1 the sample. Our [inal result v =
0.121 + (].{)Zfi('shat.)fgﬁgf(sys.) Is in agreement with the world average. The com-
parison to the SM constraints and the world average of x4 1s finally discussed and

some conclusion is drawn.



Chapter 1

Theory

1.1 Introduction: the Standard Model

The Standard Model (SM) [1] describes the electroweak interactions of fermion
fields (leptons and quarks). The interactions among these fields are dictaled by
the requirernent of invariance under the local gauge symmetry SU(2),, @ 7(1)y
(weak isospin and hypercharge). The fermion ticlds are thus grouped in SE(2),
doublets (families) of left-handed ficlds, and SU/{2), singlets of right-handed
ficlds. The currently accepted minimal scheme includes three families of leptons

and quarks:

Ve v, Vs
Leptons: 5 . ; : y LCR AR TR
/L F L L
. ~ -{-
Quarks: ( [; ) . ( ( ) . ( B ) o up.drcr. .
) Sl T.

(right handed neutrini do not interact even weakly and are therefore unobscrv-
able).

Iimplementation of the local gauge symmetry requires the introduction of four
massless gauge bosons: an isospin triplet I"V,f, H-’Tf, H-’Tf [or the ST7/(2);, (weak
isospin), and an isospin singlet 3, lor U/{1)y (hypercharge). The last ingredient
of the SM is a doublet of scalar [ields (Iliges fields, @], inleracling with the
fermions via Yukawa coupling fif;®h;; (where ki are the coupling constants).
(Giving the Higgs a nonzero vacuum expectation value spontancously breaks the
SU(2) &2 U(l)y symmetry to (1) gar (the conservation of electric charge), and

gives mass to the fermion and gauge boson fields (except the neutrini and photon)

!The number of (light) neutrino families in the SM has been eslablished experitmentally by
dircet measurement of invisible 2 decays (N, = 2.97 £ 0.17) and SM fits to Z data from LEDP
and SLC (N, = 2.985 + 0.025 + 0.004) [3]
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via the Higgs mechanizm [2]. In generating the masses of the bosons by symmetry
breaking, the two neutral fields W7 and B, must mix in such a way that the

physical states are:

flﬂ = By’ COs HT,-V + ”’j sin E}W' (11)
Z, = —D,sinly + 1/1»’1? cos O (1.2)

i

ending up with a massless neutral boson A, (the photon), a massive neutral
boson Z,, and a pair of massive charged bosons [f'{»’f.

The Iliges mechanism causes a kinelic-like term (o appear in the Lagrangian;
this lerm contalns mass malrices for the [ields involved, which depend only on
the free parameters of the theory. The mass matrices of the charged leptons
arc diagonal because the neutrini have no right component, while quark mass
matrices are non-diagonal.  There is a matrix for the wp-type quarks, and a

matrix for the down-type quarks:

; K
(k) = —(.h;fk)f-»’\ﬁ
) T
(mjelp = —(hido—5

(13)

where 7 and % run from | to 3 corresponding to the three [amilies, A ;p are the
Yukawa coupling constanils discussed above, and ¢ is the vacuum expeclation
value of the Higegs. The physical Lagrangian must be written in terms of the
mass cigenstates. The two mass matrices must thus be diagonalized by means of

two unitary matrices Vi, Vi“**1 and the physical quark fields are given by:

ur,

u}_)yﬂhys _ I‘;LUP er.

by,

dr,
dehyS — "_L dawmn ST (I A )

bL

The coupling of the fermions to the physical gauge-bosons reflects the symmetry
breaking in the mixing of the weak isospin triplet of currents with the hypercharge
singlet. resulting in a doublet of weak charged currents. a weak neutral current,
and the electromagnetic current. The couplings to the gauge bosons A, W, =z
can linally be rewritien as the sumn ol three terms. The [irst is the coupling of

the electromagnelic current 1o the photon:

JO AR = ¢ Z Pyl fodl (1.5)
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where (J; is the electric charge. The second is the coupling of the weak neutral
current to the ZY

€

I, 0z — S Fev |1 = 4%) — 2Qsin? 0w )s| ize (1.6)

2sin O cos 8

where {3 1s the Pauli matrix corresponding to the third component of the weak
isospin. The neutral current coupling is therefore lavour conserving. The third

term is the charged current coupling which has the form:
SECWH 4 CLC.

corresponding to the combinations {,. I of the first two components of the weak

isospin triplet. In the leptonic sector the charged current has the simple form:
S = Ey (1 = s e

coupling the leli-handed components only. Leptons are not mixed since one has

always the [reedomn to redeline the neutrino Lo be massless. In the quark sector

instead:
el : U
o — oy . oo = 7T , : i
'Iﬂ. = ('LL, <, D.T,F}'ﬂ. I’C’R’."Vf & JH = (d« &, b) .T,I‘ CRM T c (]— { )
b L L

gives a charged current inleraction which is a) (lavour noncouserving, and b) non
diagonal il Vg = V57 IR T T diagonal.

The Vo — A structure of the charged current violates the charge conjugation
symmetry C and the parity P maximally, while conserving clectric charge, baryon-
and lepton-number separately and exactly. It may violate CI? it Viogar contains
a non-trivial phase (i.e. a phase which can not be eliminated by rearranging the

phases of the fields).

1.1.1 The gquark mixing matrix

Vo, the Cabibbo-Kobayashi-Maskawa matrix, is a3 % 3 unitary matrix in the
flavour space which was first introduced to explain CI* violation in the K sector
[4]. and is an extension of the GIM mechanism [5] to three families.
Vg Vo ¥
Vekm = Vo Ve Vo
Vie Ve Vg

;

The introduction of the third [amily was necessary 1o have a physical phase in

the matrix parameters: a unitary n x n matrix has n(n —1)/2 independent angle
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and (n —1){(n — 2)/2 independent phase parameters, so that for n = 2 we have
zero phases, whereas for n = 3 we have one physical phase. The elements of
Verar depend on the Yukawa couplings of the Higgs to the fermion fields, which
are arbitrary complex numbers in the SM, through the mass matrices. The link
belween the Vogar elements and the mass malrices 1s discussed in deep in rel.
[6].

The elements of the matrix are determined cxperimentally from processes
involving the charged eurrent coupling of the quarks to the W hosons. The four
elements which only involve u, d. ¢, s quarks are functions of the Cabibbo angle 8.;
they form an independent square 2 x 2 unitary matrix. Vi and Vi can be directly
measured [rom H-neson decays. The remaining three elements, involving the top
quark, are only indirectly accessible in B-decays {through virtual transitions, such
as BURC mixing. T'he five clements of Viea which involve heavy quarks (b or
t), as well as the CP violating phase, are all in principle measurable through

precision experiments on B-decayvs.

1.1.2 Wolfenstein (approximate) parameterization of Vi

The CKM matrix can be parameterized in several manners, depending on how
the relative phases of the various fields are chosen. Of course these phases are not
physical ohservables and therefore all the parameterization must be equivalent.
The original KM parameterization was based on the rotation matrices in the
flavour space involving three angles and a phase, where one of the angles was the
Cabibbo angle 8-. Approximate representations are also widely used, originally
motivaled by the scarce knowledge on some ol the elements and by the need to
exploil unitarity. A popular and uselul one 1s due Lo Wollensteiu [8] and is based

on the empirical ohservation (sce helow) that:
|Via| = [Vis| = |Vis] = 1
|[Vis| = V| ~ A
|Veo |[Vi] ~ A7
Vsl [Vaal ~ N (1.8)
(1.9)

12

where A = sin#, == 0.22. Lets first consider the 2 x 2 submatrix spanned by the

(u,d), (c,s) doublets in

Az (1.10)
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obtained taking all three diagonal elements to be real. V. ~ —A Is dictated
by consistency with the observation that the physical w and ¢ charge-changing
transitions are of the form w < dcos 8. + ssiné, and ¢ & —dsinf. 4+ scos .. Vo
is accidentally nearly real due to the smallness of the remaining elements in the
third columun and third row, therelore the 2 x 2 syuare matrixin (1.10) 1s not only
unitary but also orthogonal. We have the freedom to choose one more term, Vi,
to he real; it is proportional to A? so we introduce a new parameter A, Unitarity
then fixes Vie. The remaining terms, of order A%, having hoth non-trivial phascs,
impose the introduction of two new parameters, p and 1. This gives the following

“perturbative” form of the CKM matrix:

_ %)\2 by AN {p — i)
Vi = 3 . N FRCTO RO RTY
.-"1)\3('1 —p—1in) — AN 1

The Wolfenstein parameterization expresses well the similarity of Vogas to
a unily malrix, the main charged current contributions in the standard model
being [rom w ¢ d, ¢ ¢» s, and { <> b. The current best estimaltes ol the modules

of clements of Vigas are [9):

e from a comparison of muon decay and nuclear beta-decay:

|Via| = 0.9744 £ 0.0010:

from the decays of charmed particles:

= L.0240.15:

o [rom unitarity, assuming three families (Lop observations are consistent with
BR(? — b) = 100%):

|Vio| = 0.9915 £ 0.002;

[rom strange particle decays:
[Vis] = A = 0.2196 £ 0.0023;

e from neutrino production of charm and successive decay to nonstrange final

states:

Vil = A = 0.204 £ 0.017;

1e maenitude ol Lhe remainine elements, Vi, Vi, Vi, and Vi are discusse
Tl enitude ol 1 o el ls, Vg, Vi, L d 1 d

helow.



Figure 1.1: Unitarity triangle for CKM clements. a) the relation (1.13) in the
complex plane; b) the triangle “normalized™ to AX® in the Wolfenstein parame-
terization. Angles o,/9,4 follow the usual convention.

physics: one of the goals of beauty physics is to overconstrain it. We now ex-
amine the current knowledge on its parameters, completing the list of curremnt

experimenial data on the (KM malrix elements.

o 1, has been delermined [rom the partial widih ol the semileptonic decays
B — X(c¢)+ vy and [rom the exclusive decays B — D™érg. In the [irst case

the partial width is assumed to he that of a h-quark; this method depends
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critically on the choice of the mass of the & quark and relies on the use of
the quark model to describe B hadron decay. The extraction from exclusive
decay data is independent from nzy and suffers mainly from statistical error.

The two values of ¥ are consistent with similar uncertainties around +12%:
Vo = 0.040 £ 0.005 (1.14)

from " and

Vi = (0.042 £ 0.001 + 0.004) (1.15)

Since Vi, = AM? it results:

A =10.823 4 0.10 (1.16)

o I'he ratio |V,./V.| can be determined from the semileptonic decay of B
mesons produced at the T(15). Due to the dominance of the b « ¢ cou-
pling the semileptonic decay of a B meson to non-charmed states is rare in
comparison to decays to 2 + X. By measuring the p; spectrum of leptons
above the b — ¢fr endpoint the b — wér rate is obtained by subtraction
ol continuum background. Continuum background determination and the-
oretical models for the signal spectrum are the main sources ol error here.

From the whole sot of measuremaents

|Vl /| Vs | = 0.08 £ 0.02.

o 1 V5 can be measured from mixing (an independent determination of Vi,
18 also possible [rom rare decays). The most accurate estimale comes [rom
mixing measurements at the T(45), and depends on hadronic matrix ele-
ments for the virtual (hox) transitions, and on the top quark mass. Con-
nections of mixing to this parameter will be discussed at length in the next

scctions.

o Vi can also, in principle, be measured from B,B, mixing, although no
direct observation as been made as vet. This item is discussed more exten-

sively later in this chapter and in the next one.

1.2 Mixing - General Formalism

Irom the [ormal theory of scatlering it is possible 1o show that il a system 1s

described by the Hamiltonian H = Hg+ H,; and |y, > are discrete cigenstates of
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the free Hamiltonian Hy which decay due to Hy, then evolving at time ¢ an initial

state |y, > and projecting it on the Hilbert subspace spanned by the |y, > we

obtain;

o~ BotM)t—3Tt

Xo > (L.17)

Where M and I' are hermitlan matrices and I' 1s also positive delinite.

Since the lime-evolution operalor is not necessarily diagoual in (1.17), transi-
tions between the undecayed states |y, > are possible through the action of this
opcrator.

The derivation of (1.17) can be outlined as follows: the probability amplitude
that a system which is in a state « at time ¢ = 0 be still in an undecayed state
o/ at time ¢ is given by

Aor = [¢70EP] (1.18)

Le. lhe mairix element belween the two states of the operator enclosed in paren-

o’

theses, where P is the projection operator over the Ililberl subspace spanned by

the |ve . R is an operator defined by the equality

1 1
P = 1.1¢
E—H+e E-PH,-PR(E)P (1.19)

and 2 = I(I) is the operalor It evalualed in the poles of (1.19). Trom (1.18} it
is immediate that PR P can be regarded as an offective hamiltonian on the states
|Yo >. The matrix PHo P + PRP is called the mass matriz of the system: it can
be shown that PRP can be written as M — T /2, with the characteristics stated
above, hence equation (1.17).

Stales that diagonalize M —T' /2 are stales with delinile mass and liletime. II,
as is the case [or the BB systemn, the decaying stales are a parlicle-antiparticle
pair degenerate under [Ty = If,., then the mass malrix may have nou-diagonal
terms which mix the two degencrate states. In general if o and & are two do-
generate states the time evoluted of a system being in the state o at ¢ = 0 will
be a linear combination of & and e, and equation (1.17) can be rewritten in the

equivalent form:

5 a MLl M=l ) (e & o
. _ _ ! .)
ldt ( ¥ ) H ( Y ) ( ;’1'{12* _ %irlz* AI _ %?I‘ o (\1._,0)

where H is the effective “Hamiltonian” and the equality of the diagonal terms
comes from CPT invariance. Diagonal terms describe the free evolution (M)
and, respectively, the decay ol the particle (I'), M and T beiug the mass and the
decay width of the two degenerate eigenstates ol Ify. Ol diagonal elements are

responsible for ad transitions: the real part My, corresponds to virtual transitions
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while the lmaginary part corresponds to “decay” transitions, l.e. transitions
proceeding on the mass-shell.

The o states are the eigenstates of the unperturbed Hamiltonian Hy. If Hy
preserves a certain syvmmelry, then it is possible to write linear combinations of
those states which still diagonalize ffy and thal symmetry. The introduction of
the interaction Hamiltonian H,, responsible for the metastahility of those states
may or may not preserve that symmetry. To he specific let’s take the combined

charge-parity transformation CP; then, if we assume CP o = & the combinations:

o+
V2
v —
have respectively CP = | and —1. I the interaction Iamiltonian ff; violales CP
then the mass cigenstates will also “violate” CP i.c. they will mix the CP-cven
and CP-odd combinations. Let’s call this states oy and ey, respectively with
masses My and M: and decay widths I'y and I'y; they are conveniently expressed

ans:

o - (1 +ca+ (1l —ca (1.21)

V2L +el?)

1 Ser — (1 — €)ex .
- (14 e —{ €)a (1.22)

V21 [e?)

The amount of C'P violalion is delermined by the complex paramelter ¢, and ¢ = ()

corresponds to CP couservalion, « ay being CP eigenstates,
(ziven a system in a pure a state at time ¢+ = 0 the probahilitics of it decaying

as an o or a at time ¢, W, (4) and Wa{#), neglecting CP violation effects, are:

] ‘ .
Wait) = ) [E_rlt 4 e Tet 9Tt oo Af\ﬁ} (1.23)
1
Wa(t) = o™ 4 o7 = 207 cos A M| (1.24)

Where AM is the mass difference of the mass eigenstates, o and @y, and AT

the dillerence ol the widlhs. These are relaled Lo M9, T2 by

AM = ZRe\/ (B — @F_f Mg — -ftrjzz )

T, o™
Al -"']l-m\/ (M — -i%)(:wl; —i f_)z )
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The time-integrals of {(1.23, 1.24) give the relative “unmixed” (N («)) and, respec-

tively “mixed” (N{a)) decay rates as functions of AM, I' and ATl; a parameter
which will be relevant in the following discussion is the ratio r of mixed to un-

IIlin:‘d evenls:

M@ _ (AMP (A1) o
© Nla) 20+ (AM)?—(AL/2)? s
By delinition (1.25) r = 0 corresponds (o no mixing, while r = 1 corresponds

Lo complele mixing, The integral probabilily of mixing v, thal is, the ratio
of the number of *mixed” decays to the total number of decays (“mixed” and

“unmixed”) is then

N(a@) v AMP+(AT/2) a6
M)+ N@) 117 207+ AN 20

X =

1.3 Mixing in the B"BY system

The values of AM and AL can be computed in perturbation theory. For the
B"BY system AM and AL result from the “hbox” diagrams in fig. 1.2. AM cor-
responds Lo the dispersion part, while Al corresponds 1o the absorplion part, i.e.,
il correspouds to the cases where the intermediale (virtual) particles are nearly
on the mass shell (the maginary part of the operator in (1.19)). These in turn
correspond to common decay channels of the particle and antiparticle. In the
casc of KK these comman decay channels invalve transitions of the same order
as for the real part while for the B"B" a factor of order sin? 8. appears. which
suppresses this common decays (Cabibbo-suppression). Consequently common
decay channel of B"BY Lave branching ratios of @(107%)., Furthermore contri-
butions are of botll sieus. For this reasons while in the KYA? case we have

AT ~ AM in the BYBY we have AT & 0, vielding:

P2 AV ‘rﬁ l 2"’
o T )
42
NS (1.28)
2(1 + 22%)

where @y = % The {heoretical prediction [or AM can be oblained by comput-

ing the box diagrams in lig, 1.2; the result is:
b g A o C:Fgﬂ"fpvz n o) -V_A -l 0 i E ey
AM =~ .311‘112 = T < Baj |jL6 jV—A|Bd ey Z /\a’)‘jflsj (139)

8T

W,

where the parameters A A; contain the dependance [rom the CIKM malrix el-

ements (A, = Vi,"Vig). The functions A, are obtained from loop integrals and
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b W ds by, wel ds
|
RB® wuet] Luet B B W R
| |
d, s Wb d, s i, C;f b

Figure 1.2: The two box diagrams contributing to B"BY mixing.

depend on quark masses, the most important contribution coming from the #
term [11], and thus the f[inal expression lor AM is proportional Lo |‘["};)* Gal* as
is the mixing parameter r. The matrix element < B°|58 456 4 |B," > is the
probability of [inding the bd quarks (bd) close together in Lhe BU (B ), where
7y~ = by, (1 — 35)d; nsing the vacuum inscrtion approximation:

< BT B m= By < B3,5(0 > < 0], B° = By meb (1.30)

Where the “bag” parameter g describes how good the vacuum insertion ap-
proximation is. Due to the heaviness ol the b quark, B35 is estimated lo be ~ 1.

The decay constant fi is defined by:
< 0[J*|B(g) >= ¢“fB

in analogy with the pion decay constant. It is a parameter of a quark bound state

and therefore cannot be evaluated perturbatively. QCIY sum rules give estimates

of f5 = 140 MeV. while lattice calculations yield fg = 200 — 300 MeV [26].
Putting ex-er},-thmg together the mixing parameter can then he predicted to

be:
(”J

Gm

In this cquation we have used the average lifetime over all B hadrons, 7, in place

Tg

m 2 3 )
BB ?(B Inbfﬂfb 1f;{| h{u .,. T 2 ‘ 3 T]ch (131)
;‘UW,-'

of the BY lifetime, since up to now no measurement of the lifetime from exclusive
decays exist due to the low statistics. Perturbative QCD corrections to the hox
diagrams calculation are factorized and kept into account by ngep, while S s a

slowly varying [unction of m? /Mg

Z || & 3—0x % 622 In (1.32)
4 (@ — 12 " (x— 1) T

1.3.1 Measurements and constraints on 1y

Unitarity condilion on the absolute value |Viy| gives 0.002 < |Viy| < 0.007 [13];

fo| < 0.9995 5 we can inscert these bounds into the result

on [Vis| g
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from previous section which assumes SM. A partial list of the current knowledge

on the relevant parameters in (1.31) is:

o the mass of the top quark m, = 176 £ 8 £ 10 GeV /¢? from direct observa-
tion of candidate events in pp annihilations [12]. There is also an indirect

estimate from electroweak data [10] 2, = 164”:}23% GeV /c?;

o the factor «/Bgfa is estimated from 1/N,. cxpansions and lattice calcula-
tions; we use fg = 110 £ 23 MeV, and By = 0.85+0.10

e for the QCD correction factor current estimates give nocp = 0.85 [14];
e the most recent world average gives 7, = (1.54 = 0.04) - 10712
Using these values, the current theoretical estimate of x; is:

0.012 < x4 < 0.61 (1.33)

Conversely, inserting mixing results and the parameters above into (1.31) one

can extract information on the unitarity triangle from mixing measurements.

1.3.2 Combined measurements of x./x,

A caleculation analogous to the one in section 1.3 for the B, mixing parameter &,

is based on the same box diagrams of fig. 1.2. It vields:

;o2
l" ls

Vid

(1.34)

Ty ATy

A lower limit on x4 can be obtained by inserting into (1.34) the lower bound on Vi,
and the upper bound on Vi [rom unitarity; an upper limit is set by considering
experimenial lower limits on V¥, and the upper limit on V5, [rom unitarity. The

valuc of x, is thus bracketed within
3 <, < 18 (1.35)

FEquation (1.34) and the fact that Vi, & Vi (see § 1.1, eqs. (1.12. 1.13) suggest
thal measuring x, would give an estimate ol Vi [ree ol the uncertainties ou iy, on
the QCD corrections and on the non perturbative lactor /B f5. The [easibility

of such measurements will be discussed further in § 2.3.
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1.3.3 Constraints on the unitary triangle from mixing and
CP violation

Using experimental results on B decays, BYBY mixing, and CP violation it is
possible to set limits on the position of the a vertex of the unitarity triangle (see
fig. 1.1).

The value of |Vi/Ve| = 0.08 £ 0.02 quoted in § 1.1.2, bounds a semi-circular

segment centered in the origin of the {p,n) plane through the relation:

Vo / Vol = M/o? + . (1.36)

The two boundaries from this equation are the dashed semi-circles in fig. 1.3, the
allowed region being between the two.

The a4 value from B°BY mixing can be inserted in eq. (1.31) to obtain an
allowed region in the (p, n) plane; the parameter /Bg fg is varied within its
range (100-300 MeV), we take g = 0.85 + 0.05 and 75 = (1.50 = 0.11) - 10712 s,
The limiting values inserted in (1.31) bound a circular segment centered at (1, 0)
in (p,n), indicated by the solid curves in fig. 1.3.

Finally, the CP vialation paramcter module |c| in A°K9 is connected to the

CKM parameters through the following expression:
le] = 1.33A7 Ben[naS(ze 2 — mS(e) + 2 A2X 1 — p)S{x)] (1.37)

where a; = m? /M3 n; are QUD corrections and

Slay) = o l+ 3 3 Iy Ly 2) 3
PEVTH e Ty T - YT T A - )

(1.38)

Fxploiting the most recent measurements of |¢| the hyperbolic boundarics shown

in tig. 1.3 (dot-dashed lines) arc obtained; here the values fix = 160 MeV,
By = 2/3 £1/6, and the QCD correction coefficients 1 = 0.85, 5, = 0.61, and
775 = 0.36 are used. We have used a more precise approximation than the one in
(1.12) for the CKM matrix elements and the value of the parameter A from eq.
(1.16).

[Migure 1.3 shows all the information bounding the position of the « vertex of

the unitarity triangle.
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Figure 1.3: Boundaries in the (p, n) plane from B mixing (solid), Vi, /Vi mea-
surements (dashed), and measurements of |e|, the K° K CP violation parameter
module {dot-dash); the allowed region is the intersection of the regions bounded

by each pair of curves.



Chapter 2

Experimental Scenario

2.1 B-meson production and decay

Due to the relatively large mass of the b quark, B meson decays are well described
by the so called “spectator model”, in which the heavy quark decays indepen-
dently into a virtual W-boson and a ¢ or v quark (fig. 2.1) , the dominant decay
heing to charm. The virtual W boson can then decay cither to a quark pair
(hadronic modes) or to a lepton-neutrine {leptonic modes). The corresponding
decays of B mesons are called nonleptonic (W — hadrons) and semileptonic,

respectively. The main characteristics of the decays are:

o a relatively large liletime, The average liletime of I hadrons is 1.537 =
0.021 - 10~ =5 [15]. which correspouds to er =~ 400w, This means it takes
a measurable Tength for a B meson to decay. In fact sccondary vertices
with displacements of several hundreds of micrans can be expected already
at the PEP and PETRA etecolliders at /s = 20 GeV from the decay of

b-hadrons with average 3 ~ 2;

¢ a relevant fraction of them contain a lepton. The branching fraction of the
decay 8 — £y + X 1s about 20 A Lo either eleciron or muon. Since the
virtuality ol the W boson i1s of order the b mass, the leplon [rom b-decay

is expected to have a relatively large momentum;
e a charmed hadron is expected in the decay products. 1t is possible to exploit

the decay products of the charmed meson itself as a signature of the h.

2.1.1 D meson production facilities

B mesons can al present be produced and studied al several dillerent kinds of

facilitics, cach having its advantages and its drawbacks. The main distinction

21
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v
W .-

b - I

c,u

q

Figure 2.1: The diagram for the decay of a B meson in the spectator model

can be made between “near threshold” production at ete™, and “continuum” or

resonant (at the Z° peak) production at eTe~or hadron machines

2.1.2 “Near threshold” production

The threshold for the production of b-flavoured mesons (open flavour, B = +1,
as opposed to the hidden flavour of the T, a bb bound state with B = 0), is
a little below the T(4S5) mass, and thus experimenters working at the resonant

energy /s = Mrys) profit of a relatively large cross-section. ete machines

working near threshold for open flavour production (DORIS-II, CESR) yield B
mesons as decay products of the T(45); they are characterized by very clean
events which are quite easy to reconstruct and study. The main background
from hadronic “continuum” events is relatively easy to deal with because it has a
jet-like topology, while B decays are nearly spherical, since the B’s are produced
almost at rest. Alternatively one can concentrate on exclusive decays and apply
kinematical constraints to attain high levels of sample purity. Notice that when
working at the T(4.5) mass, this colliders cannot produce B, or B, mesons.
Near threshold machines are particularly suitable to study B-meson decays
and branching ratios, both exclusive and inclusive, but they are unsuitable to
study lifetimes because B° ’s from YT decay at the point of production. To over-
come this problem asymmetric beam B factories have been proposed and are
under study and first stages of project. These colliders will have electron and
positron beams with different energies in order to obtain “near threshold” F.,,

and a longitudinal kick apt to produce measurable decay lengths. This method,
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combining the advantages of higher E.,, with the high cross-section and cleanness
of T{45) machines promises to give relevant results in the future, when one can
envisage precision CI' violation measurements with high statistics runs of this

colliders.

2.1.3 “Continuum’” machines

ete~machines in the continuum (PEP, PETRA. TRISTAN) suffered from a very
small cross section for open b-flavour production {(of order 0.03-0.04 nb, to be
compared to the 1.15 nb at the T(45)); on the other side the few B-mesons
produced have {ransverse momenta which allow them to cover non-negligible
distances prior to the decay. This makes it possible to measure decay distances
and therefore the B lifetime. The drawback is that the event topology is much
less different between signal and background than in near threshold production,
and other methods must be devised to “tag” the B-decay. One of the most used
methods is to look for high transverse momentum?® leptons, which are signature
[or a semileplonic B-decay. Thus a very pure sample can be obtained atl the
price of loosing statistics due Lo the small branching [raction, the p, cut, and the

acceptance of the detector [or electrons and muons.

2.1.4 7Y peak colliders

Clolliders at the Z° peak (LEP, SLC) share with “continuum” machines the prob-
lems ol background rejection, while benelitting [romn a cross-section (7 nb) lwo
orders of magnitude larger, which makes stalistically-inellicient technigues more
feasible. With the installation in many of these experiments of precision vertex
detectors it has hecome possible to measure the B lifetime with great precision,

and make the first direct observation of the time dependence of mixing (see later).

2.1.5 Hadron Colliders

Hadronic machines have a very high cross scetion for bb production, which is of
order of 50 ub for the Tevatron collider, at /s = 1800 GeV. T'his means that at

produced at CDF. This has to be compared to the 1,000-2,000 events/day of LEDP
experiments, working at the Z% resonance, or the 7000-8000 events/day at CESR.
Ou the other side the [raction of hadronic events containing a bb pair is ~ 7-107*
al the Tevalron, with respect to 0.215 al LEP and (.25 at CESR, which makes B

II'he transverse momentum is measured with respect ta the jet axis
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identification harder at the Tevatron. Given the huge production cross section,
though. it is affordable to attempt full reconstruction of peculiar signatures, such
as rare decays of B-mesons, and to deal with small tagging efficiency. Another
issue concerns Lhe production angle distribution ol beauty events, since at pp
they are produced in a relatively wide rapidity interval and show no appreciable
peaking in the central region, and this rapidity interval gets wider with increasing
center-of-mass energy {(/s). General purpose detectors, like CDF, only cover the
central rapidity region (|y| < 1.), and this greatly reduces the efficiency for beauty
events. On the other side it is not clear if extending detector acceptances down
to small polar angles (of order # ~ 300mr — 17) would help, since at pp this region
shows a lot of aclivity [rom the underlying event and other “low-x" phenomena.
Disentangling b-llavoured particles signatures in this environment would probably
he a formidable task cven with the most sophisticated techniques available.

2.2 Mixing measurements

There are two possible ways of detecting mixing effects in the decay of B mesons.

Oune is 1o observe limne dependent mnixing ellects, 1.e. (o observe the oscillations
in the probabilities of eqs. (1.23, 1.24) as a [unction of the B meson proper time.
In this case it is interesting to notice that: a) B mesons arc produced in pairs:
the gquantum state in which the pair is produced is relevant: b) the experimental
apparatus must have the resolution necessary to measure the expected decay
lengths.

The other way 1s Lo disregard the evolution ol the system and {ry to detect
the overall ellect of the mixing in the relative decay rates, eq. (1.25), 1.e. make

a fime infegrated measurement. In this work the latter approach will be used,

thercfore we will not discuss further the time dependent measurements.

2.2.1 Mixing at the T(45)

xperimentally, one measures the ratio of “mixed” to “unmixed” pairs, which
is often indicaled with 7. The relation between £ and r {(which is the ratio of
mixed {o unmixed decays) depends on the guanium stale in which the pair is
generated.

In the decay T{45) — f,'gf,] the pair is produced ccherently, with relative
orbital momentum { = 1 and in a state with ¢/ = —1. This happens because the
2-particle wave [unclion with odd relative angular momentum is antisyinmetric
under particle exchange and thus tle syslem is in a pure BYB° stale until oue

of the particles decays. If at a given time one particle decays as a BY then at
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the same time the other particle is in a pure BY state; then the latter evolves as
a one-particle system. For ByB; at the T(45), therefore, R and r are exactly
equal, because of the coherence of the state. One can conveniently obtain y as
the ratio ol events that mixed to all events containing a bb quark pair, i.e. the

integral probability of mnixing:

. Npp+Npp T
: N, Toba

(2.1)

where Nz indicates the total number of heauty quark-antiquark pair.

The study of fully reconstructed exclusive decays at ARGUS and CLEO has
led to the first ohservation of B? mixing. Although reconstruction cfficiencics
are tiny the high natural signal-to-noise ratio at the T{4.5) make this the easiest
way to detect mixing. Although any tagging techniques involving identification
ol some of the decay products (such as leptons) suller here ol the low slatistics
and have some background contamination due to the small momenta involved,
nonctheless the measurement of vy, the time integrated mixing probability of B°
mesons, by CLEO at CESR and ARGUS at DORIS [19] is currently the best
measurcment of mixing in the 6 scctor. The two collaborations have measured
mixing of the BYB" pairs using two methods. The first, less efficient. consists in
looking for fully reconstructed BY ’s and then tag the other B from its semileptonic

decay. The best reconstruclion channel is BY — D*€ vy, In this case

_ N{BY%7) 4 N(B%T)
CON(BYT)  N(BY-)

r

although statistically limited, this method is almost [ree of systematic uncerlain-
Lies.

The sccond method relies completely on the lepton-tagging for hoth 59 de-
cays. Besides the subtraction of the backgrounds due to lepton pair production,

to extract the mixing parameter r one must take into account contributions from

T(45) - BtB~ — {ti~ + X decays; the factor

A= ft/f" (TB+)2

TR

containing the ratio of the charged to neulral branching [ractions, and entering

the [inal lormula [or r:

;\’Té:it"i(l + )\)
Nerg— — Npxpe

is the main source ol systemalic error on r.

ril—

Results [rom the two methods are in good agreement (table 2.1) and [rom

them an average value 7, = 0.71 £ 0.06 is obtaincd.
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Experiment \d

ARGUS: B (= IF = n 4+ X) + 7% 0.16 + 0.04 + 0.04
CLEO2: BY (= D" = 7+ X) + 4% | 0,119 £ 0.023 £0.022
ARGUS: (leptons) 0.171 £ 0.048
World average: 0.156 £ 0.024

Table 2.1: Values of the B, mixing parameter measured at the two experiments

at CESR.

2.2.2 Mixing outside the T(45)

Outside the resonant region, BYBY pairs are produced incoherently [rom the
(almost) independent [ragmentalion and hadronization of a bb pair produced in
the annihilation of cte~or the quark-quark or glion-gluon scattering. In this case
the relation between K and r is:

Dip

R =
14 72

(2.2)

The amhiguity in extracting r» from the experimental value R is only apparent,

since the relation hetween R and y:

2/1— _/\
I x(1—x)

e 2.4

is symmelric for the exchange y < (1 — y), and the two solutions caunot be
distinguished experiinentally.

Using lepton tagging the sample will also be a mixture of events containing a
By (h_’d) or B, (E’S), together with another B hadron (BE, B., Ay, ...) of apposite
b content, and the lepton charges will depend on the average on the fraction of
mesons that may or may not mix. Since mixing occurs only in B°BY and B,"B,"

, whal 18 measured is an “average” mixing paramneter given by

_ BI{,dgl’ + (BI{S.SJ”) (2 ])
X = PdXd s ) PsXs

where py and pg are the probabilitics that respectively 57 or 87 be produced
in the fragmentation of the quarks, BR%,;, BR®,: are the individual semileptonic
branching fractions and B R, is the semileptonic branching ratio for the mixture.
Resulls [rom several experiments on the measurement of y are summarized in
table 2.2 and are in good agreement with one another. The products of py and

ps with the ratio of hranching fractions, indicated with f; and f., are taken
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H Fxperiment ‘ X ‘ Referenee H
UAl 0.148 + 0.029 £ 0.017 [25]
Chr 0.176 £ 0.031 £ 0.032 [17]
MAC 0.21 tg;; [20]
MARK 11 § Wi [20]
Aleph 0.129 + 0.022 [21]

1.3 0.121 +0.017 + 0.006 [22]
Opal 0.143%33; +0.007 23]
Delphi QTR Ly [24]
World average 0.133 £ 0.011 [13]

Table 2.2: Measured values of ¥. Ounly measurements at the ZY and pp are
averaged
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Figure 2.2: Constraints on the x4 — x. plane from ARGUS and CLEO measure-
ments [19] of vy (band hetween dotted lines) and the world average of Y (band
hetween dashed lines) (see table 2.2). T'he hatched region is that allowed by the
unitarity condition in the SM.
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respectively to be 0.391 and 0.117. (from {ragmentation studies [16]). Eq. (2.4)
then defines a straight line in the v — v, plane (fig. 2.2). It is possible to extract
a value for v, from the y and vy measurement: y, = 0.62 £ 0.13. On the other
side the v, measurement and unitarity condition of the CIKM matrix alone give
s > 0.44,

Almost all the above measurements of Y exploit lepton pairs as the decay
products of a BYB? pair. The B mesons are tagged by their decay lepton charge,
and the signature for mixing is given by an excess of like-sign dileptons.

Like-Sign as well as Opposite-Sign lepton pairs are produced by several pro-
cesses other than the direct semileptonic decay of B meson pairs; processes which
constitute the “physics™ background to mixing. Leplon pairs can also resull [romn
a hadron [aking a lepton in a single leplon event, or even [rom two hadrons, or
from a cosmic ray impinging into the detector. Mixing must therefore be mea-
sured as an oxcess of LS lepton pairs over the predicted residual background
passing all the cuts in the analysis.

Let’s now examine the “physics” backgrounds to the double b semileptonic

decay:

e Same B sequential decays. A single B hadron following the decay chain

B — c¢firand ¢ = sfy always produces opposite-sign dileptons.

o Other B sequential decays. These are produced by BYBY pairs in which one
13 decays semileptonically, while the other decays hadronically, producing

a charmaed hadron which then decays semileptonically:

Bocl-iy Boc+ X
! } (2.5)

¢ — hadrons ¢ — sy

T'his is a source of same sign leptons unrelated fo mixing.
S lw

e [rompt decays of hidden heavy flavour mesons. The leptonic decays of the
J/and T always produce ¢7¢7 pairs. These can be removed by eliminating

the appropriate invariant mass window,

e Scmileptonic decay of ¢ pairs. This process always produces opposite-sign

dileptons.

e Drell-Yan dilepton pairs. Always give an 7/~ and are distinguished by
being “prompt”. il.e. coming from the primary vertex. and by producing
relatively 1solated leplons with respect to b and ¢ decays. Typically, any-
way, the residual background [rom Drell-Yan dilepton production is non

negligible and must be estimated from data and/or Monte Carlo.
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Once all the selection cuts are made, it is still necessary to subtract the residual
background in order to obtain a sensible result. Unlike in the T{45) case, where
the continuum outside the resonance peak may be used as an estimate of the only
relevant background, it is often impossible {o obtain such an estimate directly
[rom the data. One has Lo rely on Monte Carlo predictions, which introduce large
uncertainties on the final number due to their dependance on several unknown
paramcters.

[n chapter 1 we will come again on this problem when discussing the CDIEF

measurements of y.

2.3 Direct measurements of B."B." mixing

As discussed above the only evidence on B, mixing we have comes indirectly
from the measurement of yv. It may be argued if a direct measurement of this
phenomenon would be [easible at currentl experiments. The low sensitivily of
the time integrated measurement, as discussed above, 1s mainly due to the poor
knowledge about the production fractions py and p,. It must be noticed, anyway,

that the cxpression of y, in ferms of 2y

5, ?

= 2.6
24 2z, =)

X
quickly saturates to v, = 0.5, and alrcady gives v, = 0.15 for the lower limit
2 > 3 from (1.35). This means that an estimate of z, from the time integrated
measurement of y is probably already impossible if &, > 4. On the other side
selectively tagging the B, decay. although not helping to further constrain z,.
would make 1l possible Lo give a direcl evidence [or the mixing of the B,.

Timne dependent studies are, therefore, 1he only hope 1o oblain a measurement
of x,. These studics will necd a very large statistics, due to the poor cfficiency of
the B, tag and the large background contamination, and, with current resolutions
will only cxplore up to =, & 15. In fig. 2.3 the oscillating behaviour of the mixing
(B — B) and non-mixing (B — B) probabilities for the B; and B, are examined
as a function of the proper time in units of the & lifetime. For a4 the world average
15 used, whereas the value &, = 5 1s used as an example; the [ast oscillation rate
will require a high spatial resolution on the position of the decay vertex to avoid

“smearing” away the oscillations.
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Iigure 2.3: Time evolution for the BY and B, systems. The top plots show the

mixing probability for the B, (lelt) and 3, (right) respectively using the value
&y = H which is a good lower bound [or this quantity; the bottom plots show the
non-mixing probabilities. An exponential decay (dashed) 1s superimposed “lo
guide the eye”



Chapter 3

The CDF Detector

3.1 Overview

The Collider Detector at Fermilab (CDF) is a large general purpose detector
designed and built to study pp collisions at the Fermilab Tevatron collider at
center of mass energy /s = 1.8 TeV, at present the highest in the world. The
detector covers a large angular region, down to 1.7% [rom the beain, and over the
entire 27 range of the azimuthal angle!,

The basic goals of the Collider Detector at Fermilab are:

o detect charged particles and measure their momentum;

e mcasure the position and encrgy of clectromagnetic as well as hadronic

showers;
e identify leptons;

e observe secondary vertices [rom decays ol (relalively) long-lived particles

and measure the decay length;

e observe indirectly non-interacting particles like neutrinos, by measuring the

IIliSSiIlg lransverse IIlOIIlGIltllIIl;

o perform Hexible selections of events to be recorded on tape by means of

functions of all the measured quantities listed above.

LCDF uses a conventional coordinate system with origin in the center of the detector, the
z axis along the heam and = > 0 in the proton direction. 'T'he polar angle § is measured with
respect to the beam axis (¢ = 0 is the proton direction) while ¢ is the azimuthal angle (¢ = 90°
is the vertical npward dircction). Often the pseudorapidity n = —{r(tan(8/2)) is used in place
of the angle 4.

31
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Figure 3.1: Side view of the forward half of the central CDF detector and of the
entire forward detector

In order to achieve this, the interaction region is surrounded by layers of dif-
ferent detector components. Particles encounter in a sequence tracking detectors,
sampling calorimeters and muon detectors. Events are analysed in a very short

time (few microseconds) by a powerful and flexible trigger system.

The CDF detector (fig. 3.1) is divided into three main subdetectors: the
central detector, also called barrel, a forward detector and a backward detector,

the last two being totally symmetric with respect to the z = 0 plane.

A particle produced at the B0 collision point traverses first a Vertex detector
(VIPC/VTX), followed by the core of the CDF tracking, the Central Tracking
Chamber (CTC), a large cylindrical wire chamber. The whole tracking is im-
mersed in the ~ 1.5 Tesla magnetic field produced by a superconducting solenoid,
which has the bending power necessary to allow the measurement of the large

transverse momenta of particles produced in the interactions.

In the central region the barrel is completed by the Central ElectroMagnetic

calorimeter (CEM) consisting of several alternating layers of lead and scintillator,
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by the Central HAdron (CHA) calorimeter (iron with scintillators) and by the
endWall HAdron calorumeter (WHA) at larger rapidities; the CEM includes at the
shower maximum a layer of CEntral Strip chamnbers (CES) necessary to measure
accurately the shower shape. Al larger angles a Plug ElectroMagnetic (PIEM) and
Plug [TAdron (PIIA) calorimeter complete the coverage. The barrel is enclosed by
the Central MUon chambers (CMU) which identify the highly penctrating muons
which traverse the material of the rest of the detectors. The forward (backward)
detector includes a Forward ElectroMagnetic (FEM) and Forward HAdron (FHA)
calorimeter. completed by the magnetized steel toroids which. together with the
Forward MUon chambers (FMU), help to detect muons produced at small angles
with respect 1o the beam line. At |z| = 582¢rmn, two sets of Beam-Beam Counters
(BBC [31]) are [ound. These are sciutillalor hodoscopes close to the beam pipe
uscd to provide the tracking chambers with an accurate measure of the interaction
time (+£200 ps) and of the vertex z position (£1 em). to reject unwanted triggers
and to mecasure the luminosity.

In the configuration described above, the CDF had a successtul physics run in

1988-89. In the following vears several upgrades have been made to the detector:

e a Silicon VerteX detector (SVX) huilt with single sided silicon microstrip
detectors has been added, in order to precisely reconstruct displaced sce-

ondary vertices;

e the Vertex 'I'PC has been replaced with a new Vertex detector (VI'X),
still consisting of time projection chambers, but capable to cope with the

improved accelerator luminosity;

e a Central PreRadiator (CPR) detector, consisting of a set of drift cham-
bers, has been placed around the coil of the superconducting solenoid: this

detector is used in the photon/electron separation and identification;

¢ the muon system has been complemented with the Central Muon eXtension
(CMX) which extends the angular coverage of the CMU to |5 = 1.0, and
a Central Muon ul’grade (CMDI”) which adds an outer layer of proportional
drilt chambers behind an additional 60 cm ol steel, with a coverage which
is about 60 % of that of the CMTU, thus iinproving the [ake muon rejection

in the central region.

In this configuration the CDF has taken data in 1992-93 collecting an integrated
luninosity ol aboul 21 pb~1. For the work discussed in this thesis data [rom the
1992-93 run will be used, while in chapler 4 we discuss brielly an analysis made
on 1988-89 data.
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In the following we describe the CDF subdetectors mainly used in the analysis
subject of this thesis, i.e. the tracking and the muon system. The trigger systems
are also shortly described, with emphasis on the muon trigger. Details on other

subdetectors and a [ull description of the whole CDI" can be [ound in the literature
[27].

3.2 The Central Tracking Chamber

The Central Tracking Chamber (CTC) [29] is a cylindrical wire chamber of inuer
radius 30 ¢ and ouler radius 140 cm and 2 meters long, I consists of 84 layers
ol sense wires organized in [ive axial superlayers, providing r — ¢ inlormation, and
four sterco superlayers with alternate tilt angles of +3% and =37, which combine
with the axial superlayers to provide r — = information. Kach superlaver consists
of cells of sense wires tilted 45° relative to the radial direction so that, once
the effect of the solenoid field is taken into account, the actual drift direction is
perpendicular to the radial direction. The outermost superlayer covers the region
40% << 0 < 140" whereas the innermost one covers the region 14Y << 0 < 166°, The
resolution within a superlayer is & 200urn. The z resolution oblained combining
axial and sterco wires is about 4 mm. The system can resolve double tracks
within less than 5 mm. The momentum resolution for tracks passing through all
the superlayers is

@ < 0.0011p,

P4
in the region 20 < 8 < 407 and 140° < 4 < 160° this resolution is degraded.

The arrival time and pulse width of the shaped signal from the sense wires

arc measured by means of a T'13C. In this last run the C'I'C electronics has
been changed in order to make the discriminated pulse width proportional to the

original pulse height to allow dE/dX measurement and particle identification.

3.3 DMuon systems

The Central MUon system lies outside of the body of the central detector, at ~ 5
nuclear interaction lengths from the collision point. The Central MUan chambers
cover the region 55" < # < 125" and are segmented in ¢ into wedges 12.6 degrees
wide, separated by cracks 2.6 degrees wide, The chambers are arranged in sels of
three for each wedge, and have 4 layers each, in the radial direction, [or a total

of 16 cells (fig. 3.2).
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Figure 3.2: The CMU chambers are arranged in sets of three for each wedge in
®, and each chamber run the whole length of one half of the calorimeter barrel.




Figure 3.3: Sectional view of a muon chamber.

The wires in each cell run the length of the wedge, about 230 cm, and wires
[rom alternating cells in the same layers are connected together al ¢ = 907, I'ig.
3.3 illustrates a single chamber. The Central Muon uPgrade {CMP) consists
ol four layers of drill chambers which enclose the central portion of the CDI
detector (fig. 3.1). An additional 60 cm of steel are interposed between the CMU
and the CMP, steel provided in part by the return yoke of the CDF solenoid.
This adds on the average 3.0 interaction lengths, thus improving the rejection of
hadron punch-through.

The CMU covers approximalely 84% ol the solid angle |y| < 0.6; 63% is
covered by the CMP and 53% by both. Fig. 3.1 shows the regions covered by
the various systems.

The Central Muon eXtension (CMX), consists of sets of drift chambers ar-
ranged In [ree standing counical arches around each side of the central detector
(fig.3.1) and sandwiched by scintillators 1o give timing informalion. They cover
the angular region 42° to 557 and 125° to 1387 in #. extending the pscudorapidity
coverage down to || = 1.

Due to multiple scattering in the calorimeter material, muons with p; below
a certain threshold (p/*) are not identified by muon chambers, because their
trajectory 1s dellected so that they do not reach the chambers themselves, The
minimum muon p, to reach the CMP is pi™ = 1.8 GeV/e, to be compared to
P = 1.5 GeV/ein the CMUL In the CMX pm™” = 1.4 GeV /e,

A charged particle traversing a chamber hits one wire in each layer; the pulse
propagales on the (resistive) wire and is read oul at each end ol it. The integral
charges at the two ends give the z position ol the particle. The drill time gives

the position of the track in the transverse plane {the direction transverse to the
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Figure 3.4: Angular regions covered by the various muon systems.

wire). The drift time is counted from the tq given by the beam crossing, corrected
for the transit time of the particle and the length of the wires. An ADC/TDC
module reads out the integrated pulses at each end. Tracks in the muon chambers
(stubs) are assumed to be straight lines. A stub must have a minimum of two
TDC hits associated with it to be considered good. The angle formed by (or the
slope of) the track in the chamber with respect to the radial direction, is obtained
by comparing the two drift times ¢5 and ¢4 (see fig. 3.3); it measures the total
deflection suffered by the particle in the magnetic field of the solenoid, which is
inversely proportional to the track momentum. Though momentum resolution is
degraded by multiple scattering and is only dp/p ~ 60 %, still this information

is sufficient to be used in the trigger.

3.4 Trigger and data acquisition

The CDF data acquisition system (DAQ) consists of three main parts: the analog
front end electronics, the FASTBUS-based digital control and readout system and
the VAX-resident configuration and control system software [30]. The front-end
electronics is designed to readout the > 10° channels of the CDF detector, digitize
and transfer this information to the FASTBUS system and Event Builder. The
main body of the FASTBUS system coordinates timing and data transfer from
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front-end electronics and trigger systems to the VAX which logs the data on tape.

At a pp collider, physically interesting events are extremely rare compared to
the number of bunch crossings. The task of a trigger system is lo analyse the
evenl siruciure and select this rare events. This 1s also absolutely necessary since
while the bunch crossing rate is about 50 kHz, events can be recorded on tape

onlv at a rate of a fow Hz.

The CDF trigger [31] is structured in three levels which progressively reduce
the rate, allowing the subsequent level to take decisions of growing sophistication,
without this introducing a “deadtime” in the dala acquisilion. This decisions
range [rom [asl coincidence ol scintillation counters, providing a wminanum bias
trigeer in “level 17, to a [ull TORTRAN language elaboration on commercial
Silicon Graphics multi-epu unix processors in level 3, which is operated only at
the end of the detector readout. At cach level many concurrent decisions are
taken in parallel, and each level is a logical O of a number of triggers designed

to select events with electrons, muons or jets,

Preamplifiers on detector channels provide two oulpuls: one, the “last oul-
put”, for immediale use by the trigger system, and the other for temporary
front-end data storage until the trigger decision 18 made. T'he level 1 trigger uses
fast output from the muons system and all the calorimeters. 1t shares a large part
of its electronics with the level 2. The information available at level 1 contains
BBC coincidence, muon candidates with p; above a given threshold in the muon
chambers, and the total transverse energy in EM and Hadron calorimetry for jet
and electron {riggers, The inpul rate of about H0 kIlz al a {ypical instanlaneous
U‘JU 2

lumninosity of 5 x 10% cm?s™t, drops Lo aboul | kIlz downsiream ol level 1.

The level 2 clectronics decision is based on a list of energy clusters in the
calorimeters from an hardware cluster finder, which is associated to fast r — ¢
tracking provided by the Central Fast Tracker (CFT) for electron - 7% discrim-
ination; the CFT is a hardware track processor, using fast tuming information
[rom the CTC as input. The CI'T resolution is § Pr/ Py ~ 0,035 x Ppr. The same
CI'T tracks are associated 1o muon chamnber segments [or muon identilication.

The rate out of level 2 is approximately 12 Hz.

The level 3 hardware is a "farm” of unix multi-cpu computer servers which
run FORTRAN compiled programs, performing an high level offline-ty pe analysis
to reconstriuct and select events with interesting physical “objects”, make quality
culs ou them, reject backeround events like bursts of noise, cosmic rays, etc. The
consequeni reduction ol rate decreases the number of useless evenls written to

tape. The rate downstream to the data logger is reduced to about 5 Hz.
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Muon triggers

A muon is characterized by a highly penctrating charged track. To trigger on
muons it is necessary to exploit information from tracking and the muon cham-
bers.

At level 1 the information from the CTC is made available to the Central Fast
Tracker (CT'T) which identifies high p; tracks. The CT'T can complele a search
for all the high momentum tracks in an average 2.5 ps/event, with a pr resolution
of 3.5 %. and an cfficiency independent of the multiplicity.

Muon “brass” candidates (“stubs”) above a certain p; threshold (as measured
by the chambers alone, sce above) are defined as a series of hits in the four layers.
At level 1 one or more muon “hrass’” candidates can be requested above a given
p¢ threshold as measured in the chambers (see §3.3). To reduce the rate of the
level 1 single muon {rigger, CMU stubs are ANDed with CMP.

At level 2 the CI'T track parameters (p;, ¢) are correlated Lo the muon stubs by
a dedicated level 2 trigger hardware, taking into account the ¢ spread introduced
by multiple seattering, to extract the “golden™ muon candidates. At level 2 one
can then request one or more gold muons above a certain threshold, to form single
(inclusive) muon triggers, or triggers on specific physics (e.g. J/v decays).

The information How in the muon trigger is schematically shown in figure 3.5
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Chapter 4

Mixing at CDF

This chapter contains a comnparative discussion ol the previous measurements ol
¥ made al CDI" [rom dilepton channels. This is done in order 1o gain some insight
into problems common lo these analyses. Implications on the measurement of ¥
using dimuon data from 1992-93 run will then be discussed.

The time-integrated mixing parameter of B mcsons has been measured at
CDF in the 1988-89 run using electron-electron and electron-muon events from
dilepton triggers[17]. In the absence of mixing the direct semileptonic decays of
BYBY pairs (clr.§ 2.2.2) will result in Opposite Sign (OS) lepton pairs, while the
signature [or mixing is the presence of Like Sigu (LS) lepton pairs. An operative
delinition of the magnitude of mixing is given by the ratio of LS to O5 dileptons:

Ny + N6

- 4.1
& N ) 0

For a sample of leptons from direct B meson pair decay, this would correspond

to the R parameter of equation (2.2). In terms of y it would be expressed by:
2x(1 —x) .
Il = % (4.2)

(1 —xP+x

where Y is expressed in terms of the specific B meson flavour as in (2.1), and
measuring y would be a simple matter of counting. In real life we must face the
fact that a dilepton sample is contaminated hy certain kinds of background which

st be accounted [or:

e “physical” backeround: events in which real leplon pairs are originated in

the processes listed in §2.2.2;

e conversions: evenls in which photons originated in the collision point cou-
verl info an eleciron pair in the detector malerial. #°'s Dalilz decays into

+

~¢T e are put in this class;

11
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o decays in flight: hadrons (kaons, pions) decaying in flight into g+ X;

e cosmic rays: high energyv non-interacting cosmic rays traversing the inter-
action region in time with the bunch crossing window can fake a pair of

opposite charge muons;

o “[akes”: evenls where one or both leptons are in [act hadrons which [ake

the experimental signature of a real lepton.

From a naive point of view onc could think of making cuts in order to obtain
a pure sample of direct B decay dileptons, then extract a value for y from the
above expression for R. This would only work if there were cuts giving perfect
rejection for background events, and high enough efficiency for signal events. On
the other side even having an exact prediction ol the [raction ol each background
process it would still be necessary to suppress part of it. In lact lake the case
were a background process with no sign correlation vields a very large number of
cvents of both L and O5: then R would equal 1. Whatever the sign correlation
from mixing (or any other source) might he, it would be “submersed” by this
background. In conclusion one can subtract the residual background, at the
condition that it is a small enough fraction of the whole sample. The program
is therefore: a) make cuts which compromise between background rejection and
signal elliciency, b) estimale the residual background which must be accounted
for in the final result. The last operation is done on real data whenever possible,
otherwise resorting to Monte Carlo calculations.

[n the list of §2.2.2 two entrics are special: “other b™ sequential decays and @
direct semileptonic decays. Both of these have topologies very similar to direct
BYBY decays and cannot be statistically distinguished from them; a Monte Carlo
must be used Lo estimate thelr [ractional inportance with respect to direcl decays.
Sequential decays are also special in the sense thal they enter the expression of

R with factors containing y. Therefore the final expression for A is:

2x(1 = x) + [(1 — %)% + ¥ N,/N

i = = S
(1T — %)% 4+ 23 + 2501 — Q)N /N, + No/N;

(4.3)

where N /N, 18 the ratio of scquential decays (V) to first generation decays
(Ny) and N./N; the fraction of direct cc semileptonic decays yvielding lepton
pairs. which always give OS5 lepton pairs. The ambiguity in obtaining y from this
second degree equation is only [ictitious, since the “non-mixed” decay is always
delined as the most probable, {herelore the mixing probabilily \ is always the

minimum bhetween Y and {1 — ).
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4.1 The Dielectron Channel

Dielectron data camne [romn a (rigger requesting at leasl {two candidate electrons
with Ky (as measured in the EM calorimeter) > 5 GeV. Candidate electrons are
calorimeter clusters with a ratio of hadronic to clectromagnetic energy (Hadronic
Fraction, HF) less than 0.125. Events from the diclectron trigger are sclected
applying quality cuts to the single electran. These cuts use the energy release
in the calorimeter and the matching of tracks with the strip chambers (CES)
and the CEM shower position. Both electrons must be iuside the central region
(|n] < 1.0}, and have IIT'< 0.05. The lateral shower shape must be consistent
with an electromagnetic shower. The eleciron must also be within the liducial
volume (81% within || < 1.0} to avoid calorimeter cracks. The ratio of encrgy
to track momentum must be less than 1.5 and the azimuthal and longitudinal
shower shape, as from the CES, must be consistent with that of an electron.
These requests are quite eflicient for real electrons, and have a good rejection
[actor for [ake ones.

Elcetrons produced by photon conversion and Dalitz decay are rejected by
cutting on the distance of closest approach (d.c.a.) of the two tracks'. This cut
is inefficient when one electron has very low p, (tracks with p, < 0.4 GeV/c are
not recoustructed [32]).

J /i and T decays are removed by means of invariant mass cuts: M., > 5.0
GeV removes J/¢’s while M, < 8. .or. M, > 10.8 GeV removes T's. The lower
limit on the invariant mass also rejects sequential decays of a single B meson into
a leplon pair.

Flectron pairs produced by the Drell-Yan mechanism are known to have little
or no hadronic activity accompanying them; an isolation cut was used to reduce
this background. The variable F4“, defined as the difference hetween the total
transverse energy deposited n a cone of radius £ = 0.7 and thatl in a cone ol

radius 2 = 0.4 drawn around the eleciron direction in the n — ¢ space ([} =

\/(A'r,')'z + (Ad)?), was used; assuining L5 independent ol the electron p; a fixed
cut was applicd on it and events with at least one clectron which does not satisfy
Ey™ > 24 GeV were discarded as candidate Drell-Yan events.

The seleclion culs are suninarized in lable 4.1,

The first three entries in table 4.1 represent sources of background which are

COMPICLelY ¢ iT’l"IiﬂEl. [41¢ Y T CoOrrcspond iT]U' C11TS.
pletely el ted by tl ponding cut

st each eleclron was paired 1o every cliarged track in the evenl within a polar angle
A# < 5. If there was at least a track with a d.c.a. less then 0.5 cm and the point of closest
approach was within the radins of conversion (b0 em}, then the event was rejected
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Bke Cut Comment

Same B sequential decays M. > 5.0 GeV/c? Also J/v removal

Sl — ete” ¥

T = eTe™ M. < 8 .or. M, > 10.8 GeV/c?

v —ete, 7t = eter d.c.a < (LD cm explained n lext

Drell-Yan Lo = 2.4 GeV both elecirons
Tahle 4.1:

Residual background from photon conversion and 7% decays? was estimated by
measuring the selection efficiency for conversions of the d.c.a. cut using a Monte
Carlo sunulation and correcting the number of events removed in the sample by
this efliciency to obtain the total number of conversions before the cut. The
difference of 19 £ 14 is expected to be equally distributed hetween LS and O5.

The number of Drell-Yan events surviving the culs can be estimatled [itting
to the £2° dala distribution for OS events a combination of the distribution
for a pure Drell-Yan sample and that for 1.5 cvents, which arc assumed to be
Drell-Yan-free. A 2% — ete™ sample was used to abtain an approximation to
the D.-Y. £ distribution. This procedure relics on the assumption that £ is
independent of the electron p,. From it 15.4 £ 4.5 residual Drell-Yan events are
estimated in the sample.

Removing the malching and IIT cul a sample ol pure fukes was selected and
a combination ol the III" distribulion of the pure [ake sample and thal ol a pure
clectron sample from J /3 decays fitted to the data distribution. The number of
residual fakes expected to pass the selection was estimated to be 27.1 + 9.2,

On the whole 38.4 events were subtracted from 131 OS cvents, representing
about 28 % of all the OS5, while 23 events were subtracted from the 78 LS events,
ie. 29 % of all the LS. After subtracting the estimated residual backgrounds in

the expression of f2
I = L‘Sobs - —’;vfczkc/z - A’Yconu/z
‘ (’)5‘9[]5 — "\;‘}'(Lke/z — ‘F\;con L‘/Q — A’rl)l"
it resulted B = 0.573 £ 0.116(stat.) £ 0.047(s¥s.). The systematic error came

from uncertainties on the subtracted background (table 4.2).

(4.4)

Although desirable, it is not always possible to extract residual hackground

” ’ ; )

“evenls where one of the electrons is produced via b or ¢ decay, and the other is oue leg of
a conversion or Dalitz pair which was not identificd cither because it passed the eut, or having
momentum helow 0.4 GeV/e
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Source Absolute error | Error on
(Conversions 72 % 9 %
Fakes M % 5 %
Drell-Yan 30 % 9 %
B semileptonic BIRR 15 % 8 %
M Fragmentation 10 % 5 %
M Statistics 22 % 11 %
ce fraction 100 % 1%
Other MC cvents 62 % 5 %

Table 4.2: Coniributions 1o the Systemalic Error

[ractions [rom data. In this instance simulations must be used, as in this case. The
ISAJET Monte Carlo [33] was used, along with the detector simulation CDI'SIM,
to simulate a large sample of clectron pair events from heavy flavour decays, in
order to obtain the fractions N, /N, and N,/N; intraduced in eq. (1.3). After the
samc sclection as for real data the fraction of sequential decays was extracted from
the 2.2 pb™1 of simulated events. The relative semileptonic branching fraction
from PEP and PETRA experiments [34], which averaged to 0.115, was used:
il was assiened a 15 % systemalic uncertainty. Fragmentation of b quarks also
contributed to the M syslematic error. The cc [raction resulling [rom simulatlion
was small; although it was assigned a 100% uncertainty its contribution to the
systematic error is 1%. Notice that the ahsolute eross section for bb production,

which is not well known, cancels out everywhere.

To extract the value of the mixing parameter the ratio R as defined in eq.
(1.1) 18 substituted into (1.3). The contribution from cach source is listed in table
1.2. The final result for y is:

v = 0172 + 0.060(stat) £ 0.024(sys) = 0.026(MC)

4.2 The Electron-Muon Channel

The data [or this analysis came [romn a dilepton trigeer, i.e. a lrigger requiring
one candidate eleciron with 2y > 5 GeV/c¢ and one candidate muon with py > 3
iV, T'he clectron-muon channel is free from Drell-Yan, conversions, 1Jalitz pairs

and meson (J/1, T) decay background.

Quality cuts on the clectron arc the same described in the previous section.
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The following quality cuts were applied to the muon candidates:

1. encrgy in the calorimeter tower corresponding to the muon track consistent

with a minimum ionizing particle (mip);
2, {rack - stub matching within 20 cin;
3. combined track - stub yv# < 10.0;
4. track quality cuts: number of C'TC hits = 50, 2, — 2, < 5.0 em.

Again an invariant mass cut was applied on the electron-muon pair, M., > 5.0

(zeV, to get rid of sequential decays.

FEven after sclection cuts the sample will contain fake as well as rcal leptons.
This residual background from fake leptons was determined using an inclugive
electron sample, of which e-p events are expected to be a subset. The sum of
real-¢ fake-¢ and fake-e fake- i events expected in this sample is the product
of the number of tracks satisfying the muon selections (m-tracks) by the fake-
p-per Lrack rate I, The number ol [ake-e real-p events is the product ol the
numnber of re-tracks by the real-p-per-track rale ff,. The probability of an -
track being identified as a muon, f,, was determined experimentally using a
mintmum bias sample resulting in f, = 0.27 %, For this sample a probability of
real muon production from heavy-quark similar to the inclusive low- 7 electrons
was assumed, implying that the presence of a fake electron does not change the
probability of finding a real muon. Since by definition f,, = ¥, + R, the product
ol f, by the number of m-tracks conlains an exira term with respect to the
nuinber of events containing a fake lepton; this arises [rom I7, times the number
of tracks in real clectron events. A comparison of the quality of muons in the
minimum biag sample to a J /4 sample showed that a large fraction of the muon
candidates in the minimum bias sample is background. Thercfore this extra term
1s small compared to the other terms.

Since an inclusive electron sample with the same Loy threshold as the e-p
sample was nol available, samples collected with trigger thresholds Ly = 7 GeV
and £y > 12 GeV owere used. The product of the number of m-tracks in the
inclusive electron sample multiplied by f, gave a background fraction of 19 + 9
Y%, independent of the £y threshold.

Using a minimum bias sample to determine f, relies on the assumption that
m-irack properties in minimuim bias events be similar to those in events with
electron candidates, In [act the dillerence in K/m ratio, and p; spectrum could

change substantiallv. Varving the K /7 ratio from 0.12 to 0.32 (35|, induced
hange f, substantially. Varying the K/ tio T 0.12 to 0.32 [35], ind |
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Figure 4.1: The mixing probability of £ vs. that of B from 88/89 CDF puh-
lished result. assuming B,, By and B, are produced in the ratio 0.375:0.373:015
[17]. The band between dotted lines is the ARGUS and CLEO measurement of y,
which was current at the time of publication. Bands represent £1o uncertainty.
The hatched region is that allowed by the SM unitarity condition.

a 15 % variation on f,. Varying the track p, between 3 and 12 Gev a 20 %
variation. This effects were included in the systematic error. No sign correlation
is expected within the fake muons from the inclusive electron sample, therefore
a syminelric subtraction is made, resulting in:
TR Aoy g OS5
Riep) = 0.556 + 0.048(stal) 75y (sys).

Sequential and charm fractions were estimated using [SAJET as above. The

systematic from the Monte Carlo is common to the two channels. The result for

the e-p channel is:

v o= 0179 £ 0.027(stal] £ 0.022(sys) £ 0.032(MC).
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The average of the measurement in the two channels can be used to extract
a constraint on the values of v; and y, as in fig. 2.2, Constraints obtained using
only the CDF results are shown in fig. 4.1.

4.3 The dimuon channel

The atlempt to measure B"B° mixing in the dimuon channel is justified by
the interest of completing the set of possible independent channels. We discuss
the possibility to apply to the dimuon case some of the techniques emploved in
the other channels, leaving to the following chapter a detailed discussion of the
analysis procedure.

First of all the sources of dimuons with various charge correlations in pp

collisions are listed for further reference:

1. BB — pp+ X bath direct ar both sequential, will contribute to LS and
05 with the charge correlation from mixing;

2. BB — ¢+ p, ¢ — p+ a will contribute to LS and OS with inverse charge

correlation from mixing;

3. BB = ¢4 pu, ¢ = p+ x, the € conjugale process of the one above, will

contribute to LS and OS as well with inverse correlation;
4, c¢ — pp will contribute to OS only;
5. Drell- Yan dimuon production will contribute to OS only

6. T — ppe will contribute to OS5 only

. Same-Side sequentials, B — ¢+, ¢ = g+ 2 will contribute to O5 only
(this will actually be completely eliminated by a lower cut on the invariant

mass);
8. Residual cosmic rays will contribute to OS5 pairs.

9. hadron decay in flight and punchthrough are expected to give equal amounts
of L5 and OS5 dimuons.

Let’s now examine each step of the procedure [rom raw data 1o the [inal

number, and the methods to deal with the various backgrounds:
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i

clLts.

The muon scleetion principles are basically unchanged: they are based on
the combination of tracking and muon chambers as already discussed for
the ey channel. A new handle to improve the rejection of fake muons in

the central region is ollered by the CMP (see chapter 3).

several backgrounds in the dimuon channel are common to the dielectron
channel: resonance decays, same-side sequential decays and Drell-Yan pairs.
For what concerns J/¢, T and same-side sequential decays, invariant mass
cuts are effective, and can be applied in this case as well. Drell-Yan muon
pairs will be handled by looking at the lepton isolation, similarly to what

was done Tor the diclectron channel.

estimate ol residual bhackground.

To evaluate the residual background two methods have been applied in
the analysis just described. The first relics on quantitics which are differ-
ently distributed for signal and background, and the availability of pure-
hackground and background-free samples. 1t is exemplified by the Drell-Yan
evaluation in the dielectron measurement. We will use this technique for
the Drell-Yan subtraction, although other quantities can be studied hesides
I and samples with py specira more similar 1o Drell- Yan should probably

be used (one such sampleis T — gy ).

The second technique was used [or the [ake muon sublraction {(including
decays in [light). This consists, as described in §4.2, in determining f,, the
probability of a track being identified as a muon, and using it to determine
the fake dimmuon fraction in a single muon inclusive sample. To do this a
large sample of single muon events from an independent trigger is needed,
in which the muon satisfies the same selection criteria applied in the dimuon

case.

For the present di-muon channel, such a large sample from an independent
trigger is nol available, since the p;, threshold of the single muon trigger
was much higher then for the di-muons, Therelore we will resort (o a new
lechnique, described in the next chapler, thal exploil the presence ol the
new CMP detector to achicve a statistical subtraction of the fake muons

hackground.

sequential and charm [ractions evaluation using Moute Clarlo.

As [or the previous measurement, the ISAJET Monle Carlo and CDIY de-

tector simulation will be used to generate a sample of muon pairs from
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heavy flavour decays. Svstematic errors due to the Monte Carlo statis-
tics and branching ratios (bottom of table 4.2) are expected to be re-
duced since: a) it 1s much easier to produce a large Monte Carlo sample
and b) the use ol recent measurements ol the B semileplonic branching
[ractions [rom the CLEQ experiment, with errors smaller by a lactor 5,
will reduce the systematics from this source (The current PDG average is
I'{ptu,hadrons)/1,, = 0.103 £ 0.005 with ~ 5 % error, to be compared to
those from older experiments, which had an cerror of order 10 =20 % [31]).
Fragmentation etfects. structure function choice and detector response must

be investigated, but are not expected to improve.

1. obtaining y from the LS to OF ratio.

Statistical errors and systematic errors from steps 2 and 3 contribute in
sitnilar amounts to the final error of the “old” measurements. Although
1992-93 dimuon data has higher statistics due to the very low thresholds
(p; > 3 GeV/e) and can profit of about six times more integrated luminosity
than previous measurements, we will sce the statistical crror on vy using
dimuon data is not substantially better, with respect to the combined crror
from the ee and ep samples of 1988-89. The reason for this is the statistical
subtraction of the large background fram fake muons which will be discussed
in the nex{ chapler. With respect to the e sample the dimuon sample is

much less clean, partially canceling the advantages of the larger stalistics.



Chapter 5

Real muon pairs in CDF dimuon
data

In this chapter a procedure is described 1o measure the number of real muon
pairs in the CDI" ditnuon sample. As (DI ditnuon sample we take the inclusive
CMU-CMU sample. i.e. all the events in which two muons {at least) have been
reconstructed in the CMU chambers. T'herefore our goal is to measure the number
or real muon pairs which give stubs in the CMU, irrespective of the CMP. In order
to distinguish muon candidates that have a stub in the CMU only. from muon
candidates that give a signal in the CMD as well, we introduce the following

delinitions, thal will be used throughout this chapter:

CMU muon A muon object in CMIT is delined as a track pointing o a CMU
stub, including all cuts on track and stub quality and their matching, as
defined later on. A CMU muon may have a matching CMP stub, but this

condition is not required.

CMP muon A CMU muon (including cuts) with a matching CMI stub is called
a CMP muon.

We choose (o use the CMIU muons, even though it is clear that this sample
contains a larger amount of fake muons, compared to a sample of CMP muon
pairs, so that we can exploit the CMP signal to evaluate the number of fake pairs
in the CMU sample. The strategy to measure the number of real muons (M)
in the CMU detector exploits the different probability for real muons and fake
muons {F) detected in the CMU. to be observed also in the CMP detector. In
[act, since the (wo deleclors are separated by a large amount of malerial, real
muons have a much higher probabilily than hadrons {o reach the CMP once
detected in the CMUL

51
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Since the measurement is based on the different relative efficiencies of real and
fake CMU muons to be detected in the CMD, only CMU muon candidates which
are able to reach the CMP (i.e. with 7 > 3 GeV/c) and with an extrapolated
track pointing to the CMP fiducial voluine (i.e. within 5 c¢m ol the chambers’
active volume borders) will be considered.

.ot Ny be the total number of these CMU muon candidates, M and # the
(unknown) numbers of true and fake muons observed in the CMU, €, and &/
respectively, their relative probability to be observed also in the CMI”. The fol-
lowing relation holds:

Ny =M+ F (5.1)
Np=c, M+ F (5.2)

where Np is the total number of muon candidates cbserved in the CMI”. Even in
this simple case, we are not able to isclate the sample of real muons, but from
the two measured numbers Ny and Np and the two measured efficiencies €, €4,
the number of real muons in the CMU, M can easily be extracled:

Mo — 0.
G P A e

-8 (5.3)

fu—t’.f E,u—tv,r

where ¢ = Np /N

These simple equations that determine the number of single real muons, can be
extended to the case of muon pairs, i.e. to the case when events with at least two
muon candidales are considered, and one wants 1o determine how many candidate
pairs are [ormed by {wo real muons. This chapler is devoled 1o the measurement
of the number of true CMU muon pairs, which we will also indicate with M.
The formal derivation of M from the measured quantitics is only slightly more
complicated becanse we are dealing with muon pairs. It will proceed through the
measurement of the quantities corresponding to Np, and N, and the extraction
from data of the values of ¢, ;.

In § 5.1 the data samples used in the analysis arve discussed, [rom the trigger
definition to the offline selection. First of all the dimuon sample used to evaluate
£ 18 described. Since, as will be seen in detail in § 5.2, one of the main problems
is that the uncertainty on ¢ affects the determination of M proportionally to
(see eq. 5.2), it is important that the number of fake CMU muons #' be kept as

5.3). In this section a

small as possible, to reduce the uncertainty on M (eq.
sel of culs is studied to provide a CMU sample as pure as possible (M ~ I or
larger). Other samples are inlroduced, even though they are only used later in

the analysis:
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a) a J/i — pTu” sample used to measure the real muon CMD relative effi-

clency €,;

b) a K'Y = 7wtr~ sample used to obtain a lower limit on the fake muon CMD

relative efficiency €¢;

In § 5.2 the technique to obtain the number of real muons is discussed in deep.
The final, more complicated set of equations to he solved to evaluate the number
or real muon pairs is then introduced.

In § 5.3 the numbers correspouding o Npr, Np in the case of muon pairs are
measured using the selection culs described in 5.1,

[n § 5.4 ¢, is measured from the J/¢ sample and inserted, along with numbers
from the preceding section, into the formal solutions of the dimuon ecquations,
thus obtaining the numbers of real muon pairs (M’s) as functions of the fake
CMP relative efliciency e;. The observed dependence of the solutions on e
then suggests an approximate way to evaluate M using only a lower limit on e,
obtained [rom a sample ol pions rom the decay KY — 7777, The extraction
and checking ol this lower limit are discussed in § 5.5.

Finally, in § 3.6 all the measured quantities are put together to extract the

numbers of true CMU muon pairs with their errors.

5.1 Data samples and selection cuts

The main data sample used [or this analysis was collected during the 1992-93
Tevalron collider run by CDT. It is an inclusive dimmuon “high mass” sample,
since 1L countalns events with at leasl two candidale muons above an invarlant
mass threshold of 1.6 GeV /e

Fvents were scleeted which passed dimuon triggers. General features of the

muon trigger have been discussed in chapter 3:

e At level 1, two CMU or one CMU and one CMX stubs are required with
more than 2 TDC hits. The CMD is not included in the trigger since the

CMU rate is already acceptable.

o In the level 2 dimuon trigger, two muon candidates are required, one of
which must be a gold muon matching a track with p; > 3.0 GeV/c in the
CI'T. CMX-CMX pairs were nol included at level 2 since the trigger rate
18 too high,

e The [irst level 3 requirement is the conlirmation ol the level 2 decision,

therefore at least two muon candidates (muon “objects™) must exist in the
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event. A FORTRAN filtering procedure is then run which associates a track
with the second muon stub and imposes a yv* cut for the matching of each
track with the associated stub. Events from the dimuon triggers may in

general have trigeered other selections as well.

During ollline processing, a general “production” code 1s run ou the event,
performing a systematic scarch for interesting physics objects, such as muon
candidates, even if they were not identificd by the triggers. T'he small fraction of
cvents passing trigeers other than the ditnuon ones but satisfying the same level
3 requirements (“volunteers™) were included in the sample at production time in
order to allow trigger efficiency studies on an unbiased sample.

The muon candidales are selecled by applying quality cuts [36]. Dala is
then “splitted” into dillerent sets depending on the triggers satisflied and/or on
the physical objects they contain. Oul of these dillerent seis, the one we used
for the mixing analysis is one called “High mass dimuon™ sample. The “High
mass dimuon™ datasct thus selected consists of 17.43 & 0.63 pb~' of integrated
luminosity, corresponding to 505,196 events.

The sample of the “High mass dimuon” is defined by the requirement of at
least two muon objects with an invariant mass belween 4.6 and 150 GeV/¢?, with
a P, above 1.4 GeV/e, The originatling vertex ol the two muons must be wilhin
30 ¢ of the nominal center of the deleclor in the z coordinate (|Z,.,| < 30 cm).
On an run hy run basis it was also checked that the muon systems invalved in
the analysis {(CMU and CMP) and the C1'C were fully operational, and cvents
from runs that were declared bad because of malfunctions in these detectors were
discarded (BADRUN flag [38]).

A hasic quality requirement for a muaon is that the corresponding CTC track is
ol good quality: al least two axial and two stereo CTC superlayers were required
10 have [ired in order 1o accepl the muon (N, > 2, N, > 2). The track was also
required to give a good three-dimensional fit. Loose cuts arc then applied on
the C'I'C-stub matching, in order to avoid improper or double links between the
track and the stub. Since the analysis is based on the relative efliciency of a CMTU
candidate muon to be detected in the CMI” only muons with 4 > 3.0 GeV/c and
with extrapolated track pointing within 5 cm of the horders of the CMP fiducial
volume are considered. A real muon that satisfies these requirements has > 99%

probability ol giving a stub in the CMP,

5.1.1 Muon quality cuts

We have mentioned in the introduclion that it 1s necessary Lo have such a set

of sclection cuts as to keep #' as small as possible. In section 5.2 we will sce in
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detail how keeping F' small results in less sensitivity of M on the error on ;.

In the [ollowing the cuts chosen to enhance the muon candidate guality are
discussed, their elliciency for real muons and their rejection power lor “lake”
muons {both PunchThrough [PT] and Decay-In-I'light [DIF]) are analysed using
a Monte Carlo. 1t is now appropriate to give a precise definition of these two

categorics of fake muons:

DIF we include in this category all cases in which an hadron {7 or A meson)

decays into a pi pair before reaching the calorimeter iron.

PT this category contains all cases in which the hadron gives a stub in the muon
chambers without decaying. It therefore includes bath the case where the
hadron simply does not inleract in the absorbing material {non-interacting
punch through) and the case where the hadron produces a shower in the
calorineter and a charged track [rom the shower leaks into the muon cham-

bers.

A single particle Monte Carlo was uscd to find the optimal cuts in order
to preserve prompt and non-prompt muons and reject as many as possible fake
muons from PT and DIF. Motivation, efficiency on real muons and rejection
power for fakes are studied for each cut using the simulation.

A control sample of “lrue” prompl muons was generaled Lo check the elliciency
of the cuts. Five other samples were generated: a sample of @ and a sample of
K DIF, a sample of pion, a sample of A~ and a sample of A P'I'. T'he particles
were generated with a £ spectrum parameterized on the £, spectrum of charged
particles measured at CDF [37].

[irst the stub qualily is studied, rrespective ol the malching track.

[n figure 3.1 the distributions of the number of T'DC and ADC hits in the
CMU chambers associated to the muon candidate by the pattern recognition are
shown. The cuts are indicated by arrows. Requiring at least three hits both in the
TDC and ADC rejects some PT (whose reconstructed stub may not include hits
on all of the [our wires because ol energy loss by interaction with the mnaterial, or
bad paltern recoguition due to nearby jetl activity) while being very ellicient lor
real muons., Nolice that al leasl two TDC hits are unplicitly required Lo deline
the stub’s transverse momentum.

The variable Nopps 1s defined for a CMU stub as the number of TDC hits
clustered around the stub, including the hits forming the stub itself. For a perfect
muon Lhe ideal value of Negprs is 4, while an hadron interacting in the calorimeter
and punching through it will generale a splash of hits (lig. 5.2). A real muon

mitting a delta ray or crossing two neig 'ing cells can give Nopig = 5, so as
emitting a delta ray or crossing two neighboring cells can give Mo :
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Figure 5.1: Nppe (top) and Naper (bottom) respectively for pion (dashes) and
kaon (dots) DIF (left). and pion (dashes), K~ (dots), and KT (dot-dash) Pl

(right) from a single particle Monte Carlo, compared to muon simulation (solid).
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muons from b decays inside a broad jet. Therefore accepting Nepps < 6 gives
a moderate rejection to punchthrough, while being highly efficient on the signal

[39].
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Figure 5.2: Ngypg respectively for pion (dashes) and kaon (dots) DME {left),

and pion (dashes), K~ (dots), and At (dot-dash) P'T (right) compared to muon

simulation (solid).

A cut on the impact parameter ol the malching CTC {rack is uselul Lo reject
cosmiic rays [aking a muon palr and has some ellect on DII" muons where a kink
can causce the track to be split in two by the reconstruction algorithm or to be
distorted, in both cascs simulating a large impact parameter. On the other side
muons from B meson decays are expected to have an average impact parameters
of a few hundred microns, and therefore one must use caution in cutting on this
quantity to avoid the risk of biasing the final mixing result. For these reasons we
choose a very conservative cul at |d| < .3 an (see [ig. 5.3), which still has a good
rejection power on cosinics (see section 6.1) and some on DIT', while preserving
cssentially all the B decays.

The matching between the CTC track and the CMU stub is of paramount
importance as a quality cut. Il allows lo reject both DII" and PT: for DII" tracks
the matching is worsened by the decay kink, even for decays outside the C'TC,
for which the track has heen reconstructed properly: for P tracks the effect
of interaction in the material will widen the matching distance distributions.
This is shown in fig. 5.4 for the two variables n(oy) and n(o.) defined as the
distance between the extrapolated C'TC track and the stub position in the CMU
respectively in {he transverse plane and in the z direction, divided by the sigma
ol the multiple scatlering angle distribution l[or a muon of that F. In the =

dircetion a fixed cut is made at 3o, unless in cases where this corresponds to
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Figure 5.3: hinpact parameter distributions for lelt: DII" pions (dashes) and
kaous (dols) compared to prompt g (solid); right: PT pions (dashes) and A
(dots) compared to prompt o (solid).

less than 8 cimn; this is to preserve the efficiency when non gaussian tails in the
multiple scaltering may be important. In the {ransverse plane the combined y*
[or the matching of the extrapolaled track and the CMU stub position and slope
is exploited for low muon momenta (lig. 5.5). Since the slope measurement has
non-gaussian fails at high momenta, the x? cuf is released for £, > 20 GeV/c,
and a transverse distance cut at 3¢ of multiple scattering (or 2 em, whichever is
larger) is applied instead (see fig. 5.4).

brom the discussion above we can classifv the applied cuts in three sets: “stub
quality” cuts, the impact parameter cut, and muon “matching cuts”. For these
three sets the effect on the various simulated samples is summarized in table 5.1
for DIF and 5.2 for PT. The values in each row of these tables are the fraction of
evenls remaining alter the cul in thal row and all those in preceding rows. T'rom
the [irsl table it 1s clear that the Impact parameter cut 1z mostly ellecltive on DIIT,
especially on kaon; the matlching cuts reject a [raction of the kaon DI, Ou the
other side the matching cuts and the stub quality cuts are mostly efficient on PT
as can be inferred from table 5.2.

Selection culs are summarized in table 5.3.

5.1.2 The J/v sample

Another sample derived [rom the same dimuon {rigger described in section 5.1

will he used in this analysis. T'he J /v sample is obtained by imposing the same
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Figure 5.4: The distances ol extrapolated CTC track to the COMU stub measured

in sigmas of the multiple scattering distribution in the transverse plane (N (o).
top) and the z direction {N{a,), bottom). Again on the left are distributions for

pion (dashed) and kaon (dotted} DIF compared to prompt muons (solid), and

on the right distributions for pion (dashed), £~

(dotted), and AT

{dot-dashed)

P'T. For the 2 coordinate arrows indicate the cut {(unless 2 < 8 em). For the a

coordinate arrows indicate 3o but the cut is only applied to muons with £ > 20

GeV/e.

H s Y -G | 7
cut CMU | CMD || CMT | CMP || CMU | CMDP
stub quality 0.99 | 0.99 0.99 | 0.99 0.99 | 0.99
impact paramaeter 0.91 | 0.93 0.87 | 0.81 0.99 | 0.99
matching cuts 088 | 093 | 054 ] 065]| 097] 0.98

Table 5.1: Cumulative efficiency of the three groups of cuts studied for Monte

Carlo DIF samples and for the prompt muon sample.
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Figure 5.5: y* for the consistence of the extrapolated track with the associated
stub position and slope in the transverse plane. On the left are distributions
for pion (dashed) and kaon (dotted) decay in flight, compared to prompt muons
(solid). On the right distributions for pion (dashed), K~ (dotted), and K (dot-
dashed) punch- through are again compared to prompt muons (solid histogram).
For muons with % below 20 GeV/e the cut is placed where indicated by the
AITOW

H cut | = & ] K*]
stub quality 0.64 || 0.58 || 0.61
impact paramcter || 0.64 || 0.58 || 0.61
matching cuts 0.31 ] 0.30 || 0.29

Table 5.2: The cumulative elliciency ol the three groups ol cuts studied on Monte
Clarlo PT samples. Ouly CMU numbers are reported since a very small [raction
of the P'I' can reach the CMP. As expected the impact parameter cut has no
cffect on P
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H Type ‘ Cuts ‘ Notes H
Event | Zur| < 30 cin (1)
CTC,CMU and CMP in running order
2 CMU objects

Track || < 3 mm

P> 3.0 GeV

NOTC! axial layers 22

NOTC stereo layers =2

CMP fidueial (2)
CMU stub | Nype = 3

Nanc 23

Nervs < 6

|0z < max(3a, 8eme)
v, slope) < 15 pe << 20 CGeV/e
|d| < max(3o, 2em) p: > 20 GeV/e

Table 5.3: List ol all cuts used Lo select the dimmuon sample. (1) The cul on the
evenl vertex position was built in the sample Lo ensure [ull SVX acceplance; (2)
The exirapolated track musl [all into the CMP liducial volume within 5 c;

requests on the event as listed in table 5.3, except for the 7, cut. It will be used
as a sample of “almost pure™ real muons on which the relative CMP efficiency
for real muons is determined. This sample includes all the J/+ candidate decays
to dimuons. In our analysis only a fraction of the full run la sample is used,
corresponding to 11.6 pb~t.

On the J /4 dimuon candidates, a dimuon invariant mass window cut (2.8 <
M, < 3.4) and the request that muons have opposite charge arc imposcd.

For what concerns the muon guality cuts {second and third part of table 5.3)
since we are inlerested on the relative CMP elliciency ol a single real muon we
will distinguish the two decay legs ol the J/¢ candidale into a muon leg, which
is only used to cstablish the J/v mass peak, and a test_leg which is our “almost
always rcal” muon. We sclect events where one of the muons passes the track
and stub cuts in table 5.3 (test leg). while the other {muon leg) is required to
pass the standard CDF Soft Lepton Tagging (SLT) selection ' [41]. This is done

1o have a sample of higher statistics while relaining maximuom purity; il has

!The Soft Lepton Tagging (SLT) selection is used lo tag solt leptons [rom & decays in lop
candicdate events; the main difference tfrom our selection 18 that non CMDP-fiducial muons arc
alsa accepted on the hasis of tighter quality cuts
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been seen in Chapter 3 that the CMU-CMD coverage is about 53% of the region
|| < 0.6, while the SLT covers about 90% of || < 0.6. The two muon tracks
are then vertex-constrained. The test_leg candidate muons are thus an almost
pure sample of real CMU muouns, whose [ake background can easily be estimated

using & (it to the J/¢ mvariant mass peak.

5.1.3 The R? —%u” 7 sample

Within the main dimuon “high mass™ sample, we scleet a sample of pure fake
single muon candidates by reconstructing K7 decays into two pions where one of
the decay legs has been identified as a muon.

[Mirst single muon candidates are selecled passing all the culs described in
table 5.3 excepl the impact parameter cutl (test leg). Each muon candidate is
then paired with all the tracks with P above 0.4 GeV, and impact parameter
in excess of 0.1 em (pion_leg); a vertex-constrained fit is subscquently performad
hetween the two. The pair is accepted if the vertex constrained fit suceceeds and
if the reconstructed secondary vertex has a projected distance from the beam
position larger than 5 cm and smaller than 25 cm. The 5 cm lower cut reduces
the combinalorial background, whereas the upper 25 cm cut is meant 1o reject
pion decay-in-flight within the CTC, and will be discussed later on,

The selection cuts and reconstruction procedure for the Y selection are sum-

marized in table 5.4.

TEST LEG
As in table 5.3 except for the i.p. cut
PION LEG
P> A GeV
|d| > 0.1 cm
SECONDARY VERTEX

S<d Po< 25 e

Table 5.4: The K, selection.

When the invariant mass of the “y”-track pair is selected in a window around
the I, mass, the “p” legs of the candidate A, provide a sample enriched in [ake
muon. [urthermore the [raction of real and [ake muons in this sample can be

cstimated by fitting the K, mass peak.
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5.1.4 Study of selection cuts on real data

The digtributions examined in § 5.1.1 on single particle Monte Carlo samples can
be studied on real data. To this purpose the J/i¢) and K, test legs, which are
somewhat representatives of the real and fake muon categories, will be used.

In figure 5.6 the distributions for the number of TDC and ADC hits, and the

nuinber of CMU clusters are compared [or the two samples.

I & NTDC 1 £ NADC
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I dashed = K, | | dashed = K,
-1 S
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Figure 5.6: Top: The distribution of the number of CMU TDC (left) and ADC
(right) hits for K test leg candidate muons {dashed) which are fake-enriched,
compared to that for J/i test leg candidate muons (solid). which are true-muon-
enriched. Bottom: The distribution of the number of CMU clusters for A
test_leg’s (dashed) compared to that for J/¢ test leg’s (solid).

In figure 5.7 the distributions of N(e,), N(c.,) are examined and [inally in [(ig.
5.8 the v* distribution for the position/slope matching in the transverse plane is
examined.



64 Real muon pairs in CDF dimuon data

] —1
10 b N(a,) 10 B N{a,)
C salid = J/psi - solid = J/psi
dashed = K, B dashed = K,
=] -2
10 E 10 &
I ‘ L1 i i ;\} \H\: I |\p| \il::-r El_lli |H‘ |: \:ll_\l |i:\“ |i
0 1 2 & 4 0 2.5 5 fis) 10

Figure 5.7: The distribution of the distance between the extrapolated CTC track
and the CMU stub measured in o’s of multiple scattering in the transverse plane
(left) and the z direction (right). The solid histograms are for J/v test legs, the
dashed ones for A test legs.

2
X (p.s.)
solid = J/psl
dashed = K,

iy,

E Y G
0 5 10 15 20 25 30

Figure 5.8: The distribution of the x? for matching the position and slope of
the extrapolated C1'C track and the CMU stub. The solid histogram is for J /4
test_legs, the dashed one for K/ test_legs
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We observe differences between the J/i distributions and the K ones which
This

had to be expected, since the J/¢ muons are enriched in real muons, while the

are similar to those hetween real and fake muons from the Monte Carlo.

K?Y ones are enriched in fake muons.

Finally the J/¢ and K, samples are exploited to check the elliciency and
rejection power of our sclection cuts. To this purpose the cuts are applied one
group at a time to the test_leg of J/¢ and K, candidates; after cach cut the
pertinent invariant mass distribution ig it and the number of signal events is
extracted by subtracting the background. The tables 5.3, 5.6 summarize the

effect of the various cuts on the test legs.

Nole that the impacl parametler cul cannot be tested on the i, sample since

a minitmum impact paramneter is required in the selection (see above).

H‘ J /1 test leg + m J /v test leg - H

cut CMU CMDP || CMU | CMDP

Nonpe 0.99 0.99 0.99 0.99
Napce 0.98 0.98 0.98 0.98
Neres 0.95 0.95 0.95 0.96
lmnpact paraieter (.94 (.95 (.95 (.95
malching cuts (185 (1,89 (1,89 (.90

Table 3.5: Cumulative cut efficiencies studied on real muons from J/« test leg.

B | Eowe ]

cut CMU CMP CMU CMP
NTD (0,99 £ 0.06 | 1.00 = 0.09 || 0.93 £ 0.06 | 0.99 = 0.09
NapC 0.954+0.06 | 0.98+0.09 || 0.93 + 0.06 | 0.96 + 0.09
NeoLus 0.79 £0.05 | 0.88 £0.08 || 0.834 £ 0.05 | 0.92 £ 0.08
matching cuts | 0.61 +0.04 | 0.78 £ 0.08 || 0.70 + 0.08 | 0.80 + 0.08

Table 5.6: Cumulative cut efficiencies studied on fake muons from K2 — “u”r.
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5.2 Technique to evaluate the number of real
muon pairs

We have previously introduced a technique to evaluate the number of real CMU
single muons involving the relative efficiency of real and fake muons seen in the
CMU to give a CMD” stub. Before discussing this technique in detail, in order
to extend it to the more caomplex case of events with muon pair candidates, we
try to get a rough estimate of the probability [or a hadrou to give a CMU or a
CMP stub. This will be used to justily various assumplions in the subsequent
discussion.

With a very crude approximation we compute the probability for a given
hadron to reach the CMU chambers when exiting the interaction region al § =
90°, neglecting the ellect of jonization losses and the trajectory strageling due to
multiple scattering. To this purpose the number ol interaction lengths traversed
in the material is computed as a funetion of the initial energy of the particle,
using measurements and extrapolations from higher encrgies of the hadron-Fe and
hadron-nucleon cross sections [40]. and an average composition of the calorimeter
material. Hadrons that decay in flight to pw prior to reach the calorimeter (DIF),
and hadrons traversing a length in the malerial and then decaying to pir are also
considered in this compulation., The tolal [ake probabilily as [unctions of F; is
shown in [ig. 5.9a [or pions and kaous separately. In [ig. 5.9b the probability
of noninteracting punchthrough is shown scparately for K+, K~ and 77 as a
function of the particle . These plots are obtained assuming that no muon
track is lost due to bad track reconstruction or poor matching of the track with
the stub. Because of all the approximations made, the plots are overestimates of
the true probahilities of these particles being identified as muons.

From fig. 5.9a and 5.9b we learn that:

1. the DF and PT will contribute a relevant fraction of the low-#, muons,

since the overall fake probability is of order few percent;
2. a non-negligible fraction of the CMU fake muons are PT;

3. Kt fakes have the highest contribution from PT. while K~ and #% has a
much smaller contribution (this is due to the much smaller interaction cross
seclion lor A with respect to K~ or pions, which in {urn is due o the K

quark composition K = su).

We then proceed (o explore the possibility thal hadrons give a signal in the

CMP chambers. To obtain the overall probability of a hadron to hit the CMP
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Figure 5.9: a) The overall probability lor a hadron to reach the CMU as a [unction
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Non-interacting punchthrough probability to CMP as a function of £,.
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either as 'T or DIF, the CMP is schematized as a 60 cim iron plate and a system
of chambers at 5 m from the interaction point (strictly true only at # = 907), and
resulting probabilities are shown in fig. 5.9c for the overall fake probability and
5.9d for the PT probability.

The PT probhability in the CMP (fig. 5.9d) is reduced by more than one order
of magnitude with respeet to the CMU (fig. 5.9b), so that it is reasonable to expect
T to be negligible at the CMI* level. Therefore the category of fake muons as
a whole is expected to have a lower average relative CMP/CMU efficiency with
respect to real muons [rom any “prompl” source®, which should be nearly 100
Y% ellicient, ITowever il is clear thal the value of this elliciency is dillerent lor
dillerent hadrons. Iu real life neither real muons nor DI [akes will have 100
Yo CMP relative efficiency. In gencral it is expected that the DIF efficiency be
slightly less than that for real muons because of the offeet of the decay kink. The
bottom line is that the CMDI is able to distinguish real muons from fakes because
of their different relative efficiencies, and that each hadron species has a relative
efficiency smaller than real muons.

The other relevant conclusion is that, because of the smaller interaction cross-
scction of AT, we must expect a larger amount of positively charged candidate
muons in the CMU which are actually kaon punchthrough, and since they have a
different probability than A~ to reach the CMD, we will have to handle positive
and negative fakes separately.

Although in high energy pp collisions a [air amount ol protons and auli-protons
is also produced, only pions and kaons have heen discussed as sources of P and
DIE. This is hecause the kaons and pions constitute indeed the bulk of the fake

muons. This statement will be discussed and justified later on (§ 5.5.3).

5.2.1 Single muon equations

We first consider the case of gingle muons, already discussed in the introduction
to this chapter.

Because of the different fake probability for K7 and A, il is expected, in
general, that the fake CMP relative elliciency be dillerent [or positive and negative
charges, therefore the set of equations (5.1, 5.2 and 5.3) will be extended, using
the same notation. For cach sign the total number of events (NF) is the sum of
the number of cvents where the muon is fake (#¥), plus the number of cvents
where the muon is true (M*). Let then ¢, be the relative probability of a true

CMU muon to reach the CMP (this is irrespective of the electric charge), tjf and

o A ] i -
“Here prompt indicates truly prompt sources such as Drell-Yan, T and 2%, as long as short
lived particles such as h hadrons
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¢; those for positively and negatively charged fakes, respectively. The numbers
of events in the CMP (NF) are given by:

Np = e, MT + ti}rFJr

[
N7 = e, M~ + I o)

whereas, as stated above:

Nf=M*t+T+
Ny =M +T1"

Let us assume that €, has been measured (it is relatively easy to measure it from
data); then if Mt = M~ is assumed, as is natural, there are four equations and
five unknowns, M*™ = M~ = M, Ft, F~, Ejf, ¢;. 'The set of equations can be
solved [or M with respect to ¢, ¢, N, and Np:
NS _ i NS
g FERN T RAND
M =——
G Gp
F~ and £7T can then be obtained by subtraction. T'herefore we do not need to
measiire c‘}r in order to calculate Af: tjr itself can instead be obtained from the
equations themselves as a function of ¢, €,, N7. Ng, N, and NJ -
ATt N — (AT Af—
.L\P__:\P_f‘_f(.’\b'_j“_[ )

¢t = - = (h.6)
/ NY — M- :

To solve Lthe system we need ¢, # 6?. The type ol [ake muons is not relevant,
as long as a common (average) relative elliciency ef can be delined, and the
relative elliciency [or each type of [ake is appreciably dillerent [rom the one [or
true muons (otherwise that type of fakes is completely indistinguishable from real
muons).

This techunique involves the problem of determining ¢, and ;. It is possible
to obtain €, from a J /4 sample, studying the relative efliciency of a fiducial decay
leg. The determination of ¢; can be more critical. It is in fact the weighted aver-
age of the relative (!MP elliciency over several species: PT and DII" respectively
from 77 and 7. These can and will have very different values, as one can infer
from fig. 5.9: therefore, using a sample with c.g. only pion fakes, or with a dif-
ferent proportion of DIEF and P11 to measure ¢, will give an experimental value
which is ditferent from the "true” one for the fake composition in our sample.

The stabilily of the above equalions under a mismeasurement ol ¢, can be
studied as [ollows. Consider an hypothetical experiment in which the number of

fake muons at the CMU is # (the charge superscript is omitted everywhere for
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simplicity); then we define f = F/Np, so that M = Np(1 — f) is the number
of real muons. From these we obtain the total number of muon candidates we

expect in the CMD as
Np = [\’rgi;(-l — f)(’,Ju + [\’ruf(, 7

If the expression in (3.5) is used to obtain the true fraction, then the fractional

difference from M, Am = M{e;)/M — 1 can be obtained. It is given by:

M- M S e f
A = | - | — (Cff.f —.
Y (e — ) (1— J)

¥ i
g ¢
-1

el

which corresponds to the error on the experimental measurement of M, for a
given fake fraction f, due to a fractional uncertainty &, on the measurement of
€5

We expecl the relative elliciency lor real muons to be quite close to [; a
rcasonable guess is that ¢, is also close to 1 (although it must be lower than for

rcal muons); on the other side ¢, must be close to 0 (see fig. 5.9). We will sce
later on that DIF and PT are about the same amount at the CMU level, so that
for = 0.5; then since

€y = Cop frm + il | o— _fP'T‘)

is the expected fake efficiency, we can assume ¢ = 0.5, Using these numerical
values, the fractional error on M as a function of the fake fraction f in the CMU
has been plotted in figure 3.10. for various values of §,. It can be seen that if
f is large, a deviation up to 100% from the true M is induced by just a 10%
uncertainly ou the measured ey, It 1s then clear that a CMTU sample as pure as
possible 1s needed in order Lo minimize the ellecl of the experimental error on

the determination of ;.

5.2.2 Dimuon equations

The procedure described previously to determine M can be extended straight-
forwardly to the case of avents with a muon pair candidate, with only a little
more algebra. The definitions of CMU and CMP muon introduced above are
retained. We then define three categories of pairs: CMU-CMU, CMU.not.CMP-
CMI, and CMP-CMDP. The CMU.not.CMP-CMD category is the class with a
CMP candidate (which is also a CMU candidate) and a CMU.not.CMI* candi-
date, l.e., a CMU muon candidate withoul a corresponding CMP stub, This will
be a subset of CMU-CMTU, but will be disjoint [rom CMP-CMP, as shown in [ig.

5.11. In the following the shorthands UU, UP, and PP will be used to indicate
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Figure 5.10: Fractional error on the experimental determination of the number
of real muon pairs as a function of the fake CMU fraction for various values of
the fractional error on e.
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Figure 5.11: Venn diagram showing the relation between the UU, UP and PP
sets of muon candidate pairs

CMU-CMU, CMU.not.CMP-CMP, and CMP-CMP. A further subdivision will
distinguish negative like-charge pairs (——), positive like-charge pairs (++), and
opposite charge pairs (+—).

We first write the expression for the total number of —— pairs in the UU
category:

N{ij =M+ F T+ F; " (5.8)

Where M~7 is the number of true negative muon pairs, F; ~ the number of
fake-true pairs and F;, ~ the number of fake-fake pairs; this notation will be
used also for the other charge combinations. The populations of the other two

categories are then written using single particle relative probabilities introduced

in the previous section and the unknown fractions M~7, F"~ and £} ~:
Nﬁf, = 26M(1 — GM)M + {e. (1 — cf) + cf( €)™ (5.9)
Npp = M~ " e FI™ + 21y (5.10)

For the ++ combinations an analogous set of equations can be written:

NGG = M7 4+9FT +97 1 (5.11)

Nib = 26,1 — )M ™™ + {1 = E) + (1 — ) F7™ (5.12)
+ ¢ (1—€f) 2F -

Nf;f) = M + ey T e ET (5.13)
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where 1t has been kept into account that the number of true LS muon pairs M

1z expected to be independent of the charge of the pair
Mt = M~

and

is intraduced to make the relation between #7777, F77 explicit (FFF 47 in-
dicating real-fake opposite charge pairs with positive fake and negative fake,
respectively). Once we know ¢, then the set of equations (5.8, 5.9, 5.10) can be
solved completely with respect to ¢, To obtain tjf [rom the set of equalious
(5.11, 5.12, 5.13) a quadralic equation is solved, and therelore we obtain two so-
lutions: the lirst increases with increasing ¢ whereas the second decreases. We
take the incrcasing one sinee it is physically sensible that the relative efficiencies
for positively and negatively charged particles increase and deercase concurrently.

An independent set of equations holds for the OS category:

Nfg = M©+F+F (5.14)
\I+Tf’ = 2¢,(1 —c )M* 4+ {at]c(1 — (',',') + c}'(’l — ] (5.15)
+ o el — ;) + Ef(l - E.L»)]}FfL_
+ {ef(l—e ) +e; (L= P
Ngf, = eiﬂf"'_ + {a‘"e,,‘tj{ + cr“e,m}}ﬁﬁ“ + t}'t}Fé"_ (5.16)

where c‘}r is obtained from the L5 equations. ¢, is the same as above, and:

- v - _
L+~

ol = e
L+~
arc introduced to simplify the notation. Again the sct of cquations is solved with

respect fo ¢

Using this technique the number of true pairs can be extracted, provided
that the munber of pairs (N's) in the various sign-type combinations, and the
two relative elliciencies [or true and [ake negatively-charged muons have been

measured independently.

5.3 Determination of the N’s

In our sample of “high mass™ dimuons, alter the cuts discussed in § 5.1.1 are

applied, pairs are sclected in an invariant mass window 5 < M, < 30. The lower
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cut is applied to reject same-side sequential B decays, whereas the upper cut
rejects 7 decays, and it only eliminates few events. Both same side sequentials
and 7 decays only give opposite charge dimuons, but the invariant mass cuts
are applied regardless ol the charges, in order to preserve equal acceptance to
opposite sign (O5) and like sign (LS) muons. The muon pair candidales in the
nine categorics defined by charge combinations and the presence or absenee of a
CMP stub are counted. The number of candidates in cach category is shown in
table 5.7.

+—] ++] —-
CMU-CMU S186 | 3080 | 2329
CMU.not CMP-CMP || 2327 | 1285 | 860
CMP-CMP 5255 | 1377 | 1236

Table 5.7: Composition of the dimuon sample.

The distributions of the invariant mass ol the pair, [or each of the nine cate-
gorics, arc shown in fig. 5.12 after the invariant mass cuts have heen applied. The
T peak around M, = 10 GeV is clearly visible in the UL and PP opposite sign
distributions. The peak does not appear in the UI* subsample. indicating that a
true muon pair (at least one from T decay) will most likely be a PP, because a
real muon passing the cuts has a low probability not to reach the CMD; so the
class UP (= CMU.not.CMP-CMP) contains mostly [ake-{rue pairs.

The distribution ol the transverse momentumn for all the muon candidates in
the sample is shown in fig. 5.13. This will be referenced later on, when dealing

with the determination of .

Events with more than one muon pair

In a lew cases we are presented with the problem thal more than one pair in the
cvent satisfies our cuts, for example muon 1,2,3 pass the single muon selection and
My o, My 3 are both within the allowed invariant mass intervals. In this case the
most conservative choice would he to discard the whole event from the analysis.
We choase to keep all pairs in these events and include the double counts in the
computation of background. Out of a total of 53856 events examined 14564 have
one or wore palrs entering the distributions. 14486 have one pair, only 70 have
two pairs, and 8 have three pairs. This accounts for the sum or the [irst row in
table 3.7.
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Figure 5.12: Invariant mass distribution of the muon pairs in the nine categories

described in the text.
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Figure 5.13: Transverse momentum distribution (in arbitrary units) of all the
muon candidates passing the cuts. Indicated is the nunber of events in the
sample containing at least a candidate CMU muon passing the single muon cuts.
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T mass window cut

In fig. 5.1 the invariant mass distribution for the 3 05 catcgorics is enlarged

around the T peaks; the peaks are clearly visible even for higher lving states,
To get rid of the T decays we cut away a mass window between 9 GeV, more

than 4 sigma below the T(15) peak, and 10.8 CeV, well above the T(35) invariant

mass of 10.36 GeV. Aller culting the T window we are le[t wilh a sample whose
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Figure 3.14: Invariant mass distribution of O% muon pairs. Arrows indicate the
invariant mass window cut. I'he cut is applicd to LS pairs as well for acceptance
consistency.

population is described in table 5.8.

The difference between the second and third columns in table 5.8 indicates
the presence of a large number of fake muon pairs from residual background. The
different punchthrough probability for AT and A7, is in fact the main responsible
tor this charge imbalance. We see an the other side that the UI” category is the
one with the highest [ractional diflerence (remember that TP indicates thal oue
muon 1s CMU.nol.CMP, which is very unlikely for a real CMP [iducial muon,

but quite likely for a fake), whercas this fractional difference is small for PP,
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=] ++] ——
CMU-CMU 6278 | 2616 | 1962
CMU.not. CMP-CMP || 1948 | 1091 | 731
CMP-CMP 3810 | 1153 | 1024

Tahle 5.8: Composition of the dimuon sample after the T cut.

indicating thal the CMP takes care quite well at least of the punchihrough. The
residual imbalance 1s due to the small [raction of punchihrough surviving the
CMP iron.

In § 5.6 the numbers of table 5.8 will be used to obtain the M’s from the

dimuon equations.

5.4 Determination of ¢,

To cstimate ¢, we use muons from the J/¥ s test_legs. In the J/4 sample the
invariant mass is formed separately for positive and negative test_leg J /4 ’s; a
separate distribution is made for the subelass of events where the test leg has a
CMDP stub. By definition ¢, is the ratio of the number of J/ 's with test leg in
the CMT* over the total number of J/+ ’s. The background subtraction is made
using two methods: on the basis ol a [il to the Invariant mass distribution using
a gaussian plus a second degree polynomial background, and, independently,
by subtracting from the peak the average of the two sidebands. The number
of good J/y 's is taken as the integral of a 3¢ interval of the mass histogram
around the fitted mass, after background subtraction. Fig. 5.15 shows the mass
distribution for CMU+, CMU—, CMP+ and CMDP— test legs. The signal band
is between the two straight sclid lines, while the sidebands are taken in the
regions belween the dotted lines and the histogram limits. The integral of the
sidebands is normalized to the ratio of the intervals belore being subtracted [rom
the integral under the peak. The signal and background integrals in the regions
indicated are summarized in table 53.9. All the signal relative efficiencies, obtained
with the two methods and for different i charge, agree within errors. We also
calculate the relative efficiencies for the test legs in background events under the
Jivr peak, €,; these are obtained as the ratio of the integral of the background
under the signal peak CMP and thal under the signal peak CMIU ([it), or as
the ralio of the number of events in the sidebands of the CMP spectrum Lo the

number of events in the sidebands of the CMU spectrum. These, as expected,
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Figure 5.15: Invarianl mass distribulions ol J/¢ ’s with positive (right) and
negative (lelt) test leg. The case where test leg has also a stub in the CMP is
shown separately (botlom).

I | CMU+ | CMU-| CMP+ | CMP— |
signal + Bkg 9092 9203 8356 8511
Background Fit 541 355 651 693
Background Sidebands 817 820 637 664
Signal - Fit 8251495 | 8318496 7705191 78181492
Signal - Sidebands 8275195 | 8383196 771991 784792
e, o-I'il 0.93340.0153 | 0.937+0.0154
e, 5-5B 0.93340.0154 | 0.9360.0153
erng ([iL) 0.77 0.81
eriy (SB) 0.78 0.81

Table 5.9: Summary of J/« events with various sign-type combinations of the
test_leg, and resulting values for €,
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are lower than €,. Putting all together, and averaging over the two charges, we
obtain €, = 0.935 £ 0.011 from the fit, and ¢, = 0.934 £ 0.011 from the sideband
subtraction. We take the value ¢, = 0.935 £ 0.011.

Solutions of the dimuon equations as functions of ¢,

The numbers iu table 5.8, corresponding to the Nppr's, Npyp's and Npp's in the
equations, are now lnserled into the analyvtical solutions ol the equations themm-
sclves, along with the estimate for ¢,. The curves for the dependence of the
various [ractions on ¢y are shown in fig. 5.16, where the uncertainty on the solu-
tion due to statistical Huctuations of the A’s, and the measurement uncertainty
on €, is also shown.

To keep nlo account the correlations in the luctuations ol the various num-
bers ol events, the error on the curves is obtained as [ollows: the tolal numbers,
Ny's, are extracted using a poissonian distribution with mean equal to the mea-
sured number of UL pairs; for cach sign combination, from the generated Ny

the sum Nyp + Npp is extracted using a binomial with success probability equal

to the measured ratio W, Npp is then extracted using a binomial with suc-
cess probability equal to the measured ratio %; finally Nyp is obtained by

subtraction. ¢, is ndependently exiracted [rom a normal distribution with mean
given by the experimental value and o given by ils error. Tor any given value of
¢ the extraction is repeated many times to obtain a distribution of solutions for
the M’s and F7s.

The 1o variation of the solutions is indicated by the bands in fig. 5.16.

The darkest band in each of the {hree plots describes the behaviour ol the
fake-real fractions F£7: it crosses the z-axis for some value of ¢;. Of course a
negative fraction of fake-real pairs has no physical meaning, therefore the value
at which £; = 0, which is only known up to the error band in figure, is an upper
limit on the values e¢ can take up. This will be used later on when estimating

the true muon fractions.

5.5 Determination of €r

As discussed in scction 3.2, the value of ¢ is different for any given di-muon
candidate sample, as it depends on the relative amount of fake muons from pions
and kaons, and on whether this hadrons made it to the CMU via punchthrough
or decay in flight.

Therelore the task ol measuring directly e, [or our sample, whose background

composition is unknown, is not a straightforward one. One possibility would
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Figure 5.16: Solution of the dimuon equations as a [unction ol ey, The hatched
bands show the lo variation due lo the statistical [luctuations in the measured
nuinber ol dimuon candidales in CMU and CMP and to the experimenial uncer-
tainty on ¢,.
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be to make extensive use of Monte Carlo simulation to estumate the relative
CMPD efficiency for all categories of fakes, and combine it with an estimate of the
m/ K ratio in our sample. This looks quite unattractive, as the absolute value of
elliciencies depends critically on having the exact amount and kind ol material
modeled in the simulation, and 7/ K ratio as a lunction of p; is a rather poorly
known quantity[33]. We wil rather try to use the data themselves to measure
cfficiencies, and will use Monte Carlo simulation only as far as efficiency ratios
are coneerned.

On the other hand, we do not need a precise value for ¢;. As can be seen
£
and there is already an upper limit ¢, < 0.63 [rorn the requirement that all muon

from figure 5.16 the dependence of the true muon fractions on €, is rather weak,

[ractions (lrue and [akes) must be positive (see the previous section).

[t is thercfore apparent that if a lower bound o ¢ can be found, close enough
to the upper limit, we can still solve the dimuon equations with a reasonably small
uncertainty.

We will follow this strategy in two steps. First we show that in our sample the
value for €7 for plons (€} ) is smaller than for kaons (tif}'_'), therefore. although
we do nol know the relative amount of K and 7 in our sample, we can use ¢ as
our lower limit. After this, we will show how a lower limit for €7 can be obtained
from our data using the decay K? — 777 . Finally, we discuss the anliprolon

using the decay ¢ — KT K™,

contribution to ¢; and present a cross-check on (Ff"i

5.5.1 ¢} vs. e?u

(Given a sample of 7 or K mesons, the corresponding ;s can be wrilien as:

- I P o .
<t = <prrfpre tpr (L — forp) (3.17)
€ = €t T epr(l— fh) (3.18)

where CI]i)iF is the relative elliciency [or being reconstructed in the CMP [or a
K-meson which made it to the CMU via Decay [n Flight, and ({—_‘)r__r is the samefor a
K-meson which made it to the CMU via Punch Through; the relative fractions of
the two kinds of A-mesons in the CMU are fprr and fpr = 1— fprr. Analogous
notations are used for m-mesons. It should be noted that distinguishing hetween
elliciency [or positive and negative mesons ol the same kind 1s only relevant [or
whal concerns the punch through probability of kaous, therelore we simplilied
the notation by dropping the sign wherever irrelevanl.

We now make the statement:

K ™ ;-
tpir = tpir (.

1
K~ ™ ES
Cpp 2 Cpr (5.20)
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The first equation 1s motivated by the following consideration: once a meson
has decayed before the CMU, thus producing a muon whose CMT stub matches
the CTC track, this muon will most of the times traverse the absorber in front of
the CMP and give a stub in the CMP as well. Since our requirements on CMP
matching is very loose, we do nol expect a signilicanl drop in elliciency [or kaons
duc to their wider opening angle in the decay. This is confirmed by a Monte
Carlo simulation of the detector for single pion or kaon fracks generated in our

kinematical range. The results of such simulation are shown in table 5.10.

b T K
3 GeV/e | 0.71 +£0.04 | 0.72 +0.08
6 GeV/e | 0.92 4 0.04 | 0.89 £+ 0.07
9 GeV/c | 0.92 £0.04 | 0.91 £0.07

Table 5.10: ¢ypo [rom single particle Monte Carlo samnples generated at dilferent

i

The second equation is a straightforward consequence of the fact that the
interaction length in iron is almost the same for negative charged kaons and
pions (§ 5.2), and cau again be checked using a Monte Carlo siruulation ol the
detector, Siuce the punchihrough probability is very small, the Monte Carlo
with full detector simulation is very incfticient. Therefore only a small statistics
was obtained, showing that all the three relative officiencics for 7% K+ and K-
punchthrough are very close and less then 10 %. The absolute probabilities to
the CMU are of the same order.

The above arguments allow us (o drop the meson kind [rom the relative elli-
clency symbol and write:

- - k-
cf = o fpp + ol — o) (3.

it
]
—

-~

¢ =~ eprrfprt+ertil — D) (3.

(@1
[t
]

Ouce we notice thal eprp >> epr (see section 5.2), it is clear thatl the condition
for ¢ < C_?’i is firp < fh;p. i.c. we have to prove that in our data sample the
relative fraction of pions that reach the CMU thanks to decay in flight is lesser
than for kaons.

We already saw that the punch through probability is about the same [or
and KA. As [ar as decay iu [light are concerned, there are two main dillerences

hetween kaons and pions, that push in opposite dircetions:
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L,

i

The kaon mean life is 2.1 times shorter then the pion one (e ~ 3.7m vs.
e ~ 7.8m), also for the same p; the boost of the pion is about 3.5 times
bigger than the kaon (m, ~ 140 MeV, mp ~ 494 MeV); these combine to
make the probability for a kaon to decay in any given volume ~ 7.4 larger

than for a plomn.

When mesons decay inlo a grs pair, the dillerent rest mass [or the pion and
kaon causes the opening angle of decay pair in the laboratory [rame to be
wider in the /' — pr case. As a consequence the angle between the muon
track and the meson track (kink) is larger for kaons. In spite of the larger
pion boost, the maximum kink turns out to be 10 mrad for pions, and 70
mrad for kaons of I of 3 GeV/c?. A large kink, implies a chance that the

muon be discarded by the analysis cuts, for one of the following reasons:

o if the kink is in the middle of the CTC volume, the two pieces of the
irack belore and alter the kink may match so badly that no track is

[ound by the pattern reconstruction algorithm

o if the kink is close to the interaction point, the reconstructed CTC
track will not point to the vertex, thus failing the unpact parameter

cut d < 3 mm

e if the kink is close to the calorimeter, the meson track will he correctly
reconstructed and aceepted, hut the CMU stub will be outside the
matching window. T'his last possibility i1s much more important for
kaon decay, since the typical pion kink is about the same as the average

multiple scattering angle for muons in the calorimeter iron

this implies that it is comparatively more ditficult for a kaon to make a

CMU muon via decay in flight.

We need a Monte Carlo siinulation to decide whether the combined eflect of

and 2. above results in ¢prp Lo be larger [or pions or muons. In this case

a Monte Clarlo method is rather reliable, since only kinemalic is involved. The

results of such a Monte Carlo study are shown in table 5.11, from which we can

conclude that it is casicr for kaons to reach the CMU via decay in flight than it

is for pions, thevefore f7,, < f1,,.

5.5.2 €} vs. ef from K! — n'x

Due to the uncertainties in the hadron-Te and hadron-nucleon cross seclions

at low encergy, and to the difficulty of precisely modeling the CDF calorimeter
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e 3 GeV/e 6 GeV/c 9 GeV/c

7 | 0.1534+£0.005 % | 0.124 £ 0.001 % | 0.085 £+ 0.002 %

K| 0252 £0.019 % | 0.223 £ 0.013 % | 0.180 4+ 0.005 %
Kim| 165+0.14 % 180 £0.12 % 2.10 £ 0.08 %

Table 5.11: DIF probahility for various particles at various £, values

composition, we decided not to rely on Monte Carlo simulation for what concerns
the punch through probabilities. Therefore we will extract €} from the data. To
this goal, one needs a sample of pure pions in our p; range. Such a sample can
be obtained by selecting track pairs originaling [rom the K'Y — 777~ decay. We
will call e?’“_”" the relative CMP elliciency lor these pions.

These pions do not constitute a fully unbiased pion sample, but we can show

that they provide nevertheless a lower hound for ¢}

e KV typically decay a lew cm away [rom the interaction verlex, therelore
these plons have a slightly reduced voluine where to decay. This ellect
make the decay in flight fraction in this sample a little smaller than in the

inclusive pion sample.

e the pions that decay with wider angles, may, due the track kink, produce
slightly mismeasured tracks that do not reconstruet the correct invariant
mass. Therefore some R will fall outside the invariant mass window used
to select this sample and get lost. Again this reduces the fraction of decay

in [light.

Since hoth effects reduce the decay in Hlight fraction in the sample, pions selected
in this way have a smaller fprr in the CMU, and therefore their relative efliciency

to reach the CMD will be reduced, since epy is quite small and eprr is ~ 90%.

K ™
As a consequence eJ}‘S% < €.
In order Lo measure ¢ 77 we use the AY sample described in § 5.1
i s 2

Again the sample is divided into two subsamples depending on the charge
of the muon candidate (test_leg). For cach charge sign, given N events from
the sample, we then count the number of signal K, events where the “muon”
gave a. CMI hit, Np. and obtain the relative efficiency as the ratio Np/N. In
figure 5.17 the invariant mass distributions for the negative-muon-leg A, are
shown in CMU and CMP respectively. As a check the distributions for a positive
“muon” leg are also shown in [ig. 5.18, We [it these distributions with a gaussian

plus a scecond degree polynomial background function to obtain the background
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subtracted numbers entering in the ratios above. We summarize in table 5.12

Events/.005 GeV

CMP +

0.5 0.55 0.6 0.65 0.7

M, (GeV)

Figure 5.17: Invariant mass distributions of K, with negative muon leg {upper).
Invariant mass distribution as above when the muon leg has a CMP stub {bot-
tam).

the numbers of reconstructed K, along with the resulting values of <7, ¢f. The
value of ey, 1s computed as a cross check (e, 1s the relative CMD efficiency
for muon candidates in the backeround of the K, peak, see § 5.4). Since we
are dealing with pion lakes no sign dependence is expected [or the CMP relative
efliciency. On the other side the background to the K, peak is enriched in true
muons with respect to the background plus peak, and therelore e, 1s expected
to be larger than 7.

Finally, the % dependence of ¢; is studied by dividing the A? sample into
slices of "muon” I%. For each slice the invariant mass distribution is obtained.
and a [it Lo a gaussian plus polynomial backgronnd is perlormed, giving e; as
the ratio Neyip/Noyu- In lig. 519 the values of €7 and f are plot versus
the “muon™ F,. No significant dependence is obscerved in the relevant £, range,

so that we are justified in using a single lower limit for ¢, irrespective of the
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Figure 5.18: Invariant mass distributions of {; with positive muon leg {upper).

Invariant mass distribution as above when the muon leg has a CMP stub {bot-

tom).

I | CMU+ | CMU-| CMP+| CMP— |
Signal + Bke 2110 2094 1260 1318
Background It 1215 1094 738 752
Background Sidebands 1239 1128 745 750
Signal - Fit 895446 | 100046 522435 56636
Signal - Sidebands 871446 | 967L£46 515135 369136
cr S-Fit 0.5840.05 | 0.57+0.01
c; S-5B8 0.5940.05 | 0.594+0.05
oy (1) 0.61 0.69
oy (SB) 0.60 0.66

Table 5.12:
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transverse momentun.
In conclusion, from averaging over positive and negative plons, we obtain
e’ff\ ST — 0,58 £ 0.03; this value will be used as a lower limit on ¢; and indicated

"_ _ ¢
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Figure 5.19: €, (top), and tj: (bottom) from K as a function of the “u” ;.

5.5.3 Effect of protons and anti-protons

Until now we have discussed the fake content of the dimuon sample as if only kaons
and pions were produced in the interactions. Instead a substantial fraction of the
hadrons originating from pp collisions is constituted of protons and anti-protons,
either produced directly or [rom the decay of heavier baryous (e.g. A — pr).
Both protons and anti-protons are stable particles, so they do not coutribute to

the IJIF fake fraction, hut may and will contribute to the P fraction, since the
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interaction length for protons and pions in the few GeV energy range is similar.
This is illustrated in figure 5.20 where the capability of penetrating the CDF
calorimeter without interacting is studied for the various hadron species. Since
experimental data for the hadron-Te cross sections are only available [or high
hadron momentum, the curves shown have been oblained by extrapolaiing at
low cnergy the hadron-Fe cross sections measured at 60 GeV, using the energy
dependence of the pp and pp cross sections as a guide. This method is being used
gince long time in CDF [10] and has been checked in several analysis, e.g. [12].

The first question we have to answer is how many protons {or antiprotons)
can be expected in each event. The particle content in pp collisions has been
the subject of several experiment in the past, but unlortunately data exist only
[or either lower cenler-ol-mass energies or lower hadron momentum than the
range we arc intercsted in. T'he proton/pion ratio has been measured by the
British-Scandinavian collaboration [13] at the ISR at center of mass cnergies
s = 23.1.30.6.11.6. 52.8 and 63.0 GeV. in the p, range 0.2-1 GeV, where they
reported a proton fraction that rises with p; up to 20% of the total charged
multiplicity, and a considerably smaller anti-proton fraction. Their indings have
been later conlirmed by the Chicago-Princeton collaboration [44] in a [ix target
experimnent al Termilab (pream = 200,300 and 400 GeV) which extended the
measurement Lo p; ~ 7 GeV and reported a decrease of the proton [raction as
P grows from ~ 3 to 7 GeV. Recently data have become available at higher
energies from the K605 experiment [15] at Fermilab working with a fix target
spectrometer at ., = 800 GeV (/s = 38.8 GeV). They measured the p/m™
and p/m~ ratios in the p, range 1-10 GeV. and reported for the 2 ~ 4 GeV region
values as high as 0.4 for p/x% and 0.1 for p/7~. As these results have oblained
using a Beryllium targel, they need 1o be extrapolaled lo the pp collision case;
such an exirapolation has been studied by the Chicago-Princelon collaboration,
which showed that results from Beryllium and Hydrogen target agree within 30%.
Mcasurements at higher center-of-mass energics are only available * from the
E735-C0 experiment [47] at the Tevatron (/s = 1800 (eV), but this experinient
only have data for very low hadron momentum (p, < 1.2 GeV).

All these experiments measured a weak dependence from center-of-mass en-
ergy ol the p/7 ratio in their p, overlap regions, therefore it is nol inappropriate
10 take the [ix target results as indicative of the presenl CDI situation (hadron
p.in the 3-6 GeV range, and /s = 1800 GeV). An additional issuc is the han-
dling of the large discrepancy in the results for p/#+ and p/7~. At low cnergies

these ratio differ up to a factor ~ 4. At collider energies, the experiment C0 only

3Also the UAS cxperiment [46] at the CERN SPS looked at production of specifie particle
types at collider energies (/s from 200 to 900 GeV), but they anly measnured the k/m ratio.
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Non-interacting punch-through in CDF calorimeter for n|<0.6
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Figure 5.20: Punch-through contribution to CMU muon candidates as a func-
tions of the hadron p;. All distributions take into account dF/dx energy loss and
average of absorbing material in the pseudorapidity interval —0.6 < n < 0.6.
Top left: Number of hadrons needed to produce one punch-though signal in the
CMU.

Top right: Probability for each hadron kind to reach the CMU without interact-
ing.

Bottom: Punch-though probability ratio for p vs. 7.
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reported results for anti-protons due to experimental difficulties with backeround
subtraction. This discrepancy is expected to vanish at high energy as production
from gluon splitting starts to dominate over valence quark scattering. The hest
that once can do 18 Lo lake the average of the two ratios and use their discrepancy
as an additional uncertainty.

In conclusion as many as 10 ~ 20% ol the particles produced in a typical pp
interactions can be proton or anti-protous. Al [irsl sight, having 1gnored {heir
contribution may look improper, but one should keep in mind that the only
quantity we are trying to estimate from the data is i, i.e. we are only interested
in negative particles. Conscquently, we can disregard the large CMU fraction
due to protons, we only care about anti-protons. Besides, the hadrons that may
give a fake CMU stub have moderate momentum, as the p, distribution of our
CMU candidates clearly shows (figure 5.13). Low energy anti-protons have a high
probability to suller annihilation when traversing the CDI" calorimeter iron, and
indeed, as shown in the bottomn plot of ligure 5.20, in the tnomentum range 3 ~ 6
(ieV they have a punch through probability about 2 orders of magnitude smaller
than pions.

[n this way we can conclude that cven an anti-protons/pion ratio as high as
20% , would he reduced to 0.27 at the CM UL The implication for ¢ is that with
respect to the situation we examined in the previeus sections, the cpy fractions
may be increased by about 0.2%, in turn lowering ¢, by less then this amount.

Therefore the effect on ¢ is definitely smaller then our experimental uncer-
tainty on the determination of the lower limit from A? — 777, Consequently

we will keep the above determined range for ¢

and simply forget about anti-

protons.

5.5.4 ¢; from L s

As a cross check that e’f,} ST 4g actually a lower bound to €; we reconstrict

i our sample events with one muon leg which is a misidentilied kaon [romn the
decay of a ¢. To this purpose we look in each event [or a negatively charged
CMU muon candidate, in the CMP fiducial volume, passing all the cuts in the
standard sclection. In the hypothesis that it is a misidentified kaon we perform
a vertex constrained fit with any track with £, > 0.1 GeV/e, and then form the
invariant mass distribution in the region of the ¢ (fiz. 3.21a). By background
subtraction we obtain the number of ¢ decays with a misidentified muon leg in
the CMTU passing all the cuts, Nfr = 109 £ 27. A [raction of these misidentilied
muons will also give a hit in the CMP (lig. 5.21b); the background subtraction

gives Vi = 30422, The ratio of CMP ¢'s to the total gives the relative officiency
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Figure 5.21: a)lnvariant mass distributions ol ¢ candidates with a CMU leg
passing all the cuts. b) Invariant mass distribution as above when the muon leg
has a CMP hit.
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for a A~ to get to the CMD: e’f'r‘Hh"K = (.54 £ 0.24. This result is consistent,

within its large error, with the value obtained previously as a lower limit to €.

5.6 True muon fractions

"To ohtain the number of true muons in cach category, information on ¢ is added
to the dimuon equation solutions presented in section 5.4, fig. 5.16. The number
is computed using a Monte Carlo technique, in which the values of Ny, Npp.
Npp, €, and €, are varied at each iteration according to their distributions. For
¢; an upper limil is derived by the condition that the It be positive, as discussed
in § 5.4, Since [7) has in [act a range of values, delermined by its error baud, the
limit is obtained at cach iteration of the Monte Carlo, according to the extractod
values of the A%s and ¢,. The lower limit to c; is the measured cj-(-*_}” of § 3.5:
to keep into account the experimental error, for cach iteration a lower limit is
extracted from a gaussian distribution with mean equals to the value of 657:5%‘*"*‘
and sigma given by its error. The value of €; is linally extracted {rom a ilat

distribution between the lower and upper limits, determined [or thal iteration.

5.6.1 Monte Carlo Algorithm

A step-by-step description the algorithm to extract the number of true muon

pairs is as follows:

the Ny's are extracted, and the Npp’s and Npp's determined, with the

procedure discussed in § 3.1;

o a value of ¢, is extracled [rom a normal distribution with mean and sigma

as measured (§ 5.1);
o a value of €} is extracted from a flat distribution in the [0, 1] interval;

o if F1(C?) =0, and (s (,I-"{", where c;’{' is the lower limit determined from
R? | the extraction is retained and the fractions calculated at that value

and accumulated in histograms. If #i(e; ) < 0, the extraction is discarded;

e if ¢; is less than the measured lower limit, another random number g is

extracted from a flat distribution in [0, 1] and compared to

s 1 (¢, —c)
Gley) =exp |— %
d 2 U(f_f")
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If g = G ) the extraction is discarded, otherwise fractions are calculated

and accumulated in an histogram;

e finally, the fractions of true and fake muons are obtained as the mean of
the histograms with the accumulated values. The various contributions to

{he error are then determined, as described in detail below.

5.6.2 Statistical and systematic uncertainties

The resulting values [or the various [ractions aud [or (’:? are surninarized in table
¥ T
a.13.

H M ‘ F1 ‘ K2 ‘ total fruc H
T =052+£003
++ LU | 0.211 ;gggi 0.16 | 0.61 nggi
0| omrth o1 | ass| | sad
sl | MemOE _goap: | M1 | Yk D974
L3 PI 0.47 + 0.07 1023 + 152
OS PP | 0.71 =0.04 2705 £ 152

Tahle 5.13:

To splil the uncertainly on the true muon [ractions imto statistical and sys-
tematic effects (determination of the relative efficiency ¢, uncertainty on (;*)
the Monte Carlo procedure is performed separately for the statistical fluctuations
of the N’g, and the variation of the two parameters. First of all the numbers are
obtained fram the procedure outlined above including all the systematic effects:
[romn the [illed histograms in [ig. 5.22 the mean is taken as the value of the true
[raction. In fig. 5.23 the histogramms accumnulated lor the statistical luctuations
alone are shown with the gaussian [it. In fig. 5.24, [or the center values ol the N's
and ¢, the cffeet of the uncertainty on ¢, is studied. The variation of ¢; induces
an asymmetric luctuation in the true fractions, since the variation is around the
minimum for the M’s, as is shown in fig. 5.25.

The resulting numbers are:

NES = 110?:&'IDB(S’EHJB.)-'—SQ(S}’S.)

3 ;=49

NO% = 3026 £ 119(stat. ) T175(svs.)
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Figure 5.22: Distribution ol the true [ractions keeping into account stalistic as
well as systematic errors, The mean 1s taken as the ceniral value in the [ollowing,
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Figure 5.23: Histograms of the values of the true muon fractions keeping into
account statistical fluctuations of the N’s only. The fit to the gaussian gives the
(symmetric) contribution to the overall uncertainties
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Figure 5.25: The asymmetric deviation of the true muon pair fractions due to

the uncertainty on the value of ¢,. The RM5 value is taken as the contribution
to the (positive) error on the M's.



Chapter 6

Determination of R and ¥y

To determine K the remaining sources of O5 dimuons are studied. In § 6.1 we
discuss the cosmic ray background and its subtraction, and in § 6.2 the number
of prompt OS dimuoen pairs fromn Drell-Yan in the sample is determined and
subtracted from the O5. With this the workout of B is concluded and various
contributions to the final error on R are discussed in § 6.3. In § 6.4 the value
of ¥ is obtained [rom [¢, using a Mounte Carlo determination of the [raction of
sequentials, and a determinalion ol the [raction ol direcl charm production [rom

op data [18].

6.1 Cosmics background

Cosmic rays can hit the detector in time with the beam crossing window. A high-
energy costic ray going through the ceuter of the detector can simulale a pair of
opposite charge muons. It is therelore necessary to make sure thal background
evenls [rom cosmic rays are either negligible or taken into account. In lig. 6.la
the distribution of the 3 13 angle hetween the two muon tracks is shown for the
LU OS5 sample before applyving the impact parameter cut; comparing it to the
superimposed UU LS distribution. which is expected to be free of cosmics, a
cosmic ray signal is evidenced by the small excess in the Ob distributions at
A o= 2.

After the impact parameter cut (fig. 6.1b) the excess is much less important,
but still presenl. We choose Lo evaluate 1his excess and o subtract il [rom the
nuinber of UT OS events. A linear [it to the last 6 bius (shown in [ig. 6.1¢) gives

Nepsmie = 21 £ 7. This will be subtracted from QS when obtaining £.

99
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Figure 6.1: a)A®3py distribution [or OS (solid) and LS (dotted) CMU-CMU pairs
passing all cuts except the impact parameter cul. The small excess al A®gpy = 2
indicates the presence ol cosmic ray background. b) Alter the impacl parameter
cul the excess 1s much less evident. ¢) A linear [it is used Lo evaluate the residual

background from cosmics.
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6.2 Drell-Yan background

While Drell-Yan pairs are produced as prompl leptons directly [rom the hard
scattering of a quark-antiquark pair, b-quarks arc produced as jets, and similarly
fake muons originate mostly from pions and/or kaons produced in the hadroniza-
tion of jets. The jet production process results in more energy heing produced
close to the leading lepton (or hadron) than it is in the case of prompt leptons,
which have no fragmentation. no hadronization and no color in the final state.
Therelore Drell Yan muon pairs are expecled 1o be [airly 1solated with respect 1o
dimuons [rom &b decays and [ake muons.

We use this difference in energy flux around the muon to separate Drell-
Yan muon pairs within our subsample. We define an isolation transverse energy
An? 4+ Ag?r = 0.7

(EY(7)) minus the transverse energy in a cone of B = 0.4 (EY"*(7)) centered along

F;7°(1) as the transverse energy measured in a cone of R =

the direction of muon 2. This variable was chosen instead of the more obvious
EXO(i) or E2-4(0), because il showed a betler capability of dilferentiating between
isolaled muon pairs {an Upsilon sample was used) and b-type production (the
CMU-CMU dimuon sample was used as source of non-isolated muons). !

Since we want a global variable to account for the isolation of the muon pair

1784

we define #4777 =30, E777(4). Once again, we used the Upsilon sample and the

il
inclusive CMU-CMU sample to check the relative discriminating power of various
combination of E/* (1) and E7os (2), and the sium of the two resulted to be the best
choice. The distribulion ol this variable [or the 6287 evenls in the CMU-CMT
0OS subsample (alter removal o the T mass window) is shown in ligure 6.2,

In order Lo use this distribution to evaluale the Drell- Yan conteul of the
sample, we need to model the two contributions to the CMU-CMU OS isolation
shape (outside the T peak): 1) b4charmffakes and 2) Drell-Yan. We will then
fit the CMU-CMU OS E*“distribution with the sum of those two shapes leaving

to the fit procedure to adjust the two normalization coeflicients. In formulas:
FiE(08) = o EE2(DY) 4 3+ BF(N-DY) (6.1)
where:

o 11%(08) is the £*distribution for CMU-CMU OS events (our signal sam-

ple)

o F(DY) is the £i*“for Drell-Yan process (or our best approximation to it)

'More complicated track cluster variables {e.g. pf%: the momentum of the muon in the

dircetion orthogonal to the closest jet) have been proposed recently [48], but they could not be
nsed in this analysis since at the time this work was already completed.
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Figure 6.2: £ distribution for CMU-CMU OS cvents after all analysis cuts.

. E',"S“(:N—DY:) is the Efé"“distrﬂ;»ution for the bottom-+charm-+fakes (:01' olr

best approssimation for it)

o o and 3 are fit parameters and the fit is performed by minimizing the y?
resulting [rom the sum of the bin-by-bin dillerence of the le[l hand side and
right hand side members ol equation 6.1, divided by the stalistical error

and squared.

The number of Drell-Yan events to be subtracted (Np_y ) will be obtained as o

times the integral of the £*°(DY) distribution used in the fit.

6.2.1 E* modeling for non-Drell-Yan component

Since the Drell-Yan process only produces opposite sign di-inuons, the shape
[or the non-Drell-Yan contribution can be oblained [rom the LS subsample, A
naive choice would be to use the LS CMU-CMU sample, but, since the non-
Drell-Yan sample contains both real and fake muons, we have to worry that the
212 distribution may not he the same for the two; therefore a bias could be
introduced by the fact that the fake fraction is different in the OS5 and LS CMU-
CMU subsamples (see table 5.13). For this reason we use the CMDP-CMI® LS
which has approximalely the same [raction ol true muons as the CMU-CMTU OS5
(see table 5.13). Tt should be noticed that the CMP-CMP subsample is only a

subsct of the CMU-CMU in which tighter quality cuts are imposed on the muon
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candidates without using the calorimeter energy, so that the E** distribution of
true and fake muons is not biased by restricting ourselves to the CMDP-CMD case,
only the relative fraction of true and fake is different.

The #5 distribution for the CMP-CMP LS (after all analysis cuts, including
removal of the T mass window) is shown in figure 6.3, we will use that distribution
as E**(N-DY) in equation 6.1.

150

100

events per 500 MeV

a0

9] 2 4 g 3 10 12 14 16 18 20

£ (GeV)

Figure 6.3: E*distribution for CMP-CMTP LS events after all analysis cuts.

6.2.2 E/* modeling for Drell-Yan

A more delicale Lask is the modeling of the Ei**(DY) distribution, since there
is no pure Drell-Yan data sample available. [n the past CDF has used to this
purposc {(in the di-clectron channel), the Ei*distribution from %% cvents [17].
That approach might howcver be hiased, sinee leptons from Z° decay have quite
a different I’; distribution than Drell-Yan pairs. which may result in different
isolation, and suffer of severe statistical limitation. For these reasons we choose
a dilferent approach.

Two methods are used in this analysis to model the £¢¢(DY) distribution.

The first method, is to use T decays. They can be extracted from our data
sample, simply sclecting the proper mass window in the OS di-muon sample.

The second method, is to use a shower Monte Carlo 1o simnulate the Drell- Yan

process and the accompanying radiation, and superimpose this to real minimum
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blas events to simulate the underlying event (for which parton shower Monte
Carlos are unreliable).

Both this methods will have letpon pairs in the same momentum range as the
cvents that we want to model. As explained in the following, the two methods
are only slightly biased in opposite directions, so that they should bracket the
correct distribution.

As far as the Monte Carlo plus minimum bias is concerned, the resulting
E#edistribution gives only a lower limit to the energy flux around the Drell-Yan

lepton for two reasons:

I. the underlying event in a hard collision is expected to be more encrgetic
than minimum bias, this is expected theoretically and has been reportod
for example by CDF in comparing minimum bias with the underlying event

in jet production [49]

2. the procedure of offline summing of simulated Monte Carlo and real mini-
mum bias events, adds up the two energy distributions in the calorimeter
only after the readout threshold has been applied, therefore we treat as
zero-energy any individual contribution which was below the threshold.

This result in an underestimate of the sun.

In the T case, while the main elementary process is very similar to Drell-Yan
[50]. the initial state is predominantly a gluon pair, while it is a quark pair for
Drell- Yaun. Since gluons radiale more then quarks, one can expecl Lo have an
overestimale of the energy [lux when using T events.

In this way, our two methads bracket from above and below the E#¢(N-DY)
distribution and therefore the DY fractions obtained with them will bracket the

real Drell-Yan coutenl of the CMU-CMU OS subsample.

T — et

When using the T — p g~ decays to model the E*°(DY) distribution, we select
a T sample from the O5 CMP-CMD subsample, which has a higher purity. In
figure 6.4 the T peak in the two muon invariant mass distribution is shown for
both the CMP-CMP OS5 and the CMU-CMTU OS subsamples,

The T sample is defined by the cut 9.2Gel < my,, < 9.7Cel (solid lines
in figure 6.4). From that figure it is evident this invariant mass cut will select
a sawple ol events thal has both T decays and background. To estimate the
amouni of background, we [il the invariant mass distribution with the sum of a

gaussian and a sccond degree polynomial (this fit is the curve superimposed to
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Figure 6.1: Fit to the T peak: CMU-CMU (top) and CMP-CMP {hottom). We
find 4169 + 30 T in the CMU-CMU OS5 subsample, in the T mass window over a
background of 430 {top), and 133 + 27 in the CMP-CMP over a background of
260 (bottom). T'he black lincs indicate the T mass window (sce text), the region
at the left of the dotted line is used to obtain the background E{**distribution.
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the data in figure 6.4) and use the integral of the fitted polvnomial in the 9.2-9.7
GeV mass window (dashed line in the figure) as number of background events.
In order to obtain E**(DY), we subtract from the E*¢distribution of the
events conlained in the Y mass window, the £i* distribution for the background.
The background distribution is obtained by selecting the muon pairs in the lell
sideband of the peak: 8.0GelV < m,, < 9.1GeV (on the left of the dotted line in

figure 6.4). Indicating this latter distribution as £°°(Tep) we rewrite cquation

jIyn
6.1 as:

EP(08) =a- (KP°(T) —v - BE(Tea)) + 3 BN — DY) (6.2)

The value o ~, i.e. the ratio between the background underneath the T peak
and the number of events in the sideband, is then lell as another parameter in
the fit to the H*subsample distribution, adding to the x* the term (v/o.)% In
this way the value and uncertainty on 4 arc dircetly included in the fit results for
the parameters and errors. For the CMP-CMP case we estimate from the fit to

the di-muon invariant mass distribution:

’}»‘ — 0_33, (:l',)r = 002

The f22distribution for the T sample, for the background (from the sideband)

and the resulting model for F**(DY) are shown in figure 6.5.

Minimum bias plus MC

We generated Drell-Yan events in the di-muon channel using the HERWICG Monte
Clarlo [51]. suppressing the underlying event generation. The event then was run
through a complete simulation of the delector and E**was compuled for each
muons. On an cvent-by-cvent basis, this Monte Carlo events have been combined
with minimum bias data by adding to the Fi*of cach muon a value obtained
from scleeting at random a conc in a real CDF minimum bias cvent. These
random cones were chosen with angular distribution obtained from the muons
of the CMU-CMU OS sample. The distribution of the resulting values of Ei*is
taken as model of F*°(DY) [or the [it of equation 6.1. This distribution is shown
i ligure 6.6,

6.2.3 Drell-Yan fraction in the data

By using the T — pu events to model the Z#°(DY) distribulion, we oblain the

fit shown in figure 6.7 where it 1s compared to the data, i.c. to the CMU-CMU OS5
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Figure 6.5: £i*°distributions model for T {arhitrary units). Top: CMP-CMP OS
cvents within the T mass window; middle: side band events; bottom: background
subtracted T — pje cvents, i.e. the model for £7°°(13Y).
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Figure 6.6: £ distributions model for Drell-Yan (arbitrary units). Top: random
cones in min hias events; middle: HERWIG Monte Carlo; bottom: sum of Herwig
and minimum bias, i.c. the model for £7(DY).
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Figure 6.7: E*distributions for the CMU-CMU OS distribution (dots) and the
fit from equation 6.2 (solid histograms). The contribution to the fit from EE'SO('T:)
after background subtraction (E£?(DY)) is shown by the dashed histogram. The
dotted histogram shows the contribution to the fit from the CMDP-CMID LS dis-
tribution (E*(N-DY)).
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subsample. This method estimates the Drell-Yan contribution to be subtracted
to the CMU-CMTU OS subsample to be 616 = 106 events,

In the same way, we redo the [it using the minimuin bias plus Monte Carlo
model for £%°(DY). The fit resull is show in figure 6.8,

events per 500 MeV
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Figure 6.8: Fi**distributions [or the CMTU-CMU OS distribution (dots) and the
(it [rom equation 6.1 (solid histograms). The coutribution to the [it [rom the DY
Monte Cfarlo plus minimum bias (£:°(DY)) is shown by the dashed histogram.
The dolted histogram shows the contribution to the [it [rom the CMP-CMP LS
distribution {£2#2(N-DY)).

With this procedure we estimate the residual Drell-Yan pairs in our subsample
to be 398 £ 70 events.

Since both [its reproduce well the data, and we know that they bracket the
correet result, we take the weighted average of the two method as the cstimate
for the Drell-Yan fraction in the CMU-CMU OS subsample. On the other hand,
the two results are statistically not compatible (a little more than 3o apart). We
treat this discrepancy as systematic uncertainty following the method used by
the Particle Data Group [13], and obtain:

Np_y =460 £ 110
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6.2.4 Comparison with the CDF measurement of the Drell-
Yan cross section

The above analysis provided an cstimate for the number of Drell-Yan events in
our sample. [t is in principle possible to compare this number with a dircct
estimate based on an independent measurement of the D-Y cross section. CDF
has measured the Drell-Yan dilepton production cross section in the range My >
11 GeV/e? [52] using data from 1988-89 run. This cross section measurement can
be used in combination with known acceplances and elliciencies to exirapolale
the expected number of events over 5 GeV/e* invariant mass al the integrated
luminosity relevant to the CDEF run la. We carried on this exercise along the

following steps:

1. The published CDF result combines the di-muon and di-clectron channel,
for cach of them:

(a) the published number of events in each My bin was corrected for the
published backgrounds in order to obtain the *measured” number of
Drell-Yan events (there were in total 172 events before background

subtraction, 66 di-muons and 106 di-elecirons).

{h) these numbers were individually corrected for the published efficiencies

and acceptances

(c) the results were summed to obtain the integrated number of Drell-Yan
events lor My > 11 GeV/¢* which resulled to be 830 £ 280 di-electron
eventls in 4.13 pb™! of integrated luminosily and 1173 4 540 dimuon

cvents in 2.77 ph1.

2. the integral for the dimuons was rescaled to the di-electron luminosity, and
the two numbers averaged to give a total of 950 £ 270 Drell-Yan events in
either di-lepton channel for My > 11 GeV/c? in 4.13 pb 1,

3. this number was rescaled to the luminosity of the present sample, taking
care ol the [acl that in the meanwhile the absolute luminosily normalization

for CDF changed by ~ 10% [53], which gives 37114 1050 Drell-Yan events.

1. this number of events was extrapolated to the invariant mass range of the
present sample (My > B), using the integral mags distribution from HER-
WIG Monte Carlo events after simple kinematic and geometrical cuts meant
o reproduce the acceplance of the published CDI" analysis (Lhis extrapo-
lation [actor turned oul to be of the order of 4.5) to oblain 16500 £ H000

cvents.
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5. this number was normalized for the present analysis kinematic cuts accep-
tance (obtained from the samne Monte Carlo used for the mass extrapolation,

with no detector simulation) to 1600 + 500 events

6. finally we further multiply by the present analysis quality cut efficiency
(93% lor each muon [rom a sample of J/¢© — pp events), and [or the
trigger and ollline reconstruction efliciency (that we gotl [rom other ongoing
CDF analysis) and for the CMP geometrical acceptance. The final number
is 2410 £ 70 Drell-Yan events with My = 5 GeV in 16.4 ph™" of data.

[n conclusion, from extrapolating the published CDE Drell-Yan cross scction
measurement, 2404 70 events are expected in our sample, where the error is only
statistical.

When we look back at the many steps in the procedure and at the big multi-
plicative [actors involved {we started with 172 events and inflated it to 20k belore
bringing it down again to 240), and when we consider that [or the present anal-
ysis (thal was not meant to be a cross section measurement) the acceptance and
cfficieney have not been studied in great detail, that the published cross section
had a factor two discrepancy between the di-electron and the di-muon channel,
that the Monte Carlo extrapolation we used to expand down the mass range has
never been checked with data and has large uncertainties die to the choice of the
parton distribution functions, and finally the fact that we did not include sev-
eral systematics uncertainties, the comparison between the preseut extrapolalion
(2404 70) and the above estimale obtained mostly [romn present data (460+110)
is quite satisfactory.

For all the above stated recasons, we consider this extrapolation only a check
of the estimate reported in the previous section. and do not average the two

together.
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6.3 The R ratio

The ratio of the number of LS to OS pairs 1s [inally determined with its errors.
The total number of true LS is the one determined in section 5.6. From the total
number of OS pairs determined there the number of Drell-Yan events cstimated
in 6.2, as well as the number of pairs from residual cosmic ray events, from 6.1,
must he subtracted:

N s

_ — A N AA{ abat JFOOS8
R= (NOS — NPV _ NCOSMIE) 0.435 £ 0.044(stat. ) o35 (svs.)

In table 6.1 Lhe various contribulions to the error ou £ are summarized and the

[inal overall error 1s the quadrature sum ol all the coutributions.

Source Error

Statistical +0.044
€y +0.031
c; +0.015
Drell-Yan subt. | £0.016
(losmics subt. | £0.001

T 0058
lotal —0.056

Table 6.1: Sumimary of contributions to the error on 12,

6.4 Determination of y

To obtain the value of y from the experimental value of R extracted in the previ-
ous chapter the relation (4.3) is used, which contains three unknown parameters
besides y in the right hand side.

The values for [. = N./N; and [, = N, /Ny are determined by means of a
Monte Carlo simulation. Only geometric and kinematic cuts are needed since we
cxpect other cuts to act similarly on truc muons cither from charm or beauty
semileptonic decays. A Monte Carlo determination for an clectron-muon sample
with exactly the same kinematic cuts as the dimuon sample used for this analysis
will be used [48]. The main characteristics of the simulation are recalled in §
6.4.1.

Finally, the relation between y; and y, induced by the measurement ol y is
obtained, using production ralios ol By and B, estimaled phenomenologically.

The result is then compared to the world average measurements of x, and y.
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6.4.1 Monte Carlo study of B-meson decays

The ISAJET [33] Monte Carlo, version 6.16 was used to generate 6b and o
cvents; the gluon splitting component is obtained by reiterating the fragmentation
stage on generic TWOJRT events. Fragmentation is performed in the Peterson
fragmentation scheme with ¢ = 0.006, and the Feynman-Field scheme is used for
hadronization [33]. The B mesons are decayed using the CLEO Monte Carlo [56],
version 9.00, which incorporates the latest results on B branching ratios [rom the

CLESR experiment.

Simulated processes

Decay processes of bb pairs giving rise to dimuon final states have been already
illustrated in § 4.3. They are listed again for convenience hereafter.

Process 11s the dircet semileptonic decay of both b and b quarks. In process 2
the b decays semileptonically, while the b decays to an hadranic final state which
must include a charmed meson: this in turn deeays semileptonically into a i,
+ X. Process 3 is the charge conjugate of process 2, and was not simulated sep-
arately, but kept into account by doubling the events from process 2. Therefore,
only the two processes 1 and 2 have been simulated; the P and Invariant mass
cuts combine 1o cancel the cascade sequential (same side sequential, process 7 in

§ 4.3).

6.4.2 Sequentials fraction

bb dircct production events were generated with [SAJKT using a b-jet P, thresh-
old of 2.9 GeV/c: gluon splitting events were generated with ISAJET generic jet
fragmentation with gluon jet £ threshold at 9.8 GeV/c. The decays were per-
[ormed using the CLEQ updated table, and a (asl detector simulation was run
1o oblain track parameters. I'or process | all 3 and I hadrons were [orced to
decay semileptonically. Tor process 2 the B hadrons were [orced, while the f3's
were decayed by the standard table, but in the cascade decay the D%’s were then
forced to decay semileptonically, and all other £ mesons were foreed to decay to
leptons with the branching fractions relative to )7 as given by the CLEQ tables.
The total contribution to the number of sequential decays to dimuon was taken
as twice the number of events in this category passing the acceptance cuts, in
order Lo accouni f[or the conlribution of process 3.

The simulated samples generated are summarized in table 6.2

The [raclion ol sequential decays 1s oblained as the ratio of the number of

cvents for process 2 and 3 to that for process 1, normalized to account for the
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‘ DIRECT ‘ GLUON SPLITTING
Process 1 1286 | 0.835 pb™1 || 662 2.08 ph™1
Process 2 & 3 || 420 | 1.74 pb™1 | 316 6.61 ph~1

Table 6.2: Summary of simulated 66 samples.

branching ratio BR(BY — g+ X) = 0.107 = 0.005 and BR(D] — p+ X) =
0.172 £ 0.019. The result 1s f, = 0.2533.

The systematic uncertainty on the sequential fraction from the uncertainty
on the fragmentation was estimated by varying the Peterson parameter ¢ by |
sigma, and contributes about 5 %. Uncertainty on structure function and on
detector response is the largest contribution to the systematic error on f,. The
(inal estimale from [48] is [, = 0.253 + 0.051.

6.4.3 Charm fraction

The fraction of direct cc events, f, was determined on the ex sample with the
sane kinematic culs as our dimuon dala, by [itling a combination of the Py
distribution [or ce and bb ([rom Mounte Carlo) to the data distribution [48]. This

procedure gives [, = (0,106 £ 0.035 where the error is stalistical only.

6.4.4 Conclusions, the value of Y

We have measured the [raction ol real muons in the CDIY dimuon sample, and
estimaled the residual content of Drell- Yan and cosmic ray dimmuons aller our
sclection. T'he value of A, the ratio of LS to OS dimuons, thus obtained in § 6.3,
along with the values of f, and f. can now be inserted in the equation (1.3) from
which v is finally extracted. The result is:

T = 0.121 +0.026(stat.) o2 (sys.).

In table 6.3 the error is broken into the various contributions from statistics and
systematics. T'he systematic errors on the sequential and charm fractions are still
under study.

The average mixing parameter thus determined gives a constraint on the
Yd — Y& plane shown in figure 6.9, where the fractions 7 and £’ are assumed
to be 0.375 aud 0.15 [17]. The dotted band iudicates the world average value
[or vy4. I'inally the present result for y is compared lo other resulis [rom LEP

cxperiments and the old CDF and UAT results in fig. 6.10.
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Source Krror
Stalistical +0.026
By +0.018
¢ +0.009
Drell Yan subt. | +0.009
Closmics subt. +0.0005
I 0,022
T +0.009

Table 6.3: Summary of contributions to the systematic error
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Figure 6.9: Constraint in the yu-v. planc from the present measurement of g,
assuming Py @ Py = 0.375 : 0.15 (dashed lines indicate +1o interval), compared
to x4 world average (dotted lines indicate +1a interval) and the SM unitarity
constraint (hatched area)



6.4 Determination of y

117

This Measurement

UAT (pie)

CDF (1988/89) (ee, eu)
ALEPH (jet charge + e,u)
DELPHI (ee, eu, and i)
OPAL {(dileptons)

L3 (ee, e, and i)

World Average

Figure 6.10: Comparison of various measurements of y. The channcls uscd for

cach measurement arc indicated.
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The value is in agreement with the measurements of vy, the SM constraint,

and the world average of y.
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