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ABSTRACT OF THE DISSERTATION

The Lead Jet Pseudorapidity Distribution of Direct

Photon Events in p�p Collisions at
p
s = 1:8 TeV

by Carol Margaret Hawk

Dissertation Director: Thomas J. Devlin

The lead jet pseudorapidity distribution in direct photon events probes the kine-

matic region of Bjorken x between 0.015 and 0.15 and discriminates among parton

distributions. Direct photon production directly probes the gluon distribution through

the leading order Quantum Chromodynamics Compton process. The data are from

p�p collisions at a total center-of-mass energy of 1.8 TeV recorded with the Collider

Detector at Fermilab (CDF) in the 1992-1993 run.
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Chapter 1

Introduction

Direct photon production in p�p collisions at high energy provides a means of investigat-

ing the internal structure of the proton (or antiproton) on a distance scale of � 10�17 m

and below. In this kinematic regime the proton's constituent partons (quarks and glu-

ons) behave as quasi-free particles. A hard collision between partons can result in

outgoing products that emerge at large angles relative to the incident direction. The

momenta of the colliding partons is reected in the angular distribution of the outgoing

products. In particular, direct photon production produces a photon and a jet from the

hard collision and can result from either a quark-antiquark interaction or a quark-gluon

interaction. Because of the latter process, direct photon production provides a direct

probe of the momentum distribution among the gluons.

This distribution is mathematically expressed in terms of parton distribution func-

tions, i.e. probability functions that use the fraction, x, of the proton's momentum

carried by each parton as the independent variable. Quantum Chromodynamics (QCD)

describes the interactions between quarks and gluons and, together with the experimen-

tally determined parton distributions, provides a means to calculate the probabilities

for �nal states resulting from p�p collisions.

A wide range of experiments and some theoretical constraints have been quite suc-

cessful in determining the distribution functions for quarks and gluons over a range of x.
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However, there are uncertainties in these calculations, and a number of alternative sets

of distribution functions are consistent with existing data. This measurement provides

a test of parton distributions and will be used to re�ne the current understanding of

the form these functions take.

In Chapter 2, theoretical considerations for this topic are presented. Chapter 3 de-

scribes the apparatus and procedures used to produce a large sample of events in which

a hard scattering interaction produced a direct photon and jet in the �nal state. Chap-

ter 4 presents the �rst stage of data analysis in which the raw events were subjected to

various criteria to select direct photon events and to eliminate backgrounds. From these

events, the pseudorapidity distribution of the jet was calculated for comparison with

those predicted by various sets of parton distributions. This is described in Chapter 5.

Chapter 6 provides a summary and conclusion. A number of supporting discussions are

given in Appendices.
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Chapter 2

Theory

This chapter contains the theoretical context of the analysis. It begins with a discussion

of the Standard Model which describes the fundamental particles and their interactions

and, of particular relevance to this analysis, the color interactions of the strong force

described by Quantum Chromodynamics (QCD).

Perturbative calculations of cross sections for strong force interactions are possible

because of asymptotic freedom, the behavior of partons as quasi-free particles at high

momentum transfer, Q. The running coupling, �s(Q
2), decreases as Q2 increases.

The parton-level cross section describes the probability that two partons of mo-

menta, xa and xb respectively, experience a hard scattering that produces two other

partons of momenta, xc and xd respectively. This calculation is guided by the Feynman

rules which assign mathematical expressions to speci�c aspects of each interaction.

The proton is a complex system of three valance quarks, gluons, and virtual q�q pairs,

or sea quarks. Parton distributions describe the distribution of the proton's momentum

among the constituent partons.

The measured cross section for direct photon production includes all processes that

produce a photon directly from the initial hard scattering event, that is, not as a

secondary decay product. The 2! 2 processes are q�q ! g and qg ! q.
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Energy from soft collisions, at large impact parameter, between uninvolved, or spec-

tator, partons underlies the hard scattering event. These low energy interactions defy

perturbative calculation but yield to experimental measurement.

Low energy processes result in infrared divergences in the cross section calculation.

Quarks emit soft gluons of momentum p ! 0, directed nearly collinear to the quark

momentum. Factorization eliminates the infrared divergence. It leaves the parton

distributions, extracted using experimental data and theoretical calculations together,

dependent on the factorization momentum scale, �F , which is usually set equal to Q2.

High energy processes result in ultraviolet divergences in the cross section calcula-

tion. Gluons become virtual q�q pairs of possibly in�nite energy E that exist for t � �h=E

before reforming to gluons. Renormalization eliminates the ultraviolet divergence. It

leaves the calculated strong coupling dependent on the renormalization momentum

scale, �R, which is usually set equal to Q2.

Both �F and �R will be discussed in detail presently. These momentum scales are

made necessary by our inability to perform the perturbative calculation of the cross

section to all orders in �s. The total cross section is a physical quantity that includes

all possible subprocesses and must not depend on any scale.

Parton distributions evolve in Q2 to reect structure accessible in di�erent kinematic

regimes. Higher Q2 probes shorter time and distance scales.

Final state partons are not observed directly. They fragment and hadronize to

produce an observable jet of particles. Fragmentation functions describe the probability

that this process yields some hadron, h, that carries the fraction z, of the parent parton's

momentum.
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The calculated cross section is a sum of terms, each of which represents one con-

tributing subprocess. Each term is the product of the appropriate subprocess cross

section, running couplings, parton distributions, and, where relevant, fragmentation

functions. To extract the parton distribution from experimental data, the parameters

of an assumed functional form are varied until the measured cross section and the

calculated cross section agree within speci�ed limits.

This process leaves the extracted parton distributions dependent on the following:

� The order in �s to which the parton-level cross sections were calculated.

� The momentum scales �R; �F and �QCD.

Also, the extracted partons distributions are only valid in the parton momentum range

accessible to the experimental data.

Events created by the collision of partons with similar x produce a jet in the central

detector since the photon is constrained to have j�j < 0:9. Events created by the

collision of partons with dissimilar x produce a jet in the forward detector. The lead

jet � = �ln(tan(�=2)) distribution in direct photon events measures the separation in

x of the colliding partons. This separation increases with the jet � coordinate. Here, �

represents the polar angle in the CDF coordinate system, � the azimuthal angle, and z

the direction of the proton beam.

A next-to-leading order (NLO) calculation [9] of direct photon production provides

the theoretical comparison to this measurement. Other computer programs provide

information used for correction of detector e�ects and estimation of the associated

systematic uncertainty. A Monte Carlo subroutine, PAPAGENO [15], generates events

at the parton level, a second subroutine, SETPRT [16], fragments the outgoing partons
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and a �nal subroutine, QFL [17], simulates the response of the detector to the resulting

hadrons.

2.1 The Standard Model

The four fundamental forces of nature, gravitational, weak, strong, and electromagnetic,

are each described as an energy �eld propagated by an intermediate boson, a particle

of integral spin. The gravitational force is mediated by the as yet unobserved graviton,

the electroweak force by the photon, Zo, and W+�, and the strong force by gluons.

These mediating bosons govern the interactions between the basic particles of matter

which are, according to the Standard Model, the three generations of fermions, particles

of half integral spin. Each generation consists of a lepton, a neutrino and two types, or

avors, of quark, These are listed in Tab. 2.1.

Quarks q(jej) Leptons q(jej)

First Generation down -1/3 e -1
up +2/3 �e 0

Second Generation strange -1/3 � -1
charm +2/3 �� 0

Third Generation bottom -1/3 � -1
top [8] +2/3 �� 0

Table 2.1: The fundamental particles of the Standard Model. The electromagnetic
charge, q, is given in terms of the electron's charge.

To conserve 4-momentum, a boson mediating the interaction between particles must

borrow the energy, E, from the vacuum. Heisenberg's uncertainty principle is satis�ed

since the boson exists only for the time �t � �h
E . The intermediate boson is called

virtual, or o�-mass-shell, because during its existence the invariant mass of the system

exceeds the available energy, E2 � P 2 < m2.
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Each fermion in Tab. 2.1 is accompanied by an antifermion. This was �rst recognized

with Dirac's relativistic wave equation for a freely propagating fermion,

i@	(~x;t)@t = (�i~� � ~r+ �m)	(~x; t).

Here �h � c � 1, the mass of the fermion is given as m,

�i =

0
@ 0 �i

�i 0

1
A ;

and

� =

0
@ 1 0

0 �1

1
A ;

where the �i are the usual Pauli matrices and 1 represents the 2� 2 unit matrix.

The wavefunction 	 is written as a spinor such that 	 � we�i(Et�~p�~x) where w is a

column vector.

This equation is solved for the particle energy,

E = �(p2 +m2)
1

2 .

Dirac's equation yields both a positive and a negative solution for the energy of a

freely propagating electron. The negative energy solution represents an antielectron, or

positron, later described by Feynman as an electron traveling backwards in time.

Photons can exist as virtual e�e pairs for a time �t � �h
�E . Here �E has been

borrowed from the vacuum and is the additional energy required to create the virtual

e�e pair. In analogy, the gluon can exist as a virtual q�q pair. The vacuum is �lled with

such virtual particles.
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2.2 Quantum Chromodynamics

The theory of Quantum Chromodynamics (QCD) describes the strong interactions

between quarks and gluons, the carriers of color charge, collectively termed partons.

Color represents a degree of freedom and comes in three types, red, blue, or green,

although only colorless combinations of partons are observed. This nomenclature is a

metaphor that arises from the three primary colors of visible light which optically sum

to white. Quarks, which may possess red, blue, or green color, form an SU(3) triplet.

Gluons, which carry one color and one anticolor, form an SU(3) octet. A blue quark

becomes a red quark by emitting a blue-antired gluon.

Color was �rst introduced to explain the existence of the �++. Without the intro-

duction of another degree of freedom, the �++ would be a system of three fermions

existing in an overall symmetric state, (u " u " u "), a violation of the Pauli exclusion

principle. The overall wave function is made antisymmetric by requiring that each quark

be of a di�erent color and that the color wave function be antisymmetric. Although the

colored quarks cannot be independently observed, the manifestations of color can be.

For instance, if the �o can exist in three di�erent ways, as r�r, b�b, or g�g, the �o decay

to two photons should have a rate three times bigger than if there was no color degree

of freedom. Experiment supports this.

2.2.1 Asymptotic Freedom and Color Con�nement

The photon propagates the electromagnetic �eld but does not itself carry electric charge.

The gluon, propagator of the color �eld, does carry color charge. One consequence of

this is asymptotic freedom , the behavior of partons as quasi-free particles at high en-

ergy scales and small distances. Another is color con�nement, the low energy, long
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distance, behavior of the strong force which increases in strength as the partons sepa-

rate. The color potential between the separating partons increases until production of

another colorless parton system becomes the energetically favored state and a q�q pair

is produced. This process is called hadronization. Due to color con�nement, quarks

in mesons and baryons occur only in colorless combinations. In mesons the valance

quark-antiquark pair possess equal and opposite color. In baryons the colors of the

three valance quarks must optically sum to white, an SU(3) singlet.

2.3 The Running Couplings �(Q2) and �s(Q2)

Virtual e�e pairs created in the vacuum are polarized by an electron since it attracts

the virtual positrons and repels the virtual electrons. The electron's bare charge is

masked by the surrounding cloud of virtual positrons. As the cloud of positive charge

is more deeply penetrated by a probe particle, i.e. as the momentum transferred in an

interaction increases, the e�ective charge of the electron increases. This is quantitatively

expressed in �(Q2), the electromagnetic coupling strength, which increases with the

momentum transfer Q.

The analogy in QCD is a quark surrounded by a sea of gluons and virtual q�q pairs.

However, as the cloud of surrounding color charge is penetrated more deeply, the

strength of the strong interaction decreases. Thus �s, the e�ective strength of the

strong force, decreases with Q.

The running couplings for the electromagnetic and the strong forces emerge from

the loop diagram in QED and QCD. A photon can exist as a virtual e�e pair, a loop

diagram with possibly in�nite momentum, then reassemble as a photon within a time

�t � �h
�E . The QCD analogue is the diagram of a gluon existing briey as a q�q pair.
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In addition, gluons carry color charge. This results in the gluon self-coupling diagram

of Fig. 2.1.

Figure 2.1: A gluon self coupling diagram. Gluons propagate the color �eld and they themselves
carry color charge.

These diagrams lead to in�nities in the calculation of the parton-level cross section.

With renormalization, the in�nities are absorbed into a rede�nition of the coupling

strength. In this process the calculated value of �s becomes dependent on the renor-

malization scale �R which is often set equal to the momentum transfer, Q.

In QED the running coupling increases with Q2,

�(Q2) =
�(�2)

1�(�(�2)=3�)ln(Q2=�2) .

In QCD the running coupling decreases with Q2,

�s(Q2) = 12�
(33�2f)ln(Q2=�2

QCD
)
.

The �2f factor, in which f represents the number of quark avors, arises from

the virtual q�q pair diagram. The positive contribution, which results in asymptotic

freedom, arises from the gluon self-coupling diagram.

The condition Q2 � �2QCD is required to probe the constituent quarks and gluons

of the hadron as quasi-free partons. �QCD sets the energy scale for which the system

exists in this state rather than in a tightly bound state. �QCD is not predicted by

theory and must be determined empirically. It is roughly 200 MeV/c2.

The strong coupling runs as shown in Fig. 2.2
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Figure 2.2: The strong force running coupling, �s(Q2).

2.4 Feynman Rules for Parton-Level Cross Section Calculation

Feynman established a set of rules used to calculate the cross section for parton-level

processes. In a Feynman diagram, for instance Fig. 2.5, each of the incoming and

outgoing lines, the internal propagator, and each vertex, represents a mathematical

factor included in the calculation of the matrix element,M, so that

d�̂(ab!cd)

dt̂
= jM2j

16�ŝ2
.

For example, at each vertex a coupling strength, gs
4� , is introduced. At an electro-

magnetic vertex this coupling is
p
�; at a strong force vertex it is

p
�s. The symbols ŝ

and t̂ used above are two of the threeMandelstam variables, ŝ = (pa+pb)
2, t̂ = (pa�pc)2,

and û = (pa � pd)
2.

2.5 Parton Distributions

In the in�nite momentum frame, each parton in the proton carries some fraction, x,

of the proton's total momentum such that pparton = xPproton. The distribution of

the proton's momentum among the constituent partons is characterized by a set of
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parton distribution functions. In particular, uv(x) and dv(x) respectively represent the

distribution in x of the valance u and d quarks in the proton.

It is required that

R 1
0 uv(x)dx = 2;

and

R 1
0 dv(x)dx = 1.

The total proton momentum equals the summed momenta of its constituents. The

momentum distributions obey the momentum sum rule,

R 1
0 x

P
(Qv(x) + Qsea(x) +G(x))dx = 1.

About half of the proton's momentum is carried by the valance quarks. The re-

mainder is carried by the gluons and the sea quarks, i.e. the virtual q�q pairs produced

by the gluons.

The gluon distribution, G(x), and the quark distribution, Q(x), are shown in

Fig. 2.3. The gluon distribution is soft, i.e. it is concentrated at low values of x,

because gluons are massless and an unlimited number can be created from the available

energy. A gluon distribution that approaches in�nity as x approaches zero agrees well

with deep inelastic scattering data.

2.6 Direct Photon Production

A photon that is not the decay product of a meson but emerges directly from the hard

collision is termed a direct photon. The leading order (LO) processes for direct photon
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Figure 2.3: A comparison of parton distributions for the up valance quark, the down valance
quark, the sea quarks and the gluons.

production are QCD Compton scattering where gq ! q and q�q annihilation where

q�q ! g. The QCD Compton process involves a hard scattering between a quark and

a gluon and provides a direct probe of G(x).

The probability of q�q annihilation is compared to the probability of the QCD Comp-

ton process for a given photon Pt in Fig. 2.4. At lower photon Pt, where G(x) exceeds

Q(x), the QCD Compton process dominates. In this analysis the photon Pt is restricted

to 16 < Pt < 40 GeV/c.

Figure 2.4: Of the total LO cross section, the fraction due to the annihilation process as a
function of photon Pt.
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Feynman diagrams for direct photon production are presented in Fig. 2.5. The

direct photon leading order processes, written in terms of the Mandelstam variables,

are:

QCD Compton,

d�̂
dt̂

= 2
ŝ

d�̂
dcos�� = ���se

2
q(� 1

3ŝ2 )(
û
ŝ +

ŝ
û)

and q�q Annihilation,

d�̂
dt̂

= 2
ŝ

d�̂
dcos�� = ���se

2
q(

8
9ŝ2 )(

û
t̂
+ t̂

û):

Here, eq is the electromagnetic charge of a quark.

Figure 2.5: LO and NLO Feynman diagrams for direct photon production.

NLO diagrams are created by adding a strong force vertex to a LO diagram. This

indicates the emission of a gluon. A soft gluon is included with the parent parton. This

is identical to the LO, or 2! 2, diagram. A hard gluon is not included with the parent
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parton. This becomes a NLO, or 2 ! 3, process. There are eight NLO diagrams for

direct photon production. Two of these are shown in Fig. 2.5c.

The individual parton-level cross sections cannot be directly observed. Only the to-

tal hadronic cross section can be directly measured. In the calculation of the physically

observed total cross section, there is one term for each parton-level diagram. Each term

involves the relevant parton-level cross section convoluted with two parton distribution

functions, one for each of the incoming partons.

�tot = ��sG(x)Q(x)�̂(û; ŝ; t̂)gq!q + ��sQ(x) �Q(x)�̂(û; ŝ; t̂)q�q!g +

��2sQ(x)
�Q(x)�̂(û; ŝ; t̂)q�q!gg + ...

Here, �tot is the experimentally measured total cross section. The calculated parton-

level cross section, �̂, is proportional to the probability that two partons a and b, with

momenta pa and pb, experience a hard collision resulting in two outgoing partons c

and d, with momenta pc and pd. The parton distribution functions, G(x) and Q(x),

represent, respectively, the distribution of gluons and quarks in the variable x, the

fraction of the proton's momentum carried by the parton.

The number of parton-level diagrams that exist increases rapidly with the order in

�s of the subprocess. The order to which the total cross section is calculated is limited

only by the strength of the theorist to calculate the required number of subprocesses.

The running of �s, and in particular its smallness at largeQ2, makes the perturbative

calculation possible. In the hard collisions that produce the direct photon events used

in this analysis, �s � 0:15. If �s was on the order of 1, the total cross section calculation

would diverge as higher order terms were added.
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2.6.1 The Underlying Event

Spectator partons uninvolved with the hard collision may experience soft collisions at

large impact parameter. These soft collisions produce low energy particles, an underly-

ing event uncorrelated with the products of the hard collision. Underlying event energy

of roughly 2 GeV in a cone of radius r(�; �) = (��2+��2)1=2 = 0:7 is distributed with

uniform probability throughout the calorimeter. These soft interactions occur at low

Q2 and large values of �s so they cannot be calculated using perturbation theory and

are not well understood theoretically. In this analysis, experimental data taken with

the CDF detector is used to account for these e�ects.

2.7 Momentum Scales Eliminate Singularities in the Cross Section

Calculation

The calculation of the NLO cross section involves singularities that necessitate the use

of momentum scales in the theory. One example is the ultraviolet (high Q2) divergence

which, as discussed above, is absorbed into the coupling strength with the introduction

of the renormalization scale, �R. In addition to the ultraviolet cut-o� �R, the scale �F

is introduced to control the infrared (low Q2) sensitivity of the calculation.

An infrared divergence results from the emission of a very low momentum gluon

or a gluon that possesses momentum nearly collinear with that of the original parton.

Suppose that a quark of momentum ~p emits a gluon of momentum ~k at an angle �. The

quark is left with momentum ~p � ~k. For this diagram, calculation of the parton-level

cross section involves an integrand with the denominator 2j~pjj~kj(1�cos�). This becomes

in�nite as the angle � becomes small (collinear divergence) or as the momentum of the

emitted gluon, j~kj, approaches zero (infrared divergence).
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To control these in�nities in the calculation the infrared sensitivity is absorbed into

the distribution function. That is, all soft or collinear emissions are considered to be

part of the original parton. This necessitates introduction of the factorization scale

�F which, like �R, is often set equal to the momentum transfer, Q. An emitted gluon

with momentum k < �F is included with the original parton. Above this momentum

the gluon is not included with the original parton, it becomes an additional �nal state

parton. Now the parton distribution function, �(x), becomes �(x; �F ) � �(x;Q).

Various factorization methods can be used to determine the scale, �F . Appendix A

elaborates on this.

2.8 Q2 Evolution of Parton Distributions

The proton is a complex system of three valance quarks amidst a sea of gluons and

sea quarks, the virtual q�q pairs produced by the gluons. This system can be studied

by measuring the energies and momenta of particles produced in p�p collisions at high

energies, where the partons are asymptotically free.

Through the uncertainty principle, an interaction with momentum transfer, Q, re-

solves structure on a distance scale (impact parameter) �x � �h
Q . Interactions with

large momentum transfer involve phenomena that occur on small length and time

scales. Figure 2.6 shows the Feynman diagram for gluon exchange between partons

in a p�p collision.

An incident particle supplying momentum transfer, Q, cannot resolve a gluon ra-

diated and reabsorbed by a quark within �t < �h=Q. If Q increases and �t becomes

comparable to the time interval during which the radiated gluon exists before reabsorp-

tion, the gluon is resolved. As Q2 increases further, the sea quarks, produced by the
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Figure 2.6: A probe of higher Q2 resolves structure on a smaller scale.

radiated gluons, are resolved. Next, gluons radiated by the sea quarks are resolved.

With higher Q2, partons of greater virtuality, i.e. farther o�-mass-shell, are resolved.

Figure 2.7 shows the CTEQ2M parton distributions [12] for di�erent values of Q2. The

Altarelli-Parisi evolution equations [2] evolve parton distributions from one value of

�2F = Q2 to other values.

Figure 2.7: The Q2 evolution of the CTEQ2M parton distributions a) Uv(x) and b) G(x).
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2.9 Extraction of Parton Distributions from Experimental Data

The parton distribution functions are extracted from an experimentally measured total

cross section together with a perturbative calculation, to some order in �s, of the

parton-level cross sections involved in the process. The measured total cross section is

expressed as,

�tot = ��sG(x)Q(x)�̂(û; ŝ; t̂)gq!q + ��sQ(x) �Q(x)�̂(û; ŝ; t̂)q�q!g : : : + NLO

Parton distribution functions are universal, i.e. process independent. They can

be extracted from deep inelastic scattering, Drell-Yan, or direct photon processes with

consistent results. The nontrivial proof of this is called the factorization theorem.

This property is essential to the process of global �tting, where data from di�erent

experiments are combined to extract parton distribution functions.

In global �tting, a form is assumed for the distribution function and the parameters

of this form are varied until all the available data are �t within some value of �2.

Many di�erent parameterizations exist. The CTEQ2 parton distributions take the

form [13], x�(x; �F ) = Aox
A1(1 � x)A2(1 + A3x

A4). The parameter A1 governs the

low x behavior. CTEQ2M represents the best �t in the MS factorization scheme [12]

and has A1 = �:258 in xG(x). CTEQ2MF has A1 = 0:0 in xG(x) and the remaining

parameters are adjusted to accommodate this. In CTEQ2ML �QCD is set to the LEP

value and A1 = �:212 in xG(x). See Tab. 2.2. MRSD0 [14] has a similar form with

A1 = 0:0 in xG(x).

The parton distributions listed in Tab. 2.2 are NLO. Recall that the parton-level

cross sections are calculated to some order in �s and the extracted parton distribution

function is valid only up to this order.
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Table 2.2: The parton distribution sets used in this analysis and the corresponding �QCD for
four avors are presented here. All of these sets use the MS factorization scheme.

Parton Distribution Set �
(4)
QCD (MeV/c2)

CTEQ2M 213
CTEQ2ML 322
CTEQ2MF 208
MRSD0 215

�QCD appears in �s as �s � 1=ln( Q2

�2

QCD

). The extracted parton distribution func-

tion is valid only for a speci�c value of �QCD. �QCD determines the rate at which

�s runs with Q2 and, consequently, the rate at which the parton distribution function

evolves with Q2. As �QCD decreases, the Q2 evolution rate increases.

The measured cross section accesses some range of parton x. The extracted parton

distribution function is reliable only within this range. The x range accessible to this

measurement is discussed in the next section.

2.10 Partonic Fragmentation and Hadronization to Produce Jets

The �nal state external quark or gluon appears in the detector as a collimated jet

of particles. As the struck parton pulls away from neighbor partons, the potential

energy of the strong force between them increases linearly with the separation distance.

Eventually hadronization occurs and some number of colorless objects (baryons and

mesons) with momenta in the general direction of the original parton are created.
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2.10.1 The E�ect of Soft Gluon Radiation on Photon + 1 Jet Event

Topology

Partons constantly radiate soft gluons. A hard collision, one with large momentum

transfer and small impact parameter, results in a more strongly collimated jet than does

a soft collision. In a hard collision the inuence of gluon radiation on the momenta of

the �nal hadronized particles is overwhelmed by the large �nal momentum of the struck

parton and the particles emerge in a strongly collimated jet. In a soft collision such

gluon radiation does exert an inuence and the particles emerge with a wide spatial

distribution.

Soft gluon radiation introduces a small random transverse momentum, or Kt, that

accompanies the large longitudinal momentumof the colliding partons. The neighboring

partons that become involved in the hadronization process also possess Kt. Kt of

the initial or �nal state partons sometimes causes the outgoing products of a 2 ! 2

interaction to not emerge back-to-back in �. This results in spreading of the �� =

� � �jet distribution around the central value of 180o. See Fig. 2.8.

2.11 Using Photon + Jet Kinematics to Select Events in Regions of

Speci�c Parton x

The momentum fractions, xa and xb, of the incident partons, a and b respectively, are

calculated on an event-by-event basis with the following equation.

xa;b =
Ptp
s
(e�� + e��jet)
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Figure 2.8: The �� between the photon and the lead jet in generated 2! 2+UE events and
2! 2+UE+Kt events.

For particles of negligible mass, the rapidity, or y = 1
2 ln(

E+Pz
E�Pz ), becomes equivalent

to the pseudorapidity, � = 1
2 ln(

P+Pz
P�Pz ) = �ln(tan(�=2)). Detector � is measured from

z = 0 and is written here as �D. Event �, is measured from the z position of the hard

scattering event and is written here simply as �.

� is a useful coordinate in p�p collisions where the motion of the quarks and gluons

within the proton is varied and the relative motion of the colliding partons di�ers in

each event. The value of � in one reference frame di�ers by a constant from that in a

Lorentz boosted frame; d� is thus Lorentz invariant. A measurement of the invariant

di�erential cross section can be given in terms of dPt and d�.

In this analysis, the photon is constrained to the central region, j� j < 0:9, where the

CDF calorimeters are of highest quality. For the hadron jet, all calorimeters are used so

that j�jetj < 4:0. Thus, the accessible range of parton x is governed by the � coordinate

of the lead, i.e. highest Et, jet. The measurement of the lead jet � distribution probes

0:015 < x < 0:15 as demonstrated in Fig. 2.9.
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Figure 2.9: The range of parton x probed by the lead jet � distribution.

The ideal kinematic variable for discrimination among parton distributions separates

the events by their parton x values and, in particular, isolates events with the highest

and lowest accessible x values. In Fig. 2.9, the average high x value, ( xa if xa > xb ),

and the average low x value, ( xb if xa > xb ), in the data is shown in terms of the lead

jet �. Events in which one of the two initial state partons reaches the lowest attainable

x value and the other reaches the highest attainable x value occupy the high � region.

Other kinematic variables were considered. The parton x distribution is related

directly to the direct photon Pt distribution as demonstrated by the above equations.

The direct photon Pt distribution has been measured for CDF [25], and is presented in

Fig. 4.3. The shape di�erence between the measured and theoretical direct photon Pt

spectra in the low Pt region may be due to the e�ects ofKt. The data used in the present

analysis are required to have photon 16 < Pt < 40 GeV/c. As discussed in Appendix E,

the photon and lead jet are also required to be back-to-back in � within �� � 30o to

select events of limited Kt with correctly identi�ed lead jets. Figure 2.10 shows that

the average photon Pt in these data depends little on the lead jet �. Thus, the lead jet

� distribution provides an independent test of parton distributions that is insensitive to
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Kt. Other variables considered were �BOOST = (�JET + �)=2 and �� = (�JET � �)=2

which extend the available x range by including the photon �. However, they provide

insu�cient data in the high-� region to correct the measurement for detector e�ects [11].

Figure 2.10: The average photon Pt exhibits little dependence on lead jet �.

2.12 The Multiple Photon Background

Background to the direct photon signal arises from mesons that decay to multiple

photons, in particular, �o ! . Mesons are created in jets. Dijet production is an

�2s process in leading order. See Fig. 2.11. The number of diagrams for jet production

exceeds that for direct photon production. Jet production occurs roughly 103 times

more frequently than direct photon production.

Figure 2.11: Examples of Feynman diagrams for dijet production.

A photon accompanied by any other particle within a certain region of surrounding

space is rejected from the data sample. This isolation requirement greatly reduces the
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meson background to the direct photon signal.

The direct photon signal in the data becomes enhanced as the photon Pt increases.

This is an e�ect of the isolation cut, the fragmentation process, the jet production cross

section, and the running coupling �s.

The isolation requirement becomes more strict as the photon Et increases. Photons

are rejected from the data sample if the accompanying Et in the surrounding ��� cone

exceeds the �xed value of 2 GeV. A jet of Et = 10 GeV that includes one �o with Et of

8 GeV is far more common than a jet of Et = 100 GeV that includes one �o with Et of

98 GeV.

Fragmentation functions are used to determine the relative population of di�erent

particles within a jet as a function of the fractionalmomentumcarried by those particles.

The fragmentation function, D�q(z; Q2), expresses the probability that fragmentation

and hadronization of a quark, q, will yield a �o possessing the momentum fraction

z = p�
pq
. It can be parameterized as D�q(z; Q

2) = C1
(1�z)C2

z where C1 and C2 are

constants. It is rare that a high energy quark satis�es z ! 1 and fragments almost

entirely into one �o.

As the photon Et increases, the jet Et required to produce a meson that decays to

that photon also increases. The higher the photon Et, the more rare the required jet

since the jet production cross section is a steeply falling function of jet Et.

The running of �s provides a less important contribution to this e�ect. �s decreases

as both Q2 and the photon Et increase. There is a corresponding decrease in jet

production relative to direct photon production.

The ratio of direct photon events to multiple photon events as a function of photon
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Pt is shown in Fig. 2.12.

Figure 2.12: The ratio of direct photon events to multiple photon events increases with photon
Pt.

2.13 Next-to-Leading-Order Calculation of the Direct Photon Cross

Section

The NLO calculation of direct photon production [9] accounts for all diagrams of order

��s and ��2s . In addition, it includes LO fragmentation. It also accounts for the

isolation requirement.

The soft gluon radiation responsible for Kt occurs in a low energy, non-perturbative

kinematic regime and so is not included in the NLO calculation.

The data are corrected using simulated events generated with a set of code indepen-

dent of the NLO calculation to which the �nal measurement is compared. The events

are generated with PAPAGENO which uses the parton-level matrix elements to gener-

ate the hard collision. SETPRT uses ISAJET [18] routines to perform the subsequent

fragmentation of partons and produces a list of �nal state hadrons and their momenta.

In addition, this routine models the underlying event and the e�ect of Kt. It is tuned
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on the data of the 1988-1989 run. In dijet events, the energy deposited transverse to

the axis de�ned by the two jets provides an estimate of the underlying event energy.

Likewise, the e�ect of Kt on the kinematics of outgoing particles is modeled using dijet

events. Finally, the standard CDF detector simulation QFL simulates the response of

the CDF detector to the hadrons in this list.



28

Chapter 3

Accelerator and Detector

This chapter describes the experimental apparatus. It begins with an overview of the

Fermilab accelerator. Appendix B details the techniques used to maintain beam sta-

bility, enhance beam luminosity, produce the p and �p beams, and collide these beams

at the B0 interaction point. CDF is a collection of many detectors each designed to

measure speci�c aspects of the hard scattering event. The Central Tracking Cham-

ber discriminates photons from electrons. The Central Preradiator and the Central

Electromagnetic Strip Chamber distinguish, on a statistical basis, direct photons from

the multiple photon background. The Central Electromagnetic Calorimeter records the

photon energy. All calorimeters, both electromagnetic and hadronic, record jet energy

and together cover j�Dj < 4:0. This measurement is corrected for the three regions in

�D where di�erent detectors meet and the jet energy resolution, and hence the jet �

resolution, is diminished. A three tiered trigger rejects uninteresting events and records

hard scattering events that satisfy certain criteria.

In the 1992-1993 collider Run 1A of the Tevatron six bunches of protons and six

bunches of antiprotons circulated in opposite directions at 900 GeV around the 6.28 km

circumference of the Tevatron ring. See Fig. 3.1. The superconducting dipole and

quadrupole magnets of the Tevatron respectively bent and focused both particle beams.

At the B0 interaction point the counter-rotating beams collided with a center-of-mass
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energy of 1.8 TeV at the center of the CDF detector.

Radius = 1 km

P

P

Debuncher and
Accumulator Rings

P Storage

Booster
LINAC

Cockcroft-Walton

B0 (CDF)

D0

Tevatron and Main Ring

Figure 3.1: A schematic of the Fermilab p�p accelerator.

The number of hard scattering interactions between partons, Ni, is governed by the

relation,

Ni = �p�pL,

where �p�p is the cross section and L is the beam luminosity. To maximize Ni, the

luminosity,

L = NpN�pRC

4��2 ,

is made as large as possible. Here Np is the number of protons in the bunch, N�p is the

number of antiprotons, RC is the rate at which the proton and antiproton bunches cross

and � represents the r.m.s. width of the beam transverse to the direction of motion.
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In Run 1A, the beam crossings occurred every 3.5 �s. The average number of

protons in a bunch was about 1:5 � 1011 and the average number of antiprotons was

about 0:5� 1011. The quadrupole magnets immediately preceding the B0 detector hall

focused the beams to within � = 0:04 mm transverse diameter at the interaction point.

An average luminosity of 3.16 X 1030 cm�2s�1 was delivered in Run 1A. Details of p�p

beam production are given in Appendix B.

3.1 The CDF Detector

The coordinates generally used with the CDF detector are the direction of the proton

beam z, the azimuthal angle �, and the pseudorapidity � = �ln(tan(�=2)) where �

is the polar angle. As previously described, two de�nitions are used for �. Detector

� is measured from z = 0 and is written here as �D. Event �, is measured from the

z position of the hard scattering event and is written here simply as �. The detector

is generally described as having a central region with j�Dj < 1:1, a plug region with

1:1 < j�Dj < 2:3, and a forward region with j�Dj > 2:3. The detectors covering each

region are described below.

Alternatively, a right-handed coordinate system with positive z along the proton

beam direction, positive y directed upward, and positive x directed outward from the

center of the Tevatron, is sometimes used. The detector has approximate cylindrical

symmetry. A schematic is shown in Fig. 3.2. A cross section through one quarter of

the detector in the y � z plane, with the interaction point located at the lower right

hand corner, is shown in Fig. 3.3.

A particle that emerges from the interaction point in the vicinity of �D = 0, has a

trajectory that passes �rst through the silicon vertex detector, then through the tracking
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CENTRAL HADRONIC CALORIMETER

CENTRAL ELECTROMAGNETIC CALORIMETER

Figure 3.2: A schematic of the CDF detector.

detectors and the surrounding solenoid. Next it encounters the central preradiator then

the electromagnetic and hadronic calorimeters and last the muon chambers. As the

CDF detector is described in detail elsewhere [20], only the components relevant to this

analysis will be discussed here.

3.1.1 The Central Tracking Chamber

The Central Tracking Chamber (CTC) is a cylindrical drift chamber which encircles

the beam pipe and covers a region j�Dj < 1:0. The inner radius extends 28 cm from the

beam pipe. The outer radius is 1.3 m. The superconducting solenoid, which surrounds

the CTC, generates a 1.5 T magnetic �eld. A charged particle passes through the CTC

with a helical trajectory marked by a trail of electrons ionized from the argon-ethane

gas. The particle momentum is determined from the curvature of the track and is
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measured within a resolution of �Pt=P
2
t � 0:002 (GeV=c)�1.

The drift �eld of the CTC is � 1350 V/cm. The ionized electrons reach a nearby

sense wire within a drift time of 800 ns. This corresponds to a maximum distance of

40 mm. The spatial position of the passing charged particle is determined using 1)

the position of the sense wire and 2) the distance corresponding to the drift time of

the ionized electrons. An algorithm reconstructs the trajectory using the sequence of

measured charged particle positions. Photons are distinguished from electrons using

the CTC because only the charged electron leaves a track.

The sense wires are arranged in 84 layers that are in turn grouped into nine super-

layers. See Fig. 3.4. In the �ve axial super-layers, 12 sense wires are oriented parallel to

the z axis within each drift cell. The six sense wires in the drift cells of the four stereo

super-layers are tilted �3o with respect to the z axis. The axial super-layers provide

a measurement of the r � � position and are alternated with the stereo super-layers

which, together with the axial layers, provide r � z information.

The CTC drift cells are tilted at 45o with respect to the radial direction. This

compensates for the radial component of the Lorentz force so the net force on the drift

electrons is azimuthal when the solenoidal magnetic �eld is 1.5 T. This maintains the

linearity of the time-to-distance relationship.

The ionized electrons may approach the sense wire from the right or the left. No

information is recorded that distinguishes the two directions. The 45o tilt of the drift

cells eliminates this ambiguity since the true reconstructed trajectory originates from

the event vertex and the fake trajectory does not.
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Figure 3.4: An end view of the Central Tracking Chamber.
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3.1.2 The Central Drift Tube Array

The Central Drift Tube (CDT) detector immediately surrounds the CTC at a radius

of 1.4 m. It is a three layer deep array of 3 m long stainless steel tubes each 1.27 cm

in diameter. Each tube contains a sense wire and is oriented parallel to the beam pipe.

The amplitude of the electromagnetic pulse measured on either end of the sense wire

determines the z coordinate. The � coordinate is �rst given by the azimuthal position

of the tube then more precisely determined by measurement of the drift time required

for ionized electrons to reach the sense wire.

3.1.3 The Central Preradiator

The Central Preradiator (CPR) [25] is a multiwire proportional drift chamber posi-

tioned outside the solenoid at 168 cm from the interaction point. It records the photon

conversions,  ! e+e� in the nuclear Coulomb �eld, that take place in the 1.075 radi-

ation lengths, or 1:075 LRAD , of intervening material. (One LRAD of a material is that

distance over which, entirely through radiation loss, the average energy of an electron

beam decreases by the factor 1=e.) This distance corresponds to a 60% conversion rate

for direct photons and an 84% conversion rate for the multiple photon background.

Each chamber of the CPR has 32 sense wires ganged in pairs. The sense wires are held

at a positive voltage of 1790 V. The nearly rectangular cells are � 2 cm wide in the

azimuthal and radial directions. The chamber is �lled with argon-CO2 gas.

3.1.4 The Central Calorimeter

The central calorimeter is a collection of 480 calorimeter towers . Each tower is seg-

mented in the radial direction and has �rst an electromagnetic calorimeter then a
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hadronic calorimeter. A proportional drift chamber is positioned within the electro-

magnetic calorimeter to enhance the spatial resolution. The towers have a projective

geometry, i.e. each projects back toward the interaction point along a line of constant

�D.

Each tower extends 15o in � and � 0.1 units in �D. Ten calorimeter towers, consec-

utive in �, combine to form a wedge. These towers form one of the 24 � sections that

combine to encircle the beam pipe. Two such calorimeter rings face each other, one on

either side of the interaction point. Together they cover the region j�Dj < 1:1.

3.1.5 The Central Electromagnetic Calorimeter

The Central Electromagnetic Calorimeter (CEM) consists of 31 layers of 3.2 mm-thick

lead interleaved with layers of 5 mm-thick scintillator. The full depth is � 18 LRAD.

The high Z value of the lead nuclei promotes electromagnetic showering of photons

and electrons. The energy in the shower excites the scintillator atoms which radiate

light when they return to the ground state. The amount of light generated in the

scintillator is proportional to the energy of the primary e� or . Waveshifters change

the primarily UV/blue scintillator light to green. Lightguides carry the wave-shifted

scintillator light to the two phototubes in each CEM tower, one on either side in �,

which convert the light to a current pulse. The phototube response is optimized to green

light. The energy weighted average of the signal from the two phototubes determines

the azimuthal position of the electromagnetic shower. See Fig. 3.5. The CEM has a

resolution of 13.5%/
p
E + 1:7%.
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Figure 3.5: A schematic drawing of one wedge in the Central Electromagnetic Calorimeter.
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3.1.6 The Central Electromagnetic Strip Chamber

The Central Electromagnetic Strip Chamber (CES) is located within the CEM at a

depth of 5.9 LRAD. This distance is approximately equivalent to shower maximum,

the distance at which the greatest amount of the initial photon or electron energy is

expended in the shower.

The CES is a proportional drift chamber used to measure the transverse pro�le

of the electromagnetic shower. This information allows statistical separation between

the characteristically broad transverse pro�le of the multiple photon background and

the characteristically narrow transverse pro�le of the direct photon signal. The 128

strips function as cathodes and lie perpendicular to the 64 anode wires. The latter

are set 2 mm apart and held at a potential of 1420 V. The energy independent spatial

resolution is 2 mm � 2 mm and corresponds to the wire spacing of the drift chamber.

The window used to measure the shower transverse pro�le is 11 strips, or 15 cm, wide.

The minimum separation of two photons produced in the symmetric decay of a �o, each

photon of transverse momentum Pt, is (50 cm� GeV
c )=Pt at the position of the CES.

3.1.7 The Central and End Wall Hadronic Calorimeters

The Central Hadronic Calorimeter (CHA) spans j�Dj � 0:9 and consists of 32 steel

layers of 2.5 cm thickness interleaved with sheets of 1.0 cm-thick plastic scintillator.

The total depth is 4.7 interaction lengths, or 4:7 LINT . (Of N neutral particles that

traverse one LINT of a material, all but N=e experience an interaction with the nuclei

of the material.) The End Wall Hadronic Calorimeter (WHA) covers 0:7 � j�Dj � 1:3.

A total depth of 4:5 LINT is presented by 15 layers of 5 cm-thick steel interleaved with

1 cm-thick scintillator. Towers in the intermediate region, 0:7 < j�Dj < 0:9, are shared
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by the two detectors so that a particle emerging from the interaction point along a path

of constant �D �rst encounters the CHA and next the WHA.

The charged decay products produced in the collision of particles with the steel

nuclei excite the atoms of the scintillator material. The electromagnetic radiation

consequently emitted by these atoms is converted to a measurement of the incident

particle energy as previously described for the CEM. The energy resolution of the CHA

is 80%/
p
E + 3:0%.

The CHA is used to measure the hadronic energy in jets and, together with the

CEM, to determine the ratio of electromagnetic to hadronic energy deposited by passing

particles. This ratio is used in the identi�cation of photon candidates.

3.1.8 Calibration of the Scintillator Based Calorimeters

Calorimeters that use plastic scintillator as the active medium were �rst calibrated in a

test stand with radioactive sources and cosmic rays, then in a test beam. Electrons of

50 GeV were used to test the electromagnetic calorimeter response and charged pions

of 50 GeV were used to calibrate the hadronic calorimeter.

In both the electromagnetic and hadronic calorimeters, long term variations in gain

were monitored by using 137Cs sources to expose the scintillator to -rays. For the

electromagnetic calorimeter, short term variations were monitored by a Xenon asher

system that tested the response of the waveshifter to light. In addition, a light-emitting

diode system was used to inject green light into the phototube. The hadronic calorime-

ter calibration system employed a Nitrogen laser to inject light into the phototubes.

Quartz �bers connected all light asher systems to the appropriate detector component.
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3.1.9 The End Plug Electromagnetic Calorimeter

The End Plug Electromagnetic gas calorimeter (PEM) consists of conductive plastic

drift tubes of square cross section strung with gold-plated tungsten wire and arranged

in layers perpendicular to the beam line. The PEM is composed of four azimuthal quad-

rants that together encircle the beam pipe and cover 1:1 < j�Dj < 2:4 in a projective

geometry.

Each drift tube layer is arranged by placing tubes parallel to and along side of each

other. The length of each tube is adjusted to obtain a fan shaped plane extending

radially to an outer diameter of 3 m and occupying 90o in azimuth. The inner diameter

of each layer is adjusted so that, with all layers taken together, the PEM leaves an

empty cone of opening angle 10o from the beam axis. The opening angle is measured

from the interaction point.

There are 34 proportional tube arrays interleaved with 2.7 mm-thick layers of lead.

Argon-ethane gas is used as the active medium. The PEM occupies a depth of 50 cm

in z which corresponds to about 19 LRAD.

Each array of drift tubes is bordered on either side by a panel of G-10. One panel is

used for a ground plane. The copper plating on the other panel is etched in a pattern

of radial lines and concentric arcs to form the cathode pad segmentation of 5o in � and

0.09 in �D.

Longitudinal segmentation into three sections is accomplished by summing over the

signals from each pad segment of �� and ��D in each of a set of layers. Signals are

summed from the �rst �ve layers encountered along a line of constant �D from the

interaction point, then from the next twenty-four, and �nally from the last �ve. The

central longitudinal segment is larger in order to contain most of the electromagnetic
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shower energy.

The pad segmentation is useful for energy measurement. The energy resolution is

28%/
p
E+2:0%. Strips yield a superior position measurement. Enhanced spatial reso-

lution is required for the �rst ten layers of the second longitudinal segment since these

are positioned around the shower maximum. For these layers the pad segmentation

is not used. Instead, strips of concentric arcs are etched in the copper coating of the

cathode G-10 boards to measure �D and strips extending radially are used to measure

�. The spatial resolution is 0.2 � 0.2 cm.

3.1.10 The End Plug Hadronic Calorimeter

The End Plug Hadronic Calorimeter (PHA) covers 1:32 < j�Dj < 2:4 and is of similar

construction to the PEM. It has 20 steel layers of 5 cm thickness interleaved with

the previously described drift tube layers. The total depth represents 5.7 LINT . The

cathode pads have the same segmentation in � and �D as in the PEM. The energy

resolution is 130%/
p
E + 4:0%. There are two longitudinal segments, the �rst is based

on a sum over the �rst 10 layers and the second results from a sum over the last 10

layers.

3.1.11 The Forward Electromagnetic Calorimeter

The forward calorimeters are located roughly 6.5 m from the interaction point. The

Forward Electromagnetic Calorimeter (FEM) covers 2:2 � j�Dj � 4:2 in a projective

geometry. It has 30 layers of lead alternating with drift chambers. This represents a

total depth of 25.5 LRAD.

The drift chambers were made from aluminum extruded to form an array of parallel
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channels each of transverse dimension 1.0 cm � 1.5 cm. Each channel was strung

with a gold-plated tungsten wire. The cathode pad segmentation on the copper-plated

circuit board facing the chamber is 5o in � and 0.1 in �D. The energy resolution is

25%/
p
E + 2:0%.

There are two longitudinal segments. The �rst is formed by summing pad signals

from the �rst 15 layers and the second by summing over the last 15 layers.

As the position of the shower varies in the calorimeter, the strip layers yield a spatial

resolution that ranges from 0.1 cm to 0.4 cm.

3.1.12 The Forward Hadronic Calorimeter

The Forward Hadronic Calorimeter (FHA) covers 2:2 � j�Dj � 4:2 and has 27 layers

of 5 cm-thick steel alternating with the drift tube arrays. The total depth represents

7:7 LINT . The cathode pad segmentation is the same as it is for the FEM. The energy

resolution is 130%/
p
E + 4:0% for isolated pions.

3.1.13 Calibration of the Gas Based Calorimeters

A test beam was used to calibrate the gas calorimeters with 100 GeV/c electrons for

the PEM and a combination of pions, electrons and muons in a momentum range of

20-200 GeV/c for the FHA.

For long termmonitoring a wire carrying an Fe55 source of 5.9 keV X-rays was a�xed

to the outside of a number of 10 cm-long drift tubes. These tubes were distributed

among the normal drift tubes of the calorimeter and used to monitor the gas gain.

The gas gain changes in response to variations of high voltage, pressure, tempera-

ture, and gas composition. These parameters were continuously recorded throughout
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the run.

3.1.14 Detector Access Regions (Cracks)

The calorimeters have regions with limited instrumentation, cracks , in � and �D re-

quired for structural support and cabling. The sum of the cracks every 15o in � where

the towers meet represents only 4.8% of the complete azimuthal coverage. There are

three areas in �D that have limited resolution. The crack between the East and West

sections of the central calorimeters covers j�Dj � 0:1308, the crack between the End

Wall and the End Plug covers 1:1 < j�Dj < 1:4, and the crack between the End Plug

and the Forward detector covers 2:3 < j�Dj < 2:4. This analysis is not a�ected by the

� cracks. The e�ect of the �D cracks required corrections to the measurement. See

Fig. 3.6.

Figure 3.6: A schematic in �D � � space of the hadronic towers for the Central, End Wall,
End Plug and Forward calorimeters. The shaded regions have only partial depth coverage to
accommodate the low-� quadrupole magnets. The black regions have no coverage. There is
complete coverage in � by the electromagnetic towers out to � = 4:2. The �D cracks occur in
the regions j�Dj � 0:1308, 1:1 < j�Dj < 1:4, and 2:3 < j�Dj < 2:4.
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3.2 The Data Acquisition System

The �rst stage of event selection is the online data acquisition system (DAQ). The rate

at which events can be selected and written to tape is limited. The imposed require-

ments must be strict enough to reject background but also be e�cient for accepting

good events.

A beam crossing occurred every 3.5 �s and, with the luminosity of L � 1031cm�2s�1

at least one interaction was expected at every beam crossing. This corresponds to an

event rate of � 250,000 events per second (250 kHz). The rate at which events could

be written to magnetic tape was limited to � 6 Hz. The �rst and second levels in

the three-tiered trigger were hardware based systems that used fast analog signals to

quickly reject uninteresting events. The third level was a software trigger that consisted

of Unix processors capable of performing full event reconstruction.

Acceptance by Level 1 was determined within the time of one beam crossing. This

required only that a hard scattering had taken place as evidenced by a large deposition

of transverse energy in the calorimeter. Approximately 5,000 Hz were passed by Level 1

and evaluated by Level 2. The decision by Level 2 was made within � 10 �s and was

based on a partial reconstruction of the event. Level 2 passed 22 Hz. A digital readout of

the front end electronics, requiring � 3 ms, was performed only for an event accepted

by Level 2. Level 3 had 48 processors that could handle 48 events in parallel and

processed each event for roughly 1 s. During this time each event was reconstructed

as completely as was necessary to determine if it should be rejected or written to

magnetic tape. Level 3 passed 6 Hz. A detailed description of the Level 3 trigger is

given in Appendix C.
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The data path used to collect the event information processed by the trigger be-

gan with the front end electronics. This used roughly 160,000 electronic channels and

interfaced with the rest of the DAQ. All calorimeter output voltages were evaluated

immediately before and just after a bunch crossing by each of the 129 front-end analog

RABBIT crates mounted on the detector. The integrated signal charge recorded from

the products of an interaction is proportional to the di�erence in the two measured

voltages. If the event passed Level 2, the calorimeter information was digitized by the

analog-to-digital converters in the front-end-electronics and read out by a fast intelli-

gent scanner (MX). Information from the tracking systems was recorded by front-end

Fastbus time-to-digital converters and, if digitized, was read out by an intelligent scan-

ner called an SSP. Both the MX and SSP scanners can bu�er four events. The digital

information was input to the Event Builder which formatted the event into the data

structure used in o�ine analysis. The event data were then transmitted to memory in

the Level 3 processors.

The Fastbus network was used to establish electronic transfer of information in an

organized way between the di�erent parts of the data acquisition system. The data

ow was monitored by programs that ran on the B0 VAX cluster.

3.2.1 Level 1

The Level 1 photon trigger required that the sum of transverse energy in any single

central trigger tower exceed a threshold of 6 GeV with at least 4 GeV of this deposited

in the electromagnetic calorimeter section of the tower. A trigger tower is de�ned to

be 15o in � and � 0:2 in �D. In the central detector this is two standard calorimeter

towers that are consecutive in �D. Di�erent single tower thresholds could be required
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for di�erent calorimeters.

3.2.2 Level 2

Identi�cation of photons, of leptons, and of jet structure, as well as calculation of the

missing Et and of the summed scalar Et was performed by the Level 2 hardware.

A clustering algorithm identi�ed jet structure by selecting any calorimeter tower

in which transverse energy above a speci�ed threshold was recorded and summing the

transverse energy in this seed tower with that of its neighbors. Electromagnetic clusters

were distinguished from hadronic by the ratio of total energy over electromagnetic en-

ergy in the cluster. Reconstruction of high momentum charged tracks in two dimensions

and a rough momentum measurement was performed by a hardware track processor

that used signals from the CTC. Photon candidates were identi�ed as clusters with a

ratio of total Et to electromagnetic Et less than or equal to 1.125. The cluster was

required to have j�Dj < 1:19 and total Et > 16 GeV.

The neural net hardware board calculated an analog sum of transverse energies in

towers surrounding the seed tower of a Level 2 cluster. This sum included all towers,

both electromagnetic and hadronic, in a 6 � 5 array of trigger towers excluding only

the electromagnetic part of the seed tower. The online isolation cut required that this

sum be less than 5 GeV of Et. This trigger tower array corresponds roughly to a cone

of radius 0.65 in �D � � space.

Since the experiment ran with many di�erent triggers simultaneously, a maximum

acceptance rate was imposed on those with proli�c yield such as the photon trigger.

This avoided excessive time during which the data acquisition system was occupied and

unable to accept new events. The cross section for any physics process is a steeply falling
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function of Et, so low energy events greatly outnumber high energy events. Techniques

that limit the rate include: 1) prescaling, i.e. accepting only a fraction of such events,

and 2) raising the Et threshold for the trigger.

Trigger rates for low energy events are typically prescaled. The trigger that selected

6 GeV photons was prescaled by a factor of 300. Out of every 300 events that satis�ed

the Level 2 trigger requirement, only one was actually passed by Level 2.

The neural net was used to apply an isolation cut to the trigger that selected direct

photon events used in this analysis. This greatly increased the fraction of good events

recorded. Without the isolation requirement the photon Et above which no prescale

was required would be 30 GeV and the 16-30 GeV photon data would be prescaled by

� 100. However, the 16 GeV photon trigger used the neural net to apply an isolation

cut and was not prescaled. The 50 GeV and 70 GeV photon triggers did not employ

the isolation requirement online since they possessed a high enough transverse energy

that no prescaling was necessary. The 50 GeV photon trigger was used to check the

functioning of the neural net.

3.2.3 Level 3

In Level 3, a tighter isolation cut was imposed. This required that no more than 4.0 GeV

of Et unassociated with the photon be within a cone, centered on the photon, of r = 0:7

in �D�� space. A �ducial cut was also required. This constrained the electromagnetic

cluster to an e�cient region of the CES. The centroid of the shower pro�le was required

to be no less than 17.5 cm from the chamber center and within 14:0 < jzj < 217:0.
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Chapter 4

Event Selection and Corrections to the Data

This chapter describes the increasingly stringent selection criteria applied as the data

progress from the online trigger, through o�ine production, and to the �nal analysis

data set. The criteria include restrictions on the photon Pt, �ducial restrictions that

ensure advantageous use of the various detectors, and restrictions to reject background

events. Of the last, the isolation requirement is the most e�ective.

An e�ciency, in some cases Pt dependent, describes the fraction of true direct pho-

tons expected to satisfy the Pt restrictions and each background rejection criterion.

The �ducial restrictions accept photons deposited in optimum detector regions and are

associated with an acceptance that describes, of all true direct photons, the fraction di-

rected toward these regions. The data in this analysis are corrected for these e�ciencies

and acceptances.

After application of the selection criteria, the remaining data are a mixture of di-

rect photon signal events and multiple photon background events. The signal and

background are separated on a statistical basis using two independent procedures. One

procedure employs the CPR and exploits the di�erence in conversion rate between the

direct photon and multiple photon events. The other procedure employs the CES and

exploits the di�erence in shower transverse pro�le between the direct photon and mul-

tiple photon events. The latter procedure o�ers superior separation from background
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in the region 16 < Pt < 40 GeV/c and so is used in this analysis. Since both methods

agree well in the Pt region where they overlap, the systematic uncertainties of the pro�le

method are constrained by the more limited systematic uncertainties of the conversion

method.

The standard CDF routine, JTC90V [30] [31] [32], applies corrections to the mea-

sured jet energy. E�ects of parton fragmentation and hadronization, detector energy

resolution and jet clustering require corrections to the absolute jet energy. Relative

di�erences in the response of individual calorimeters to an equivalent jet require correc-

tions to the relative jet energy. Two physics processes a�ect the measured jet energy

and are corrected. The underlying event increases the energy measured in the jet ���

cone and hadronization of jet particles outside of this cone reduces the measured jet

energy.

Event selection takes place in several stages:

� in the online triggers before the events are written to tape,

� in o�ine production running where raw data tapes are processed with output

to data summary tapes (DSTs) and more abbreviated physics analysis data sets

(PADs),

� and in the �nal physics analysis.

Events rejected online cannot be recovered. O�ine production is an intensive com-

puting task that cannot easily be repeated. Event selection criteria for these stages

are kept as loose and simple as possible to simplify the calculation of and correction

for ine�ciencies. Tighter and more complex selection criteria are applied with physics

analysis where they can be reevaluated and the analysis repeated if necessary.
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A discussion of the analysis cuts used to select inclusive direct photon events and the

corresponding e�ciencies for those cuts is given here. All events used in this analysis

were selected from the inclusive direct photon data sample after application of two

additional requirements: the photon Pt must be in the range 16 GeV/c to 40 GeV/c

and the jet of greatest Et in the event must be back-to-back in � with the photon within

�30o. The latter requirement is discussed in Chapter 5.

To calculate the inclusive direct photon cross section, the acceptance of the detector

and the e�ciency of the data selection cuts must be determined. The cut e�ciencies

are evaluated by Monte Carlo event generation [24] and detector simulation, by the use

of test beam electron showers, by using electrons from W and Z decay and by studying

minimum bias events. The combination of all cut e�ciencies and acceptances yields an

e�ciency of roughly 38% for photons in the region j�j < 0:9 [25].

4.1 E�ciency of Online Cuts

The selection cuts implemented in the online trigger sometimes reject good photon

candidates due to the energy resolution of the calorimeters. This results in the following

trigger ine�ciencies:

� Level 1 may fail to make the required 6 GeV seed for a photon with a true Et

that exceeds this threshold.

� Level 2 may fail to make an electromagnetic cluster if the measured ratio of total

Et to electromagnetic Et exceeds the true ratio.

� The Level 2 measured cluster Et may be below the Level 2 Et threshold when the

true Et exceeds the threshold.
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Events from a minimum bias trigger were used to study the Level 1 trigger ine�-

ciency. Events that were written to tape after passing Level 1 and before �ltering by

Level 2 were used to study the Level 2 trigger ine�ciency. These trigger ine�ciencies

are less than a 1% e�ect for 9 GeV electrons [29].

In addition, there were two e�ects that sometimes caused the Level 2 neural net

isolation cut to reject true direct photons. First, early in the run there existed only

one neural net hardware board. Each pass over the detector was in one direction only

and the �rst cluster encountered was the only one evaluated. Sometimes an event

was rejected because the cluster evaluated was not isolated when a second cluster in

the same event was isolated. For the last 73% of the data a second neural net board

was added and the two most energetic clusters in each event were evaluated. Second,

the energy measured in the cone surrounding the photon may exceed the isolation cut

threshold although the true energy is below the threshold. The �nal Pt dependent

e�ciency varied roughly from 0.96 to 0.89 as photon Pt increased from 16 GeV/c to

40 GeV/c [29]. It was evaluated using photon candidates selected without the neural

net hardware.

4.2 O�ine Production

In o�ine production the events were fully reconstructed and written to Data Summary

Tapes. A selected set of banks for each event was written to the more abbreviated

Physics Analysis Data Sets. Events from data runs in which the integrity of the data

was compromised due to detector e�ects were not included.
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4.3 O�ine Physics Analysis

Events included in the measurement of the inclusive direct photon cross section are

selected using the criteria presented in Tab. 4.1. The corresponding e�ciencies and

acceptances are given for photon Pt within 16 < Pt < 40 GeV/c and are discussed,

along with the selection criteria, in the following paragraphs.

Table 4.1: Selection criteria for direct photon candidates.

SELECTION CRITERION ACCEPTANCE OR EFFICIENCY

Pt > 16 GeV/c trigger 0.53 for Pt, 16� 18 GeV/c
0.9 for Pt, 18� 20 GeV/c
1.0 for Pt > 20 GeV/c

Neural Net trigger 0:96! 0:89 as Pt, 16! 40 GeV/c
j�j < 0:9
(Total-Photon) Et < 2 GeV in r = 0:7 0.78 at L = 3:16� 1030cm�2s�1

Only one cluster > 1 GeV in relevant CES wedge 0:94! 0:87 as Pt, 16! 40 GeV/c
CES Fiducial cuts in jxj and jzj 0.64
Event vertex within jzj < 60 cm 0.95
No CTC track directed toward calorimeter cluster 0.943
No CTC track directed toward the relevant CPR chamber 0.93
Missing Et < 80% of photon Pt 0:97! 0:99 as Pt, 16! 40 GeV/c
Inoperative regions of CES and CEM 0.977
�2 < 20 for CES shower pro�le > 0:99
Overall E�ciency for Photons within j� j < 0:9 � 0:38

The photon candidate Pt must exceed 16 GeV/c. Photons with true Pt just below

(above) the trigger threshold may be erroneously accepted (rejected). The trigger

e�ciency gradually increases with photon Pt. Once the Pt exceeds the trigger threshold

by a few GeV/c, this e�ciency stabilizes at a maximum value [29]. For the trigger

threshold of 16 GeV/c, the integrated luminosity was 16 pb�1.

Photon candidates are required to have j�j < 0:9 since this is where the necessary
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detectors are located.

No more than 2 GeV of transverse energy unassociated with the electromagnetic

cluster may be present in the surrounding r = 0:7 cone. This isolation cut reduces the

background of non-prompt photons, the decay products of mesons produced in jets.

Energy from soft scattering of partons underlies the hard scattering event that satis�ed

the trigger requirements and contributes to the energy in the cone surrounding the

photon candidate. Since the underlying event energy increases with beam luminosity,

the isolation cut e�ciency decreases. The transverse energy contained in random cones

with no track directed toward their center was measured in minimum bias events and

used to determine this e�ciency. The isolation cut of 2 GeV has an e�ciency of 0.78

at a luminosity of L = 3:16� 1030cm�2s�1 [28].

Only one electromagnetic cluster above an energy of 1 GeV in the CES is allowed

in one detector wedge. This restriction reduces the background of mesons that decay

to multiple photons. The e�ciency for this cut decreases from roughly 0.94 to 0.87 as

the photon Pt increases from 16 GeV/c to 40 GeV/c [24]. It was evaluated using test

beam electrons as well as both actual and simulated electrons from W boson decay.

A �ducial cut in the CES restricts the electromagnetic cluster to be within 17.5 cm

of the chamber center and to have 14:0 < jzj < 217:0 cm. This ensures that only the

most e�cient part of the CES detector is used. The e�ciency for this �ducial cut is

0.64, the ratio of the good physical region of the detector to the total region [24].

The z coordinate of the event vertex is restricted to jzj < 60 cm. This rejects

events for which the projective tower geometry is not used to full advantage. The Pt

independent e�ciency is 0.95 and corresponds to the fraction of minimum bias events

that pass this cut [34].
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The presence in the CTC of a three dimensional reconstructed charged track lead-

ing toward any of the towers in the electromagnetic cluster is characteristic of an elec-

tron. Such events are rejected. A true direct photon fails this cut if it converts in the

0:0751 � 0:0053 LRAD of material encountered before the CTC or if a track from the

underlying event is associated with the electromagnetic cluster. The latter e�ect was

evaluated using minimum bias events. This cut has an e�ciency of 0.943 [28] [29].

Additionally, events in which a three dimensional reconstructed charged track leads

toward the CPR chamber that recorded the photon candidate are rejected. A true

direct photon is rejected if it is associated with a track from a minimum bias event.

The e�ciency of this cut decreases as beam luminosity increases and is 0.93 at a beam

luminosity of 3:16� 1030cm�2s�1 [28].

Events in which the missing transverse energy is greater than 80% of the photon

candidate energy could result from cosmic rays or Texas towers and are rejected. Texas

towers are large depositions of energy in the calorimeter due to secondary charged

particles moving in the plane of the ionization chamber instead of perpendicular to it.

The e�ciency of this cut increases from 0.97 to 0.99 as the photon Pt increases from

16 GeV/c to 40 GeV/c [29].

An acceptance correction of 0.977 accounts for the inoperative regions of the CES

and CEM.

Events with a transverse shower pro�le in the CES that had �2 > 20 when compared

to the transverse shower pro�le of a true single photon were rejected from the inclusive

direct photon data sample regardless of whether the CES or CPR was used to perform

the background subtraction. The e�ciency for photons is > 0:99.
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4.4 Background Subtraction

Most of the � ! 3�o ! 6 and KS ! 2�o ! 4 background events are rejected by the

analysis cuts. The data that pass are a mixture of direct photons and the remaining

background events, primarily �o !  and � ! . At the CES, the distance of

separation for the two photons from a 40 GeV/c �o is � 2 cm while the transverse

shower pro�le for a single photon is � 3 cm [24]. It is not possible, on an event-by-event

basis, to distinguish the direct photon signal from the multiple photon background.

Two statistical background subtraction methods are used. Each of these implements

a selection criteria with a high e�ciency for separating signal and background. One

method uses the CPR to determine if a conversion occurred. The multiple photon

background converts more often than the direct photon signal. The other method uses

the transverse shower pro�le recorded by the CES. The multiple photon background has

a broader transverse pro�le than the direct photon signal. A comparison between the

transverse pro�le of the photon candidate and that of a test beam electron is quanti�ed

in a �2 value used to distinguish the transverse pro�le left by the multiple photon

background from that left by the direct photon signal.

For this discussion the set of events that are exclusively direct photons is de�ned as

the signal. The background is the set of events in which one or some of the multiple

photons from a meson decay, in particular �o ! , satis�es the single photon selection

criteria. The background subtraction method is described here.

First make the following assignments:

� N � The total number of data events.

� NP � The number of data events that pass a speci�ed cut.
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� NF � The number of data events that fail this cut.

� � � NP =N � The data e�ciency: the fraction of data events that pass this cut.

� � � The signal e�ciency: the fraction of true photon events that pass this cut.

� �b � The background e�ciency: the fraction of true background events that pass

this cut.

� N � The true number of signal events in the data.

� Nb � The true number of background events in the data.

Each background subtraction method separates the data events into two categories.

One category contains events characteristic of the direct photon signal. The other

category contains events characteristic of the multiple photon background. In reality,

each category contains some combination of direct photon signal and multiple photon

background events. This is expressed as �N = �N + �bNb. Combine this equation

with Nb = N �N to obtain the number of signal events in a bin of N data events,

N =

 
�� �b
� � �b

!
N:

The following steps develop an event-by-event weighting factor used to measure the

number of direct photons as a function of any variable since the background subtraction

is preformed by summation of these weights within each bin of the measurement.

NP = �N + �bNb

NF = (1� �)N + (1� �b)Nb

N =
(�b�1)
(�b��)NP + �b

(�b�� )NF
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The weight assigned to data events that pass the cut is

WP = (�b�1)
(�b��) ;

and the weight assigned to events that fail the cut is

WF = �b
(�b��) :

For the pro�le method, � and �b are evaluated with a simulation modeled on test

beam electrons [24]. The number of events with �2 < 4 divided by the number of events

with �2 < 20 de�nes �.

For the conversion method, � expresses the probability of direct photon conversion

in the material preceding the CPR. This distance, t = 1:075 � 0:023 LRAD [25], is

used to evaluate �s = 1 � e
�7t
9 . Including the e�ect of multiple photons yields �b =

1�e�7tN(Pt)=9. Here N(Pt), a function of particle Pt and type, represents the average

number of photons within a 66 mrad region, or equivalently �ve CPR channels, centered

on the direction of the photon candidate. It is derived using a detector simulation of

�o; �, and Ko
S mesons produced in the ratio of 1:1:0.4 respectively [25]. The fraction of

events for which a conversion is recorded in this region de�nes �.

For the pro�le method, �, � and �b depend on Pt. For the conversion method this

dependence is slight. The pro�le method is used in this analysis since the separation

from background in the relevant Pt region, 16 Gev=c < Pt < 40 GeV=c, is superior to

that for the conversion method. See Fig. 4.1.

For the pro�le method, �b increases at both high and low Pt and reaches a minimum

at Pt � 20 GeV=c. In the asymmetric decay of a �o, one photon may gain most of

the �o momentum and satisfy the single photon selection criteria. Low momentum

pions produce two photons of low energy and large separation. In some events, these
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Figure 4.1: E�ciencies for the pro�le and the conversion methods of background subtrac-
tion [25].

photons are recorded in separate towers and one of them satis�es the single photon

selection criteria. High momentumpions produce two photons of high energy and small

separation. In some events, these two photons are unresolved and together satisfy the

single photon selection criteria.

The conversion method has little Pt dependence. However, below 10 GeV/c, � is

similar to �b. The signal to background in this region is about 1 to 10. For this reason

the inclusive direct photon Pt spectrum was not measured below 10 GeV/c.

Systematic uncertainty in the background subtraction corresponds to the systematic

uncertainty in �, � , and �b.

The primary uncertainty in the pro�le method is the shape of the shower transverse

pro�le and uctuations in this shape. Test beam electrons were used in the simulation

of the shower shape [24]. The longitudinal development of an electron shower di�ers

slightly from that of a photon since electrons deposit ionization energy in the detector
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as soon as they enter and photons do so only after the �rst conversion. To study this,

the thickness of material preceding the CES was varied. To study the e�ect of gas

saturation the voltage on the CES was varied. The shower is more collimated for a

particle of higher energy. Both particle energy and the angle of entry were included in

the simulation of the transverse shower pro�le [24].

The primary uncertainty in the conversion method is the photon conversion rate

which depends on the thickness, t, of material preceding the CPR. The uncertainty in

t is �0:023 LRAD and corresponds to an uncertainty of 0.006 in �b = 1 � e�7tN(Pt)=9

and 0.0078 in �s = 1� e�7t=9 [29].

The conversion rate calculated using t agrees with that measured using �o, �, and ��

mesons. See Tab. 4.2. The number of daughter photons that convert and are detected

by the CPR is used to measure the rate of photon conversion in the distance t. Only

mesons with well separated photon decay products can be used to reconstruct the mass

of the parent particle. These are identi�ed in Fig. 4.2 by their photon mass peaks at

135 MeV/c2, 540 MeV/c2 and 780 MeV/c2 respectively.

Table 4.2: The predicted and measured conversion rates of photons in the material preceding
the CPR [35].

Meson Measured Rate Predicted Rate
�o 0:842� 0:008 0.847
� 0:831� 0:012 0.842
�� 0:836� 0:010 0.834

Corrections to � for the conversion method account for the following e�ects:

� The number of radiation lengths traversed changes with the angle of entry.
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Figure 4.2: Reconstructed mesons are used for calibration of the CPR [25].

� The pair production cross section varies with photon energy [26].

� Infrequently, a conversion recorded in the CPR results from a backwards scattered

electron or low energy photon. An electromagnetic shower simulation is used to

study this e�ect [27].

� Soft photons from the underlying event sometimes result in a CPR signal. Mini-

mum bias events are used to study this e�ect.

� 0.5% of the CPR was inoperative.

In the Pt region where both background subtraction methods are applicable, the

measurement of the inclusive direct photon cross section shows little dependence on

which method is used. See Fig. 4.3. The systematic uncertainty associated with the

pro�le method exceeds that of the conversion method and can be constrained by the

agreement between the two methods.
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Figure 4.3: The inclusive direct photon cross section [25] measured at CDF.

4.5 Correction of the Jet Transverse Energy

The transverse energy of the measured jet may di�er from that of the fragmented and

clustered parton for several reasons. The measured absolute jet energy is a�ected by the

way in which the parton fragments and hadronizes, by the detector energy resolution

and by the e�ects of clustering. Also, there exists a relative di�erence in the response

of di�erent calorimeters to an equivalent jet. Corrections to both the absolute and the

relative jet energy are applied using the standard CDF routine, JTC90V.

The relative correction is determined by using dijet events with one jet in the central

detector, 0:2 < j�Dj < 0:7. The other of the pair, the probe jet, is allowed to range over

all �. The central jet energy is well measured. The ratio of Pt between this jet and the

probe jet varies from unity when probe jet energy is lost in a detector crack.

The absolute energy scale of the calorimeters relates the true energy of a hadron

to the measured energy. If these two values di�er it becomes necessary to correct the
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measured jet energy for this di�erence.

Only a fraction of the energy is deposited in the active material, the scintillator layer,

of a sampling calorimeter such as the CEM and CHA. For identical incident particles

the detector response varies statistically. The shower pro�le, i.e. energy deposition as

a function of calorimeter layer, varies with the energy of the primary particle and the

type of particles in a hadron jet.

Consequently, the signal output of the detector is only approximately proportional

to the particle energy and non-linear corrections are required. These have been stud-

ied extensively with several di�erent methods that include test beams and use of the

requirement that E=p � 1 for electrons. The latter allows a comparison of the energy

deposited in the calorimeter by an electron with a measurement of its momentum using

the CTC. A further requirement is that, on average, there be a balance of the Et in p�p

collisions. The results of these studies are included in the detector simulation used to

evaluate the absolute jet energy correction.

This correction is determined by the generation of partons, simulation of the detector

e�ects on the resulting jets, and comparison of the original fragmented and clustered

parton Pt with the Pt of the resulting measured jet. The parton Pt is determined by

summing the transverse momentum of all particles in the cone before simulation of

detector e�ects [30].

Two physics processes cause the measured jet energy to di�er from the true value.

The underlying event deposits energy within the jet clustering cone. Some jet energy

is lost when particles hadronize outside of the jet clustering cone.

Underlying event energy is subtracted from the measured jet energy. For a cone of

r = 0:7 and a beam luminosity of 3:16�1030cm�2s�1, the underlying event contributes
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roughly 2 GeV to the jet energy. This is the level of energy deposited in the central

calorimeter towers in minimum bias events. It is independent of the jet Pt.

The energy out-of-cone correction is determined by simulating the fragmentation of

a generated parton, clustering the resulting jet after detector simulation and summing

the Pt of all associated hadrons that are outside of the jet cone.

The data used in this measurement of the lead jet � distribution in direct photon

events satisfy the inclusive direct photon selection criteria and have photon Et between

16 GeV and 40 GeV. The only additional requirement is that the lead jet and pho-

ton be back-to-back within �� = �30o. This rejects events in which the lead jet is

misidenti�ed.

It also rejects events strongly a�ected by Kt which gives the jet in a 2! 2 process

a momentum component transverse to the momentum of the photon. This is a result

of soft gluon radiation from the initial or �nal state parton and is not modeled in the

NLO theory.

Finally, it rejects the NLO 2! 3 process. This process is included in the theory but

rejected from the data sample due to the rare occurrence of lead jet misidenti�cation.

Appendix E explores this issue.
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Chapter 5

Measurement of the Lead Jet � Distribution

This chapter describes the techniques developed to correct the lead jet � distribution

for detector e�ects and to determine the associated systematic uncertainty. There are

two ways in which mismeasurement of jet energy distorts the � distribution of the lead,

or highest Et, jet. First, the Et-weighted jet centroid shifts if detector e�ects alter the

distribution of Et within the jet � � � cone. Second, the lead jet is misidenti�ed if the

Et of another cluster in the event uctuates above that of the true lead jet. Simulated

events model these detector e�ects and provide information used for their correction.

The systematic uncertainty associated with the measurement lies in the characteristics

of these simulated events.

The detector � cracks and the calorimeter energy resolution distort the measured

lead jet � distribution. Both a�ect the measured distribution of Et within the jet ���

cone which determines the Et-weighted jet centroid. They also a�ect the measured

total jet Et which identi�es the lead, or highest Et, jet.

Unrecorded jet energy alters the distribution of Et within the jet � � � cone and

shifts the Et-weighted jet centroid from the true position. If jet Et deposited in the

crack is not recorded, only the Et deposited in the calorimeter towers bordering the

crack can be used to determine the Et-weighted jet centroid. Jets directed toward the

crack region are sometimes reconstructed to either side.
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In addition, the lead, or highest Et, jet is misidenti�ed if its total Et uctuates

below that of another Et cluster in the event. In some events a photon and two jets

emerge from the hard scattering and, rarely, the lead and second jets in such an event

interchange. Also, in most events jets unassociated with the hard scattering are recon-

structed and are sometimesmisidenti�ed as the lead jet. These result from involvement

of the underlying event, multiple interactions and soft initial or �nal state gluon radi-

ation. Rarely, enough jet energy is lost that the event contains no reconstructed jets.

Appendix D describes lead jet selection.

The lead jet � distribution of Fig. 5.1a shows the resulting depletion of events in

each of the detector cracks at � of roughly 0.1, 1.3 and 2.4. Simulated events provide

information used to study and correct these detector e�ects. This measurement uses

the larger bin size of Fig. 5.1b to minimize the required corrections.

Figure 5.1: a) The local minima at the detector cracks of � � 0.1, 1.3 and 2.4, result from
loss of jet energy in these regions and consequent reconstruction of the Et-weighted lead jet
centroid to either side or misidenti�cation of the lead jet. b) The measurement uses large bins
to minimize the correction of detector e�ects.

Simulated events model the detector � resolution. The generated parton provides

the true �. The associated jet of particles is subjected to detector simulation prior
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to clustering and provides the measured �. The perfect detector would measure not

the initial outgoing parton but the particles resulting from the hadronization of this

parton. In this document, parton refers to the physical object formed by clustering these

particles. The Et-weighted centroid of this cluster yields the parton � position. After

the detector simulation, these particles are again clustered to yield the Et-weighted

centroid of the associated �nal jet. The same clustering scheme is used for both the

parton and the jet. It involves summation of the Et within a cone of radius r = 0.7 in

� � � space centered on an initial seed Et. The Et weighted centroid of the resulting

cluster is calculated and the Et within r = 0.7 of this new centroid is summed. This

iterative process continues until the Et weighted centroid becomes stable. Ideally the jet

should always be reconstructed in the same measurement bin as the associated parton.

Comparison of parton � to the associated jet � provides information used to study and

correct detector e�ects.

The simulated events used in this analysis satisfy all selection criteria applied to the

data including, unless explicitly indicated otherwise, the requirement that the photon

and lead jet be back-to-back in � within �� = �30o.

Throughout this document 2 ! 2 refers to generated LO events which have a

photon and one parton in the �nal state. To denote that underlying event simulation

is included this becomes 2 ! 2+UE. To denote that Kt simulation is included this

becomes 2 ! 2+Kt. Likewise, 2 ! 3 represents NLO generated events which have

a photon and two partons in the �nal state. After detector simulation, the 2 ! 2

events usually contain one or two reconstructed jets, and the 2 ! 3 events usually

contain two or three reconstructed jets. However, both LO and NLO generated events

may contain zero, one, two or more reconstructed jets after detector simulation.
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In 2 ! 2 events, any additional jets result entirely from fragmentation and clus-

tering e�ects. In 2 ! 2+UE events, additional jets also arise from the simulated

underlying event energy. The 2 ! 3 events introduce the added e�ect that the lead

and second jets might interchange. The system grows quickly in complexity.

Most data events have only one jet associated with the hard scattering although

they may contain additional Et clusters. These data events are termed photon + 1 jet

events. Data events with two jets from the hard scattering are termed photon + 2 jet

events. In the data, the continuum of radiated gluon momenta obscures the distinction

between a 2 ! 2 event and a 2 ! 3 event. Soft gluon radiation from the initial or

�nal state parton adds to the �nal jet Et in a 2 ! 2 event while hard gluon radiation

produces the second jet in a 2 ! 3 event.

Requiring that the photon and lead jet be back-to-back in � within �� = �30o

rejects events strongly a�ected by Kt and rejects events that contain misidenti�ed

lead jets. The soft gluon radiation that imparts Kt occurs in the non-perturbative

kinematic regime and so is not modeled by the NLO theory. Appendix E describes the

characteristics of events selected, and of events rejected, by the back-to-back cut.

5.1 The Magnitude of the Detector E�ects

The simulated events show that detector e�ects result in both misidenti�ed lead jets and

altered distributions of Et within the lead jet ��� cone, particularly near the detector

� cracks. These e�ects distort the measured lead jet � distribution. The following

discussion of the former and latter detector e�ects is expanded in Appendix E.2 and

Appendix F respectively.
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This section presents RG
i and RL

i which respectively represent, for bin i, the frac-

tional increase and decrease of the jet � distribution relative to the parton � distribution

due to various detector e�ects. Let Pi represent the number of partons in bin i, J
G
i the

number of jets arti�cially gained by bin i, and JLi the number of jets lost from bin i.

Then RG
i = JGi =Pi and RL

i = JLi =Pi. The di�erence, �Ri = RG
i � RL

i , quanti�es the

e�ective distortion. Section 5.3 explores the sensitivity of the corrected data to these

e�ects.

5.1.1 Detector � Resolution: Detector E�ects That Alter the Distri-

bution of Et Within the Jet � � � Cone

Detector e�ects that alter the distribution of Et within the lead jet ��� cone sometimes

place an event into the wrong bin. The 2 ! 2+Kt events contain correctly identi�ed

jets and test detector e�ects due to the mismeasured distribution of Et within the lead

jet � � � cone.

For these events, Fig. 5.2a presents the fraction of partons in each bin reconstructed

as jets in a bin at higher � as well as the fraction reconstructed as jets in a bin at lower

�. The jet centroid is usually reconstructed toward lower � since the steeply falling �

spectrum places more events at the lower � edge of each bin than at the higher � edge.

Figure 5.2b presents RG
i and RL

i for these events. The jet and parton � distributions

are similar in the �rst two bins; however, RL
4 = 0.16. Jets lost from bin four are usually

reconstructed in bin three so that RG
3 = 0.12. The steep spectrum enhances distortion

of the last bin, bin �ve, which shows RG
3 = 0.28. The underlying event simulation

introduces lead jet misidenti�cation. This e�ect is discussed in the following section.
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Figure 5.2: a) The fraction of partons in each bin reconstructed as jets in a bin at higher �, is
overlayed with the fraction of partons in each bin reconstructed as jets in a bin at lower �. b)
The RGi and RLi corresponding to the shift in jet � that results from changes to the distribution
of Et within the jet � � � cone near the detector � cracks.

5.1.2 Misidenti�cation of the Lead Jet

Lead jet misidenti�cation sometimes places an event into the wrong bin. It occurs in

the following ways:

1. The lead jet may be replaced by an upward uctuation in the underlying event

energy.

2. The lead jet may be replaced by a jet produced in a multiple interaction.

3. The event may contain no reconstructed jet.

4. The second jet associated with the hard scattering in a 2 ! 3 process may

replace the lead jet.

Figure 5.3 presents RG
i and RL

i for various means of lead jet misidenti�cation. Fig-

ure 5.3a overestimates the e�ect of the underlying event and multiple interactions. It

shows the �rst four bins to have j�Rij < 5% and bin �ve to have �R5 = 56%. Again,

this enhanced sensitivity of bin �ve results from the steep � spectrum. The Et clusters
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found in minimum bias data, which include events with multiple interactions, are both

fewer in number and lesser in Et than those produced by the underlying event simula-

tion. It will be shown presently that the corrected data are insensitive to the simulated

underlying event. It follows that they must be insensitive to multiple interactions as

well.

In Fig. 5.3b RL
i < 7% and in Fig. 5.3c, j�Rij < 3%. Figure 5.3c overestimates the

e�ect of lead and second jet interchange in 2! 3 events since the majority of the data

are photon + 1 jet events, not photon + 2 jet events.

Figure 5.3: The RGi and RLi corresponding to the following means of lead jet misidenti�cation:
a) the lead jet is replaced with underlying event energy, b) the event contains no reconstructed
jets, and c) the lead and second jets switch in a 2 ! 3 event.

5.2 Correction of Detector E�ects

Simulated events show that the � coordinate of the parton and that of the associated

jet sometimes occupy di�erent bins of the lead jet � distribution. The data, corrected

with this information, are presented in Fig. 5.4. Appendix G describes the correction

procedure and Appendix H depicts the detector � resolution modeled by simulated
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events of various topology.

Bin four undergoes the largest correction. It increases by 15% of its uncorrected

value primarily to replace jets reconstructed in the third bin but associated with partons

in the fourth bin. See Tab. 5.1.

The data normalized to the NLO theory with CTEQ2M parton distributions and

divided by the value of the �rst bin yield discrimination among parton distributions in

the shape comparison of Fig. 5.5a. The uncorrected data are presented in Fig. 5.5b.

Figure 5.4: The lead jet � distribution corrected for detector e�ects.

5.3 Systematic Uncertainty Associated with Detector E�ects

The systematic uncertainty quoted in Fig. 5.5a is determined by variation of the stan-

dard simulated events used in the correction procedure. These events satisfy the same

selection criteria as the data and have the following characteristics:

� All events result from the 2 ! 2 process,

� with the � spectrum shape dictated by the Martinelli [37] parton distributions,
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Table 5.1: The changes in the measurement that result from the correction of detector e�ects.

Bin 1 Bin 2 Bin 3 Bin 4

The Number of Events in the Uncorrected Data 19990 15015 10116 4283
The Number of Events in the Corrected Data 19507 15317 9745 4905
The Total Number of Events Added 855 1801 1051 1107
The Total Number of Events Subtracted 1339 1499 1422 484
The Final Correction (Added-Subtracted) -484 302 -371 622

The Fraction of the Bin:
Added Back to the Bin 0.04 0.12 0.10 0.26

Subtracted from the Bin 0.07 0.10 0.14 0.11
Used in the Final Correction -0.03 0.02 -0.04 0.15

� with underlying event simulation,

� with Kt simulation,

� and with the standard CDF detector simulation, QFL.

� For all events the lead jet and photon are back-to-back in � within �� = � 30o.

DC
i represents the number of data events in bin i obtained when the data are

corrected using the standard event simulation. Variation of one characteristic in the

simulated events changes this value to DCV
i . The di�erence, �BV

i = DC
i � DCV

i , is

given in Fig. 5.6 for each variation. The following paragraphs describe each variation

and present the corresponding greatest value of j�BV
i j.

Figure 5.6a tests the e�ect of altering the simulated distribution of Et within the jet

� � � cone near the � detector cracks and thus altering the simulated jet � resolution.

In the detector simulation, the model of shower spreading and the detector geometry
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Figure 5.5: The lead jet � distribution in the data normalized to the value of the �rst bin
and divided by the NLO theory based on CTEQ2M parton distributions. This measurement is
presented a) corrected for detector e�ects and b) not corrected for detector e�ects.

determine the distribution of energy in the calorimeter towers that border the � cracks.

The standard correction uses the standard detector simulation. If energy deposited in

the crack border towers is increased by 50% of its value before the jet Et is clustered

j�B50%
3 j = 0:053. Appendix I details this study.

Figure 5.6b tests the e�ect of underlying event energy which increases the rate of

lead jet misidenti�cation. SETPRT models the underlying event energy on dijet data

from the 1988-1989 collider run and, according to comparison with minimum bias data,

overestimates the e�ect. The standard correction includes underlying event simulation.

If the underlying event is not simulated j�BNoUE
3 j = 0:048. Appendix J details this

study.

Figure 5.6c tests the e�ect of 2 ! 3 events which increase the rate of lead jet

misidenti�cation. A mixture, prior to the back-to-back cut, of 50% 2 ! 2+UE+Kt

and 50% 2 ! 3+UE+Kt events, here termed S50:50 events, overestimates the

photon + 2 jet component of the data. The standard correction uses exclusively

2 ! 2+UE+Kt events. If S50:50 events are used j�BNLO
4 j = 0:018. Appendix K
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Figure 5.6: The �BV
i corresponding to variation of the following simulated event characteris-

tics: a) the simulated distribution of Et within the jet � � � cone near the detector � cracks,
b) the underlying event energy, c) the 2 ! 3 contribution, d) Kt, e) the back-to-back
requirement and f) , the generated � spectrum.

details this study.

Figure 5.6d tests the e�ect of Kt which occurs in the non-perturbative kinematic

regime and so is not modeled in the NLO theory of Fig. 5.5. The back-to-back require-

ment rejects events strongly a�ected by Kt. SETPRT models Kt on dijet data from

the 1988-1989 collider run. The standard correction includes Kt simulation. If Kt is

not simulated j�BNoKt
3;4 j = 0:037. Appendix L details this study.

Figure 5.6e tests the e�ect of altering the back-to-back cut which, when tightened,

selects events of higher quality. The standard correction requires that the photon and

lead jet be back-to-back in � within � = �30o. If this requirement is tightened to � =

�20o, then j�BBTB20o
4 j = 0:051; if it is relaxed to � = �40o, then j�BBTB40o

3 j = 0:022.

Appendix L details this study.

Finally, Fig. 5.6f tests the e�ect of the generated � spectrum which, when steeper,

increases (decreases) the inuence of detector characteristics at the low (high) � edge

of each bin. The parton distributions CTEQ2MF and CTEQ2ML provide the greatest
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separation in the NLO theory of Fig. 5.5. The standard correction uses events generated

with Martinelli parton distributions. If the � spectrum of the generated partons is

matched to that produced by the CTEQ2MF parton distributions j�B2MF
4 j = 0:031;

if it is matched to that of the CTEQ2ML parton distributions j�B2ML
4 j = 0:036.

Appendix M details this study.

5.4 Systematic Uncertainty Associated with Background Subtraction

The systematic uncertainty associated with the CES method of background subtraction

used in this analysis is constrained by the more limited uncertainty of the CPR method

since both methods produce comparable results. Appendix N discusses this uncertainty,

represented by �BBS
i , which is < 2% in each bin.

5.5 Final Statistical and Systematic Uncertainty

The �BV
i provide a range of values that, combined with �BBS

i , determines the �nal

systematic uncertainty of the corrected data,

�SY Si =

sX
V

(�BV
i )

2 + (�BBS
i )2:

Table 5.2 presents the �nal statistical and systematic uncertainty.

Table 5.2: The Final Statistical and Systematic Uncertainty

Bin 1 Bin 2 Bin 3 Bin 4
Systematic Uncertainty 0.039 0.086 0.099
Statistical Uncertainty 0.017 0.021 0.029 0.047
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Chapter 6

Conclusion and Discussion of the Measurement

In conclusion, the lead jet � distribution in direct photon events in p�p collisions at

p
s = 1:8 TeV probes parton x in the range 0:015 < x < 0:15 and is particularly

sensitive to the high x parton. In this measurement the photon Pt is constrained

to 16 < Pt < 40 GeV/c. Direct photon production accesses the gluon momentum

distribution through the QCD Compton process which dominates in this kinematic re-

gion. The measurement is consistent with NLO QCD predictions and favors the parton

distributions CTEQ2ML and CTEQ2M. See Fig. 6.1. It will be used by the CTEQ

collaboration [12] in a global �tting procedure to re�ne our current understanding of

parton distributions.

Figure 6.1: The lead jet � distribution in the data normalized to the value of the �rst bin and
divided by the NLO theory based on CTEQ2M parton distributions.
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6.1 Theoretical Uncertainty: the Renormalization Scale

The theoretical uncertainty is represented in Fig. 6.2 which shows the measurement

compared to the NLO theoretical calculation with di�erent renormalization scales.

Figure 6.2: The e�ect of variation in the �R scale in the theory. a) The measurement with a
renormalization scale of �R= 2Pt and b) with �R= Pt=2.

Table 6.1: Results for di�erent renormalization scales.

Bin 1 Bin 2 Bin 3 Bin 4
Main Result �R = Pt 1.00 1.017 1.073 1.074
Renormalization Scale �R = Pt=2 1.00 1.012 1.051 1.024
Renormalization Scale �R = 2Pt 1.00 1.023 1.095 1.125
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Appendix A

Finding �F , Factorization Methods

A factorization method must be selected to determine �F . The Kt cut o� method,

although not widely used because it is not Lorentz invariant, provides a clear description

of the meaning of �F and is described here. The parton distributions listed in Tab. 2.2

were extracted using theMS method which is Lorentz invariant and is more convenient

for use in calculations than the Kt cut o� method.

Consider a quark that radiates a gluon with momentum,Kt, at an angle, ��, from

the quark's direction of motion. If �� � Kt

Q < �F
Q then, in the collinear approximation,

the gluon is considered part of the quark and the gluon momentum is accounted for in

Q(x). If, however, Kt

Q > �F
Q , the gluon is considered part of the hard scattering process

and the gluon momentum is accounted for in the parton level cross section. Selection

of a speci�c direction, the Kt of a radiated gluon, destroys Lorentz invariance in this

factorization scheme.
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Appendix B

The p�p Beam

The production of the beam is discussed in the latter part of this Appendix. Main-

tainance of beam stability inuences the method of beam production and is discussed

�rst.

In order to obtain maximum luminosity, the beam must be stable and well focused.

Longitudinal oscillations are controlled by manipulating the phase and amplitude of

the driving RF voltage. Transverse oscillations are damped by repeated measurement

and readjustment of the beam position.

B.1 Longitudinal Synchrotron Oscillations

Protons that are not traveling in synchronous phase with the driving RF voltage exhibit

longitudinal synchrotron oscillations. The longitudinal position of the proton within

the bunch determines the phase of the RF �eld that that proton encounters in the gaps

between the drift cells of the accelerator.

A synchronous proton enters the gap when the oscillating electromagnetic �eld is

at the phase most e�ective for both acceleration and bunch stability. In the linear

accelerator the length of each successive drift cell is increased so that an accelerating

proton traveling in synchronous phase always encounters the same optimal electromag-

netic �eld gradient and intensity. In the synchrotron this is achieved by a continuous
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increase in the frequency of the driving voltage as the proton is accelerated and as the

guiding magnetic �eld generated by the dipole magnets is intensi�ed.

The synchronous phase angle is de�ned to be �s = 0o when the RF voltage reaches

maximum amplitude in the gap. If this maximum accelerating voltage were used then

protons lagging behind the main synchronous group would be given a smaller accel-

eration and fall farther behind. Protons in advance would also experience a smaller

acceleration. This might cause them to fall behind the main group and likewise be

lost. The nonrelativistic protons in the Fermilab linear accelerator enter each gap be-

tween drift cells when �s = �32o. This o�set from the maximum accelerating voltage

results in a greater acceleration for protons traveling behind the synchronous bunch

and a smaller acceleration for those protons ahead of the bunch. Stable longitudinal

oscillations about the synchronous phase are thus established.

In the Fermilab booster synchrotron, when the proton energy exceeds � 4:2 GeV,

the bunches go through transition, the point where they are su�ciently relativistic

that their speeds do not increase signi�cantly with energy. Now, the lower momentum

protons lead the group since their orbital radius is smaller and their transit time shorter.

The higher momentum protons travel a farther distance at a greater orbital radius

and consequently fall behind the group in time. This is the reverse situation to the

nonrelativistic case described above and the synchronous phase must be appropriately

adjusted to maintain the stability of the longitudinal oscillations.

B.1.1 Bunch Rotation

Stable synchrotron oscillations, when combined with the conservation of phase space

as expressed in Liouville's theorem [22], can be exploited to limit di�erences in phase
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or momentum among protons in a bunch. If the RF voltage driving a bunch of pro-

tons with a narrow momentum distribution is reduced to minimal amplitude for a few

milliseconds then synchrotron oscillations will subside and the protons will spread out

longitudinally, occupying many di�erent phases. If the RF voltage is then quickly in-

creased a synchrotron oscillation will begin. After completing one half of the oscillation

a relativistic proton of less (greater) than average momentum will have moved from its

position in front of (behind) the main group, through the ideal synchronous position, to

a position behind (in front of) the main group. If the RF voltage is suddenly decreased

after one quarter of an oscillation the out-of-phase protons will remain with the main

group at the synchronous phase. By conservation of phase space, the resulting narrow

spread in time corresponds to a large momentum spread. This procedure, called bunch

rotation, can be reversed so that a bunch with a short distribution in time (phase) can

be manipulated to have a short momentum distribution. As will be described presently,

this technique is used to produce antiprotons with a narrow momentum distribution.

B.2 Transverse Betatron Oscillations

The protons also experience stable Betatron oscillations, transverse to the direction of

motion, resulting from the divergence in the initial proton source and small asymmetries

in the guiding magnetic �elds. The wavelength is associated with the focal length of

the quadrupole magnets which focus the beam in one transverse plane while defocusing

it in the other. Alternation of the quadrupole magnets that focus the beam vertically

with those that focus in the horizontal direction results in a focused beam with stable

transverse oscillations. The amplitude of the Betatron oscillations is damped by the

process of stochastic cooling which will be discussed presently.
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B.3 Production of the Proton Beam

A magnetron surface-plasma source is used to produce negative Hydrogen ions, H�,

from which the proton beam is eventually derived. This device sits in a constant mag-

netic �eld and consists of a cathode encased in an anode. A dense plasma is produced

from Hydrogen gas held at a few hundred mtorr in the 1 mm gap between the cathode

and anode. Absorbed Hydrogen atoms are sputtered o� the cathode surface in response

to bombardment by energetic plasma particles. Cesium vapor is added to the gap to

reduce the work function of the cathode surface so that 10% of these released Hydrogen

atoms become H� when they capture a surface electron. The 18 KeV negative Hy-

drogen ion beam is produced in a metal dome held at -750 kV by a Cockcroft-Walton

generator. It is accelerated to 750 keV as it traverses the electrostatic accelerating

column toward the transport line to the linear accelerator (LINAC) which is held at

ground potential.

After raising this energy to 400 MeV using the LINAC the H� ions are passed

through a thin carbon foil and the electrons are stripped away. The resultant protons

are injected into a booster synchrotron that increases their energy to 8 GeV. The proton

energy is then raised to 150 GeV by injection into the Main Ring (MR) which sits above

the Tevatron in the accelerator tunnel and passes above the CDF detector. Finally, the

protons are injected into the Tevatron which passes directly through the center of the

CDF detector. See Fig. 3.1.
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B.4 Production of the Antiproton Beam

Protons are extracted from the Main Ring and directed onto a nickel target to produce

antiprotons. Since antiprotons will eventually be injected into the Main Ring it is

desirable to produce them at the 8 GeV standard injection energy of protons from the

booster into the Main Ring. Protons of 120 GeV are used since this is the most e�ective

proton energy for the production of 8 GeV antiprotons.

Roughly 107 antiprotons are created in each collision of a proton bunch with the

target. The proton bunches in the Main Ring have a narrow momentum distribution

and, before extraction, are rotated by 90o in phase space (that is 1/4 of the wavelength of

a synchrotron oscillation) such that they have a short time distribution. The antiprotons

maintain the short time distribution of the incident proton bunch.

The initial spatial divergence of the newly produced antiprotons is corrected by the

cylindrical Lithium lens located directly after the target. The azimuthal magnetic �eld

produced by a pulsed current of about 0.5 MA directed along the cylindrical z axis

forces the antiprotons to emerge from the lens with parallel trajectories. Antiprotons

of 8 GeV are selected by a pulsed dipole magnet and injected into the debuncher.

Upon injection to the debuncher, each of the � 83 bunches of antiprotons is rotated

in phase space by 90o so that the short time distribution is traded for a narrow momen-

tum distribution. The bunch rotation results in a decrease in the momentum spread of

the antiprotons from 4% to 0.2%. This corresponds to a �nal energy spread of about

18 MeV. The RF voltage is then adiabatically removed and the antiprotons orbit as

one bunch.

The remaining time of the approximately two seconds spent in the debuncher is
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occupied by the process of stochastic cooling which decreases the amplitude of betatron

oscillations by roughly a factor of two. In regions of low dispersion where longitudinal

momentum has the least e�ect on transverse position, sensors placed above and below

the beam record the average vertical and horizontal beam position at each rotation. If

the transverse beam position is not ideal, the bunch receives an electromagnetic kick

later in that revolution which directs the beam toward the optimum orbit.

In the accumulator, the newly injected antiprotons are decelerated by � 60 MeV

through RF manipulation so that they join the lower radius orbit at the tail of the

growing stack of antiprotons. The momentum of antiprotons in the stack tail is mea-

sured in regions of high dispersion where the spread of momentum and thus orbit radii

is large. Later in the revolution an appropriate deceleration is applied. This momentum

stochastic cooling is used to accumulate antiprotons in the core of the stack which is

roughly 150 MeV lower in energy than the injection orbit. It is also used to maintain

their momentum spread once in the core.

Both momentum and Betatron stochastic cooling are continued in the stack core.

When required, a portion of the antiprotons stored in the accumulator is injected back

into the Main Ring and from there to the Tevatron.

B.5 Collision of the Proton and Antiproton Beams

In the Tevatron, the relative phase of the RF driving the protons and that driving the

antiprotons is adjusted so that the two beams collide at the B0 interaction point. After

this procedure, called cogging, the beams are accelerated to 900 GeV.

Immediately outside the CDF detector hall are the low-� quadrupole magnets that

focus the beams at the collision point to a transverse diameter of � � 0:04 mm. Stray
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protons and antiprotons form a beam halo that is scraped away as the �nal step before

physics data taking begins.
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Appendix C

The Level 3 Trigger

Level 3 (L3) is a software trigger and is the last �lter in the DAQ path. At 90% livetime

and a luminosity of 1:2 � 1031 cm�2s�2 the Event Builder outputs at a rate of 22 Hz

into L3 which in turn outputs at a rate of 6 Hz to tape. Roughly 75% of the events

input to L3 are �ltered out and discarded. The output rate of L3 is limited by the

speed at which events can be written to tape.

C.1 The Level 3 Hardware

Each of the six SGI boxes has eight nodes and each node has two bu�ers. Only one

bu�er in a node may process an event at a time since one executable runs in each node.

There is no break in the ow of events through the L3 system since, while one bu�er

processes an event, the other bu�er has a processed event read out and a new event

input.

Each one of the six SGI boxes is connected to four Branch Bus cables. Two cables

push events into L3 from the two Event Builders, one cable allows the Bu�er Multiplexer

to pull events from the node and place them in the Global Event Bu�er, and the last

cable allows the Farm Steward to poll the L3 farm and check for nodes that have �nished

processing an event and are waiting for output. These programs will be described

presently.
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Each SGI box has 96 Megabytes of memory. A typical uncompressed event is

160 Kbytes, after L3 compression it is 80 Kbytes. Compared to a VAX 11/780 which

can perform one million instructions per second (1 mip), the L3 farm has (according to

SGI estimates),

� 1 SGI 280 that can perform 20 mips/node

� 1 SGI 380 that can perform 26 mips/node

� 4 SGI 480s that can perform 32 mips/node

The measured value of the computing power of the L3 SGI farm is 1100 mips.

C.2 Software Used to Control the Event Flow

The software does much more than what is listed below, only the functions directly

related to L3 event ow are presented here.

The Event Builder (EVB) formats the events into the YBOS bank structure and

pushes the events into L3.

The Bu�er Manager acts as a tra�c cop, it directs the EVB to push the next event

to a selected idle L3 node.

The Farm Steward (FS) informs the Bu�er Manager that an event has completed

processing in L3. If the Bu�er Manager decides that the event should be saved and

written to tape, it instructs the Bu�er Multiplexer to pull the event from the L3 bu�er

and place the event in the Global Event Bu�er.

A consumer process, selected according to which triggers the event passed, pulls the

event from the Global Event Bu�er. The consumer processes include:
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� the Data Logger which writes all events to tape that are passed by L3,

� YMON to monitor minimum bias events,

� LUMON to monitor luminosity and,

� TRIGMON to monitor trigger types.

The Farm Steward acts as the polling routine. It reads a done bit set in the VRM

(a board in each SGI machine) by the node when the node's bu�er holds a completed

event. The Farm Steward starts the L3 executable running in each node of the L3

farm and shuts down these processes when necessary. The Farm Steward also informs

the node executable that a run is to begin and that the run is to be ended. It is not

necessary to shut down the L3 farm of node processes between runs.

Level3 Process is the program by which the user interacts with L3. It runs as a

subprocess of Run Control, the primary software interface used for data taking. The

trigger table name and the node executable name must be provided to Level3 Process

by the user at the beginning of each run.

C.3 The Data Structure Input to Level 3

The event pushed into L3 from the EVB is contained in a YBOS bank structure. The

CDF event structure is described in [38]. The following YBOS banks are pushed into

L3 by the Event Builder.

1) All ***D banks, which contain detector information, are passed from the EVB

to L3. For example:

� The calorimetry ***D banks which contain phototube information, e.g. CEMD

and PHAD.
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� The muon ***D banks which contain the position of hits in the muon detector.

2) The Event Record banks:

� The LRID bank which contains the date, the time of the run, the event number,

the creating process ID etc.

� The EVCL bank which contains the 128 bit trigger mask. Each bit represents a

L1, L2 or L3 trigger and is set to 1 or 0 depending on whether the trigger passed

or failed. When EVCL is pushed into L3, the L1 and L2 bits are set. Of course,

the L3 bits will not be set until the event has been processed by L3.

3) The banks containing raw Time to Digital Converter (TDC) information used by

the tracking algorithms are pushed into L3 by the EVB. These banks are reformatted

within L3. The reformatted TDC banks contain tracking information from the VTX,

CTC and Central Muon upgrade.

C.4 Manipulation of the Data Within Level 3

The executable that runs in each of the nodes in the L3 farm is a standard analysis

control job that uses all of the production analysis control modules. The event can be

reconstructed in L3 exactly as it would be o�ine with the one exception that global

tracking is not implemented in L3.

Analysis control can be thought of as a processing shell that allows the user to

combine various code modules to form an executable that reconstructs, �lters, and

performs analysis on, the events.

Reconstruction of the event means that raw information from the detector is an-

alyzed to determine what physics objects are present in the event. For example, in
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reconstructing a high Pt electron in the Central Calorimeter the phototube readout in-

formation is taken from the Calorimeter ***D banks and, by use of the analysis control

module Calorimetry, is converted into the energy deposited in each calorimeter tower.

These energy values are stored in a bank called TOWE. Other analysis control mod-

ules can be executed to determine what physics objects are represented by the energy

deposition recorded in TOWE.

In L3 an event is reconstructed only to the extent necessary to determine which

trigger paths the event passes and which it fails. The analysis control job used to

process the events in L3 consists of a trigger table containing a number of di�erent

trigger pathways each of which represents a speci�c physics object such as a photon

of given Pt. Some of the modules in the pathway act as �lters. If the event as it

is reconstructed up to the point where the �lter is imposed does not satisfy the cuts

required to pass the �lter, execution of that trigger pathway is halted and the next

trigger path is executed. Each trigger path in the trigger table is executed for each

event until the event has failed to pass any �lter in the trigger pathway or has passed

all �lters. The bit in the EVCL trigger mask corresponding to that trigger path is set

to 0 or 1 respectively and the next path is executed.

Each analysis control module in the trigger table is executed only once per event

even though it may appear in more than one trigger path. Only if the module is called

again with a di�erent set of TALKTO parameters is it executed again.

All modules are identical to o�ine modules except in the following:

1. The TALKTOs, which describe the cuts applied to the data speci�c to each anal-

ysis control module, are di�erent. The only banks that are kept in L3 between
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events are the banks that contain the default parameters to be used for the TALK-

TOs in the analysis control modules.

2. L3 is running custom analysis control input and output modules whereas o�ine

events are read from tape or disk

C.5 The Data Structure Output By Level 3

Each event that passes a L3 trigger has a processing time of roughly one second. The

tracking algorithm, if executed, requires at least one second.

All banks pushed into L3 by the EVB are also written out by L3 for each event that

passes. This includes all detector banks, such as LRID and EVCL. The only exception is

that banks containing raw TDC information are not passed out of L3. The reformatted

TDC banks are passed out of L3.

The only bank output by L3 with information that has been changed after processing

in L3 is the EVCL bank. The 128 bit trigger mask in EVCL records which triggers pass

or fail in L3 as well as in L1 and L2.

Only a very few small banks created by the analysis control job executed in the L3

nodes are written to tape for each event. Since the event can be fully reconstructed

o�ine it is not necessary to preserve the results of the L3 event reconstruction. It can,

however, be speci�ed in the trigger table that for certain events the YBOS banks be

preserved. This is done very infrequently. One reason for doing so is to display an event

online using the CDF event display program.
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Appendix D

Selection of the Lead Jet

The data consist primarily of events in which a photon and single jet emerge from the

hard scattering, each with Et � 18 GeV. See Fig. D.1a. Additional jets, unassociated

with the hard scattering, are found in most events. These are sometimes misidenti�ed

as the lead jet although it typically possesses much greater Et. Figure D.1b shows a

comparison between the Et spectra of the highest Et, or lead, jet and the second highest

Et jet. Figure D.2 con�rms that the additional jets are of relatively low Et since the

requirement that events contain only jets of Et > 10 GeV primarily selects events that

contain the lead jet and no additional jets.

Figure D.1: a) The Et spectrum of the photon and the lead jet both peak at � 18 GeV. b)
A comparison between the lead jet and the second jet Et spectra shows that the second jet is
typically of much smaller Et than the lead jet.
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Figure D.2: The number of events that have at least N jets and not N+1 are entered in bin
N. A comparison is made between events with jets of any Et and those events for which all jets
have Et > 5 GeV, as well as those events for which all jets have Et > 10 GeV.
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Appendix E

The Back-to-Back Cut Selects Events of Limited Kt That

Contain Correctly Identi�ed Lead Jets

In photon + 1 jet events, the �nal interaction products emerge back-to-back in �.

Figure E.1 shows �� between the photon and lead jet in data events. Most events

occupy the peak at �� = 180o. Events strongly a�ected byKt, events with misidenti�ed

lead jets, and photon + 2 jet events occupy the shoulders. Requiring that the photon

and lead jet be back-to-back (BTB) in � within �30o, 150o < �� < 210o, selects events

that exhibit little e�ect of Kt and contain correctly identi�ed lead jets.

Figure E.1: The back-to-back cut selects events of limited Kt that contain correctly identi�ed
lead jets. The events on the shoulder of the peak may be strongly a�ected by Kt, may contain
misidenti�ed lead jets, or may be photon + 2 jet events.

The percentage of events that pass the back-to-back cut in the data and in simulated

events of various topology is presented in Tab. E.1.
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Table E.1: The percentage of events in which the photon and lead jet are back-to-back within
��CUT . This is presented for the data as well as for simulated events of various topology.

�CUT = 20o �CUT = 30o �CUT = 40o

Event Type
2! 2 95% 97% 98%
2! 2+UE 92% 94% 95%
2! 2+Kt 67% 83% 92%
2! 2+UE+Kt 59% 74% 83%
2! 3 31% 49% 65%
2! 3+UE 30% 48% 64%
2! 3+UE+Kt 29% 44% 58%

Mixture (before back-to-back cut):
95% of 2! 2+UE+Kt and
5% of 2! 3+UE+Kt 57% 72% 81%

Mixture (before back-to-back cut):
50% of 2! 2+UE+Kt and
50% of 2! 3+UE+Kt 44% 59% 71%

Data 58% 72% 82%
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E.1 The Back-to-Back Cut Rejects Events Strongly A�ected by Kt

Of the 2 ! 2+UE events, 94% pass the back-to-back cut. Events strongly a�ected by

Kt are rejected by the back-to-back cut. Of the 2! 2+UE+Kt events, 74% pass this

cut. The data, which are subject to Kt and are primarily photon + 1 jet events, have

a passing rate of 72%.

E.2 The Back-to-Back Cut Rejects Events that Contain Misidenti�ed

Lead Jets

The lead jet is misidenti�ed when it is replaced with an energy cluster unassociated

with the hard scattering or, in a photon + 2 jet event, when the lead and second jets

interchange. The back-to-back cut rejects such events.

E.2.1 The Back-to-Back Cut Eliminates Events that Contain No Re-

constructed Jet

The 3% of 2 ! 2 events that fail the back-to-back cut are primarily events in which

the lead jet was not reconstructed. Fragmentation and clustering e�ects account for

the remainder. To be recognized by the clustering algorithm, a jet must deposit at

least 1 GeV of Et in a single calorimeter tower. For the spatially broad low Et jet this

required seed Et may be shared between neighboring towers, not deposited in a single

tower. If so the jet is not reconstructed.

The parton � distribution for events with no reconstructed jets, PNR
i , divided by

the parton � distribution of all events, Pi, yields, of the partons in each bin, the fraction

associated with unreconstructed jets, RNR
i = PNR

i =Pi. RNR
i is plotted for various event

topologies in Figs. G.1f, H.1f, H.2f, H.3f and H.4f, and is tabulated in Tab. E.2.
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This loss decreases the 2! 2 jet � distribution by < 6% of its true value in any bin.

Introduction of underlying event simulation and 2 ! 3 events contributes additional

Et clusters that typically replace an unreconstructed lead jet. Comparison between the

2 ! 2+UE events and the 2 ! 2 events shows that > 85% of unreconstructed jets

are replaced with underlying event energy. Of the data events before application of the

back-to-back cut < 1% contain no reconstructed jet.

Table E.2: Unreconstructed jets alter the lead jet � distribution.

Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
RNR for 2! 2 < 1% 0.01 0.03 0.05 0.03
RNR for 2! 2+UE < 1% < 1% < 1% < 1% < 1%
RNR for 2! 2+Kt < 1% 0.01 0.03 0.06 0.06
RNR for 2! 2+UE+Kt < 1% < 1% 0.01 0.02 0.02
RNR for 2! 3+UE+Kt 0.00 0.00 0.00 0.00 0.00

E.2.2 The Back-to-Back Cut Rejects Events in which Underlying Event

Energy Replaces the Lead Jet

Of the 2 ! 2 events, 97% pass the back-to-back cut and, of the 2 ! 2+UE

events, 94% pass. Replacement of the lead jet with an underlying event energy cluster

causes roughly 3% of 2 ! 2+UE events to fail the back-to-back cut. The underlying

event energy is uniformly distributed throughout the calorimeter so the percentage

that fail, Pfail � 3%, is related to the percentage that pass, Ppass, by Ppass=Pfail =

60o=360o�300o=360o = 1=5. This yields Ppass � 1% for these events that are una�ected

by Kt.

Subtraction of each entry in Tab. F.1, which presentsRG, RL and �R for 2 ! 2+Kt
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Table E.3: 2! 2+UE+Kt events combine detector e�ects that change the distribution of Et
within the jet � � � cone with those that replace the lead jet with underlying event energy.

Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
RG 0.05 0.08 0.16 0.20 0.94
RL 0.04 0.12 0.11 0.23 0.17
�R < 1% -0.03 0.05 -0.03 0.77

events, from the corresponding entry in Tab. E.3, which presents RG, RL and �R for

2 ! 2+UE+Kt events, yields the changes to the lead jet � distribution that result

from replacement of the lead jet with underlying event energy. See Tab. E.4.

Table E.4: Comparison of 2 ! 2+Kt events with 2 ! 2+UE+Kt events demonstrates the
e�ect of underlying event on the lead jet � distribution.

Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
RG 0.02 0.03 0.04 0.11 0.66
RL 0.02 0.03 0.06 0.07 0.10
�R < 1% < 1% -0.02 0.04 0.56

When replaced with underlying event energy, the true lead jet often becomes the

measured second jet. Figure E.2 shows that r(�; �) = (��2 + ��2)1=2 between the

photon and second jet in 2 ! 2+UE events rejected by the back-to-back cut peaks at

� �.

E.2.3 The Back-to-Back Cut Rejects 2! 3 Events in which the Lead

and Second Jets Interchange

The data, which are subject to Kt, are primarily photon + 1 jet events, with some

contribution from photon + 2 jet events. This contribution is included in the NLO



99

Figure E.2: The radial distance in �� � space, r(�; �) = (��2+��2)1=2, between the photon
and the second jet for 2 ! 2+UE events.

theory used for comparison to the �nal measurement. A mixture of 95% 2! 2+UE+Kt

events and 5% 2 ! 3+UE+Kt events pass the back-to-back cut at the rate observed

in the data, 72%.

The Photon + 2 Jet Component in the Data

In the data that pass the back-to-back cut the second jet is generally unassociated

with the hard scattering event. Figure E.3a demonstrates that �� between the lead

and second jets in these events is nearly random. The second jet typically arises from

lead jet Et deposited outside of the lead jet � � � cone as well as underlying event

energy. Second jets formed primarily from the former e�ect occupy the broad peak at

�� � 50o. Figure E.3b shows that the second jet is of low Et relative to the lead jet in

these events and Fig. E.3c con�rms that, on average, it is kinematically uncorrelated

with the photon and the lead jet.

However, the data that fail the back-to-back cut do exhibit such a correlation. It

arises from the rejected photon + 2 jet events. These data show a broad peak at
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�� � 120o between the lead and second jets in Fig. E.3a and, as demonstrated in

Fig. E.3b, typically have lead and second jets of similar Et. Compare Fig. E.3d to the

2 ! 3+UE+Kt events presented in Figs. E.4c and E.4d.

Some photon + 2 jet events pass the back-to-back cut. In Fig. E.3c the average

lead jet Et exceeds the average photon Et for events with �� > 90o and lies below

the average photon Et for events with �� < 90o. Events with dissimilar lead jet and

photon Et require a second jet produced in the hard scattering to balance the transverse

momentum.

2 ! 3 events that pass the back-to-back cut have two primary topologies. In one

topology, the second jet aligns with the photon and has small Et relative to the lead

jet. The photon and second jet are both roughly back-to-back in � with the lead jet.

These events peak at �� � 180o in Fig. E.4a and, in Fig. E.4c, appear above �� � 90o

where the average Et of the lead jet exceeds that of both the photon and the second

jet.

In the other topology the second jet aligns with, and has similar Et as, the lead

jet. Both jets are roughly back-to-back in � with the photon. These events peak at

�� � 60o in Fig. E.4a and, in Fig. E.4c, appear below �� � 90o where the average

lead jet Et lies below that of the average photon Et.

The Interchange of Lead and Second Jets in 2! 3 Events

Less than 1% of the data sample are photon + 2 jet events with interchanged lead

and second jets. The S50:50 events are a mixture, prior to the back-to-back cut, of

50% 2! 2+UE+Kt and 50% 2! 3+UE+Kt events. NT represents the total number
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Figure E.3: In the data the a) �� between the lead and the second jets for events that pass
the back-to-back cut as well as for those that fail, b) a comparison of the lead jet Et to the
second jet Et in events that pass the back-to-back cut and in those that fail and c) the average
Et of the photon, the lead jet, and the second jet, as a function of �� between the lead and
the second jets for events that pass the back-to-back cut and d) those that fail
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Figure E.4: In the 2 ! 3+UE+Kt events the a) �� between the lead and the second jets for
events that pass the back-to-back cut as well as for those that fail, b) a comparison of the lead
jet Et to the second jet Et in events that pass the back-to-back cut and in those that fail and
c) the average Et of the photon, the lead jet, and the second jet, as a function of �� between
the lead and the second jets for events that pass the back-to-back cut and d) those that fail
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of S50:50 events in the sample. There are 0.41NT events that fail the back-to-back

cut and 0.59NT events that pass. The 0.59NT events that pass include 0.22NT 2 !

3+UE+Kt events and 0.37NT 2 ! 2+UE+Kt events. The 0.41NT that fail include

0.28NT 2 ! 3+UE+Kt events and 0.13NT 2 ! 2+UE+Kt events. The 0.28NT that

are 2! 3+UE+Kt events that fail include 0.03NT with interchanged lead and second

jets and the remainder without interchanged lead and second jets. The 0.22NT that are

2! 3+UE+Kt events that pass include < 0:01NT with interchanged lead and second

jets and the remainder without interchanged lead and second jets.

Figure E.5a shows r(�; �) between the generated lead parton and the associated

lead jet in 2 ! 3+UE+Kt events. Figures E.5b and E.5c present r(�; �) between the

generated lead (second) parton and the second (lead) jet for all these events and for

these events that pass the back-to-back cut, respectively. If r(�; �) < 0:5 between the

lead jet and second parton and r(�; �) < 0:5 between the second jet and lead parton,

the event contains interchanged lead and second jets. In such events, the measured lead

jet ( true second jet) is here referred to as the lead jet and the measured second jet

(true lead jet) is referred to as the second jet.

NN represents the number of 2 ! 3+UE+Kt events to which no back-to-back

cut is applied. Of these, the number with interchanged lead and second jets is N I
N .

The fraction of events with interchanged lead and second jets in this total sample is

F I
N = N I

N=NN .

After application of the back-to-back cut, the number of 2 ! 3+UE+Kt events

remaining is NP . Of these, the number with interchanged lead and second jets is

N I
P . The fraction of events with interchanged lead and second jets in this sample of



104

Figure E.5: a) The radial distance in � � � space between the lead parton and the lead jet.
Also shown is the radial distance in ��� space between the lead (second) parton and the second
(lead) jet for events b) with no back-to-back cut and c) that pass the back-to-back cut.
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2 ! 3+UE+Kt events that pass the back-to-back cut is F
I
P = N I

P =NP . See Tab. E.5.

Table E.5: The e�ect of the back-to-back cut on the fraction of 2 ! 3+UE+Kt events that
contain interchanged lead and second jets.

F I
N F I

P

0.07 0.02

Interchanged jets possess similar Et. This requires an event topology that typically

fails the back-to-back cut whether or not the jets are interchanged. See Fig. E.4b. Of

the 2 ! 3+UE+Kt events with no back-to-back cut, NN , Tab. E.6 lists the fraction

that contain interchanged lead and second jets and fail (pass) the back-to-back cut and

would have passed (failed) before the interchange or fail (pass) both before and after

the interchange.

Table E.6: 2! 3+UE+Kt events with interchanged lead and second jets would typically fail
the back-to-back cut whether or not the jets had interchanged.

Fail After Interchange Pass After Interchange
Fail Before Interchange 5% < 1%
Pass Before Interchange 2% < 1%

In 2! 3+UE+Kt events, the lead parton � distribution of events containing inter-

changed lead and second jets is P I
i and the lead parton � distribution of all events is

Pi. The fraction RT
i = P I

i =Pi is listed in Tab. E.7. For events containing interchanged

lead and second jets in which the lead jet and lead parton occupy di�erent bins, JIi

represents the lead jet � distribution and P I
i represents the corresponding parton �
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distribution. The fractional increase in each bin, RG
i = JIi =Pi, the fractional decrease

of each bin, RL
i = P I

i =Pi, and the e�ective change, �Ri = RG
i � RL

i , are listed in

Tab. E.7.

Table E.7: Interchange of the lead and second jets in 2 ! 3+UE+Kt events alters the lead
jet � distribution.

Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
RT 0.01 0.02 0.02 0.02 0.01
RG 0.02 0.02 0.02 0.02 0.03
RL 0.01 0.02 0.03 0.02 0.01

�R 0.01 < 1% -0.01 < 1% 0.02

Interchanged lead and second jets have similarEt. See Fig. E.6b. Below �� � 120o

between the lead jet and the second jet, events with interchanged lead and second jets

that pass the back-to-back cut and those that fail have similar topology. See Figs. E.6c

and E.6d. These events have two jets aligned together, both possessing about half

the photon Et. Typically, both jets are roughly back-to-back in � with the photon,

and such an event passes the back-to-back cut if the lead and second jets interchange.

However, the e�ects of Kt allow both jets to move away from back-to-back with the

photon but remain close together in �. Such an event may fail the back-to-back cut.

As �� between the lead and second jets increases beyond �� � 120o, the Et

of each jet increases. This balances the photon Et which is restricted to the range

16 < Et < 40 GeV. Typically, the true lead jet is more back-to-back in � with the

photon than is the true second jet and such an event fails the back-to-back cut if the

lead and second jets interchange. However, the e�ects of Kt allow the true second jet

to be more back-to-back in � with the photon than is the true lead jet so that, if these
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jets interchange, such an event may pass the back-to-back cut.

Figure E.6: Events in which the lead and second jets were interchanged were selected from
the 2 ! 3+UE+Kt events. a) �� between the lead and second jets for events that pass the
back-to-back cut as well as for those that fail. b) A comparison of the lead jet Et to the second
jet Et in events that pass the back-to-back cut and in those that fail. c) The average Et of the
photon, the lead jet, and the second jet, as a function of �� between the lead and second jets
for events that pass the back-to-back cut and d) those that fail
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Appendix F

The Detector Jet � Resolution

For 2 ! 2+Kt events Pi represents the full parton � distribution. For those events

in which the lead parton and lead jet occupy di�erent bins, JGi represents the jet

� distribution and PL
i represents the parton � distribution. The fraction of events

arti�cially gained by each bin due to detector e�ects is RG
i = JGi =Pi and the fraction

lost is RL
i = PL

i =Pi. Table F.1 lists R
G
i , R

L
i , and the e�ective change, �Ri = RG

i �RL
i .

For instance, the net change in bin one is an increase by < 1% of its true value while

the net change in bin four is a decrease by 7% of its true value.

Table F.1: 2! 2+Kt events demonstrate detector e�ects that alter the lead jet � distribution
by changing the distribution of Et within the jet � � � cone and consequently shifting the
Et-weighted jet centroid.

Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
RG 0.03 0.06 0.12 0.09 0.28
RL 0.03 0.09 0.05 0.16 0.07
�R < 1% -0.03 0.07 -0.07 0.21

Of the partons in each bin, the fraction separated in � from the associated jet by

less than �� is presented in Fig. F.1.
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Figure F.1: For 2 ! 2+Kt events, of the number of partons in each bin, the fraction for
which the di�erence in � between each parton and its associated jet, ��, was less than a given
value.

F.0.4 The Dependence of Jet � Resolution on Jet Et

The detector jet � resolution improves as the jet Et increases. The fraction of partons

in each bin reconstructed as jets in a di�erent bin is presented for intervals of lead jet

Et and for di�erent event topologies in Fig. F.2. In 2 ! 3 events the lead jet recoils

against both the photon and the second jet. Here the lead jet Et can be larger than

that in 2 ! 2 events where only one jet exists and must alone balance the photon.

See Fig. F.3.



110

Figure F.2: A comparison of detector � resolution between di�erent event topologies and in
the di�erent lead jet Et ranges, 5 < Et < 15; 15 < Et < 25; and 25 < Et < 50 (in GeV). The
fraction of partons in each bin that are associated with jets in any other bin is presented for a)
the 2 ! 2+UE+Kt events and b) the 2 ! 3+UE+Kt events.

Figure F.3: A comparison of the lead jet Et distributions in the 2 ! 2+UE+Kt events and
in the 2 ! 3+UE+Kt events.
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Appendix G

Deconvolution of the Lead Jet � Distribution

The information in Fig. G.1 was used to derive 
, a 5� 5 matrix that represents the

transformation of the corrected data, DC , into the uncorrected data, DU = 
DC .

For instance, Fig. G.1a shows that roughly 4% of the partons that occupy � bin one,

produce a jet that occupies � bin two. Figure G.1f represents the fraction of partons in

each bin associated with an unreconstructed jet. The use of partons rather than jets in

the denominator of the ratios in Fig. G.1 requires that 
 be derived for application to

the corrected data, not the uncorrected data. The inverse of the matrix 
 transforms

the uncorrected data into the corrected data, DC = 
�1DU . The vector DU has �ve

elements containing the uncorrected jet � distribution in the �ve bins of Fig. G.2.

Figures G.1a-e represent the fraction of partons in bin j that are associated with

jets in any other bin k 6= j. These fractions are independent of the number of partons

in either bin and provide information concerning the detector e�ects in the region of

bin j without introducing spectrum dependence between bins. If 
 had been derived to

act directly on the uncorrected data, the ratios of interest would have been the fraction

of jets in bin j associated with partons in any other bin k. This procedure was not im-

plemented since this fraction for bin j increases (decreases) as the number of partons in

bin k increases (decreases). This would have introduced spectrum dependence between

bins j and k.
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Figure G.1: A study of detector � resolution according to the 2 ! 2+UE+Kt events. a) The
lead jet � of events with parton � in bin 1 and lead jet � NOT in bin 1 is plotted, then each bin
is divided by the total number of partons in bin 1. The vertical axis represents the fraction of
partons in bin 1 reconstructed as jets in each other bin. Figures b)-e) present this information
for bins 2-5 respectively. Figure f) represents the fraction of partons in each bin that were not
reconstructed as jets anywhere in the detector.
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In the following discussion it is always true that j 6= k. Make the assignments:

� Rjk � Of the partons in bin j, the fraction reconstructed as jets in bin k. These

values are obtained directly from Fig. G.1a-e. Rjk is a direct measurement of the

detector � resolution in the region of bin j and does not depend on the number

of partons in bin j or in any other bin k.

� RNR
j � Of the partons in bin j, the fraction not reconstructed as jets anywhere

in the detector. These values are obtained directly from Fig. G.1f. This provides

the fractional number of jets lost from bin j and not accounted for by the Rjk

fractions.

The following equations used to calculate the elements of 
 are �rst presented in

terms of bin j = 1 then generalized to include all bins. The uncorrected data in bin 1,

DU
1 , equals:

� the corrected data in bin 1, DC
1 ,

� minus the number of events for which the outgoing parton was in bin 1 but the

associated jet was reconstructed in any other bin k,

�
X
k

R1kD
C
1 ;

� minus the number of events for which the outgoing parton was in bin 1 but the

associated jet was not recorded anywhere in the detector, �RNR
1 DC

1 ,

� plus the number of events for which the outgoing parton was in any other bin k

but the associated jet was reconstructed in bin 1,

+
X
k

Rk1D
C
k :

For bin 1, the uncorrected data is written as,
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DU
1 = DC

1 �
X
k

R1kD
C
1 � RNR

1 DC
1 +

X
k

Rk1D
C
k ;

or

DU
1 = DC

1 (1�
X
k

R1k �RNR
1 ) +

X
k

Rk1D
C
k :

Since

DU
1 = 
11D

C
1 +

X
k


1kD
C
k

it follows that,


11 = (1�
X
k

R1k � RNR
1 )

and,


1k = Rk1:

The generalization of this to include all bins requires the diagonal elements to be,


jj = (1�
X
k

Rjk �RNR
j )

and the o�-diagonal elements to be,


jk = Rkj :

The matrix 
 that transforms the corrected data into the uncorrected data is pre-

sented here.


 =

0
BBBBBBBBBBBBBB@

0:956 0:060 0:019 0:031 0:038

0:039 0:881 0:052 0:032 0:030

0:002 0:051 0:885 0:107 0:033

0:001 0:003 0:027 0:761 0:065

0:001 0:003 0:008 0:053 0:818

1
CCCCCCCCCCCCCCA
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To obtain the uncorrected data in bin j, DU
j , from the corrected data in bin j, DC

j ,

two modi�cations to the contents of DC
j must be made. DC

j must be increased by the

number of jets reconstructed in bin j but associated with partons in a di�erent bin, k.

This value is obtained by summation over all jets in bin j associated with partons in

any other bin k,

X
k


jkD
C
k :

Additionally, DC
j must be decreased by the number of jets associated with a parton

in bin j but reconstructed in a di�erent bin k, or not reconstructed at all. The term


jjD
C
j contains this information since the diagonal element, 
jj , represents the fraction

of the corrected data in bin j that remains after the contents of this bin are reduced to

account for lost jets.

The four o�-diagonal entries in each column j, 
kj ; represent the fraction of partons

in bin j reconstructed as jets in a di�erent bin k. The sum of the �ve elements in each

column j di�ers from unity by the fraction of partons in bin j not reconstructed as jets

in bin j or in any other bin. This value, RNR
j < 0:02, is given in Fig. G.1f.

For instance, 
11 = 0.956 indicates that � 96% of the partons in bin one were

reconstructed as jets in bin one. The � 4% of these partons not reconstructed as jets

in bin one were primarily reconstructed as jets in bin two, as indicated by the value of


21 = 0.039. Likewise, 
12 = 0.060 indicates that � 6% of the partons in the second

bin are associated with jets reconstructed in the �rst bin.

The deconvolution matrix 
�1 transforms the uncorrected data into the corrected

data and is given below.
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�1 =

0
BBBBBBBBBBBBBB@

1:046 �0:063 �0:020 �0:032 �0:040

�0:039 1:139 �0:059 �0:035 �0:032

�0:002 �0:051 1:134 �0:119 �0:040

�0:001 �0:003 �0:027 1:321 �0:084

�0:001 �0:003 �0:008 �0:052 1:230

1
CCCCCCCCCCCCCCA

The diagonal element, 
�1jj , represents the fraction by which the uncorrected data

in bin j must be increased to correct for the reduction of its value due to detector

e�ects. The four o�-diagonal elements, 
�1jk , in each row, j; represent the fraction of

bin k that must be subtracted from 
�1jj D
U
j to account for the jets in bin j associated

with partons in bin k.

For instance, 
�111 = 1.046, so the �rst bin of the uncorrected data is increased by

� 5% of its value to correct for lost jets. Likewise, 
�121 = �0:039 indicates that the

contents of bin two must be decreased by � 4% of the value of the uncorrected data in

bin one. This accounts for the number of jets in bin two reconstructed from partons in

bin one. 
�112 = �0:063, so � 6% of the uncorrected data in the second bin is subtracted

from the contents of the �rst bin. This corrects for jets in the �rst bin reconstructed

from partons in the second bin.

To test this procedure the corrected jet � distribution of the 2 ! 2+UE+Kt events,

JC , is divided by the corresponding parton � distribution, P . This yields RC = JC=P

and is compared to the uncorrected jet � distribution of the 2 ! 2+UE+Kt events,

JU , divided by P , RU = JU=P , in Tab. G.1.

The �fth bin, which spans 2:8 < j�j < 4:0, is necessary to the correction of the

four bins at lower �. The number of jets in bin �ve reconstructed from partons with



117

Table G.1: To test the deconvolution procedure, the corrected simulated jet � distribution is
compared to the corresponding generated parton � distribution.

Bin 1 Bin 2 Bin 3 Bin 4 Bin 5

RC 1.00 1.00 0.99 0.98 0.98

RU 1.00 0.97 1.04 0.95 1.74

j�j > 4:0 is unknown so the correction of its contents is not meaningful.

Figure G.2: The data before and after correction for detector e�ects. The correction to the
last bin, 2:8 < j�j < 4:0, is not meaningful since the number of jets that were reconstructed in
this bin and associated with partons of j�j > 4:0 is unknown.

The bin width is a compromise. A large bin width minimizes corrections to each bin.

However, an increased number of bins better determines the shape of the distribution.

The spanned � range is also a compromise. Higher � values enhance discrimination

among parton distributions. However, there are fewer data events at high � and the

deconvolution procedure requires a minimum number of data events in the last bin.

Beyond � = 2:8 there are 2121 events while beyond � = 3:2 there are only 556 events.
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Appendix H

The Lead Jet � Resolution in Simulated Events of

Various Topology

For comparison with Fig. G.1, the � resolution plots obtained using 2 ! 2 events,

2 ! 2+UE events, 2 ! 2+Kt events, and 2 ! 3+UE+Kt events are shown in

Figs. H.1, H.2, H.3 and H.4 respectively. As discussed in Appendix F, the detector

jet � resolution improves as the jet Et increases. For the 2 ! 2+UE+Kt events of

Fig. G.1d, � 11% of the partons in bin four are reconstructed as jets in bin three.

According to Fig. H.4d, this is � 7% in 2 ! 3+UE+Kt events.
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Figure H.1: A study of detector � resolution according to the 2 ! 2 events. a) The lead
jet � of events with parton � in bin 1 and lead jet � NOT in bin 1 is plotted, then each bin
is divided by the total number of partons in bin 1. The vertical axis represents the fraction of
partons in bin 1 reconstructed as jets in each other bin. Figures b)-e) present this information
for bins 2-5 respectively. Figure f) represents the fraction of partons in each bin that were not
reconstructed as jets anywhere in the detector.



120

Figure H.2: A study of detector � resolution according to the 2 ! 2+UE events. a) The lead
jet � of events with parton � in bin 1 and lead jet � NOT in bin 1 is plotted, then each bin
is divided by the total number of partons in bin 1. The vertical axis represents the fraction of
partons in bin 1 reconstructed as jets in each other bin. Figures b)-e) present this information
for bins 2-5 respectively. Figure f) represents the fraction of partons in each bin that were not
reconstructed as jets anywhere in the detector.



121

Figure H.3: A study of detector � resolution according to the 2 ! 2+Kt events. a) The lead
jet � of events with parton � in bin 1 and lead jet � NOT in bin 1 is plotted, then each bin
is divided by the total number of partons in bin 1. The vertical axis represents the fraction of
partons in bin 1 reconstructed as jets in each other bin. Figures b)-e) present this information
for bins 2-5 respectively. Figure f) represents the fraction of partons in each bin that were not
reconstructed as jets anywhere in the detector.
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Figure H.4: A study of detector � resolution according to the 2 ! 3+UE+Kt events. a) The
lead jet � of events with parton � in bin 1 and lead jet � NOT in bin 1 is plotted, then each bin
is divided by the total number of partons in bin 1. The vertical axis represents the fraction of
partons in bin 1 reconstructed as jets in each other bin. Figures b)-e) present this information
for bins 2-5 respectively. Figure f) represents the fraction of partons in each bin that were not
reconstructed as jets anywhere in the detector.
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Appendix I

The Systematic Uncertainty Associated with the

Detector Simulation

In the detector simulation program, QFL, transverse shower spreading is described by

one routine for the central calorimeters and another routine for the forward calorime-

ters. If a particle deposits energy in more than one detector, whichever detector the

particle �rst encounters corresponds to the routine that is used. In most cases, shower

energy that spreads beyond the physical dimension of the detector is not recorded, it is

considered to be lost. The routine that models the shower spreading for the scintillator

calorimeters also includes the PHA (gas) calorimeter so that if the energy of a particle

is deposited in both the WHA and the PHA, the energy from each detector is recorded.

In the routine that simulates the shower spreading in the FHA and FEM calorimeters,

any shower energy that spreads beyond the physical extent of the detector is modeled

as lost and is not recorded.

The jet cone spans several calorimeter towers. An energy uctuation in one tower

shifts the Et-weighted jet centroid and may move the jet out of the correct � bin. See

Tab. F.1. Such changes to the distribution of Et within the jet � � � cone occur more

frequently for jets that overlap the detector � cracks. Misidenti�cation of the lead jet

through loss of total jet Et occurs more often in these regions as well.

Two sets of 2 ! 2+UE+Kt events were designed to test this e�ect. In each set the
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simulated distribution of Et within the jet ��� cone was altered prior to clustering. In

one set, referred to here as the S50% events, energy recorded in the towers bordering

the three detector � cracks was increased by 50% of its value. In the other set, referred

to here as the S0 events, this energy was set to zero.

Each calorimeter tower is assigned a number, from 1 to 84, that increases with �.

Tower 1 edges on � = �4:2 and tower 84 edges on � = +4:2. The number assigned to

each tower that borders an � crack is listed below for positive (negative) �.

Central Crack: EM and HAD Towers 43,(42) j�Dj < 0:1308

Plug Crack: EM Towers 52,53 (33,32) 1:1 < j�Dj < 1:2
HAD Towers 54,55 (31,30) 1:2 < j�Dj < 1:4

Forward Crack: EM and HAD Towers 66, (19) 2:3 < j�Dj < 2:4

The S50% events determine the systematic uncertainty associated with the simu-

lated distribution of jet Et within the jet ��� cone near the detector cracks. Table I.1

lists the di�erence, �B50%, between the data corrected using this simulation, D50%,

and those corrected with the standard simulation, DC .

The S0 events overestimate the e�ect and provide an upper limit on the uncertainty.

Table I.1 lists the di�erence, �B0, between the data corrected using this simulation,

D0, and those corrected with the standard simulation, DC .

The S50% and S0 events exhibit uctuations in mean jet Et that correspond to the

altered energy in the crack regions. These are comparable to the di�erence between

the dijet balancing [30] plots of QFL and the data. Dijet balancing models jet energy

loss in the � cracks. A dijet event results from a 2 ! 2 process and produces two
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Table I.1: The sensitivity of the deconvolution matrix, 
�1, to the simulated distribution of
jet Et near the detector � cracks.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.000 1.017 1.073 1.074

D50% 1.000 0.984 1.126 1.037

D0 1.000 1.091 0.967 1.116

�B50% 0.000 0:033 -0.053 0:037

�B0 0.000 -0.074 0:106 -0.042

jets balanced in Et. Excluding detector e�ects and Kt, their Et ratio, RDJ , should be

unity.

In Fig. I.1 [36] one jet is constrained to the central detector and the other, the probe

jet, ranges over all �. Detector e�ects become evident through the behavior of RDJ

when the probe jet loses energy in the detector � cracks. This ratio is similar for the

data, RD
DJ , and for the detector simulation, RQFL

DJ , as shown in Fig. I.1.

Table I.2 compares the mean Et of jets with � in the crack regions, ECR
t , to the mean

Et of jets with � in the central region, ECEN
t . The central region is 0:4 < j�j < 0:6, and

the crack regions are j�j < 0:1308, 1:1 < j�j < 1:4, and 2:3 < j�j < 2:4. So that �D � �,

the events used in this study were selected to have jzj < 25 cm. This comparison takes

the form �Et � j(ECEN
t � ECR

t )j=ECEN
t . For S50% events this is �E50%

t and for S0

events this is �E0
t .

To demonstrate that the S50% events provide a reasonable estimate of Et uctua-

tions, Tab. I.2 shows that �E50%
t is consistent with S = RD

DJ � RQFL
DJ .
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Figure I.1: A dijet balancing plot representing RDDJ and RQFLDJ [36]. In the � crack regions
these ratios depart from unity.

Table I.2: A comparison between the mean jet Et in the central detector and in the crack
regions for simulated events with a non-standard distribution of energy within the jet � � �
cone for jets that overlap the � cracks. Also presented is the di�erence between the data and
the detector simulation dijet balancing plots of Fig. I.1 in the relevant � regions.

�E50%
t �E0

t S

0:4 < j�j < 0:6 2% 9% 1-2%

1:1 < j�j < 1:4 9% 18% 5-8%

2:3 < j�j < 2:4 3% 10% 5-10%
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Appendix J

The Systematic Uncertainty Associated With the

Underlying Event Simulation

To test the sensitivity of 
�1 to the underlying event, the standard correction, which

uses underlying event simulation, is compared to one that does not. Table J.1 presents

the data subjected to the standard correction, DC , and the data subjected to this

variation of the standard correction, DNoUE.

Table J.1: The sensitivity of the deconvolution matrix, 
�1, to the underlying event.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.000 1.017 1.073 1.074

DNoUE 1.000 1.008 1.025 1.031

Replacing the parton with a neutrino in 2 ! 2+UE events produces a set of sim-

ulated events in which every 'jet' results from an upward uctuation of the underlying

event energy since the weakly interacting neutrino is not recorded in the detector. The

fraction of these events with a cluster of Et above a given threshold exceeds that in

the minimum bias data for each of the Et thresholds presented in Tab. J.2. Figure J.1

compares the Et distribution of these events with that of minimum bias events. SET-

PRT overestimates the amount of underlying event energy found in the data. Even so,
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the corrected data are insensitive to addition or deletion of underlying event energy in

the simulated events. See Tab. J.1

Table J.2: A comparison between the fraction of events, F J , with at least one jet of Et > EMIN
t

in data events recorded using a minimum bias trigger and in the simulation of the underlying
event energy by SETPRT.

EMIN
t Minimum Bias Events Simulated Underlying

Event Energy
F J F J

1 GeV 0.43 0.98
5 GeV 0.37 0.95
10 GeV 0.09 0.36
15 GeV 0.02 0.08

Figure J.1: A comparison between the Et spectra of clusters in minimum bias events and in
the simulated underlying event.
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Appendix K

The Systematic Uncertainty Associated With

Photon + 2 Jet Events

To test the sensitivity of 
�1 to the 2 ! 3 process, the standard correction, which uses

2 ! 2+UE+Kt events exclusively, is compared to one that uses a mixture of simulated

events. This mixture, prior to the back-to-back cut, consists half of 2 ! 2+UE+Kt and

half of 2 ! 3+UE+Kt events. Table K.1 presents the data subjected to the standard

correction, DC , and the data subjected to this variation of the standard correction,

DNLO.

Table K.1: The sensitivity of the deconvolution matrix, 
�1, to the 2 ! 3 process.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.000 1.017 1.073 1.074

DNLO 1.000 1.019 1.067 1.056
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Appendix L

The Systematic Uncertainty Associated With Kt and

Variation of the Back-to-Back Cut

Soft gluon emission from the initial or �nal state parton a�ects the momentum of the

outgoing photon and jet. Speci�cally, this Kt may impart jet momentum transverse to

the direction de�ned by the photon. The back-to-back cut requires the photon and lead

jet to be back-to-back in � within �� = �30o and rejects events strongly a�ected by Kt.

To test the sensitivity of 
�1 to the back-to-back cut, the standard correction, which

uses �� = �30o, is compared to that using �� = �20o and that using �� = �40o.

Tightening the back-to-back cut selects events that are more likely to contain correctly

identi�ed lead jets. Table L.1 presents the data subjected to the standard correction,

DC , and the data subjected to these variations of the standard correction, DBTB20o

and DBTB40o.

Table L.1: The sensitivity of the deconvolution matrix, 
�1, to variation of the back-to-back
cut.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.000 1.017 1.073 1.074

DBTB20o 1.000 1.019 1.082 1.023

DBTB40o 1.000 1.034 1.095 1.069
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Comparison of the standard correction, which includes Kt simulation, to one that

does not tests the sensitivity of 
�1 to Kt. Table L.2 presents the data subjected to

the standard correction, DC , and the data subjected to this variation of the standard

correction, DNoKt.

Table L.2: The sensitivity of the deconvolution matrix, 
�1, to the e�ect of Kt.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.00 1.017 1.073 1.074

DNoKt 1.00 1.008 1.036 1.037
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Appendix M

The Systematic Uncertainty Associated With the

Spectrum Dependence of the Deconvolution Procedure

As discussed in Appendix G, there is no spectrum dependence between the di�erent

bins represented in the ratios Rjk and RNR
j that comprise 
. However, the shape of

the spectrum within each bin presents an unavoidable spectrum dependence. If the

generated spectrum is steeper than that of the data, the � resolution of the detector in

the lower � region within each bin is overemphasized and that of the higher � region

underemphasized.

To test the sensitivity of 
�1 to the generated parton � spectrum, the standard

correction, which uses Martinelli parton distributions, is compared to that using the

parton � spectrum dictated by either the CTEQ2MF or the CTEQ2ML parton distribu-

tions. The CTEQ2MF and CTEQ2ML parton distributions yield the largest theoretical

variation in Fig. 5.5. Table M.1 presents the data subjected to the standard correction,

DC , and the data subjected to these variations of the standard correction, D2MF and

D2ML.

Figure M.1 shows a shape comparison between the � distribution that results from

the Martinelli parton distributions used in Papageno for generation of the simulated

events, and that that results from the CTEQ2M parton distributions used in the NLO

QCD theoretical calculation.
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Table M.1: The sensitivity of the deconvolution matrix, 
�1, to the � spectrum of the generated
events.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.000 1.017 1.073 1.074

D2MF 1.000 1.017 1.084 1.043

D2ML 1.000 1.017 1.086 1.038

Figure M.1: A comparison between the lead jet � spectrum corresponding to Martinelli parton
distributions and that corresponding to CTEQ2M parton distributions.
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Appendix N

The Systematic Uncertainty Associated with the

Background Subtraction

The CPR limited systematic uncertainty for the CES background subtraction method

yields an < 2% uncertainty in the shape of the lead jet � distribution. The �nal

measurement is divided by the value of the central bin and is essentially independent

of the photon Et. See Fig. 2.10. Most of the systematic uncertainty resulting from the

background subtraction cancels in the ratio.

The weight applied to each data event is modi�ed to reect a 1 � systematic un-

certainty in the inclusive photon cross section. Table N.1 presents the data with the

standard background subtraction, DC , and the data subjected to the modi�ed back-

ground subtraction, DBS .

Table N.1: The systematic uncertainty associated with the subtraction of multiple photon
background.

Bin 1 Bin 2 Bin 3 Bin 4

DC 1.000 1.017 1.073 1.074

DBS 1.000 1.016 1.072 1.076
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