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ABSTRACT 

This thesis presents a measurement of the inclusive cross-section for prompt pho-

ton production as a function of the invariant mass of the photon and highest energy 

jet in the final state. The experimental cross section is compared with a next-to-

leading logarithm Quantum Chromodynamics ( QCD) theoretical calculation. Also 

presented is a mass-fitting analysis in which the photon-jet invariant mass distri-

bution is examined for evidence of excited quark production a.nd decay, a signature 

of quark compositeness. No evidence of excited quark production was found. An 

upper limit on the excited quark cross section was established. This upper limit was 

compared with a theoretical prediction to set a lower limit on the mass of excited 

quarks of 531 GeV/c2, according to the assumptions of the model. 

xvi 



CHAPTER 1 

INTRODUCTION 

"It seems probable to me that God in the Beginning form'd Matter in 

solid, massy, hard, impenetrable, moveable Particles." 

Sir Isaac Newton, Opticks(l704) 

This chapter states the motivation for this experiment on quark compositeness 

and gives a brief outline of the thesis. 

1.1 A Brief History of Particle Physics 

The references of this section a.re [4],[5]. 

A fundamental question that the science of particle physics attempts to answer 

is, "What is our universe made of?". An early theory of the nature of matter 

was proposed by Empedocles of Acragas. According to Empedocles, all things 

are mixtures in various proportions of four basic elements; earth, fire, air, and 

water. The elegance of this theory is that it reduces a complex system to a sum of 

simple parts. This quality is always desirable in a good scientific model. However, 

Empedocles' theory had very little predictive power. 

1 
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A more practical theory was introduced by Leucippus and by Democritus with 

the concept of the atom. This theory (atomism) asserts that minute, discrete, fi-

nite, -and indivisible elements are the ultimate constituents .of all matter [6]. A 

major development in the understanding of atomic theory came with the formula-

tion of the periodic table of elements, by Dmitri Mendeleev and others. The concept 

was introduced that matter is composed of chemical combinations of over 100 vari-

eties of atoms. The atoms fall naturally into a systematic arrangement of families 

with similar chemical properties. The cycle of this family grouping repeats itself 

several times with elements of increasing atomic mass. The proliferation of atoms 

and their family grouping suggested that they were made up of more fundamental 

units. Subsequent critical thought and experimentation (by scientists including J.J. 
Rutherford, E. Thompson, and J. Chadwick) revealed that the atom is composed 

of a dense nucleus of protons and neutrons which are bound together by a strong 

nuclear force, surrounded by a cloud of electrons. The chemical properties of the 

atomic families are attributed primarily to the orbital arrangement of the electrons 

and the interactions between the electrons and the nucleus, which are described by 

the rules of quantum mechanics. 

With the completion of the nuclear model of the atom, the proton, neutron, and 

electron were the only known particles. Cosmic ray experiments, and the advent 

of particle accelerators led to the discovery of many more particles, which interact 

strongly and decay into lighter particles. The proliferation of states once again 

challenged the simplicity of the model. Some of the particles are massive enough to 

decay, but have long lifetimes on the scale of the strong interaction. This was an 

indication of a conserved quantum number, which was called "strangeness". The 

SU(2) flavor symmetry group was expanded to accommodate the additional states 

in an SU(3) representation. Like Mendeleev's periodic table of the elements, the 
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grouping of states in an SU(3) multiplet hinted that there was a more fundamental 

level of structure which would explain the observed symmetry. 

In-1964, the quark model of hadrons was proposed by Gell-Mann and by Zweig. 

According to this model, particles like the nucleons are composite, ma.de of com-

binations of fundamental quarks. This static model, combined with the dynamics 

of "partons", introduced by Feynman in 1969[7],[8], led to the development of the 

Qua.rk-parton Model (QPM), and eventually to the SU(3) gauge theory of "Quan-

tum Chromodynamics" (QCD) [9], which successfully describes a wide variety of 

high energy physics processes in many experimental settings [10]. QCD, together 

with the SU(2) x U(l) group of electroweak interactions and the Higgs mechanism 

makes up the Standard Model of particle physics. According to the Standard Model, 

quarks, leptons, and gauge bosons are all fundamental and point-like. 

There is much reason to doubt that the Standard Model provides the most fun-

damental picture of particle interactions. There are three practically identical gener-

ations of quarks and leptons, differing primarily in mass. The total electromagnetic 

charge of each generation is given by: 

2 1 
3( qu + qd) + qe + qu = 3( - - - ) - 1 + 0 = 0. 3 3 

(1.1) 

This cancellation of charge within each generation suggests a relation between the 

number of strong force colors to the proportions of electromagnetic charge in the 

quarks and leptons. The balance of positive to negative electromagnetic charge in 

an atom is exact to at least 1 part in 1021 • H charge were not so well balanced, 

macroscopic objects would have a net charge. Parameters which a.re included in, 

but not predicted by the Standard Model are the nine quark and lepton masses, 

four parameters of the Kobayashi-Maska.wa. quark-mixing matrix, three gauge cou-

plings, the QCD fJ parameter, and the Higgs potential parameters A and v. At 

least nineteen parameters a.re not predicted by the model and are left to experimen-

tal measurement. The Standard Model includes six leptons and three colors of six 
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quarks, ea.ch of these mirrored by an antiparticle. There a.re eight gluons, w±, Z 0
, 

and ; mediating the particle interactions, and at least one Higgs scalar to generate 

mass.-This totals at least sixty-one dubiously fundamental particles. 

It is desirable to find a model which explains these features in a simpler way. 

This model may include composite quarks and leptons which are combinations of a 

more fundamental particle. In past physics situations which led to the interpretation 

of the atom, the hadron, and the quark, a proliferation of states and a systematic 

organization of the states suggested a more fundamental level of structure. 

1.2 Thesis Outline 

The reader is assumed to have at least a passing familiarity with high energy 

collider experiments and particle physics. For introductory background, see [1},[2], 

and [3). 

Chapter two discusses the quark model of hadrons, and the motivation for a 

search for quark compositeness. For the reader who is new to particle physics, begin 

by reading appendix A, which introduces Lagrangians, fields, gauges, symmetry 

groups, and the Standard Model. 

Chapter three provides a description of the systems of the D0 detector, with 

discussion of their construction and the physics of their operation. Of particular 

importance to the analysis presented in this thesis is the D0 calorimeter, described 

in Section 3.2. 

In a high energy physics experiment such as D0, data collection must be reduced 

to a manageable rate. The experimentalist only wants to retain data which a.re of 

interest to a particular analysis. To accomplish both of these tasks, a "trigger" is 

devised which passes only data. which meet a given set of criterion. This trigger is 
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essentially a set of conditions which determine if a collider event matches the profile 

of the signal event. Chapter four describes the process of collecting data with the 

use of a multi-level triggering system. The trigger which was used for collecting the 

data in this analysis is described. The methods of data processing and storage are 

discussed. 

The data sample is unavoidably contaminated with "background" events which 

mimic the "signal" events of interest to the analysis. Chapter five discusses physical 

quantities which are used to characterize an event containing a photon, and the 

conditions (a.k.a. "cuts") which are applied to the experimental data sample to 

improve the signal to background ratio. The next section of chapter five describes 

the process of determining the purity of the sample. The last two sections discuss 

the photon-jet invariant mass, and the mass resolution of the detector. 

Chapter six presents various measurements of the photon data. sample and com-

pares them with QCD theoretical predictions for prompt photon production. 

Chapter seven describes the method of the photon-jet mass :fitting analysis. I de-

termine the expected mass distributions for excited quark decays and for background 

events. In a chi-squared minimization fit to the experimental mass distribution, I 

measure the number of excited quark candidate events and determine the signifi-

cance of that number. Chapter eight presents the results of the fitting procedure and 

compares them with the theoretical model to establish confidence limits on the cross 

section and the mass of the excited quark. Chapter nine summarizes the results of 

the analysis. 



CHAPTER2 

THEORETICAL BACKGROUND ON EXCITED QUARKS 

This chapter describes the theoretical model of quark excited states which is 

investigated in this experimental analysis. The assumptions of the model a.re given, 

a.nd predictions a.re here presented without proof. For a. more inclusive discussion, 

see the sources, [11],[12],[13],[14]. 

2.1 Quark and Lepton Compositeness and Excited States 

This section summarizes the model of fermion excited states presented in 

[11] ,[12] ,[13],[14]. 

Many compositeness models describe quarks and leptons a.s bound states of con-

stituent particles called "preons", which interact via. a. new non-Abelian gauge field 

at a characteristic energy scale (A). A CDF result (15] constrains the compositeness 

scale for qqqq contact interactions to be in the range A> 1.4 TeV for g~(A)/47r = 1, 

where 9c is a new strong coupling between the preons. Direct preon interactions of 

this kind have not been observed at presently accessible collider energies. 

A common prediction of many compositeness models is the existence of radial 

and/ or orbital excited states of quarks and leptons. The dynamics of the preon sys-

tem are unspecified, and excitations are not excluded at experimentally accessible 

energies, in the range of hundreds of GeV. The observation of massive excited state 

quarks decaying to the ground state would be conclusive evidence for composite-

ness. The signature of an excited quark decay will be indistinguishable from more 

common QCD processes, but the additional signal contribution will appear in the 

6 
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invariant mass distribution of the final state products of events with this signature 

as a resonance peak centered at the excited quark mass. 

The preon model which is tested in this analysis examines only quark excited 

states with spin and isospin 1/2, to limit the number of parameters. This does not 

exclude the possibility that the lowest lying excitation may be a spin-3/2 particle. 

In this model, quarks are a bound state of three spin-1/2 preons. 

An excited state quark will be represented by the . symbol Q*, and the mass 

of this quark is M*. The mass is dynamically generated, by the motion of the 

quark's constituents and not by the Higgs mechanism, so members of an excited 

weak isodoublet should be almost degenerate in mass. 

As discussed in appendix A, the formulation of an experimentally verifiable the-

ory requires an appropriate Lagrangian. The requirement of gauge invariance ne-

cessitates that the coupling between excited state spin-1/2 quarks and ordinary 

ground state quarks be of the magnetic moment type. The effective Lagrangian 

which describes the transition between excited and ground states is given by: 

(2.1) 

where A is the energy scale of the coupling; Q* is the excited quark eigenstate; u1.1v = 

(i/2)("Y"'"( - 1v1"'); qL is the isospin doublet of a left handed ground state quark; 

F:i,, W ""'' and Bµv are the field strength tensors for the gluon, SU(2), and U(l) 

gauge fields; g11 , g = e/ sinfJw, and g' = e/ cosfJw are the gauge coupling constants; 

Aa are the Gell-Mann matrices of color SU(3); T are the Pauli spin matrices; and 

Y is the weak hypercharge operator. The parameters Is, f, and /' are determined 

by the preon system dynamics, and naively expected to be ~ 1. In a higher order 

calculation, they become form factors, f 11 ( Q2 ), f( Q2), f'( Q2). The Lagrangian which 

describes transitions between excited and ground state leptons is of the same form. 
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From this Lagrangian a.re derived the decay rates and cross section. Assuming 

M* > mw,z, one obtains 

where 

r(Q*-+ gQ) =~as/;~(~* )2M* 

r(Q*-+ 1Q) =a/_;~-(~* )2 M* 

1 2 M* 2 2 r(Q*-+ WQ) = _9w,zf2 (-·)2 M*(l - mw,z)2(2 + mw,z) 
z 8 411" w,z A M*2 M*2 ' 

,1 J.., = fT3 +I 2Y 
f 

fw = v'2 

fz = fT3cos2 1Jw - !'~ sin2 8w. 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

mw,z and 9W,Z a.re the masses and coupling constants of the W and Z, T3 = 
+!, -! (u, d) is the third component of the weak isospin, and IJw is the Wein-

berg angle. The branching ratios for u* and d* decay modes to ground state quarks 

plus gauge bosons are given in Table 2.1. As long as M* > mw,z, the branching 

ratios should be insensitive to M*. The total width for transition interactions is 

given by: 

r(gq -+ Q*) ~ 0.04/2 M* (2.8) 

Unless the f parameters (form factors) are much larger than one, the resonances will 

be very narrow, so the experimentally measured width of the mass distribution will 

be dominated by the detector resolution and, more significantly, by QCD radiation. 

Single Q* production decaying in the photon channel is shown in Fig. 2.1. The 

branching ratio to photons is small in comparison with other channels, but the 

signal is particularly clean, the mass resolution is the best in this channel, and 
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mode branching ratio mode branching ratio 

u* -+ !J'U 0.834 d*-+ gd 0.834 

u*-+ Wd 0.109 d*-+ Wd 0.109 

u*-+ Zu 0.035 d*-+ Zd 0.051 

u* -+ /'U 0.022 d*-+ 1d 0.005 

Table 2.1: The branching ratios for Q* transition interactions, with spin-1/2, f = 
ls= f' (= 1), as R:: 0.1, and M* = 1 TeV 

Q Q 

Figure 2.1: Feynman diagram of the process gq-+ Q*-+ '"'(q. 
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the background is relatively manageable. Other D0 analyses on the other decay 

channels a.re in progress. 

Excited quarks may couple to ordinary quarks by new strong interactions be-

tween the preons. These "contact" interactions a.re the largest contributors to the 

total Q* production cross section. At energies below the compositeness scale, the 

effective four-fermion Lagrangian is given by: 

£ - g~ 1 ·µ. 
contact - A2 21 Jµ, (2.9) 

with 

(2.10) 

where i1.1 are left handed fermionic currents between energy states and Uc is the new 

preon coupling. The width is given by: 

rcr--? / + !'/') = ::;c~* )4Nbs', (2.11) 

where Nb is the number of colors of the light fermion and S' is a combinatorical 

factor, given by S' = (1, !, 2) for (!' # f, f' = f and both are quarks, /' = f and 

both a.re leptons). 

Excited quark production through contact interactions will have multiple jets in 

the final state. There will be several possible ways of combining these jets when 

reconstructing the mass in each event, only one of which gives the correct quark 

mass. In contact interactions, the width is strongly dependent on the ratio M* /A 

(see (2.11)). The detection of Q* production through contact interactions is further 

complicated because its relatively small cross section is contrasted with a large 

background from ordinary QCD multijet production. For simplicity, only leading 

order transition interactions were investigated in this analysis. 
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The cross section for excited quark production in p'ji collisions through quark-

gluon fusion, and subsequent decay to a photon-jet final state, is given by: 

(2.12) 

where Mis the 7q invariant mass, T = z 1z 2 = "!2
, sis the square of the 'PP center of 

mass energy, and y = ~ ln(i; ). The pa.rton·parton luminosity function is given by: 

(2.13) 

where /q(g) is a pa.rton distribution function, which gives the momentum distribution 

of a quark( gluon) expressed as a fraction of the momentum of the beam particle 

(between 0 and 1). A discussion of luminosity and cross sections is presented in 

Section 4.1. The partonic cross section gives the probablility for the process as a 

function of M. It is in the form of a relativistic Breit-Wigner function: 

A f'q• .... -yq f'Q.-+gq 
u = 1r (M2 _ M*2)2 + (f'q.M*)2' (2.14) 

where 
• f2(M2 ) M r Q•--rq = "'( ~ ( MJs r Q•-+"'(q' (2.15) 

f q• = L f q•-+Xq· (2.16) 
g,-y,W,Z 

The function P(r,y,yc) expresses the probability that both final state particles have 

rapidities within the limit IY I < Ye· 



CHAPTERS 

THE D0 DETECTOR 

The D0 Detector is a. genera.I purpose detector operating at the Ferm.ilab Teva-

tron P:P collider. It was designed for the purpose of measuring high energy particle 

phenomena, with an emphasis on lepton identification, good calorimeter energy reso-

lution and granularity, and full detector coverage, in.eluding regions of high rapidity. 

Most of the information in this chapter is excerpted from the resources [16],[17],[18]. 

The physics topics which are being studied at D0 include the search for the 

top quark; precision measurements of QCD phenomena at high PT; studies of the 

electroweak. sector, in.eluding the mass ratio of W to Z; b quark studies; and searches 

for physics beyond the Standard Model, including Supersymmetry. Each of these 

physics processes has a characteristic signature which distinguishes it from other 

processes. For example, a direct photon event is characterized by an isolated elec-

tromagnetic energy deposit with no charged particle tracks poin.tin.g to it, and by 

one or more jets of particles in. the opposite hemisphere of the detector. 

There are three major systems in the D0 detector, which together are used 

to reconstruct the signatures of the wide variety of high energy physics processes 

under study. The central tracking system serves to localize the interaction vertex, 

to identify charged particles, and to track their direction a.s they pass through the 

detector. The calorimeter measures the energy and direction of electrons and jets 

produced in. an event. The muon system tracks and measures the momentum of 

muons. 

The D0 detector is calibrated with a combination of data from Monte Carlo 

simulations, from test beam analysis, and from collider events. In a Monte Carlo 

12 
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study, high energy particle interactions are simulated on computer by random num-

ber generation controlled by complex algorithms which constrain probabilities. The 

intera;ction of the high energy particles with detector systems is also modeled by 

computer simulation. 

Two series of test beam experiments were carried out, in which a few modules 

from the calorimeter were exposed to particle beams of electrons and pions. We 

measure the response of the modules to energy deposited by particles of known 

momentum, and use these data in the calibration of the calorimeter. We use collider 

events with particles whose mass has previously been measured, such as Z 0 decays, 

to calibrate the energy scale of the calorimeter. 

To facilitate the description of D0 detector systems, a word must be said about 

the coordinate systems used to map the detector geometry. Two coordinate sys-

tems are used: right-handed cartesian coordinates (x,y,z) and cylindrical coordinates 

(O,</>,z). The z coordinate is parallel to the beam axis with the origin at the center 

of the detector; the positive direction being that of the proton beam. The x and y 

coordinates are orthogonal to each other and to the z coordinate, with the y axis 

vertical with respect to the floor. The azimuthal angle </>ranges from 0 to 211" ( </> = 0 

on x-axis and </> = 11" /2 on y-axis). The polar angle (} is the angle with respect to the 

z axis. Another coordinate commonly used is pseudorapidity (11), which is a good 

approximation of rapidity (y) for highly relativistic particles. The transformation 

between () and 1/ is given by the relation 

1/ = -ln(tan(8/2)). (3.1) 

An advantage to expressing the polar angle in rapidity is that a transformation 

between two Lorentz frames related by longitudinal boosts is simple, given by: 

(3.2) 
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ott Detector 

Figure 3.1: The D0 Detector 



15 

where /3 = v / c with v being the relative velocity between the two frames. The 

shape of the rapidity distribution dN / dy is Lorentz invariant, meaning that it is 

unchanged by a transformation to another Lorentz frame. Such a transformation is 

called a. "Lorentz boost". 

3.1 The Central Tracking System 

4> 0 Central Drift Vertex Drift Transition Forward Drift 
Chamber Chamber Radiation Chamber 

Detector 

Figure 3.2: The Central Tracking System 

Central tracking is composed of four independent detector systems; the Vertex 

Chamber, the Transition Radiation Detector, and the Central and Forward Drift 

Chambers. Together, they provide information for charged particle indentification 

and path reconstruction. 

3.1.1 The Vertex Drift Chamber (VTX) 

The innermost part of the central tracking system is the Vertex Drift Chamber. 

Its function is to measure charged particle tracks close to the interaction region in 
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order to reconstruct the point of origin, and also to detect the presence of secondary 

vertices from the decays of heavy quarks. This task must be done with great preci-

sion, as there may be closely spaced vertices from multiple interactions in the same 

beam crossing. 

The Vertex Chamber is a cylindrical structure, consisting of three concentric 

layers. Each layer is segmented into cells; 16 segments in the innermost layer and 

32 segments in both the second and third layers. The walls of the chamber are 

concentric cylinders made of a carbon fiber composite, low in density to minimize 

photon conversions. The walls are connected at either end to G-10 bulkheads, joined 

by titanium tie rods which support wire tensions. The Vertex Chamber has an inner 

radius of 3.7 cm and an outer active radius of 16.2 cm [19],[20]. 

Figure 3.3: The Vertex Chamber 

The cells of the vertex chamber are filled with a gas mixture of C02(95%)-ethane 

(5%) at one atmosphere of pressure. Each cell contains eight sense wires, which are 

used to measure the r and </> coordinates of charged particles passing through the 

cell. The passing of a charged particle ionizes gas in the chamber, and the resulting 
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free electrons drift in a.n electric field towards the anode sense wires. Field shaping is 

achieved by varying potentials at the sense wires, cathode wires, fine field wires, grid 

wires,- and aluminum traces on the surface of the cylinder walls. As the electrons 

approach the anode wires, they are accelerated by the electric field, rising as 1/r. 

At very short distances from the wires, the energy of the electrons exceeds the 

ionization energy of the gas, so more electrons are liberated, creating an avalanche 

of charged particles a.round the sense wires. The number of secondary electrons 

reaching the anodes is directly proportional to the number of initial ionizations, 

thus the chamber is an example of what is called a Proportional Wire Chamber 

(PWC). An electric pulse is induced on the wires, due to the drift of positive ions 

away from the anode wires. The pulse (a "hit", in jargon) is amplified and digitized. 

The timing, amplitude, and width of the pulses on the wires are used to reconstruct 

the path of the original charged particle [26]. 

3.1.2 The Transition Radiation Detector (TRD) 

The next layer of central tracking, which surrounds the Vertex detector, is the 

Transition Radiation Detector. Its purpose is to help distinguish electrons from 

charged pions and other particles. 

When a highly relativistic charged particle passes between two media which 

have different dielectric constants, the field surrounding the particle must adjust to 

satisfy the boundary conditions. Soft x-rays are produced at the boundary, called 

Transition Radiation. For a single boundary, the energy radiated is a function of /31 
(/3 = v / c, I = )..-;;; ). The angular distribution of the radiated energy is sharply 

y1-i:i2 

peaked at an angle ex: l/1 with respect to the particle trajectory [27]. Since pions and 

other charged hadrons a.re much more massive than electrons, they will radiate less 

energy than an electron of the same energy. The contributing effects a.re somewhat 

more complex, in that there are interference effects between transition layers, and 

there are additional sources of energy loss due to ionization caused by the charged 
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particle itself, and atomic collisions involving large energy transfer which liberate 

delta rays[28]. As "( -+ oo, the total energy emitted due to an assembly of foils of 

finite width reaches a limiting value, which depends on the number of foils and other 

properties of the detector. In the D0 detector, the TRD X-ray energy distribution 

for electrons above a few Ge V is mostly below 30 ke V, peaking a.t a.bout 8 ke V. 

The TRD is constructed in three concentric layers, each layer segmented into 

16 cells. Ea.ch cell contains a. radiator and a. wire chamber to detect the X-rays. 

The radiator section is composed of a stack of 393 foils of 18µm thick polypropy-

lene in a. chamber filled with nitrogen gas. A pattern is embossed on the foils to 

maintain a thin gap between them which the gas will fill. There are thus many 

transition regions that a. charged particle traverses as it passes through the radia-

tor. Behind the radiator is the detector volume; a. PWC filled with a mixture of 

Xe{91%)/GH4(7%)/G2Hs(23) gas. 

X-rays produced in the radiator convert by photoelectric absorption, and the 

electrons from the resulting ion pairs induce an ionization avalanche in the PWC 

amplification section. A noble gas can only he excited by photon absorption, so the 

xenon mixture is essentially stable. The cross section for recapture of free electrons 

from ionization is small, as they drift towards the anodes. The charge cloud of drift-

ing electrons and ions induces a. current pulse in the sense wires of the PWC, which 

is amplified and digitized. Both the amplitude and time distribution of the pulse are 

used to distinguish between electrons and pions. After suitable calorimeter condi-

tions have already been applied to select electrons, the TRD is estimated to provide 

an additional pion rejection factor of about 10 in a low luminosity environment. 

The outer walls of the TRD are a 1.1 cm thick Nomex honeycomb with :fiberglass 

skins. The radiator sections are encased in carbon fiber tubes. Two thin mylar 

windows separate the radiator volume of a TRD cell from the detector volume. 

G 0 2 gas :8.ows in a gap between them to minimize diffusion of nitrogen gas from 
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Figure 3.4: The Transition Radiation Detector 
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the radiator volume to the detector volume, where it would contaminate the xenon 

mi.x.ure. The outer window is aluminized and acts as a cathode for the drift field. 

Behind the window is the detector volume. There is a 15mm conversion stage and an 

8mm amplification stage, separated by a cathode grid of wires. In the amplification 

stage are anode wires for charge collection, and field shaping wires. At the back of 

the amplification volume is another cathode layer of helical copper strips deposited 

on Kapton foil. The anode wires are grouped in pairs of two, for a total of 256 

readout channels in ea.ch of the three layers of the TRD, with the same number of 

readout channels from the cathode strips. The sum of the combined layers of the 

TRD averages 0.81 radiation lengths (0.036 interaction lengths) in thickness. 

For further information on the Transition Radiation Detector, see [21],[22],[23], 

and the PhD theses of F. Feinstein [24] and A. Pluquet [25]. 

3.1.3 The Central and Forward Drift. Chambers (CDC and FDC) 

The Central and Forward Drift Chambers are used to reconstruct the trajectories 

of charged particles. The Central Drift Chamber surrounds the TRD as a concentric 

cylinder, while the Forward Drift Chambers cap the CDC at either end, extending 

the tracking coverage to regions of high pseudorapidity. Like the Vertex Chamber, 

they use the drift time information of electrons from gas ionization to reconstruct 

tracks. 

The Central Drift Chamber is constructed of 32 identical modules. The modules 

are ea.ch divided into four radial layers, which are separated by Roha.cell "shelves", 

connected at either end to G-10 bulkheads. The entire apparatus is enclosed in an 

aluminum cylinder with two aluminum plates at either end, which support a.11 wires 

under tension. 

Ea.ch radial layer is divided into 32 azimuthal cells, which are staggered between 

layers by one ha.If cell width to reduce dead space on any one radial trajectory. The 

cells are filled with a gas mixture of Ar(92.5%)0H4(4%)C02(3%)H20(0.5%). The 
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Figure 3.5: The Central Drift Chamber Modules 

cells each contain seven sense wires (anodes) and two delay lines, running parallel 

to the beam a.xis and arranged in a plane from the inner to the outer wall. The 

sense wires are staggered by ±200µm in <P to resolve left-right ambiguity to either 

side of the wire plane. Resisitive epoxy strips are screen printed on the cell walls 

parallel to the anode planes. These st;rips are connected through a series of voltage 

dividers, and are used to shape the electric field around the anode wires. There are 

also two potential wires between ea.ch pair of anode wires for field shaping. 

In each cell are two delay lines enclosed in Teflon tubes, embedded in the shelves 

and closely adjacent to the innermost and outermost sense wires. A signal in the 

sense wires will induce a pulse in the delay lines. Timing differences in the arrival of 

a signal at either end of the delay line provide the information which localizes the 

position of a track in the z-coordinate. 

The position resolution of the CDC is 180µm in rand 3.5mm in z. With a drift 

field of 620 V /cm, the drift velocity is~ 34µm/ns. The maximum drift distance is 

~ 7 cm. A scintillating fiber detector is included to a.id in calibration of the CDC. 

This detector subtends the arc of only one CDC cell, and sits between the outer shell 

of the CDC and the inner skin of the first layer of the calorimeter. The geometric 
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coverage of the Central Drift Chamber is complete in the <P coordinate, and extends 

to about ±1.0 in pseudorapidity. 

The Forward Drift Chambers continue tracking coverage over the pseudorapidity 

range of about 1 < 1111 < 3.2. Each FDC unit consists of three chambers, configured 

in layers behind each other. 

'(betl 

Figure 3.6: The Forward Drift Chambers 

The inner and outermost chambers have sense wires perpendicular to the radial 

direction, which measure the 8 coordinate of charged particles. These chambers are 

rotated by 45° with respect to each other. The fJ chambers are divided into four 

mechanically separate quadrants. Each quadrant contains six rectangular cells at 

increasing radii. The cells each contain eight sense wires aligned perpendicular to 

the z coordinate. Between the sense wires are pairs of ground wires to shape the 

electric field. As in the CDC, each cell also contains a single delay line to measure 

the position of a charged particle track in the dimension parallel to the sense wires. 

The front and back walls are Kevlar coated Nomex honeycomb. 
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The middle chamber of each FDC unit has 16 layers of sense wires, 50 cm in 

length in the radial direction, and is used to measure charged particle tracks in the 

<P cool"dina.te. This <P chamber is segmented into 36 mechanically separated pie-

shaped wedges, each with 16 anode wires. Between each pair of sense wires in the 

<P chamber is a single ground wire. Aluminum strips on the inner surface of the 

wedge shaped cells are held at ground potential, to act as cathodes and to shape 

the field. The sense wires in both the 8 and <P chambers are staggered by 0.2mm to 

resolve left-right ambiguity. Both 8 and <P chambers have a maximum drift distance 

of 5.3 cm. The FDC chambers use the same gas mixture as the CDC chambers. 

For more information on the Central and Forward Drift Chambers, see the PhD 

theses of T. Behnke[29], S. Rajagopalan [30], D. Pizzuto [31], and J. Bantly [32]. 

3.2 The Calorimetry 

The D0 calorimetry is the centerpiece of the D0 detector design. It consists of 

uranium-liquid argon sampling calorimeters with emphasis on good energy resolu-

tion and fine segmentation for precise measurement of energy flow from electrons 

and jets. The calorimetry is divided into a central, barrel shaped calorimeter and 

two end cap calorimeters. Each of these sections is contained in an independent 

cryostat. The calorimeters are segmented, as a structure of adjacent interlinked 

modules. 

The D0 calorimeters measure the energy deposited by particles produced in 

pfi collisions, so before continuing, a brief overview of the mechanisms of energy 

loss for highly relativistic particles passing through matter is appropriate. In the 

case of high energy electrons and photons, the principal processes of energy loss 

are bremsstrahlung and electron pair production. The transverse electric field of 
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a charged particle is proportional to its Lorentz boost, I· As the particle passes 

through a medium, it experiences an electromagnetic force acting on it from inter-

actions with the electric fields of individual atoms. The particle's "impact parame-

ter" is the perpendicular distance between its incident trajectory and the center of 

that force. When the impact parameter is comparable to interatomic distances, the 

nuclear electric field causes deceleration, and subsequent energy loss through the 

radiation of high energy photons. This process is called "bremsstrahlung", which 

translates as "braking radiation". A high energy photon in the nuclear electric 

field will convert into an electron-positron pair; a process called "pair-production". 

As a high energy electron passes through a medium, it will emit bremsstrahlung, 

producing energetic photons which will then pair-produce. The combination of the 

two processes creates a cascade of photons and electrons, called an electromagnetic 

shower. The average rate of radiative energy loss is approximately proportional 

to the incident energy of the particle. The number of shower particles will con-

tinue to multiply until the energy of secondary electrons falls to a critical energy, 

Ee~ SOOMeV/(Z + 1.2) for solids and liquids, below which the dominant process 

for energy loss is ionization. Additional shower particles are not produced, and the 

electromagnetic shower dies out. 

The length scale used to parameterize the longitudinal development of a high 

energy EM shower is the radiation length (X0 ). It is the mean distance traveled 

by an electron through a medium during which it will lose, by bremsstrahlung, a 

fraction 1 - l/e of its original energy. The radiation length is approximately given 

by: 
X _ 716.4 g c:rn-2 A 

0 
- Z(Z + l)ln(287/vtz) 

(3.3) 

where A and Z are the mass number and atomic number of the medium. Electro-

magnetic shower development perpendicular to the direction of the incident particle 

scales with the Moliere radius, Rm= X 0 Es/Ec (Es~ 2lMeV). 
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In the case of hadrons, the incident particle undergoes inelastic nuclear colli-

sions in a medium, producing secondary energetic hadrons. The secondary parti-

cles take part in inelastic collisions producing still more hadrons. This successive 

particle multiplication is a hadronic shower, which eventually dies when the en-

ergy of secondary particles is insufficient for further particle production, and the 

remaining energy is lost through ionization. The characteristic length scale for 

hadronic showers is the nuclear interaction length, A~ 35 g cm-2 A113 • Longitudi-

nal energy deposit is sharply peaked at one interaction length, with a maximum at 

z/ A~ 0.21n(E/1 GeV) + 0.7 [33). 

A sampling calorimeter is so named because it doesn't measure all of the energy 

deposited in it, but only samples the energy. All of the energy from a jet must be 

contained within the detector, hut because of size limitations, the entire volume of 

the calorimeter cannot be made energy sensitive. Therefore, part of the detector 

volume is "dead", and functions to absorb most of the deposited energy. Mixed 

within this absorber material are active regions which measure a fraction of the total 

deposited energy. The active materials may be scintillating plastic tiles or fibers, 

lead glass, sodium iodide, or in the case of D0, liquid argon. Thus, a sampling 

calorimeter consists of some mixture of absorbing and active material. 

The absorber materials in the D0 calorimeter are plates of uranium, copper, 

and steel, chosen for their high density and relatively short interaction length, which 

minimizes the detector size needed to fully contain particle energy. Additionally, 

uranium provides more equal energy response to electromagnetic and hadronic show-

ers than other materials. A large percentage of hadronic energy loss is through the 

breakup of nuclei and nuclear excitations, which is not measurable as ionization 

energy. By using uranium as an absorber material, the visible energy from electro-

magnetic processes is supressed. The calorimeter's active regions are gaps between 

the plates filled with liquid argon. Liquid argon has the advantage of good radi-
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ation hardness, while its major disadvantages are its slow ion drift speed and the 

necessity for cryogenics. Thin signal boards are centered in the gaps, which measure 

ionization energy in the liquid argon. The boards are constructed of two sheets of 

G-10, a composite of plastic and glass fibers. The sheets are coated on one side with 

a carbon-based resistive material. One of the boards is clad with a. thin layer of 

copper on the opposite side, which is etched into a grid of copper pads. The copper 

pads are shaped and positioned to occupy a small unit of solid angle equal to about 

0.1 x 0.1in1/ x <P space in most layers. Copper traces from individual pads lead to 

the edges of the boards. The G-10 sheets are epoxied together, forming a sandwich 

with copper pads in the middle and resistive coating on either side. Pads in several 

successive active layers are ganged together with wires to form a cell. Each layer 

of cells is called a readout layer. With increasing calorimeter depth, the readout 

layers become thicker, and the ratio of active to absorber material, i.e. the energy 

sampling fraction, decreases. 

Liquid 
Argon 

coat 

Figure 3.7: A Single Calorimeter Gap Interval (cutaway view) 

The resistive coat on the signal boards is kept at an electric potential of +(2.0 

to 2.5) kV, and the absorber plates are maintained at ground potential. As charged 

particles pass through the active gaps between absorber plates, they ionize the 

liquid argon, liberating electrons. The free electrons drift in the electric :field, and 

are collected at the resistive coat on the boards. The changing :field from charge 
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drift induces a current in the copper pads. Cables from the cells of ganged pads 

conduct the current to preamplifiers, which boost the current pulse and carry it 

outside the calorimeter through signal wires. The current pulse, induced by showers 

of charged particles, is amplified, shaped, and digitized. The information is used to 

derive the deposited energy. A collection of energy measurements from all cells in 

the calorimeter is used to reconstruct the energy flow of particles from an event. 

As the electric field in the active layer gaps is increased, so does the drift velocity 

of free ionization electrons. The distance beween an absorber plate and its adjacent 

signal boa.rd is 2.3mm, and the typical electron drift time a.cross a ga.p is~ 450ns. It 

is desirable to maximize the drift velocity so that all of the charge will be collected 

and dissipated before the next event introduces new particles into the gap. The effect 

of overlapping events in the calorimeter is called pileup, and it degrades the energy 

resolution. The time in which the calorimeter collects and dissipates charge is the 

relaxation time. At a critical ga.p field value, the electron drift velocity saturates, 

i.e. does not continue to rise. Further increase in the field will not significantly 

decrease the relaxation time. H the field is too high, dielectric breakdown occurs in 

the gap, ca.using sparking between the boards and plates. The opera.ting gap field 

is thus balanced to minimize relaxation time and at the same time to maintain field 

stability. 

Extensive testing was performed on the calorimeter modules, and strict standards 

of cleanliness were enforced to ensure that foreign material was not introduced into 

the gaps. The slightest contamination or defect can ca.use a short circuit between 

the signal boards and ground potential, rendering an entire layer inactive. Once the 

modules were installed within their cryostats, they became permanently inaccessible. 

The calorimeters must perform reliably under extreme temperature conditions for 

the working life of the detector. 
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Calorimeter modules were subjected to pulse vacuum cleaning, with a special 

high volume vacuum system which affixed to the module side skins. Each board 

in a module was probed with a voltmeter at various points-along the surface to 

search for current leakage. The modules were rotated along their length, to disturb 

loose contaminants. After rigorous inspection, the modules were craned into the 

cryostat shell and joined to each other at their bulkheads with stainless steel pins 

and mounting brackets. 

3.2.1 The Central Calorimeter and End Calorimeters (CC and EC) 

The central calorimeter is composed of three layered rings of modules enclosed 

m a cryostat. A typical central calorimeter (CC) module is a long trapezoidal 

box shape, consisting of a stack of absorber plates and signal boards enclosed in a 

perforated stainless steel skin. The weight of the stack is carried by thick stainless 

steel bulkheads at either end of the module. Small Delrin (plastic) spacers between 

plates and boards maintain uniform spacing in the gaps. Each module is fitted with 

thermistors at either end to monitor temperature uniformity in the liquid argon 

bath. 

The innermost ring of 32 CC modules surrounds the central tracking detectors. 

Electromagnetic particle showers originating from photons and electrons will be 

mostly contained in this first layer; the electromagnetic (EM) section. The absorber 

plates are thinnest (3mm) here, providing frequent energy sampling. The third layer 

of cells in the CCEM is where the peak energy deposit of most electromagnetic 

showers occurs, so cell segmentation is here further subdivided into 0.5 x 0.5 units 

in 71 x </> for better position resolution. The CCEM covers full azimuth over the 

range 1111 < 1.1. 

The next concentric ring of 16 modules in the central calorimeter is the fine 

hadronic (FH) section, covering the region 1111 < 1.1. Electromagnetic showers have 

almost completely died out at this depth, so it is mostly hadronic particles such as 
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pions which penetrate beyond the EM section. The fractional energy resolution for 

hadronic showers is approximately 503 /VE, determined from analysis of test beam 

da.ta. -Beyond the CCFH section is a third ring of 16 modules;. the coarse hadronic 

(CH) section, covering the region 1111 < 0.6. These modules catch any additional 

hadronic energy that was not absorbed in the FH section. Energy sampling is less 

frequent here, and energy resolution need not be as precise as in the CCFH. 

oil LIQUID ARGON CALORIMETER 

END CALORIMETER 

Outer Hadronic 
(Coarse) 

Middle Hadronic 
(Fine & Coarse) 

Inner Hadronic 
(Fine & Coarse) 

Electromagnetic 

Figure 3.8: The Calorimeters 

Electromagnetic 
Fine Hadronic 

Coarse Hadronic 

The energy resolution of the calorimeter can be expressed as: 

(3.4) 
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Figure 3.9: A side view of the calorimeter, showing transverse a.nd longitudinal 

segmentation. The numbered rays show pseudorapidity intervals. 
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Figure 3.10: A foldout view of the calorimeter cell structure in ( 1J x 10) vs. R coor-

dinates. The calorimeter layers a.re labeled on the vertical axis. 
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where E is the incident particle energy, C parameterizes energy dependent factors 

like calibration errors, S comes from sampling :fluctuations, and N comes from energy 

independent factors like electronic noise and uranium noise. These parameters are 

correlated. The contribution to the total resolution error from noise is measured as 

a function of time by taking periodic pedestal runs, with no beam in the detector. 

The width of the energy distribution for these runs is the value of N (:::::: 1 Ge V). 

For accurate comparison to Monte Carlo data, the noise contribution is subtracted 

in quadrature from the fractional energy resolution. Fit values of the remaining 

parameters for electrons in the CCEM are C = 0.005, and S = 0.13.JQe'l/. The 

sampling term was determined in test beam measurements [34],[35],[36],[37] and the 

constant term from Z-+ee decays [38]. Calorimeter position resolution for isolated 

EM showers is 0.8 to 1.2 mm in the central region, and scales as VE, [39]. 

The two end calorimeters, north and south (ECN and ECS), cover the rapidity 

range 1.1 < 1111 < 4.5 There are four types of modules in the EC. As in the CC, 

cell segmentation is 0.1 x 0.1 in 17 x <P space, up to a pseudora.pidity of 3.2. As 

pseudorapidity increases, the cell sizes become smaller; so the cell subdivisions in 

17 x <P become increasingly larger at the highest pseudorapidities, to a maximum size 

of 0.4 x 0.4. In each EC, a single disk shaped EM module covers pseudorapidity 

in the region 1.2 < 111 I < 3. 7. ECEM modules have four readout layers, a.s in 

the CCEM. The 3mm uranium absorber plates and signal boards are stacked on 

either side of a stainless steel plate, with a. stainless steel cylinder down the center. 

Tie rods and spacers maintain spacing and transfer the weight of the assembly to 

the central support plate. The EC inner hadronic (ECIH) modules sit behind the 

ECEM layers, covering the region 1.6 < 1111 < 4.5. The ECIH modules have a 

fine hadronic section (ECIFH) containing 64 uranium plates ( 6mm) in four readout 

layers, and a coarse hadronic section (ECICH) containing 13 stainless steel plates 

(46.5mm) in one readout layer. The EC middle hadronic (ECMH) section forms a 
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CCEM CCFH CCCH 

Modules 32 16 16 

Inner Radius 84.111 105.811 170.911 

Outer Radius 104.511 166.211 219.311 

Front Plate Thickness 0.1311 0.4811 0.4811 

Sideskin Thickness 0.1711 0.2111 0.2711 

Endplate Thickness 1.9" 3.211 4.411 

Readout Layers 4 3 1 

ll:q x ll. <P 0.1 x 0.1 0.1 x 0.1 0.1 x 0.1 

T/ coverage ±1.2 ±1.0 ±0.6 

Absorber Uranium Uranium Copper 

Plate thickness 0.118" 0.23611 1.62511 

Gap thickness 0.0911 0.09" 0.0911 

Sampling Fraction 0.119 0.068 0.015 

Thickness in Xo 20.5 96.0 32.9 

Thickness in A 0.76 3.2 3.2 

Table 3.1: The Central Calorimeter design parameters. 
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ECEM ECIFH ECICH ECMFH ECMCH ECOH 

Modules 1 1 1 16 16 16 -
Readout Layers 4 4 1 4 1 3 

l:!..q x I:!..</> 0.1 x 0.1 0.1 x 0.1 0.1 x 0.1 0.1 x 0.1 0.1 x 0.1 0.1 x 0.1 

11 coverage 1.4 - 4.0 1.6-4.45 2.0-4.45 1.0 -1.7 1.3 - 1.9 0.7 -1.4 

Absorber Uranium Uranium Steel Uranium Steel Steel 

Plate thickness 0.118" 0.236" 0.236" 0.236" 1.83" 1.83" 

Gap thickness 0.09" 0.082" 0.08211 0.08711 0.087" 0.087" 

Sampling Fraction 0.119 0.057 0.015 0.067 0.016 0.016 

Thickness in Xo 20.5 121.8 32.8 115.5 37.9 65.1 

Thickness in A 0.949 4.91 3.57 4.05 4.08 7.01 

Table 3.2: The End Calorimeter design parameters 

ring surrounding the inner hadronic plug. It consists of 16 fine hadronic (ECMFH) 

modules and 16 coarse hadronic (ECMCH) modules in ea.ch end calorimer. 

The central and end calorimeters are shown in different views in Figures 3.8, 

3.9, 3.10, and 3.11. The first figure is a three-dimensional cutaway view, showing 

the CC and EC modular divisions. The second shows a cross-section of one half 

of the CC and EC sections, with the pseudoprojective towers of cells displayed in 

alternating dark and light shades. The numbers in the scale on this figure are units 

of pseudorapidity. The third :figure is a two dimensional layout-type map of the 

calorimeter towers in T/ x 10 vs. layer. The fourth figure shows the end calorimeter, 

in relation to the interaction region. 
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~END CALORIMETER ELECTROMAGNETIC MODULE 

Figure 3.11: An ECEM module shown in relation to the 'PP interaction point. The 

ray labeled e- shows an example of the trajectory of an electron produced in an 

inelastic collision. The lines on the module show the layer and pad segmentation. 
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3.2.2 The Intercryostat Detectors (ICD) and Massless Gap Detectors 

(MG) 

Structural constraints necessitated a separation between the CC and EC in sepa-

rate cryostats, such that there is a region between them with decreased calorimeter 

coverage. The ICD and MG Detectors are used to sample particle energy which 

flows in the transition space between the CC and EC, next to the cryostat walls. 

Each ICD consists of a pair of scintillation counter modules mounted on the 

outer face of an End Calorimeter cryostat. An ICD contains 384 tiles made from 

Bicron BC-414 scintillator. Each tile covers a 0.1 x 0.1 region of 11 x ¢ space and is 

aligned to match a pseudoprojective calorimeter tower. Light generated in the tiles 

by penetrating particles is carried out through bundles of wavelength shifting fibers 

to phototubes located directly behind the tiles. The scintillator array is calibrated 

with light from a UV laser, which is transmitted to each individual tile through an 

optical fiber [41]. 

The Massless Gap Detectors consist of single calorimeter readout boards 

mounted on the endpla.tes of the CCFH modules {320 channels) and on the front 

plates of the ECMH and ECOH modules {192 channels). Liquid argon in the gaps 

serves as the active material, just as within the calorimeter modules, and the CC 

module bulkheads and cryostat walls are the absorber material [43]. 

3.3 The Muon System 

The energy from high energy muons cannot be contained within the D0 calorime-

tery. Because muons are much heavier than electrons, radiative processes are not 

a dominant source of energy loss below particle energies of several hundred GeV. 

Muons do not interact strongly, so they do not initiate a hadronic shower except in 
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the case of a photonuclear interaction, which accounts for only a small percentage of 

total energy loss and ha.s a relatively small cross section [33). Although the energy 

of a. muon is not completely absorbed in the calorimeter, it is possible to measure 

the muon's momentum, by bending its trajectory in a magnetic field ii. The rela-

tionship between the field B, the particle momentum p, the particle charge q, and 

radius of curvature r of its bent trajectory is given by i = ;-r x i3. 
The magnetic field in the D0 muon system is provided by five iron toroid mag-

nets. The central toroid (CF) covers the pseodorapidity range 1111 < 1, and two end 

toroids (EF) cover 1 < J71J < 2.5. The Small Angle Muon Spectrometer (SAMUS) 

toroids extend coverage over 2.5 < 1111 < 3.6. The mean internal magnetic field in 

the toroids is 1.9T. A muon's trajectory as it traverses the magnets is measured 

by three layers of proportional drift tube chambers. The trajectory bend is in the 

r-z plane. The muon entrance point is measured by the first layer (A layer), which 

consists of four planes of drift tubes mounted outside the calorimeter cryostats and 

just inside the magnets. The second layer (B layer), with three planes of drift tubes, 

is positioned outside of the magnets. A third layer (C layer), with three planes of 

drift tubes, is separated from the B layer by 1-3 m of air space. Not all regions have 

complete C layer coverage, because of mounting difficulties. The initial trajectory 

of the muon is reconstructed from the interaction vertex, the central tracking hit 

information, a.nd hit information from the A layer of the muon system. After the 

muon's path is bent in the magnets, the B and C layers give a second trajectory 

from which the bend angle is determined. 

The Wide Angle Muon Spectrometer (WAMUS) consists of 164 drift tube cham-

bers which cover all of the central toroid and most of the end toroids to (J ~ 10° 

[44]. The Small Angle Muon Spectrometer (SAMUS) extends coverage at the high 

rapidity edge of the end toroids, and covers the SAMUS toroids to a minimum angle 

offJ=3.4°. 
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A Proportional Drift Chamber works on a similar principle to the PWC dis-

cussed in the earlier section on the Vertex Chamber. However, by allowing ioniza-

tion electrons to drift over a greater distance in a low electric-field before reaching 

the amplification region close to the anode wire, far fewer wires and readout chan-

nels are required to instrument the large area covered by the muon system. Since 

the chamber occupancy (average track density) is low, longer drift times are not a 

problem as they would be in the central tracking system. 

F'ig. 4 ELECTROSTATIC EOUl-POTENTIAL LINES OF 4• PDT CELL 
SIGNAL WIRE AT +5 KV, AND VERNIER PADS AT +2 KV 

Figure 3.13: top: WAMUS drift cells. bottom: A single drift cell shown with equipo-

tential lines. 

Each muon drift cell has a single anode wire, held at a. potential of +4.54 kV. 

The maximum drift distance is 5 cm. A measurement of the ionization charge drift 

time is used to determine the distance of primary ionization from the anode wires 
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[40]. The location of the primary ionization parallel to the wires is reconstructed 

from the charge arrival time difference at either end of the a.node wires (.6.t), and 

from signals in two vernier cathode pads mounted at the bottom and top of the drift 

cell. The cathode pads are etched with a repeating elongated diamond pattern. The 

inside and outside of the pattern are separate electrodes. The electrodes are held at 

a potential of +2.6 kV. 

Figure 3.14: A WAMUS vernier cathode pad. 

The inner pads are ganged together, and likewise for the outer pads. The ratio 

of the sum and difference of inner and outer pad charge collection is used to mea-

sure the hit position parallel to the anode wires, to within ±3 mm. The .6.t mea-

surement from the anode wire resolves left-right ambiguity. The drift tube cells 

(Fig. 3.13) are constructed of aluminum. Anode wires are 50µm gold-plated tung-

sten, and cathode pads are copper clad Glasteel. The chamber gas mixture is 

Ar(903)CF4(53)C02(53), which gives an electron drift velocity of Rj 6.5 cm/µs 

[45],[46],[16]. 



D0 Muon System 

77 coverage 

Magnetic Field Strength 

6P/P 

WAMUS ±1.7, SAMUS 1.7-3.6 

1.9T 

20% (P < 80 GeV /c) 

Thickness in A (90°) 13.4 

Thickness in A (5°) 18.7 

Resolution J.. to sense wire ±0.2mm (±0.6mrad) 

Resolution II to sense wire I ±2.0mm 

Table 3.3: The muon system design para.meters. 
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CHAPTER4 

DATA SELECTION 

4.1 Cross Sections and Luminosity 

Much of the following discussion of D0 luminosity measurements may be found 

in [47]. 

In the context of particle physics, a cross section u is a measure of the probability 

for an interaction to occur. Its units are units of area, expressed in terms of "barns" 

(1 barn = 10-2s m 2 , millibarn:mb = 10-3 barns, picobarn:pb = 10-12 barns, etc.). 

A cross section is related to the interaction rate N by 

ii= u.C (4.1) 

where f, is the instantaneous luminosity, defined by this equation. The instantaneous 

luminosity £ of a colliding beam accelerator for two antipara.llel beams of relativistic 

particles is given by: 
f, =Jn NiN2 

A (4.2) 

where f is the revolution frequency of the beam particles, n is the number of particle 

bunches in either beam, A is the effective cross sectional area of the overlap between 

the beams, and N1 and N2 are the number of particles in the opposing bunches 

[48). For the Tevatron accelerator at Fermilab, which provides the 'PP collisions in 

both the D0 and CDF experiments, a typical instantaneous luminosity value for 

the 1991-92 collider run (during which the data for this analysis were collected) was 

"" 1031 cm-2s-1 • The integrated luminosity is a quantity which determines the total 

number of events selected in a data ta.king period, given by: 

(4.3) 
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where the integral is over the time during which the detector is fully enabled and 

taking data. 

Equation 4.1 may be inverted, to determine the luminosity from the rate of 

a process whose cross section is known. Each process has its own characteristic 

cross section. The cross section which is used in the calculation of the luminosity 

in the D0 experiment is for the combination of all scattering processes which are 

detectable by the Level 0 trigger, to be described in the next section, multiplied by 

the efficiency with which they are detected. This cross section is called "minimum 

bias", because it is an attempt to trigger on typical pP events while introducing the 

least possible bias due to selection conditions. The minimum bias cross section <TMB 

is determined by using measurements from other experiments of the cross sections of 

contributing processes and by performing Monte Carlo simulations of these processes 

in the D0 environment to measure the efficiency with which they pass the Level 0 

(LO) trigger (described in Section 4.2.1) [54]. These processes are a subset of the 

total cross section for all pP interactions. 

The total cross section <Ttot has an elastic (ue1) and inelastic (uin) part: 

O'tot = O'el + O'fo. ( 4.4) 

The elastic part refers to those interactions in which the colliding beam particles 

remain intact. These interactions occur mainly at low momentum transfer Q2 , and 

are not seen in D0 because there are no secondary particles on which to trigger. 

The scattered particles are not defl.ected with sufficient transverse momentum to 

leave the beam pipe. The inelastic part refers to those interactions in which new 

particles are produced and the beam particles break apart. 

The inelastic cross section is divided into categories: 

(4.5) 
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where SD denotes single diffractive interactions (usD Rl 9.5mb), DD denotes dou-

ble diffractive interactions (uDD Rl 4.9mb), and HC denotes hard core interactions 

( UHc- Rl 44.5mb ). In diffractive scattering, new particles a.t:e produced, but the 

interaction is not a.t the parton level. The partons in the beam particle scatter 

coherently. A single(double) diffractive interaction occurs when one(both) beam 

particle( s) is excited and decays into stable final state particles. The "particle" 

which is exchanged (technically not a particle but a "Regge trajectory" (49]) is com-

monly referred to as a "pomeron" ap, after the physicist Pomeranchuk, who :first 

postulated its existence. No quantum numbers other than angular momentum are 

transferred, so the pomeron has the quantum numbers of the vacuum. The pomeron 

is also the entity which is exchanged in elastic collisions. In a hard core interac-

tion, the momentum transfer is between individual partons in the beam particles. 

The partons which are not directly involved in the momentum transfer are called 

"spectators". At Q2 ~ 2 Ge V 2 , diffractive effects become very small and parton-

level interactions are dominant. The world average for the inelastic cross section 

O"inel = 58.9mb comes from the E710 [50] and CDF [51](52](53] measurements. 

The minimum bias cross section is given by: 

O"MB = Evert( EsD O"SD + EDD !DD( O'JN - lTSD) + EHC (1 - !DD)( O"in - UsD ). ( 4.6) 

The symbol Evert is the efficiency for finding a vertex within the accepted range in the 

Z coordinate. A vertex position cut is imposed at approximately 3u from the center 

of the detector in the interaction Z distribution, estimated by fitting to a gaussian 

function (IZI < 97cm). The symbol !DD is the DD fraction of HC+DD (Rl 10%). 

The symbols E(SD:DD:HC) are the efficiencies (5% : 84% : 99%, respectively) for 

detecting the inelastic reactions with the LO trigger. Detection efficiencies for single 

diffractive, double diffra.ctive, and hard core interactions are determined by Monte 

Carlo simulation. The minimum bias cross section for D0 is 48.2 mb. 
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The uncorrected measurement of the instantaneous luminosity £meas is related 

to the counting rate in the LO counters RLo by: 

. RLO 
Cmeas = --. 

t1'MB 
(4.7) 

At low luminosity, the counting rate RLo is the same as the interaction rate N, of 

( 4.1 ). As the luminosity increases, the average number of interactions which occur 

in a single bunch crossing is more than one, so the luminosity must be corrected for 

multiple interactions. In a. given data taking period, the number of bunch crossings 

in which no minimum bias interactions occur is N0 and the total number of bunch 

crossings is Ntot. It is assumed a priori that the number of interactions per crossing 

follows a Poisson distribution, so the average number of interactions per crossing 

n is found from the expression for the probability of zero interactions in a. beam 

crossing P(no) (see Section 9.2), given by: 
l\T eftiiO .no -P(n) - - O! o - -- - oo e"ni • 

Ntot :Ei=O i! 
(4.8) 

The correction factor relating the instantaneous luminosity £ to the uncorrected 

Cmeas of ( 4. 7) is given by: 

i, n -ln(l - Cmeas T O"MB) 

lmeaa = 1 - e-n - (4.9) 

where T is the crossing time ( T = 3.5 µ,s ). The integrated luminosity as determined 

from minimum bias events is given by 

(4.10) 

where ii is the average number of minimum bias interactions per crossing, f = 
l/r = 286275sec-1 is the beam crossing frequency, tiive is the "live" time (detector 

is active) in seconds, and t1'MB is the minimum bias cross section. 

The quantities f, and tuve are measured with information from the detector mon· 

itoring and beam monitoring. The quantity n is derived from LO measurements of 
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N0 and Ntot for each data taking period. The dominant errors in the measurement of 

the integrated luminosity arise from the uncertainty in the world average measure-

ment-of the inelastic cross section ( R: 4 3) and from the uncertainty in the efficiency 

of the D0 detector for triggering on the contributing inelastic processes ( R: 13 ). 

The total error ( R: 53) is propagated into the determination of the confidence limits 

on the excited quark cross section described in Section 9.3. 

4.2 The D0 Trigger System 

A typical luminosity for the D0 experiment during the 1992-93 collider run was 

CR: 2 x 1030 cm.-2s-1 • The minimum bias cross section <TMB is R: 48 mb, yielding 

a. minimum bias counting rate of <TMB x C = 96 kHz. 

Over the course of the 1992-93 collider run, that collected an integrated lumi-

nosity of CR: 13 pb-1 , this is,...., 1012 interactions. These a.re too many data. to store, 

accumulating at a rate which is too high to handle. However, only a small part of 

this sample is directly relevant to the analyses which were investigated in this ex-

periment. In order to reduce the total sample of inelastic collisions to a manageable 

and meaningful subset, D0 has a multilevel triggering system, designed to collect 

and record only interesting events. 

4.2.1 Level Zero (LO) 

The purposes of the Level Zero trigger a.re to identify inelastic pP interactions, to 

provide a rough measurement of the z coordinate of an interaction vertex, to detect 

multiple interactions in a. single beam crossing, and to measure the luminosity. 

The interaction time and vertex position a.re measured by two arrays of scintil-

lation counters (hodoscopes) mounted on the faces of the end calorimeter cryostats. 
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The counter arrays are arranged in two overlapping layers, rotated by 90° with re-

spect to each other, and perpendicular to the beam pipe. A layer consists of 10 short 

scintillators (7 cm x 7 cm), each coupled at one end to a photemultiplier tube, and 

four long scintillators (7 cm x 65 cm), coupled to photomultiplier tubes at both 

ends. The array completely surrounds the beam.pipe to maximize rapidity coverage, 

which is partial over 1.9 < 1111 < 4.3 and nearly complete over 2.2 < 1111 < 3.9. pP in-

teractions are detected when particles from an inelastic collision ca.use synchronous 

hits in the north and south scintilla.tor arrays. The time of flight resolution of this 

configuration is <Tt < 150ps, as determined by cosmic ray tests. 

The output of LO is a Fast Vertex position, available 400ns after beam crossing, 

which is derived from the time difference between signals in the north and south 

arrays. The Fast Vertex information is used by the Level One calorimeter trigger 

to correct sin IJ tables for vertex offsets from the Z=O projective geometry. A Slow 

Vertex position is also calculated, available 2µ,s after beam crossing, which averages 

the interaction time time over signals from all photomultipliers in the array and 

corrects for systematic effects to yield a more accurate measurement of the vertex 

position. For a single interaction in a beam crossing, the position resolution in the 

Z coordinate is ±3.5 cm. 

LO ta.gs events with no interactions in a crossing, multiple interactions in a cross-

ing, and bad vertex position outside of lzl < 96 cm. LO also monitors the luminosity 

by counting the rate of synchronous hits in the north and south scintillator arrays 

[55],[56]. 

4.2.2 Level One (Ll) 

The Level One Trigger Framework is a hardware-based logic system. It accepts 

as input the LO vertex position and timing, information from the calorimeter and 

muon system, and timing information from the accelerator. The Trigger Framework 

uses this information to determine whether to keep the event for further processing 
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or to reject it. For an event to pass Ll, it must satisfy at lea.st one of 32 trigger 

conditions, corresponding to 32 available "trigger bits", ea.ch of which is a logical 

combination of up to 256 programmable AND /OR input terms, configured together 

to accept only one type of interesting event. The Ll trigger information from which 

photons are selected in this analysis is primarily from the calorimeter. 

The calorimeter is divided into 1280 trigger "towers", covering the range 11/I < 3.2 

in pseudorapidity and 2r in azimuth. A trigger tower consists of all the calorimeter 

cells contained in a 0.2 x 0.2 unit of solid angle in 1J x <P space ( 4 calorimeter 

cells in area), projecting outward from the center of the detector. The calorimeter 

information at Ll is the transverse energy, Ex = E sin 8, deposited in each tower. 

The energy is measured separately as an electromagnetic part, deposited in the EM 

layers, and a hadronic part, deposited in the FH and CH layers. This information is 

used to reconstruct "global" quantities and "seed towers" for L2 to use in clustering. 

Global quantities include the total Ex, which is the scalar sum of all tower Ex's; the 

electromagnetic and hadronic Ex' s; and the total missing Ex (MET), which is the 

magnitude of the vector sum of all tower Ex' s. Ll uses not only global quantities 

from the calorimeter, but also the Ex deposited in individual trigger towers. ff the 

electromagnetic Ex of a trigger tower is above a threshold, this tower is identified 

as a seed site to look for electromagnetic showers. ff the total Ex of a trigger tower 

is above another threshold, the tower is identified as a. seed site to look for jets 

(58],(59]. 
The Ll Trigger Framework has ~ 3.5µs between beam crossings to decide 

whether to keep an event. There is not enough time for elaborate event recon-

struction algorithms, and the output rate from Ll is still too high for storage. 

4.2.3 Level Two (L2) 

An event passing Ll is further tested by the Level Two trigger system. Both 

LO a.nd Ll are hardware based systems. L2 is software based, a.nd can examine an 
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event in greater detail. Data from LO, Ll, the calorimeter, the tracking systems, the 

ICD, and the muon detectors are processed by a farm of 48 VAXstation 4000-60's, 

whick performs preliminary event reconstruction. Ea.ch trigge:r. bit in Ll has one or 

more "event :filters" associated with it at L2. Software algorithms, called "tools", 

are used to calculate event quantities (ET, 'T/, etc.). A :filter uses a. combination of 

these tools to characterize a special type of event, like a top quark candidate. There 

were 128 :filters available. H an event passes any one of them, all raw data from the 

D0 Detector are stored to a hard disk a.nd then written to a.n 8mm data tape. 

The maximum input rate to L2 is 200 Hz and the maximum L2 output rate 

that can be stored is 1-2 Hz (the output "bandwidth"). Throughput is controlled 

by "prescaling" the individual triggers to a manageable total rate, appropriate to 

definitions of the trigger conditions, and within one set of conditions. For example, 

if a trigger is prescaled by a factor of 10, only every tenth event which passes 

is processed further at 12. The other 9 events are discarded. The total output 

bandwidth from 12 is divided among physics groups according to topical priority, 

and the sample size needed to complete an analysis. Prescales are used to balance the 

bandwidth allocations, and are adjusted as the instantanteous luminosity changes 

to optimize data-ta.king efficiency [60],[61]. 

4.3 Photon Triggers 

The prompt photon cross section decreases exponentially with increasing Ex. 
To populate the ET distribution with adequate statistics, we used three triggers 

with different thresholds and prescale factors. The three triggers selected events 

which had greater than 4.5, 7, or 14 GeV of EM energy in a single trigger tower. 

The photon events which passed the lowest energy trigger were all collected in a 
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single special run, while the other two triggers collected photon events over all 

runs. The medium energy trigger was prescaled, and the highest energy trigger was 

unprescaled. We used an additional 11 trigger to collect diphoton events, which 

required 7 Ge V of EM energy in each of two trigger towers. 

We changed the trigger energy thresholds and prescales over the course of the 

run to make the best use of our allocated trigger bandwidth. All of the data used in 

this mass analysis comes from the highest energy photon trigger. This trigger first 

had an energy threshold of 14 GeV ET, during which about 1.8pb-1 of data were 

collected. The threshold wa.s lowered to 12 GeV for about 2.2pb-1 of data. collection, 

and lowered again to 10 GeV for the remaining llpb-1 of data collection. 

When a photon showers in the calorimeter, the energy deposited in a trigger tower 

is only approximately proportional to the total energy of the photon. Some photon 

events with energies a.hove the trigger threshold will not pass, while some which 

have energies below threshold will pass, because shower development is subject to 

fluctuations. A photon may deposit more or less of its energy inside a single trigger 

tower. The trigger efficiency as a function of photon ET is less than 1003 at the 

threshold value, rising to approach full efficiency several Ge V above. This effect is 

called trigger turn-on. The energy thresholds at 12 are considerably higher than 

at Ll, so that data. will only be saved in the energy range where a trigger is fully 

efficient, and also because the 12 energy measurement is more accurate. The turn-on 

efficiency for a trigger is estimated by looking at data taken with a trigger that has 

a lower threshold. The highest energy photon trigger at Ll is named EM_LHIGH, 

and the next lowest energy trigger is EM_L.MED. The efficiency of EM.J..lIIGH as 

a function of EM trigger tower ET is given by: 

NEM_l.J!IGH+EM..J.JJED 
fEM..J..J!lGH = N . 

EM..J.JJED 
(4.11) 

where NEM_tJJED·EM .. LHIGH is the number of events passing both the triggers 

EM_LHIGH and EM_LMED, and NEM..J.JJED is the number of events passing the 
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trigger EM-1..MED. This distribution is shown in Fig. 4.2. The high trigger becomes 

fully efficient at about 20 GeV, where EEM..J.JIIGH approaches 1. 
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Figure 4.2: The efficiency of the EM_LJIIGH trigger vs. photon ~. 

We set L2 ET thresholds of 6, 14, and 30 Ge V for the single photon filters and 

12 GeV for the diphoton filter. The tum-on efficiency for the highest energy L2 filter 

is shown in Fig. 4.3. A software-based filter tool performs rudimentary calorimeter 

"clustering", adding the energy of calorimeter cells in which the photon showered. A 

tool determines the fraction of shower energy which is electromagnetic, and compares 
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with distributions from test beam electrons. The EM shower from a prompt photon 

should be well isolated from surrounding hadronic showering. A projective cone 

is constructed a.round the seed tower, of radius R = ../lit/)+ '3..'1/ = 0.4, where At/; 

and A'f/ a.re displacements from the center axis of the seed tower in the ¢ and 7J 

coordinates. This is the isolation cone. The total transverse energy deposited in the 

isolation cone which is not in the seed tower must be less than 15% of the energy in 

the seed tower. 
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Figure 4.3: The efficiency of the GAM...HIGH..ISO filter vs. photon ET. 
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"Ofiline" refers to analysis performed after data have been collected and saved 

during a run. We impose o:ffline energy thresholds which are higher than 12 thresh-

olds, to avoid regions of 12 trigger turn-on. 

4.4 OfBine Event Reconstruction and Storage 

Raw data are collected in the form of digitized pulses from the various detectors. 

These data must be reinterpreted in terms of physics quantities, like jet energies and 

particle track positions. The software package that performs event reconstruction is 

called D0RECO. It contains hundreds of algorithms and subprograms, written by 

many physicists over a period of years. Reconstruction algorithms are tested and 

debugged with Monte Carlo data, data from the 1991 test beam run, and collider 

data. 

D0RECO is constantly being revised and updated, so a reconstructed data set 

is identified with the D0RECO version number that it was processed with. Raw 

data which are written to tapes during experiment running was processed by a 

UNIX-based farm of 42 SGI Indigo machines, each rated at 35 MIPS (millions of 

instructions per second) [62]. A "farm" in this context is a group of computers 

which work on the same task together in parallel, with a single "master" machine 

allocating tasks and controlling input/ output for several "slave" machines. The data 

set used in this analysis was almost all processed with D0RECO version 11.19, the 

final version used in run lA. 

The energy deposited by a photon in the calorimeter is reconstructed as a "clus-

ter" of electromagnetic energy. Any EM calorimeter cell with energy above a thresh-

old of 1.5 GeV is targeted as a seed-cell for clustering. A calorimeter cell adjacent 

to the seed-cell with the most deposited energy of all adjacent cells is added to the 
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cluster. A calorimeter cell adjacent to either of the two cluster cells with the most 

energy of all remaining adjacent cells is added, and so on, until no cells adjacent to 

the cluster have greater than 50 Me V of deposited energy. The sum of cluster cell 

energies, after subtraction of energy due to electronic noise, is interpreted as the en-

ergy of the photon. This strategy for energy reconstruction is the "nearest-neighbor" 

algorithm [63],[64],[65]. 
The direction of a photon is reconstructed from the event vertex and the position 

of the EM cluster associated with the photon. The energy from an electromagnetic 

shower is deposited in several calorimeter cells, forming a cell cluster. The energy 

distribution in the cell cluster falls off exponentially with distance from the center 

of the shower, in the plane orthogonal to the photon momentum vector. The shower 

centroid is determined by averaging over the positions of the cells in the cluster. 

It seems intuitive that cluster cells should be weighted as a simple ratio of the cell 

energy over the cluster energy. H this weighting system is used, the outer cells of 

the cluster will have very little weight, and the position resolution will be limited 

by the width of the smallest cell. The energy distribution on the periphery of the 

shower actually contains the most information about the shower shape and position. 

To take into account the exponential falloff in the energy distribution, a logarithmic 

cell weighting scheme is used which gives greater weight to the outer cells [39),[66]. 
The centroid position of an EM shower is defined by: 

( 4.12) 

where 
Ei 

Wi = ma:z: {O, [In(E E;) + Wo]}. ( 4.13) 

The summation is over cluster cells in EM layer 3, where the pea.k energy deposit 

of electromagnetic showers occurs and the calorimeter segmentation is the finest. 

The para.meter W0 sets the energy cut-off scale at which cells a.re dropped from the 
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summation. Through Monte Carlo studies, its optimal value was determined to be 

5.5 for electron showers of ET greater than 50 Ge V. 

Jets are reconstructed from calorimeter information using a cone algorithm. An 

ET ordered list is made of a,,, x li.</> = 0.1x0.1 jet seed (calorimeter) towers. Starting 

with the highest ET seed tower, preclusters are formed of calorimeter cells adjacent 

to the seed tower out to a radius <?f R = J 8.112 + 8.q,2 = 0.3 The ET weighted center 

of a precluster in 1J x </> space is the center of a jet cone of size R = 0. 7. A new 

ET weighted center is formed from the cells in this jet cone, and a new jet cone is 

constructed around the new center. The center-finding process is repeated through 

several iterations until the center stabilizes. The jet center gives the direction of 

the momentum vector of the jet. The Ex of all calorimeter cells in a R = 0. 7 cone 

around the center is defined as the energy of the jet. Energy and position dependent 

corrections are made to this definition. Corrections are also made to share energy 

between two closely adjacent jets, or merge them into a single jet [67]. 

4.4.1 STA and DST Data Formats 

D0RECO produces two forms of output, STA files and DST files. A standard 

output file (STA) contains reconstructed quantities and raw data information. Its 

large amount of retained information per event makes it an impractical format for 

data analyses which require large statistical samples. An STA file contains all the 

necessary information to be used as input for reprocessing with future versions of 

D0RECO. A data summary tape file (DST) (not necessarily stored on a. tape) 

contains reconstructed physics quantities only. It occupies less storage space than 

an STA file of the same events and contains enough information for most event 

analyses. 
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4.4.2 Streaming 

The entire data set from the 1992·93 collider run is prohibitively large (,....., 107 

events). Each analysis is concerned only with a small part of the total data. set, so 

data a.re divided into multiple output "streams" according to physics category and 

rewritten to separate tapes. Streaming was done on two SGI Crimson machines. 

The QGA (QCD gamma) stream contains photon data.. 

4.4.3 Ntuples 

The QGA stream DST's a.re a. small enough data sample to fit on ha.rd disk, 

but there is another format for storing data. that is more convenient to access for 

analysis, the "Ntuple". An Ntuple is a two dimensional array. In one dimension a.re 

N number of physics quantities which describe an event, and in the other dimension 

a.re all of the events in the sample [68]. An Ntuple is easy to code, and may be 

customized, containing only the variables which will be used in a single analysis, 

thereby conserving storage space and access time. Ntuples can be accessed directly 

through the program PAW {Physics Analysis Workstation) (69] to view variable 

distributions in one or more dimensional histograms. The information in an Ntuple 

is stored in parallel, by which it is convenient to place selection criteria. on the data, 

or to combine variables in a formula. The prompt photon data. set for the 1992·93 

collider run is stored in 15 Ntuples containing 157 variables and occupying less than 

2 Mbytes of space. 



CHAPTER5 

OFFLINE ANALYSIS 

The event sample ta.ken by the photon trigger contains many background events 

where fragmentation of final state partons creates hard r 0 and 1/ mesons, which 

decay to an almost collinear photon pair. To minimize background contamination 

and to control event quality, appropriately defined analysis cuts are applied to the 

event sample. Events passing a cut are retained in the sample. The efficiencies of 

cuts are estimated in studies of experimental data and Monte Carlo simulated event 

samples. 

Efficiencies of cuts on jet related quantities are determined with complete two-

body simulated Monte Carlo events. Jets take more time to simulate than EM 

showers, so Monte Carlo event samples are simulated which contain a. single isolated 

photon with no balancing jet to achieve better statistics for efficiencies which do 

not concern jets. Ea.ch cut described in this chapter is labeled with a number and is 

listed in Table 5.1. The efficiencies given are sequential; that is, each cut efficiency is 

defined as the number of events in the sample which pass the cut plus all preceding 

cuts, divided by the number of events in the sample which pass all preceding cuts. 

It is elusive to determine errors on the reconstructed quantities associated with the 

Monte Carlo modeling. The errors given in table 5.1 are statistical only, determined 

by the size of the event sample from which each efficiency is estimated. 

5.1 Geometric Acceptance 

58 



59 

"Acceptance" is a general term referring to the instrumented volume of the de-

tector which is sensitive to the passage of particles, and to the energy and position 

conditions which are imposed by the experimentalist to insur-e that detection effi-

ciency is uniform and errors are calculable. Geometric acceptance is the fraction of 

coordinate space which is fully efficient for detecting particles. For the pseudorapid-

ity of the photon and leading jet, I require 1111 < 3.2. This cut is to ensure good jet 

position resolution. As pseudorapidity increases, the size of a unit of pseudorapidity 

decreases (3.1). Calorimeter cells occupy a fractional unit of pseudorapidity, usually 

equal to 0.1. As the unit cell size decreases, thejet position resolution degrades. The 

efficiency for this cut is not given. It is also applied in the theoretical calculation of 

the cross section to which the data are compared. 

5.1.1 Fiducial Cuts 

(1) Photon rapidity 

The fraction of photon-like showers in the event sample which come from real 

photons can be measured most accurately for photons in the central calorimeter. 

In the end calorimeters, structural support material and read-out cables cause a 

nonuniform density of material between the central vertex and the forward drift 

chamber. Knowledge of the number of radiation lengths of conversion material is 

critical for an accurate measurement of the photon purity, as discussed in section 5. 7. 

A cut is applied, accepting only events where the photon is within ±0.9 in 

detector pseudorapidity. "Detector" pseudorapidity is distinguished from "physics" 

pseudorapidity in that the former has its origin at coordinate Z = 0, while the origin 

of the latter varies with the Z position of the interaction vertex. Electromagnetic 

showers within this limit are fully contained in the central calorimeter, which extends 

to l77detector I = 1.1. Some of the photons within this range are lost in the cracks 

between the calorimeter modules, where they lose substantial amounts of energy in 

dead material and are not reconstructed. The efficiency given for this cut is the 
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fraction of the total number of photons with 1111 < 0.9 which are reconstructed with 

l11detector I < o.9. 
The dimensions of the double-differential cross section ddO' a.re picoba.rns per unit PT 

'PT per unit 71. To account for acceptance limitations in 71, the single differential cross 

section d~ is usually divided by the available 1J range, which is (-0.9 to 0.9) 1.8 for 

an event whose vertex is at Z = O. Events with a vertex at a large displacement 

from Z = 0 have a smaller effective 1J range. At a maximum displacement of 50 cm, 

the range is 1. 7. To avoid this minor acceptance overestimate, the effective 1/ range 

is calculated. on an event by event basis. The Z coordinate of the interaction vertex 

is the origin, and two vectors are determined between this origin and the effective 

ends of the EM calorimeter, at ±0.9indetector11· The space between the vectors 

is the effective 1/ range (A11) for an event. In the double-differential cross section 

measurement d;:M, each event is weighted by 1/ A11 to give the correct effective range 

of pseudorapidity available for the photon to shower into. The mass fitting analysis 

for the excited quark search is not concerned with the absolute normalization of the 

mass distribution, so all events have an equal weight of 1. 

(2) Interaction Vertex Position 

I require the Z coordinate of the interaction vertex to be within 50 cm of the 

center of the detector (Z=O). The calorimeter is designed with cells extending from 

the center in pseudoprojective towers in the polar angle, and events are triggered 

on the energy deposited in the towers. As the interaction vertex shifts a.way from 

the projective origin, trigger efficiency degrades, because a photon will deposit its 

energy in more than one trigger tower. Vertex offsets from the center will also cause 

the energy and position resolution to degrade on the side of the detector opposite 

the offset. The angle between the shower centroid and the plane of the calorimeter 

plates becomes smaller on this side. With decreasing angle, the sampling interval 

becomes larger, as 1/ cos fJ, and plate edge effects cause shower nonuniformity. 
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5.2 Energy Threshold Cuts 

(3) E_T of the photon 

Events must contain at least one photon and one jet, as found by the ofiline 

reconstruction package, D0RECO. The photon Er is required to be greater than 

35 Ge V, to avoid poor efficiency in the energy region of trigger tum-on. The high 

ET photon trigger has a threshold of 30 Ge V. Because of energy measurement fluc-

tuations, electromagnetic showers from photons of less than 30 Ge V at the particle 

level will pass this threshold and some photons of greater than 30 Ge V will not pass. 

Figure 4.3 shows, as a function of photon Er, the ratio of events which passed the 

medium and the high Er photon triggers over those which passed the medium trig-

ger. The high ET trigger becomes fully efficient when this ratio approaches 1, which 

it is seen to do above 35 Ge V. 

( 4) ET of the leading jet 

The ET of the most energetic jet in the event, commonly called the "leading 

jet", must be greater than 20 GeV. The trigger used to collect this data. sample 

doesn't require jets; they are found in the ofiline reconstruction. Jet reconstruction 

efficiency approaches 1003 at energies above 20 GeV Er [70][71]. 

5.3 Jet cuts 

( 5) EM :fraction of jets 

A cut is made on the fraction of energy in the leading jet which is deposited 

in the electromagnetic calorimeter. This EM fraction (EMF) is defined as the EM 

energy divided by the total jet energy, and it is required to be not less than 0.05 

and not greater than 0.95. This cut reduces the number of fake jet entries which 

a.re constructed from noisy calorimeter cells. [72] 
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5.4 Photon cuts 

( 5) I~olation energy of the photon 

The EM shower from a prompt photon is required to be well isolated from 

surrounding hadronic activity. A projective cone is constructed around the shower 

centroid, of radius R =../ti(/)+ li'T/ = 0.2. This is the center cone, and should fully 

contain the photon energy. An isolation cone of radius R = 0.4 is constructed around 

the center cone (as in the L2 trigger, but centered on the shower centroid rather 

than the seed tower). The total transverse energy deposited in the annulus between 

the two cones is required to be less than 2 Ge V. A photon from a leading order 

process should pass this cut easily, regardless of its energy. This cut is a transverse 

isolation cut, referring to the energy distribution in the plane perpendicular to the 

photon momentum vector. 

(7) EM fraction of the photon cluster 

A cut similar to the jet EMF cut is made on the photon cluster. The fraction 

of the tota.1 transverse energy in the center cone of the photon cluster which is 

contained in the electromagnetic calorimeter must be greater than 0.96. EM clusters 

with excessive energy in the hadronic calorimeter are more likely to be jets with a 

large electromagnetic energy component than to be photon showers. This cut is a 

longitudinal. isolation cut, referring to the energy distribution along the direction of 

the photon momentum vector. 

{8) Photon shower shape - "SPREAD" 

A cut is applied in the photon shower shape variable named SPREAD, which 

expresses the energy distribution of the cluster in the plane perpendicular to the 

momentum vector. As with the weighting scheme used to define the cluster centroid, 

cells at the outer edge of a shower receive greater proportional. weight. The definition 
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of SPREAD is given by: 

E· 
SPREAD= L[ln(l:~i) + W0 ] X R; X 1~, (5.1) 

where the summation is over all cluster cells in the third layer of the EM calorimeter. 

R; = j(ef>i - ef>centroia)2 + ('T/i - 'T/centroid)2 is the distance between a cell and the clus-

ter centroid. Wo = 5.5 is a free parameter, optimized in Monte Carlo studies. A cut 

of SPREAD< 0.7 is imposed on the photon cluster. Events with larger SPREAD 

values are likely to be background, or showers with poor energy resolution because 

of extra local electronic noise or underlying event energy. A further description of 

SPREAD may be found in [73]. 

A variable similar to SPREAD is CIRCULARITY, which is the ratio of the mo-

ments of an EM shower in the 2 dimensional space perpendicular to its momentum 

vector. The weighting scheme is the same as for SPREAD. Photon showers have 

a CIRCULARITY value close to 1.0, while EM showers from a low momentum 7r0 

will be more oblong, having intermediate CIRCULARITY values between 0.0 and 

1.0. This variable is promising for discrimination between signal and background. 

Unfortunately, it is very sensitive to Monte Carlo modeling, and is difficult to cali-

brate. 

(9) x2 value of photon shower 

A collider event (or pa.rt of an event, such as an EM shower) is compared with 

the signature of a particular type of event using a covariance matrix approach [7 4] 

[75],[76],[77]. For a sample of N events, the covariance matrix for a set of observables 

is defined by: 
1 N 

M.·· = - ~(z· - (z·))(z · - (z ·)) 11 N L...,, 1,n 1 J,n J , 
n=l 

(5.2) 

where Zi,n is the value of an observable Zi for event n, and (zi) is the sample mean of 

the observable Zi· An "H-matrix" is defined as the inverse of the covariance matrix, 

H = M-1• The H-matrix expresses a signature for the events in a given sample. 
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The sample may be from a Monte Carlo simulation, from test beam data, or from 

collider data. The signature of EM showers which is the basis for comparison is 

taken- from measurements of the decay of Z 0 's to electrons. _To compare a single 

candidate event with the signature, we calculate the x2 , defined by: 

x2 = L(:z:~ - (:z:i) )Hi,;(:z:j - (:z:;) ), (5.3) 
i,j 

where the primed variable indicates the values of observables for the candidate event. 

The smaller the value of x2 , the better the agreement between the candidate and 

the signature. 

In the case of electrons, the observables include the fraction of shower energy in 

EM layers 1,2, and 4; the fraction of shower energy in a 6 x 6 array of cells in layer 

three, centered on the tower with the maximum energy; the logarithm of the shower 

energy; and the position of the event vertex. The H-matrix cut for run lA prompt 

photon analyses is a maximum x2 value of 100. This cut retains greater than 90% 

of Monte-Carlo simulated photons over a broad range of photon Er and 1/· For the 

excited quark search mass fitting analysis, a looser x2 cut of 200 is used. 

(10) Number of cluster cells 

The EM shower from a photon is required to have 8 or more calorimeter cells in 

the cluster. This cut eliminates the majority of background events caused by hot 

cells (cells with excessive energy deposits from sparking or electronic noise). 

( 11) Maximum cell energy fraction 

The cell in a photon cluster which has the most energy is required to have less 

than 753 of the total cluster energy (11). This cut is a hot cell discriminant, since 

photon showers distribute their energy over several cells. 

5.5 Additional kinematic cuts 
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( 12) Missing ET 

To get rid of background from cosmic ray bremsstrahlung, a cut is made on the 

missing Er in the event. A collider event in which all of the energy was contained in 

regions of full acceptance, and where this energy was accurately measured, should 

have very little net transverse energy. The colliding beam particles had negligible 

transverse energy to start with, so the transverse energy of the final state particles 

should balance by conservation of momentum. The transverse energy which should 

be opposite an excess in any direction in ¢ is "missing". The ratio of missing ET 

to photon Er is required to be less than 50% (12). This cut also eliminates events 

where substantial amounts of the total energy was lost in cracks in the detector, or 

in dead material which is insensitive to energy loss. 

{13) Photon-jet difference in¢ 

In a leading-order calculation of a parton scattering process, there are only two 

particles in the initial state and two in the final state, as in Fig. 2.1. Higher order 

calculations include Feynman diagrams in which there are additional vertices, and 

may be more than two final state particles. The theoretical calculation of the process 

Q* ~ q; is leading order, so by momentum conservation, the photon a.nd jet are 

back to back in the phi coordinate. To reduce background from events with higher 

jet multiplicity (number of final state jets), a cut is made on !:l.¢ = ¢.., - ¢;et, 

requiring it to be in the range (?r - 0.4) < ll.¢ < (7r + 0.4) (13). This cut is not 

applied to the photon-jet data sample which is compared with the QCD prediction 

for the inclusive cross section, as this calculation is not leading order. 

The analysis cut quantities with efficiencies for photon events are listed in Ta-

ble 5.1. The errors listed are statistical. Some of the cut efficiencies were determined 

from collider data events, and these are so indicated. Other cut efficiencies are es-

timated from Monte Carlo. To estimate the dependence of these cut efficiencies on 

photon ET, single particle photon events were simulated at 40 and 80 GeV/c. The 
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Cuts Efficiencies (3) Data. Sample 
40GeV 80GeV other 

(1) 17~etector I < 0.9 91±2 Collider data 
(2) - IZHneel < 50cm 90±1- Collider data 
(4) 0.05 <EMF;< 0.95 99.8±0.1 99.6±0.2 Collider data 
(5) ETiso < 2 GeV 99.8±0.1 99.8±0.1 MC single.., 

(8) EMF-,>0.90 99.9±0.1 99..8±0.1 MC single7 
(7) SPREAD< 0.70 99.4±0.1 99.4±0.1 MC single.., 

(8) Hmatrix x2 98.6± 0.1 98.4±0.1 MC single7 

(10) E-..,,,,,u < 0 75 EOi .... o'" • 
99.9±0.1 98.6±0.1 MC single"f 

(11) ~T <0.5 97±1 MC Q*-+Q7 .,, 
(12) 2.74 < At/>< 3.54 (79 + .022M) ± 2 MC Q*-+Q7 

total (61 + 0.017M) ± 4 (60+ 0.017M)± 4 

Table 5.1: Oflline analysis cuts with the pass efficiencies for photon events. The 

last column gives the data source used to estimate the efficiency. The efficiencies 

for each cut are for a data sample where all previous cuts were also applied. The 

total efficiencies of all cuts are given in the last row. 

event distributions in these cut qua.ntites are shown in Figures 5.1 a.n.d 5.2. The 

acceptance a.n.d the efficiency for the standard photon cuts as a function of photon 

Er for photons in the central calorimeter are shown in Fig. 5.3. These data points 

were determined in Monte Carlo simulations of photons and 1r0 mesons. Acceptance 

is relatively flat with photon Er, while the total cut efficiency falls off sharply below 

a.bout 20 Ge V. 

5.6 Scattering Angle in the Center of Momentum System (8*) 

In searches for particle decay, a lower-limit cut may be imposed on cos 8*, where 

(J* is the angle between the photon and the beam of colliding hadrons (on the side 

the photon is nearest to the beam) in the photon-jet center of momentum system 
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Figure 5.1: The event distributions in the variables used in analysis cuts 1-9. 



68 

0 

200 100 

100 50 

0 
0.25 0.5 0.75 

0 
50 100 

Number of cluster cells Maximum E cell fraction Missing E,/photon E, 

~ 600 

400 

200 

0 
2 4 6 

Figure 5.2: The event distributions in the variables used in analysis cuts 10-13. 
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Figure 5.3: The acceptance and o:fBine analysis cut efficiencies, as determined from 

(mixture) Monte Carlo simulations. 
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(CMS) reference frame. For a spin-1/2 excited quark decaying to a. ground state 

quark plus a photon, the decay process is isotropic in the rest frame of the excited 

quark, so its angular distribution is fl.at in cos (}*. The background ha.s an angular 

distribution proportional to 1/(1 - cos IJ*)n, where n is of order 1-2. 

I attempt to select an optimized cut value in cos (}*. Figure 5.4 shows the photon 

angular distribution of the experimental data sample collected with the highest 

energy photon trigger, and also of Monte Carlo generated Q* events at masses of 

100 and 400 GeV. The plots on the left are without ofHine analysis cuts, showing that 

the experimental data, which is primarily QCD background, rises with cos IJ* while 

the distribution of Q* events is fiat. The plots on the right side of the figure show 

that after analysis cuts are applied, both background and signal event distributions 

fall off at high cos ()*. 

An optimum cut value gives the largest signal/background ratio. I expect that 

signal/background is small, so the optimum cut value will be found by ma.ximizing 

the ratio R = EQ• / E<:J*+bo.ckground, where t:q• and EQ•+bo.ckground are the efficiencies 

with which data pa.ss a cut in cos (}* for Monte Carlo simulated Q* events and for 

experimental data, respectively. These efficiencies are shown a.s a function of the 

upper limit cut value of cos 8* in Fig. 5.5( left). 

The value of R is shown for M* = 100 and 400 Ge V / c2 in Fig. 5.5( right). It is seen 

that for M* = 100 GeV/c2, signal/background may be improved only marginally by 

imposing a cos 8* cut. At M* = 400 GeV there is no advantage to a cut. Previously 

imposed analysis cuts have softened the cos 8* dependa.nce, as was seen in Fig. 5.4. 

It is seen in Fig. 5.6 that after cuts 2,3, a.nd 4 the cos fJ* distribution ha.s flattened 

considerably. For this analysis, there is no advantage to imposing a.n upper limit 

cut on the variable cos (}*. 
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Figure 5.4: The event distribution in cos fJ* for experimental data. top left: without 

o:ffline analysis cuts, and top right: with o:ffline analysis cuts. Monte Carlo Q* events 

at M* = 200 GeV/c2 middle left: without ofBine analysis cuts, a.nd middle right: 

with o:ffline analysis cuts. Monte Carlo Q* events a.t M* = 400 GeV/c2 bottom left: 

without o:ffline analysis cuts, and bottom right: with ofBine analysis cuts. 
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Figure 5.5: left: Photon event efficiencies as a function of the upper limit cutoff 

on cos (J* for experimental data and for Q* Monte Carlo samples. right: The ratio 

R = Eq•/Eq•+background for Monte Carlo Q* events at M* = 100 and 400 GeV/c?. 
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Figure 5.6: Event distribution of experimental data sample in cos 6* top left: with 

no offiine analysis cuts applied, top right: with analysis cuts 1 and 2 (see table 5.1), 

bottom left: with analysis cuts 2,3, and 4, and bottom right: with analysis cuts 1-13. 
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5. 7 The Photon Purity 

After all attempts to reduce background ha.ve been exhausted, the signal to back-

ground ratio is still of order 1:1. The purity of the sample must be determined. For 

this process, a discriminant is chosen which favors photon events over background. 

The discriminant separates the experimental. data sample into two subsets; those 

events which pass the condition a.nd those which fail. The fraction of events which 

pass is denoted e, a.nd the fraction of failed events is 1 - e. The efficiencies with 

which signal £.y and background e?I" events pass the discriminant are determined via 

Monte Carlo simulation. The efficiency E with which collider data passes the dis-

criminant lies somewhere between £.y and e?I". The photon purity is denoted "Y, and 

is related to the pass efficiencies by: 

(l-e)-(1-£.y 1-E?r)x( "Y ), 
E £.y ~ 1-""( 

(5.4) 

which is solved for "Y as, 

(5.5) 

False prompt photon events from 11"0 decays consist of two al.most collinear pho-

tons, and it is about twice as likely for a conversion to occur as they traverse a given 

a.mount of detector material as in a. real photon event. In one method for measur-

ing the photon purity, the ionization energy of converted events is measured in the 

CDC. The discriminant is whether a.n associated charged track is reconstructed in 

the tracking chamber that points to an electromagnetic shower. The track must 

have an energy distribution consistent with the passing of two minimum ionizing 

particles. A similar method measures the fraction of shower energy in the first 

layer of the calorimeter, identifying non-conversions. Background events are more 

likely than photons to convert in this layer, depositing some of their energy. A 

third method cuts on the transverse energy distribution of the photon shower, using 
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the variable SPREAD described in Section 5.4. At low energies, the finite angular 

separation of photon pairs in 71"0 decay causes these electromagnetic showers to be 

broader than signal events of the same energy. The photon purity is measured at 

several energies using the first two methods described above, and a parameterized 

purity function is fit to the data points. The function which was found to fit the 

purity measurements with the lowest x2 is given by: 

(5.6) 

with the para.meter value a = 0.009 ± 0.002. The function and purity data points 

are shown in Fig. 5. 7 
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Figure 5.7: The photon purity 'Y vs. the photon ET. 



CHAPTER6 

PROMPT PHOTON ANALYSES AT D0 

6.1 Introduction 

This chapter reviews the progress and results of ongoing prompt photon analyses 

in the D0 experiment. The cross section vs. photon PT a.nd the photon angular 

distribution represent the data sample described in Chapter 5 without analysis cuts 

3,4,5,8, and 13, with a minimum electromagnetic energy fraction of 0.95 in cut 7, and 

with a maximum H-ma.trix x2 value of 100 in cut 9. The photon purity measurement 

described in Section 5. 7 is applied in the first two measurements. The D0 Prompt 

Photon group currently includes W. Chen, S. Fahey, N. Graf, S. Jerger, S. Linn, Y. 

Lui, B. Pope, P. Rubinov, C. Shaffer, G. Snow, F. Wen, and J. Womersley. 

6.2 Inclusive Cross Section 

The prompt photon inclusive cross section is shown in Fig. 6.1, (analysis by S. 

Fahey (79]) with a next-to-lea.ding logarithm (NLL) calculation by J. Owens et al. 

using CTEQ2M parton distribution functions at a sea.leµ= ET [78]. The Monte 

Carlo program which provides the QCD prediction does not include jet fragmen-

tation or hadronization. Instead, the momenta of final state partons are smeared 

with resolution functions appropriate for the D0 detector. The NLL prediction is 

consistent with our data over the full range of the measurement, as seen in Fig. 6.2. 

Figure 6.3 displays the inclusive cross section as a function of the invariant mass 

of the photon and lea.ding jet. The scale dependence of the NLL prediction and the 

leading-logarithm (LL) prediction are included in Fig. 6.4. 
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Figure 6.1: Inclusive prompt photon cross section. The vertical error bars are 

statistical and the horizontal error bars are systematic. Parton distribution functions 

are CTEQ2M and renormalization scale is µ, = PT of the photon. 
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Figure 6.2: (Data-Theory) /Theory for the cross section d:;d.,, shown in :figure 6.1. 

Band at bottom shows systematic error in luminosity calculation. 
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6.3 Angular Distribution 

The dominant QCD jet processes are mediated by the exchange of a spin 1 

gluon; prompt photons, however, are produced through the exchange of a spin 1/2 

quark. The angular distributions for the two run approximately as dN / d cos (}* ex 

1/(1 - cos 6*)11
, where (J* is the scattering angle between the photon and the beams 

of colliding hadrons (on the side the photon is nearest to the beam) in the reference 

frame of the center of momentum (CMS) of the final state photon-jet system, with 

n > 2 for jets and n of order 1 for prompt photons [81]. 

The angular distribution of prompt photon events provides a sensitive measure-

ment of matrix elements that is decoupled from the effects of parton distributions. 

Care must be taken to properly account for the angular dependence of the photon 

purity. Let 11'"'1 and 1/iet be the pseudorapidity of the photon and lea.ding jet. I define, 

11'"'1 + '1/iet 
1/boost = 2 ' (6.1) 

the pseudora.pidity of the center of momentum of the photon-jet system in the lab 

frame, and 
* 1/7 - 'I/jet 

'T/ = 2 ' (6.2) 

the pseudorapidity of the photon with respect to the colliding hadron beams in the 

photon·jet CMS frame (parton kT is neglected). Photon candidates are selected from 

regions of uniform acceptance in 11* vs. 1/boost, in the range 30 < p* < 120 Ge V / c, 

where p* is the photon momentum in the CMS frame. In order to extend the 

measurement over as large a range of cos 8* as possible and to avoid the use of 

acceptance corrections, the region of full acceptance in the coordinates 11..., vs. 1/iet is 

divided into overlapping boxes in eta* vs. 1/boost of size 0.8 x 0.8, as shown in Fig. 6.5. 

The event distributions of the boxed regions are normalized to one another by the 

ratio of the total number of events in the ranges of overlap in 11*. In events where 

there is more than one jet present, the momentum vectors of jets in the hemisphere 
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opposite the photon in the </> coordinate a.re added together to preserve the simple 

two body to two body geometry 

Eta distribution 
~ 

c 
0 3 . .._, 

f~ 7] 0 ..c a.. 

2 

0 

-1 

-2 

-3 

-3 -2 -1 0 2 3 
Summed Jet 7J 

Figure 6.5: Photon candidate events in 11-r vs 1liet for the three regions of uniform 

acceptance in 11* vs. 1/booat. The lines at 45° a.re the 11* and 1]boo11t axes. 

The photon purity 1( cos 8*) is determined in the lowest 17* box to be about 

0.52. Statistical limitations prevent an accurate photon purity measurm.ent in the 

next two 17* regions, so a form of extrapolation from the first region is used. It 

is assumed that the angular distribution of the background will be the same as 

that of the D0 inclusive jet data sample (the only factor distinguishing the two 
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Figure 6.6: The normalized cos {)* distribution. The curve is a spline fit to a NLL 

theory Monte Carlo calculation. 
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is fragmentation). The angular distribution of multijet events is measured, with 

one jet in each event randomly assigned to be a photon. The distribution of the 

background as a function of cos (}* in the first 11* region is given by: 

dNback = {l _;(cos fJ*)) dNtotal 
d cos fJ* d cos 8* 

(6.3) 

where Nback is the number of background events, Ntotal is the number of signal plus 

background events, and the photon purity; as a function of cos(}* is given by: 

( (J*) l ( dNback / dNtctal) ;cos = - . 
d cos 6* d cos /)* 

(6.4) 

To compare the (background corrected) angular distribution directly with the 

theory prediction, both a.re normalized to one in the first three 0.1 bins in cos (}*. 

Agreement of the theory prediction with data is good, as seen in Fig. 6.6 (analysis 

by P. Rubinov [80]). 



CHAPTER7 

MASS FITTING ANALYSIS 

7.1 Introduction 

The appearance of an excited quark decay contribution to the photon-jet inclu-

sive cross section will reveal itselve as a resonance pea.kin the photon-jet invariant 

mass distribution, centered at the excited quark mass. The goal of this part of the 

analysis is to look for evidence of such a resonance and to determine the statistical. 

significance of the evidence. 

7 .2 The Invariant Mass Distribution 

The Q* ~ 1q process has only a photon and ground sta.te quark in the final 

state, at leading order perturbation theory. In the Q* rest frame, 

M = E"'f + Eq = 2E7 = 2Er..,/ sin fJ* = 2ET.., cosh 17*, (7.1) 

where E"'f and Eq are the photon and quark energies in this frame and where 

(7.2) 

is the pseudora.pidity of the photon with respect to the colliding hadron bea.ms on 

the nearest side (parton ~is neglected). The quantities 117 and 1liet are measured 

in the laboratory reference frame, but 17* is frame independent. To a.void the error 

associated with jet energy resolution, E;et ~ Eq is not used in the expression for the 

mass. Higher order Feynma.n diagrams may include more final state jets, and for 

86 
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these events (7.1) is not appropriate. In this analysis only lea.ding order diagrams are 

considered, so the photon ET and photon-jet opening angle is sufficient information 

to define the mass unambiguously. Soft gluon radiation smears the jet position, 

which degrades the mass resolution. This effect is accounted for in the Monte Carlo 

simulation of signal events. The Q* rest frame is assumed to have very little ET 
with respect to the lab frame. The photon-jet invariant mass distribution for the 

experimental data sample (with all analysis cuts applied) is shown in Fig. 7.1. 

100 200 300 400 500 600 700 800 
Photon-jet invoriont moss, M(GeV/c2

) 

Figure 7.1: The photon-jet invariant mass distribution M(GeV/c2 ). 
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The error on the photon-jet invariant mass of (7.1) is given by: 

1:1.M = 

where it is assumed that the photon energy resolution and the photon and jet 

position resolution are uncorrelated. The resolution of the detector is discussed in 

Section 4.4. The error on the photon-jet invariant mass AM is calculated from the 

reconstructed :four-vectors of photon-jet pairs in samples of fully simulated Monte 

Carlo events. From GEANT, the four-vector of a. photon or jet is the vector sum 

of all particles in its shower. This quantity is compared to the four-vector which 

is reconstructed from detector information. I assume that 1:1.M(MIM*) follows a 

normal distribution, so I fit to a gaussian function to estimate the mean and standard 

deviation. The distributions are shown in Fig. 7.2. The photon-jet mass resolution 

(uM = 1:1.M/M) is shown in Fig. 7.3 with a fit to a polynomial function. The 

uncertainty introduced by the resolution of the detector is incorporated in the full 

detector simulation of the Monte Carlo events. 

7 .3 Efficiency vs. Invariant Mass 

The thresholds which I must impose on the energy of the photon and jet, to 

avoid trigger turn-on (Sec. 4.3), cause a region of turn-on in the invariant mass 

distribution. I estimate the region of turn-on with a simple Monte Carlo study. A 

Monte Carlo program by J. Owens et al.[78] is used to calculate the prompt photon 

cross section, as discussed in Section 6.2. I generate the leading order cross section 

with a. minimum photon ET of 35 Ge V and lea.ding jet ~ of 20 Ge V, as is imposed on 

the experimental data sample. I generate the cross section again with ET thresholds 

of 5 Ge V for both the photon and leading jet. As can be seen in Fig. 7 .4, the 



89 

"' "' c 100 c: 
Q) ~ 150 > 
Q) 75 Q) 

100 
50 

25 50 

0 
2 4 6 8 10 0 2 4 6 8 10 

6M, M" = 100 GeV/c2 6M, M• = 200 GeV/c2 

"' "' 
~ 150 c 
> ~ 150 
Q) Q) 

100 100 

50 50 

2 4 6 8 10 2 4 6 8 10 
6M, M" = 300 GeV/c2 6M, M" = 400 GeV/c2 

"' "' c c 150 
Q) Q) 
> > 
Q) 200 Q) 

100 

100 50 

0 0 
0 2 4 6 8 10 0 2 4 6 8 10 

6M, M" = 500 GeV/c2 6M, M" = 600 GeV/c2 

Figure 7 .2: The error on the photon-jet mass ~M associated with the energy and 

position resolution of the D0 detector. The curve is a polynomial fit to the data 

points, weighted by their errors. 
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Figure 7.3: The photon-jet mass resolution, <TM= AM/M, where AM is given by 

equation (7.3). 
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two cross sections converge above an invariant mass of about 200 Ge VJ c2 • Photon 

events which do not satisfy the Er threshold requirements contribute to the inclusive 

invariant mass cross section at masses below 200 GeV/c2, but a.re dropped by the 

trigger and offilne analysis cuts. 

I interpret the ratio of the cross section with higher ET thresholds over that with 

the low thresholds as the mass turn-on for my data sample, which I will call fM(M). 

7.4 Fitting Procedure 

I apply a. :fitting procedure to the mass distribution of the data sample described 

in section 7 .2 to determine the number of Q* candidate events. The cross section de-

rived from the number of events is compared to theoretical predictions to determine 

if a significant signal has been observed. 

The strategy of the search is here summarized: 

1. Simulate Monte Carlo data samples of the process Q* -+ ;q at different 

Q* masses, M*. 

2. Choose function, S(MIM*), which fits signal mass distribution of Monte 

Carlo data samples. 

3. Choose function, B( M), which fits the experimental mass distribution, 

assumed to contain mostly background. 

4. Simulate artificial background data sample consistent with form of 

B(M). 

5. Add Monte Carlo data sample with known number of events N(M*) to 

the artificial background. Fit combined data sample with 

F(MIM*, N) = B(M) + N(M*) S(MIM*). 
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Figure 7.4: top: Monte Carlo direct photons with the requirement that the photon 

and jet ET > 5 Ge V compared with the same sample with the requirement that the 

photon ET> 35 GeV and jet ET> 20 GeV. bottom: The photon-jet mass tum-on 

curve. This is the ratio of the two cross sections shown in the top part of the figure. 



N(M*) is fixed, and the parameters in B(M) and S(MIM*) are allowed 

to vary in the fit. Repeat for each Monte Carlo sample. 

-
6. The fits yield a value of each parameter in S(MIM*) at several discrete 

M* values. Fit the parameter values with polynomial functions of M* to 

interpolate between them. S(MIM*) is a function defined at any value 

of Mand M*. 

7. Fit the experimental mass distribution with F(MIM*). The number of 

signal events N(M*) and the parameters in B(M) are allowed to vary 

in the fit. N(M*) is best value of the number of signal events found at 

M*. 

7 .5 Fitting Method 
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I devise a function F(MIM*), describing a mass distribution which is a sum 

of signal and background parts. The parameterization of the signal part of the 

function is determined by Monte Carlo studies of the Q* theoretical model [11],[12] 

[13],[14]. Background to the excited quark signal originates primarily from direct 

photon production and dijet processes which mimic photon events, as discussed at 

the beginning of Chapter 5. I don't need to know the composition of the background 

if I may assume that the differential cross section of background ( dvJi~v ) is monoton-

ically decreasing with increasing mass. The mass distribution of background events 

can then be fit well with an appropriate locally monotonic function (monotonic over 

the range of the data). An additional contribution to the mass distribution from 

the decay of excited quarks would appear as a resonance peak in the steeply falling 

mass spectrum. 
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The combined function which is fit to the data. is expressed as: 

F(M) = B(MIPi,P2, ... ) + N(M*) S(MIA1(M*),A2(M*), ... ) (7.4) 

B( M) is the background mass distribution, which is a function of the photon-jet 

mass M, and is parameterized by variables Pi. S( M) is the signal mass distribution, 

which is a function of M, and is parameterized by variables Ai, which are functions 

of the excited quark mass M*. The integral of S( M) over all M is equal to one. 

N(M*) is a normalization factor, which is allowed to vary in the fit. 

For any given M*, the variable para.meters in F(MIM*) are determined by min-

imizing a x2 [85],[86], given by: 

X2 = f(F(Mi) -Yi )2 ( 7.5) 
i=l O"i 

I divide the mass distribution into n bins of width 10 Ge V / c2. The bin weights (Yi) 

are the event density, equal to 10 x :z. events per Ge V / c2 at the average mass value 
. t t d th f th b' M dM M B(M) 'Cl t b' . . t m egra e over e range o e m, i = dM B(M) • .ror mos ms, Yi 1s JUS 

ni, the number of events in the bin. The mean value and standard deviation of the 

population distribution for each bin is unknown. The best estimates are l'i R:J ni and 

O"i R:J Vfii, which are most accurate when the number of events per bin is large, and 

the probability distribution for Yi is normal. When the number of events per bin 

is small, the probability distribution is Poisson, and this approximation becomes 

unsatisfactory. Therefore, in x2 fits with discrete data, bins should be combined 

which contain R:J 5 or fewer events. In this analysis, I merge bins such that each 

datum represents at least 8 events [87]. The weight and error of a merged bin are 

given by Yi = nmerged/nbins and Cl'i = (./11.merged/n'bins), where fl.merged is the total 

number of events in the merged bin, and n'bins is the number of 10 Ge V bins which 

have been combined. 

The para.meters in the function F(MIM*) are varied until the min;mum value 

of x2 is found. At the minimum value of x2 , agreement between F(MIM*) and the 
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data should be the best possible. The reduced x2 is defined a.s x2 = x2 Id where d 

is the number of degrees of freedom ( d.o.f.) in the fit, which is the number of data 

points minus the number of parameters. The statistic x2 is convenient for comparing 

the result of a fit with the expected value of one. I consider a fit to be good if the 

value of x2 is not much larger than one, which corresponds to an average absolute 

difference of 1 standard deviation between each datum and the value of the function 

F(M) at that mass. I may determine the probability of getting a value of x2 which 

is greater than or equal to the value which I measured, and use this as an indicator 

of the "goodness" of the fit. The probability of obtaining a x2 value of greater than 

one is 503. For a. x2 minimization fit with 23 degrees of freedom, the probability of 

obtaining a x2 value of greater than 1.5 is about 63. 

The computer package used for x2 minimization is MINUIT (88] and the mini-

mizing technique is a variation of the Davidson-Fletcher-Powell algorithm [89] [90). 

The errors on the free parameters are determined in the covariance matrix, also 

called the error matrix, which is the inverse of the second derivative matrix of x2 

with respect to the free parameters. The diagonal elements of the covariance matrix 

(the variances) are the squares of the individual parameter errors, including the ef-

fects of correlations with the other parameters. The off-diagonal elements a.re called 

the covariances. A statistic which gives the relative magnitude of the correlation 

between two parameters is the "correlation coefficient", defined a.s: 

(7.6) 

where Vii.;; a.re the variances of parameters z; and z;, and Vi; is the covariance 

of these two parameters. If p(zi,z;) = O, the parameters are uncorrelated. The 

two parameters are more strongly correlated( anticorrelated) the closer p( Zi, z;) is 

to +1(-1). 
The experimental mass distribution is initially fit with B( M) only, to set good 

initial values for the free parameters in this function. The distribution is then fit 
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Figure 7.5: An example of x2 vs. N(M*) for a. minimization fit of the function F(M) 

to the data. 
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with F(MIM*) with a. fixed value of M*, allowing the free para.meters in B(M) and 

the variable N(M*) to vary. When the fit is optimized, N(M*) is the best estimate 

of the number of Q* -. "'(q events of mass M*, according to the theoretical model. 

The fitting process is repeated for values of M* a.t 5 Ge V intervals between 150 and 

550 GeV/c2 • 

The signal cross section is given by: 

u(M*) = N(M*) 
Ce 

(7.7) 

where e is the total detection efficiency, including acceptance, trigger efficiency, and 

offilne cut efficiency. 

7 .6 Monte Carlo Simulation of Q* -. "'(q 

The theoretical model described in Sec. 2.1 is incorporated into a Monte Carlo 

simulation of excited quark production, decay by a "transition" interaction to a 

ground state quark and photon, and subsequent hadroniza.tion and showering in the 

D0 detector. I examine the simulation data to determine the Q* event signature. 

I generate the decay process Q* -. "'(q using the PYTHIA Monte Carlo program 

version 5.6 [91] for excited quark masses of 100, 200, 300, ... 700 GeV; about 1000 

events a.t each mass. Fragmentation and hadroniza.tion is performed using JETSET 

version 7.4 [92],[93]. These events were simulated in the D0 detector environment 

with the GEANT detector simulation program, D0GEANT version 3.15 (94]. The 

Monte Carlo model includes both u* and d* :Bavors of spin-1/2 excited state quarks. 

The distributions of the reconstructed photon-jet invariant mass for Monte Carlo 

Q* events simulated at several excited state masses a.re shown in Figure 7.6. 



"' c 
Cl) 

~ 100 

50 

0 

., c 100 
Cl) 
> 
Cl) 75 

50 

25 

0 

.!'! 100 
c 
Q) 

~ 75 

50 

25 

0 

~ 100 
Q) 
> 75 Cl) 

50 

25 

0 
200 400 600 800 1000 

Photon-jet mass. M. = 200 GeV/c2 

.!'! 100 
c 
~ 75 

200 400 600 800 1 000 

50 

25 

0 

Photon-jet mass, M. = 400 GeV/c2 

.!'! 80 
c 
Cl) 

60 > Cl) 

40 

20 

200 400 600 
0 

800 1000 
Photon-jet mass, M" = 600 GeV/c2 

98 

200 400 600 800 1000 
Photon-jet mass, M• = 300 GeV/c2 

200 400 600 800 1000 
Photon-jet mass, M• = 500 GeV/c2 

200 400 600 800 1000 
Photon-jet mass, M. = 700 GeV / c2 

Figure 7 .6: Photon-jet invariant mass distributions for Monte Carlo simulated event 

samples of excited quark decays at several values of M*. 
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7. 7 A Function for the Q* Signal Mass Distribution 

I :f!t the Monte Carlo mass distributions with a form of the Breit-Wigner function, 

given by: 

S(MIM*) = (M - RM~)2 + (~)2' (7.8) 

where M* is the excited quark mass, W is the full width at half maximum of 

S(MIM*), R is defined as Mcentral /M* where Mcentral is the central value of the 

Breit-Wigner, and A is a normalization factor, fixed by the requirement that 

J dMS(MIM*) = 1. A, W, and R a.re correlated with the parameterization of 

the background, so it is necessary to include both signal and background events 

to determine A(M*), W(M*), and R(M*). The moments of a. Breit-Wigner dis-

tribution (Cauchy, with non-zero central value) are not defined unless the limits of 

integration are finite. In this case, the limits are the range of the data. 

7 .8 A Function for the Background Mass Distribution 

I fit the background distribution with a function, B( M). Since most of the 

experimental data sample is background, a. form for the function B(M) is chosen 

which fits this sample well. Goodness of fit is a.gain determined with a x2 test. An 

exponential function, B(M) = exp(A1 + A2M), with two free parameters fits the 

data well over most of the range, hut less well a.t the highest mass values above 

300GeV/c2 • The function is shown superimposed on the data in Fig. 7.7 with the 

distribution of x2 per bin shown in the lower half of the figure. The values of the 

free para.meters at the minimum x2 a.re given in Table 7.1. 

An exponential function with a quadratic term fits the high mass values bet-

ter with one additional free para.meter, but the addition term causes instability in 
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Figure 7.7: The experimental mass distribution with a fit to the function B(M) = 

exp(A1 + A2M). 
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B(M) = exp(A1 + A2M) 

Parameter Value Approximate E:i:ror 

A1 9.78 5 x 10-2 

A2 -2.49 x 10-2 4 x 10-4 

x2 = 18.4, d.o.f. = 25, .X2 = 0.74 

Table 7.1: The background function parameter values for a x2 minimization fit with 

an exponential function. 

the fitting procedure. The program varies the parameters to extreme values while 

searching for a minimum x2 , causing :floating point overflow errors. If the parame-

ters are bounded, the minimum x2 is found at the bounding value, indicating that 

the search has settled at a false minimum. When a reasonable minimum is achieved, 

the covariance matrix is not positive-definite, such that it is unsuitable for error es-

timation. I can make the fit linear by a change of variables, to Z = ln(B(M)). The 

function to minimize is then Z = A1 + A2M + A3M 2 and the data are transformed to 
1 

Zi = ln Yi and <Tz; = ldz/ dylu11; ~ y; 2 • I perform a x2 minimization on the function 

Z and get values for Ai, A2 , A3 • The fit is good, but these parameter values do not 

fit well when transposing back to the function B(M). Also, B(M) is meant to be 

summed with S(MIM*), so a change of coordinates is unusable. 

Another drawback to this choice for B(M) is its potential for parabolic behavior. 

The function describing the background must be locally monotonic. When S(MIM*) 

is included at high values of M*, the cross section for the background reaches a 

minimum value and then rises again. 

A sum of two exponential functions for B( M) fits the data well with four free 

parameters. The function is monotonic and the fit is better at high mass values, as 
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shown in Fig. 7.8. Table 7.2 shows the para.meter values a.t the minimum x2 • I chose 

the sum of two exponential functions to use for B(M) in the mass fitting analysis. 
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Figure 7.8: The experimental mass distribution with a. fit to the function B(M) = 
exp(A1 + A2M) + exp(As + AtM). 

The value of x2 in this fit is 0.34. A value of x2 much lower than one is often an 

indication that the errors have been overestimated, or that the data are correlated. 

Neither of these two cases apply. The unweighted data in this distribution are the 

reconstructed photon-jet masses of independent collider events, and the errors are 

statistical. Table 7.3 shows the complete data for individual bins in the fit. The 
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B( M) = exp( Ai + A2M) +exp( Aa + A4M) 
Para.meter Value Approximate Er.ror 

Ai 6.5 0.2 

A2 -1.58 x 10-2 9 x 10-4 

A3 9.96 0.06 

A4 -2.73 x 10-2 4 x 10-4 

x2 = 7.73, d.o.f. = 23, x2 = o.a4 

Table 7.2: The background function para.meter values for a x2 minimization fit with 

a double exponential function B( M) = exp( A1 + A2M) + exp( Aa + ~M). 

probability of obtaining a value of x2 less than 0.34 in a fit with 23 degrees of 

freedom is 0.4%. 

7 .9 Fixing the Parameterization of the Signal Function 

The next step is to fix the parameterization of the signal function, S(MIM*). 

The function B(M) has been chosen, as described in the last section. A histogram 

of binned values is produced, where the bin width is 10 Ge V and the bin content 

is B(Mi) at the average mass value of the bin, Mi. The number of events in the 

artificial mass distribution is equal to that of the experimental data sample. The 

contents of each bin are smeared according to a Poisson probability density function. 

Fig. 7 .9 shows the artificial background sample compared with the real experimental 

mass distribution. 

To confirm that the artificial background distribution is consistent with the data, 

I perform a binned Kolmogorov two-sample test [95). The null hypothesis is that 
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Mi B(M;) x1 Mi tli tr; B(M;) x1 
104.7 1348 36.72 1340. 0.048 243.9 46 6.782 41.17 0.506 

114.7 1045 32.33 1031. 0.177 254.6 33 5.745 32.12 0.023 

124.6 785 28.02 797.0 0.183 264.5 25 5.000 25.61 0.015 

134.5 600 24.49 616.7 0.462 275.8 19 4.359 19.85 0.038 

144.8 486 22.05 473.0 0.350 284.l 14 3.742 16.51 0.450 

154.8 373 19.31 366.2 0.125 295.3 16 4.000 12.92 0.594 

164.9 280 16.73 283.3 0.038 305.5 9 3.000 10.37 0.208 

174.7 206 14.35 221.2 1.126 314.7 10 3.162 8.530 0.216 

184.6 179 13.38 172.7 0.222 326.3 5.33 1.886 6.700 0.525 

195.2 135 11.62 132.8 0.037 342.8 6.000 2.000 4.776 0.375 

204.7 100 10.00 105.l 0.265 367.6 2.286 0.808 2.924 0.622 

214.8 86 9.274 82.25 0.163 413.0 1.455 0.514 1.244 0.167 

224.9 64 8.000 64.52 0.004 490.1 0.343 0.140 0.3215 0.023 

235.3 57 7.550 50.39 0.766 

x2 = 7.73, d.o.f. = 23, x2 = 0.34 

Table 7.3: Values of the mass, bin contents, statistical error, function B(M), a.nd 

x2 per bin for the fit with a. double exponential function B( M) = exp( A 1 + AzM) + 
exp(A3 + ~M). 

Smeared folse background 

.. .. 

200 400 
Photon - jet moss 

600 

Collider data sample 

10 

200 400 600 
Photon-jet moss 

Figure 7 .9: left: The mass distribution of a sample of artificial background, pro-

duced by smearing the bin values of a histogram of the function B(M). right: The 

experimental photon-jet mass distribution. 
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the two histograms come from the same parent distribution. The test returns a 

probability of 0.664. This is the probability of rejecting the null hypothesis when 

it is actually true. H two sets which a.re independently sampled from the same 

parent distribution are compared with the Kolmogorov test, then they will return 

a smaller probability of the null hypothesis 66.43 of the time. A comparison of 

two identical samples returns a probability of 1003. The alternative to the null 

hypothesis is an infinite set, so it is not meaningful to try to express the probability 

that two histograms come from different distributions. The probability is not a 

confidence level, because the background was not produced independently of the 

data. The parameters in B( M) were determined in a x2 minimization fit to the 

data. Nevertheless, the test confirms that there is good agreement between the 

artificial background and data. 

An acceptable background distribution has been modeled. Monte Carlo signal 

events are added to simulate a combined distribution. The histograms of mixed sig-

nal and background a.re rebinned with merging as necessary. The function F(MIM*) 

is fit to the artificial data sample at the value of M* corresponding to the Monte 

Carlo sample which was added. The x2 minimization is performed with N(M*), 

the number of Monte Carlo signal events, fixed while the parameters in B(M) and 

S(MIM*) a.re allowed to vary in the fit. An example of one of the fits is displayed in 

Fig. 7 .10, showing a sample of false background with 402 Monte Carlo generated Q* 
events added at M* = 300 GeV/i". The Kolmogorov two-sample test is performed 

on this example, comparing it to the experimental mass distribution. The probabil-

ity of the null hypothesis is 1.15 x 10-9 • It is not likely that the two samples come 

from the same distribution. 

The best values of parameters A, W, and Rare found at each of five excited quark 

mass values by x2 minimization . The values of each parameter are fitted with a 

polynomial function of M*. The parameter values and the polynomial functions 
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are displayed in Table 7.4 a.nd Fig. 7.11. A x2 fit with N allowed to vary and the 

polynomial functions A(M*), W(M*), a.nd R(M*) fixed yields the correct number 

of Monte Carlo signal events to within errors. This result is also true for smaller or 

larger numbers of signal events added to the background. 

10 

100 150 200 250 300 350 400 450 
Photon-jet moss, M 

Figure 7 .10: An example of the results of a x2 fit performed to optimize the param-

eterization of S(MIM*). M* = 300 GeV. 

7.10 Uncertainty in the Parameterization of the Signal Function 
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Q* mass A w R 

200 GeV 190 ± 77 57.7± 12.3 0.9283 ± 0.0160 

300 GeV 98±15 52.7± 5.3 0.9653 ± 0.0085 

400 GeV 72±12 47.5 ± 5.1 0.9714 ± 0.00502 

500 GeV 89±11 56.2 ± 4.7 0.9601 ± 0.00334 

600 GeV 78±10 54.8 ± 4.8 0.9684 ± 0.00404 

A = 925.03 - 5.8053M* + 1.2933 x 10-2 M*2 - 9.3465 x 10-6 M* 3 

AA = 451.36 - 3.0306M* + 6. 7608 x 10-3 M*2 - 4.8954 x 10-6 M*3 

W = -182.55 + 3.042M* - 1.3523 x 10-2 M*2 + 2.4 792 x 10-5 M*3 - 1.6008 x 10-8 M*4 

AW= 52.732- 0.32617M* + 7.2097 x 10-4M*2 - 5.1822 x 10-7M*3 

R = .60814 + 2.654 7 x 10-3 M* - .62776 x 10-6 M*2 + 4. 7555 x 10-9 M*3 

AR = 3.6270 x 10-2 - 1.2878 x 10-4 M* + 1.2536 x 10-1 M*2 

Table 7.4: The parameterization of S(MIM*) from fits to Monte Carlo Q* decay 

events plus background. The values of variables A(M*), W(M*), and R(M*) are 

given for several excited quark masses M*. Also given are the polynomial functions 

which fit the parameters between data points, and polynomial functions which fit 

the error on the paramters as a function of M*. 
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Figure 7.11: Values of A(M*), W(M*), a.nd R(M*) used in the parameterization 

of S(MIM*), displayed with their uncertainties a.t several values of M*. The inner 

curves through the data points are polynomial fits to the discrete values of the 

parameters. The outer curves, above a.nd below, are polynomial fits to the discrete 

values ±lu errors AA(M*), AW(M*), a.nd AR(M*). 
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Error is introduced in the determination of N(M*) due to the uncertainty in 

the parameterization of S(MIM*), as seen in Fig. 7.11. I refer to this error as 

!l.Npar· I change the parameters in S(MIM*) by ±lu and refit the experimental 

mass distribution to determine the variation in N(M*). I refit the distribution with 

S(MIM*)- A 
- (M - [R ± !l.R]. M*)2 + ([W±2AWJ)2 

(7.9) 

to get several results for N(M*) at each value of M* in addition to the original fit 

with the best values of the parameters. The standard deviation of the values of N 

is an estimate of !l.N pa.r. 
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M* NR,W N R+t:..R,W +t:.. w Nn+aR,w-.c..w Nn-t:..R,W+t:..w NR-A.R,W-t:..W AN par 

150 -16.42 -11.71 -11.85 -17.84 -19.76 27.56 

200 -11.80 -9.30 -2.10 -4.90 -8.88 3.45 

250 31.76 43.77 29.11 30.38 34.81 5.26 

300 -2.81 -13.81 -3.11 -5.09 -5.79 4.01 

350 -0.07 -2.74 0.38 -0.79 0.69 1.22 

400 -1.42 -1.11 -0.87 -2.31 -2.93 0.77 

450 1.23 1.81 1.28 1.18 143 0.23 

500 0.098 -0.068 -0.069 -0.067 -0.041 0.28 

550 1.02 3.00 -0.12 1.20 -0.18 1.15 

ANpar(M*) ~ -13.359 + 0.18864 M* - 6.1807 x 10-4 M*2 + 5.8848 x 10-7 M*3 

Ta.ble 7.5: Several values of N(M*) a.s found in the x.2 minimization fit with different 

pa.ra.meterizations of the signal function S(MIM*). The cha.nge in the para.meter-

ization is noted as a. subscript on N at the top of each column. The la.st column 

is A.Npar as estimated from the sta.nda.rd deviation of the values of N for different 

para.meteriza.tions. The last row is a polynomial fit to all discrete values of l:l.Npar· 



CHAPTER 8 

ANALYSIS OBSERVATIONS 

8.1 Fitting the Experimental Mass Distribution 

The experimental mass distribution of the data sample described in Chapter 5 is 

fit repeatedly with the function F(MIM*)l at 5 GeV intervals in M* . The results 

of these fits are shown in Fig. 8.1. The uncertainty decreases with increasing mass 

up to the la.st data point, where it begins to increase a.gain. 

8.2 Checks on the Reliability of x2 Fit Results 

I would like for N(M*) be as insensitive a.s possible to the form of the function 

that I choose for B(M), but the number of signal events N(M*) a.nd the parameters 

in B( M) are correlated. I check the sensitivity of the fit to my choice of back-

ground function by comparing results with a second form for B( M) which does not 

use exponential functions. The result is shown in Fig. 8.2 along with the double 

exponential result. This function is given by [96]: 

Using these different choices of B(M), N(M*) varies by 0-10 events. The variation 

is smaller tha.n the scale of the error, ll.N. 

As a cross-check on the results of the x2 minimization fits for N a.nd ll.N, I 

perform the x2 fit on ma.ny samples of artificial background to see if the mea.n 
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112 

,......_ 
80 ~ .......... z 60 

40 

20 

0 

-20 

-40 

-60 

-80 
150 200 250 300 350 400 450 500 550 

Search mass, M. (GeV/c2
) 

~ 0.5 0 
-0 

~.45 

0.4 

0.35 

0.3 

0.25 

0.2 
150 200 250 300 350 400 450 500 550 

Search moss, M. (GeV/c2
) 

Figure 8.1: top: The best value of the number of signal events N(M*) from inde-

pendent fits of F(MIM*) to the experimental mass distribution at 5 GeV intervals 

in M*. The combined statistical and systematic error is displayed as a shaded band 

around the data points. bottom: The values of i 2 vs. M* for the same minimization 

fits. 
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Figure 8.2: The best values of the number of signal events N(M*) and the 

error ll..N(M*) from x2 minimisation fits performed with a sum of two expo-

nential functions B(M) = eCAi+A2 M) + e(Aa+A4 M) compared with the same 

from fits performed with a sum of two "product of powers" functions B( M) -
A (1-M/sl/2)A2 + A (1-M/sl/2)A.i; 

1 AfAa .l".L4 MA& • 
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number of signal events found is zero and the standard deviation of the number of 

signal events is consistent with the error in the covariance matrix. 

Consider the number of events in a peak a.s a sum of signal events N s and a 

random component from statistical fluctuations NR. 

N(M*) = Ns(M*) + NR(M*) (8.2) 

H the distribution contains background only, Ns = 0. The expectation value of NR 
is zero, and the variance of N R is the scale for determining the significance of a peak. 

The variance of N(M*) from the experimental ma.ss distribution is compared with 

the variance of N(M"') from artificially generated background. 

I produce 20 samples of a.rtifical background, according to the method described 

in Sec. 7 .9. Each sample contains the same number of events a.s the collider data 

sample. These samples are fit with F( M!M*, N) at M* = 150, 200, 250, ... , 450 

Ge V / <?. For ea.ch M*, the number of events N( M"') and error AN( M*) are de-

termined in a fit. The distributions of N(M*), weighted by 1/(AN)2 are shown in 

Fig. 8.3. The weighted sample mean and sample variance are given by: 

'°'20 N,-
- - .lJi=l rtft.p 
a: - 20 1 Li=l (AN;)'2 

(8.3) 

L20 (N;-ii~ 

8 2 = i;;,1 (A~;) (8.4) 
Li=l (AN;)2 

As seen in Fig. 8.4, the sample average (z) is consistent with zero events, which 

it should be if the fits are not biased. The sample variance s 2 of the artificial 

background is compared with the variance ( AN)2 from fits to the experimental 

mass distribution. The two results are consistent. The sample variance s2 does not 

take into account correlations between free parameters, so this comparison suggests 

that the error estimates are not strongly influenced by correlations. Agreement is 

best where the number of events per bin is large, and the free parameters in B( M) 
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a.re constrained by data points above and below the fit mass, M*. In the upper 

mass region of the distribution, significant correlations between N ( M*) and the free 

parameters in B(M) produce a larger error ilN(M*). 
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Figure 8.3: The distribution of the best values of the number of signal events N(M*) 

for 20 samples of artificial background without any signal events adden, at each of 

several values of M* (M* = 150,200,250, ... ,450 GeV). 

8.3 Significance of the Number of Observed Signal Events 
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Figure 8.4: The sample mean and sa.mple variance of the N(M*) distributions of 

Fig. 8.3 vs. M*. 
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To confirm a significant signal observation, there must be a contribution to the 

photon-jet cross section in excess of the background of at least four to five standard 

deviations (87]. In this section, I determine the significance of .the number of events 

measured. 

The following is a summary of a discussion on fitting mass distributions which 

is presented in [97]. I introduce a. mass distribution in which a resonance appears, 

seen as a peak centered at a mass value M0 • A mass range is chosen from Ma to 

Mb which includes all the events in the resonance. The number of events in this 

range is Ntot and the number of background events is N'bo.ck. It is desired to know 

the probability that the observed effect at the mass value M = Mo is a statistical 

fluctuation in B(M). The null hypothesis is that all events in the data sample are 

attributable to background. In this case, Ntot = Nback and the variance of Ntot is 

given by: 

V( Ntot) = Ntot = Nback (8.5) 

The variance of the difference V(Ntot - N'bo.ck) is less than or equal to the sum of 

their individual variances V(Ntot) and V(Nback)· If Ntot and Nback are completely 

uncorrelated, then: 

V(Ntot - Nback) = V(Ntot) + V(Nback) = Nback + V(N'bo.ck)· (8.6) 

If Ntot is not too small, it is justified to approximate it as a normal variable. To test 

the null hypothesis, I define a statistic s, which I will call the "significance" of the 

peak, by: 
Ntot - Nback Ntot Nback 

8 
= ..jv(Ntot - Nback) ~ ..jkback + V(Nback)' 

(8.7) 

where Nback = J:f: dM B(M) is the best estimate of Nback and V(Nback) is the square 

of the error on Nback· The variable sis approximately normal if the null hypothesis 

is true, so the units of s are standard deviations. 
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In this analysis, the mass range Ma to Mb is from 100 - 550Ge V/ c2. A single fit 

yields N(M*), the number of events in a peak centered a.t Mo= M*, given by: 

(8.8) 

From equations 8.7 and 8.8, the significance of N(M*) is given by: 

N(M*) 
8 = AN(M*)' (8.9) 

where AN(M*) = JV(N(M*)). 

The error AN(M*) is the scale for determining the significance of N(M*). Fig-

ure 8.5 shows NI AN and x2 as a function of M*. If there is a. signal contribution, the 

value of x2 should be smallest at the correct value of M* and larger at other values. 

In the distribution of N /AN, the largest deviation from a. null result is a.bout 1. lo-. 

There is no substantial evidence in this measurement to suggest a contribution to 

the mass distribution from the process Q*-+ iq, according to the theoretical model 

outlined in Sec. 2.1. 
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CHAPTER9 

ESTABLISHING CONFIDENCE LIMITS 

This chapter describes a prescription for establishing an upper limit on the sig-

nal cross section at the 95% confidence level. Section 9.1 describes the orthodox 

method of establishing a confidence level from hypothetical frequency distributions 

and notes the difficulty with this approach. Section 9.2 presents a statement and 

proof of Bayes' theorem, generalizes Bayes' theorem to cases involving continuous 

probability distributions, and states Bayes' postulate. Section 9.2 describes how 

Bayes' theorem may be used to establish an upper limit on the cross section, by 

following a rigorous prescription for incorporating necessary assumptions and by 

using all available information from the experiment. Section 9.4 gives confidence 

limit results and discusses the dependency of the results on the theoretical model 

to which the measurement is compared. 

9.1 Establishing a Confidence Limit from Frequency Distributions 

References which discuss the "orthodox" approach to probability include [100] and 

[101]. 

According to the orthodox method of establishing probability, the question I 

should pose to define an upper limit at some confidence level is, "For what value 

truL of the cross section is the probability of observing more events than I did in 

this experiment equal to CL?". Given my best estimate N of the the number of 

signal events observed N, my best estimate £ of the integrated luminosity £, and 
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my best estimate e of the detection efficiency e for my signal events, the value uuL 
is the solution to the equation: 

CL= f&00 

dN p(NluuL,C,e), (9.1) 

where the number of signal events is N and the conditional probability p( NICTuL, £, e) 

is assumed to be a Poisson distribution: 

(9.2) 

which is the frequency distribution of a hypothetical ensemble of independent rep-

etitions of the experiment. This distribution will change with the inclusion of any 

additional knowledge from independent measurements. There is no prescription in 

this method for handling uncertainties. The experimenter recognizes the need to 

include errors, so a.d hoc "smearing" of the measured quantities (integrating over 

hypothetical frequency distributions) is put into (9.1), given by: 

CL= fo00 

d.C fo1
de1: dN p(.C) p(e) p(N) p(NICTuL,£,e), (9.3) 

where the probability distributions for the experimental quantities a.re given by: 

1 -(N - N)2 

p( N) = J27r( AN) exp 2( AN)2 , (9.4) 

1 -(£-£)2 
p(.C) = J27r(A£) exp 2(A£)2 ' (9.5) 

and 
1 -(e-€)2 

p(e) = J27r(Ae) exp 2(Ae)2 . (9.6) 

The quantities AN, A£, and Ae are the uncertainties on the values N, C, and €, 

respectively. 
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9.2 Bayes' Theorem and Bayes' Postulate 

References which discuss Bayesian methods include [102], [103], [104], [105], [106], 
. -

[107], (108], and (109]. For further details, see these sources. 

The upper limit on the cross section is calculated using Bayes' theorem, stated 

and proven here. A sample space is spanned by n mutually exclusive and exhaustive 

subsets B;.. The probability of an event belonging to a set B;. is expressed as P(B;.), 

and satisfies I:j=1 P(B;) = 1. Set A also belongs to the sample space. It contains 

the events observed in an experiment. The prior probability P(B;) (also called the 

"prior") is the probability that an event belongs to set B,. The conditional probabil-

ity P(B;.IA), called the posterior probability, is the probability that an event belongs 

to Bi, given that it is observed in set A. The conditional probability P(AIB,), called 

the likelihood, is the probability that an event will be observed in set A, given that 

it belongs to set Bi. The terms "prior" and "posterior" have nothing to do with 

chronological order. Prior knowledge is independent of the observation. A prior as-

sumption is made with incomplete knowledge, and is accepted without proof (hence 

the term "a priori"). Posterior knowledge is obtained as a result of the observation. 

The probability that an event belongs to both sets A and B, is given by: 

P(A n B1) = P(B;IA)P(A) = P(AIB,)P(Bi). (9.7) 

From this equation, I find that the posterior probability may be expressed as: 

P(B·IA) = P(AIB;)P(B1) 
I P(A) (9.8) 

Since each event belongs to one and only one of the sets B;, the probability of an 

event belonging to set A may be written as a sum of intersections between sets, 

n n 

P(A) = L: P(A n B;) = E P(A!B;)P(B;). (9.9) 
j=l j=l 
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Substituting thls into (9.8), I get: 

P(B·IA) = P(AIBi)P(Bi) 
I i:i=l P(AIB;)P(B;). (9.10) 

Thls equation is Bayes' theorem. It expresses the posterior probability in terms of 

prior assumptions and likelihoods. 

In some situations Bi are not discrete sets, but rather a continuous distribution 

of prior probabilities. Bayes' theorem is expressed in terms of probability density 

functions as: 
lb dn p(nlN) = 1: dn p(Nln) p(n) . 

la J~00 dn p(Nln) p(n) (9.11) 

Thls equation expresses the probability that a< n < b, given that I have observed 

N. If I have no reason to favor one hypothesis n over another, then one possiblity 

is to assign a constant prior p(n) = 1 (unnormalized), such that all n are equally 

probable. Equation (9.11) becomes: 

lb J; dn p(Nln) 
la dn p(nlN) = J~00 dn p(Nln)' (9.12) 

This is Bayes' postulate. 

9.3 Establishing a Confidence Limit with Bayesian Methods 

Following the Bayesian approach to statistical inference, the question posed in 

this analysis is, "Given my incomplete knowledge of N, .C, and e, for what value of 

the cross section uuL is the probability that the true value of the cross section is 

smaller equal to CL?". The value uuL is the solution to the equation: 

lo
o-uLduuL p(o-IN,C,e 

CL= ), 
0 

(9.13) 

where p( ujN, £, e) is the posterior probability of cross section u given some level of 

knowledge about N, £, and e. This equation is solved using Bayes' theorem. The 
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sample space is the set which includes a.11 possible values of the cross section between 

zero and the total minimum bias cross section <TMB, as defined in section 4.1. The 

hypot-hesis is the set which includes values of the cross section between zero and 

<TUL· The observation is the best estimate of the number of signal events N and 

the uncertainty !J.N from a x2 minimization fit . The prior knowledge is the cross 

section u, the luminosity £, and the detection efficiency e. The answer is given by: 

1D'UL 100 11 du d£ de p(Nl<T,£,e) p(u) p(.C) p(e) 
CL= o o o • 

("MB roo fl Jo du Jo d.CJ
0 

dep(Nlu,£,e) p(u) p(£) p(e) 
(9.14) 

The best estimate of the number of signal events N(M*) and the uncertainty 

!J.N(M*) is my observation, determined in a. x2 minimization fit to the mass distri-

bution. I make the a priori assumption that the function which best expresses the 

likelihood of this observation is a gaussia.n, given by: 
,.. 2 ,.. 1 -(N - u£e) 

p(N,!J.Nlu,£,e) = ..j27r(!J.N) exp 2(/J.N)2 . (9.15) 

If I were doing a "counting" experiment, in which there is no uncertainty on the 

number of events N, then a good choice for the function to express the likelihood 

of this observation would be a Poisson distribution, given by: 

,.. e-.,.£~(u£e)N! 
p(Nju,£,e) = ,.. 

N! 
(9.16) 

The integrated luminosity£ is measured to be£= 14.7pb-1 with a lu error of 

!;:;.£/ £ = 5%. The total detection efficiency e is estimated from Monte Carlo data., 

and varies with M from e(M) = 30 - 40% with a lu error of /J.e = 5%. I assume 

that the function which best represents the probability distributions for .C and e is 

again a gaussian for each of these quantities, given by: 

1 -(£ - £)2 
p(.C) = J27r(!J.£) exp 2(/J..£)2 (9.17) 
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and 
- 1 -(€ - €)2 

p(€) - J27r(l:t.€) exp 2(!J.e)2 . (9.18) 

I have no reason to favor one value of the cross section over another. I assume a 

uniform probability distribution, given by: 

p(u) = 1 (9.19) 

These functions are prior probability distributions, as given in (9.11). 

I performed the integrations in (9.14) numerically by six-point Gaussian Quadra-

ture, with the multidimensional integration routine DGMLT in the CERN program 

library [110]. I begin with uuL = N/(£€) and increase cruL by increments until 

CL = 95.01 ± 0.013. This value uuL is the upper limit on the cross section at 

the 953 confidence level. As a cross-check, I also performed the integrations with 

a Monte Carlo program which I wrote, which fills the sample space by coordinate 

assignment through random number generation. The results are within 2% of the 

integral values by Gaussian Quadrature for all data points. 

9.4 Confidence Limit Results 

The upper limit on the excited quark cross section times the branching ratio 

to the photon-jet final state is shown in Fig. 9.1 with the theoretical prediction 

overlayed. The shaded area above the limit is excluded at a confidence level of 

greater than 95%. The lower limit on the excited quark mass is the mass value where 

the theory prediction crosses into the non-excuded region. Within the theoretical 

model (at A = M*, for mass degenerate u* and d*, and using the leading order parton 

distribution function set CTEQ2L), I find the lower limit on M* to be 531 GeV/c2 

at the 95% confidence level. 
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Figure 9.2 shows the theoretical prediction for the cross section with different 

choices of parton distribution functions. CTEQ2L gives the best global fit to data 

with lea.ding order theory predictions. CTEQ2M gives the best global fit with next 

to leading order calculations. CTEQ2MF uses a Hatter gluon distribution at small 

x, while CTEQ2MS uses a singular gluon distribution at small x. This figure shows 

that the lower limit on the mass varies by ~ 30 GeV/c2 with different choices of 

the parton distribution functions. Figure 9.3 shows the theoretical prediction with 

different choices of the compositeness scale A. 
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solid line - Theory prediction (CTEQ2L, A=M·) 
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Figure 9.1: The lower boundary of the shaded area is the upper limit on the Q* -t 1q 

cross section at the 95% confidence level . The curve intersecting it is the theoretical 

prediction of Baur et al.. The shaded region is all excluded at greater than 95% 

confidence. The parton distribution functions used in the theory calculation are 

CTEQ2L. 
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solid lines - Theory prediction (CTEQ2l, A=M·) 
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Figure 9.2: The upper limit at the 953 confidence level on the Q* -t 7q cross section 

shown with the theoretical prediction calculated with different parton distribution 

functions, as labeled. 
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Figure 9.3: The upper limit at the 95% confidence level on the Q* ......+ ;q cross section 

shown with the theoretical prediction at different values of the compositeness scale, 

A= 250,500, 750 GeV. 



CHAPTER 10 

CONCLUSION 

This analysis examines the photon-jet invariant mass distribution of photon 

events produced in pP collisions a.t Fermila.b's Tevatron accelerator during the 1992-

93 collider run, measured by the D0 detector, representing an integrated luminos-

ity £ = 14.7pb-1 • The results show excellent agreement with a. next-to-lea.ding 

logarithm calculation of prompt photon production by Owens et al. [78]. Other 

D0 prompt photon measurements presented a.re all well described by QCD next-to-

leading order theoretical calculations. 

The collider run just completed has improved statistics by a. factor of 5-10. 

New prompt photon analyses which a.re in progress at D0 include measurements 

of the prompt photon cross section at forward rapidity, in the range 1.6-2.5; the 

diphoton cross section, sensitive to parton kT; the photon+jet triple differential cross 

section, sensitive to the parton distribution functions and to next-to-leading order 

terms; the photon signed angular distribution ( 117 x 1"~..il ), sensitive to the pa.rton 
f1Jat 

distribution functions; and energy flow studies around the photon and jet, sensitive 

to fragmentation functions. Plans a.re in progress to measure the prompt photon 

cross section at ./8 = 600 Ge V, and possibly 1200 Ge V also, since cross section 

ratios at different ,./S will reduce sensitivity to renormalization and factorization 

scales. 

The photon-jet ma.ss distribution was used in a new particle search for excited 

quark states, which a.re a predicted manifestation of quark compositeness. A mass 

fitting analysis reveals no significant evidence for the process Q*--+ 1q, according to 

predictions of the leading-order model of Baur et al.,(14]. A lower limit of 531 GeV/e 

was established at the 953 confidence level for the mass of excited quark states, 
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subject to the choices for input parameters used in the theoretical model and to all 

assumptions ma.de a.bout prior probabilities. 



APPENDIX A 

INTRODUCTORY THEORETICAL BACKGROUND 

This appendix is a summary of information from the sources [lll],[112],[113],[114]. 
For further detail, see these references. 

A.1 Symmetries 

The mechanisms of physics are intimately related to principles of symmetry. An 

understanding of observed symmetries leads to predictions about the constituents 

of matter and physical interactions. 

The equations of motion for a system of particles are derived from Lagrange's 

equation (see [115]). 

(A.1) 

where qi are the space coordinates of particles, tis time, qi = ~' and the Lagrangian 

L is given by, 

L=T-V. (A.2) 

where T is kinetic energy, and V is potential energy. 

Generalizing to a continuous system, discrete particle coordinates qi( t) are re-

placed by a "field" <P( z), which may be described in this context as a system of con-

tinuously varying coordinates, expressed as a function of the continuous paramters 

z = (x,t). The Lagrangian is replaced by a Lagrange density J:} related to the 

1The symbol £ is also used for "luminosity". The dilrerence may be inferred from context. 
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Lagrangian by, 

L =I d3:e £, (A.3) 

An appropriate choice of C contains all the information necessary to specify the 

interactions between the particles of a system. 

Invariance of a. Lagrangian under continuous field transformations; such as trans-

lations, time displacements, and rotation; implies the existence of conserved quan-

tities; such as momentum, energy, and angular momentum. The description of this 

relation is Noether's theorem. 

For example, the QED (Quantum Electrodynamics) Lagrangian which describes 

the electromagnetic interaction of a charged particle in a field 1/;( z) is invariant under 

a phase transformation 

1/;(z)-+ e1°'1/;(z). (A.4) 

The family of phase transformations U(a) = ei°' forms the unitary symmetry group, 

U(l)em· The invariance of the Lagrangian under an infinitesimal phase translation, 

1/J( z) -+ 1/J' ( z) = ( 1 + ia )1/;( z ), is given by: 

6£ = £( 1/J') - £( 1/J) = {). (A.5) 

When expanded, this requires 
ac - 8£ 

Bµ[8(8µ1/;) 1/J -1/J 8(8µtli)] = o. (A.6) 

The term in brackets is proportional to i:m ( = '¢1µQ1/J ), the electromagnetic current. 

Thus, a current is conserved 

(A.7) 

and electric charge, 

(A.8) 

is a conserved quantity, from the invariance of C under U(l)em symmetry. The 

charge operator Q is said to be the "genera.tor" of U(l)em transformations, with an 

eigenvalue of Q = -1 for the electron. 
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A.2 Gauges 

The symmetry by which C is invariant under phase transformations requires 

that the phase a be unmeasurable, and therefore arbitrary. This property is called 

"global gauge invariance", where gauge is synonymous with phase. More generally, 

a may vary in space-time, as a( z ), and the field 4> transforms as, 

(A.9) 

The property of invariance under this phase transformation is "local gauge invari-

ance". The relativistic Lagrangian describing a free particle, 

(A.10) 

is not invariant under a local phase transformation without some form of modifica-

tion. 

A "covariant derivative" D µ. must be constructed to preserve the gauge invariance 

of the Lagrangian. 

Dµ = 8,,. - ieAµ. 

The "gauge field" Aµ. which is introduced transforms as 

1 
Aµ-+ Aµ+ -8"a(z). e 

(A.11) 

(A.12) 

An excitation of the gauge field is manifested as a physical particle, the "quantum" of 

the field, which is called a. gauge boson. In this case, the gauge particle is the photon. 

A photon field "couples" to particles which have electric charge and mediates the 

electromagnetic force which acts on them. 

Local gauge invariance prohibits the inclusion of a mass term in the kinetic 

energy part of the Lagrangian, so the gauge particle must be massless. Mass ca.uses 

unrenormaliza.ble divergences in the integrals which predict measurable physical 
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quantities, such as the cross section and decay rate. Such calculations are the goal 

of any meaningful theory. This property becomes a problem when interpreting the 

SU(2) symmetry of the weak force, which is mediated by very massive gauge bosons. 

A.3 Spontaneous Symmetry Breaking 

To generate mass, the symmetry of a Lagrangian must be spontaneously broken. 

As an example, consider the Lagrangian for a self-interacting real scalar :field¢. 

C = ~(8µ¢)(8µ4>) - V(4>) 

V(</>) = ( !µ,2¢2 + !;\¢4) 
2 4 

(A.13) 

(A.14) 

The potential energy is shown in Fig. A.1. The solution where µ2 > 0 corresponds 

to exact symmetry. The vacuum expectation value for the :field is (¢} = 0. If 

µ2 < O, then the potential has two minima at (¢) = ±v, where v = J-µ2 / ;\. 

The Lagrangian is rewritten in terms of a new :field, centered at one of the minima., 

3 f· 0.8 ' 
V(<I>) ' V(¢>) 2.5 ' ' 

' 0.6 ' ' ' 2 ' ' ' I 

' 
I 0.4 ' ' ' 1.5 ' ' ' ' ' ' ' ' ' ' ' ' 0.2 , 

' ' ' ' qi ' 
0.5 ' ' ' ' ' ' , , ¢> 0 . , ' ' ' ' 

, 
' , , ' ' ' 0 ' ' ' , , ' -0.2 , ' ' -0.5 ,_, , ' -- , 

_, -0.4 
-1 0 1 -1 0 1 

(o) (b) 
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<f>t(z) = </>(z) + 11. A perturbative expansion of the new Lagrangian about the 

minimum reveals that the mass terms have the correct sign. The broken symmetry 

has generated a massive scalar field </>I corresponding to quantum :8.uctua.tions about 

the minimum potential. 

A.4 The Higgs Mechanism 

The same symmetry breaking technique may be applied to a complex scalar field 

</> = ~(</>1 + i</>2 ), which is described by a Lagrangian that has a U(l) global gauge 

symmetry. For the µ2 < 0 solution, a circle of infinitely many degenerate minima 

is found for V ( </>) < 0 in the </>i, </>2 plane. A problem arises, because in addition 

to genera.ting a massive gauge field, a.n unwanted massless scalar field is produced, 

corresponding to "orbital" vacuum excitations in the equipotential well of minima. 

The field is massless because there is no restoring force to this mode. The quantum 

of this field is called a Goldstone boson. Massless scalar particles have not been 

experimentally observed. 

To alleviate this situation, a gauge is chosen which introduces a real scalar field 

h(z). Rather than the transformations of ( A.9) a.nd ( A.12), we substitute 

and 

</>-+ {f cv + k(z))eio(s)/~, (A.15) 

1 
Aµ -+ Aµ + -81/J ev 

(A.16) 

With this choice of gauge, the Lagrangian contains a vector gauge boson which 

interacts with a massive scalar field h( z ). The degree of freedom which produced 

the Goldstone boson becomes the longitudinal polarization of the gauge particle. 

This is the "Higgs mechanism". 
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A.5 The Standard Model 

In_ the framework of elementary particle physics, the symmetry group and the 

Lagrangian which describes the interactions of the most fundamental particles is 

SU(2) x U(l) x SU(3). The description of particle interactions provided by this 

Lagrangian, with spontaneous breaking of the SU(2) x U(l) symmetry as described, 

is called the "Standard Model". 

A.5.1 The Electroweak Sector 

The electromagnetic and weak interactions a.re unified in the SU(2) x U(l) sym-

metry group which describes "electroweak" interactions. The generators of the group 

SU(2) a.re the components of weak isospin T, and the conserved quantum numbers 

are T = ~and T3 = ±~. The generator of U(l) is weak hypercharge Y, defined by 

its relation to electric charge Q (the generator of U(l)em), 

(A.17) 

The gauge group contains an isotriplet of vector fields w; (a = 1, 2, 3) which couple 

with strength g to the weak isospin current J;, and a single vector field Bµ which 

couples with strength g' /2 to the hypercha.rge current i°%. The linear combination 

of fields 

(A.18) 

have quanta w±, the massive gauge bosons which mediate charged current interac-

tions. The SU{2) symmetry group is non-Abelian, meaning that its generators do 

not commute. A result of the non-Abelian nature of the group is that the gauge 

particles are self-coupling. A mixing of w; and Bµ produces the mass eigenstates 

Aµ = Bµ cos Bw + w; sin Bw (massless) (A.19) 

Zµ = -Bµ sin Bw + w; cos Bw (massive) (A.20) 
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where Ow is the Weinberg angle (determined by experiment). The quantum of Aµ 

is the photon, which mediates electromagnetic current (i::') interactions, and the 

quantum of Zµ is the Z0
, which mediates weak neutral current (J:;c) interactions. 

The electroweak neutral current interaction is given by, 

I ~ ~ 

-igJ!(W3)µ-i~i! Bµ = -i(gsin BwJ!+g' cos8w3; )A1A-i(gcos8wJ!-g' sin8w1; )Z'", 

(A.21) 

where the first term is -ie(jem)µ)Aµ, the electromagnetic interaction. The elec-

tromagnetic current is related to the wea.k isospin a.nd weak hypercharge currents 

by, 
·em J3 1 ·Y 

}µ = µ + 2}µ. (A.22) 

and the coupling strengths a.re related by, 

gsin8w = g' cos Ow= e (A.23) 

The electroweak neutral current (J:;c) is given by, 

JNC = J3 _ sin2 8 }•em 
µ µ. w µ (A.24) 

The Higgs mechanism is incorporated into SU(2) x U(l) symmetry breaking to 

allow massive vector gauge particles without unwanted Goldstone bosons. An extra 

result of the Higgs mechanism is the introduction of a massive scalar particle H 0
• 

A.5.2 The Strong Interaction (QCD) 

The generators of SU(3) may be represented by the Gell-Mann matrices, Aa 
(a=l-8). The conserved quantities in this symmetry group are three charges; which 

are called "color" charges red, green, and blue; in analogy with the three primary 

colors of light. The Lagrangian which describes color interactions is given by, 

(A.25) 
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Leptons e electron p muon T tau 

neutrinos Ve Vµ v,,. 

Quarks 1L up c charm t top 

d down s strange b bottom 

Gauge Bosons g gluon strong nuclear force 

'Y photon electromagnetic force 

W* and Z weak force 

90 Higgs 

Table A.l: The particles of the Standard Model. 

where q1,2,3 are the fields which generate color. To preserve local gauge invariance 

of the Lagrangian, eight gauge fields are introduced, a: (a=l-8). The quanta of 

the gauge fields are massless particles called gluons, which couple to particles with 

color charge and mediate the "strong" interaction between them. The SU(3) group 

is non-Abelian, so the gluons are self-coupling. 

The fundamental particles included in the Standard Model are listed in Ta-

ble A.1. These particles combine to form all other particles in nature. For each 

particle, there is a complementary antiparticle with opposite quantum numbers, al-

though some particles are their own antiparticle. The most recent of these particles 

to he discovered is the top quark, announced on March 2, 1995 in independent ob-

servations by the CDF and D0 experiments at Ferm.ilab. The tau neutrino and 

Higgs boson have yet. to be directly observed. The particles interact with fields 

of the electromagnetic, weak and strong forces, each of which is mediated by one 

or more gauge bosons. The last remaining force in nature, gravity, is of negligible 

strength at the length scale of experimental particle physics. 
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Combina.tions of three qua.rks in a bound state form ba.ryons, such as the proton 

and neutron. Combinations of a qua.rk and antiqua.rk form mesons. Ba.ryons and 

mesons a.re collectively called hadrons, which may interact by the strong nuclear 

force. The rule which describes quark combinatorics in these particles is that a.11 

free particle states must be unchanged by rotations in color space, i.e. they are 

"colorless" combinations. No exceptions to this rule have been observed. Leptons 

do not interact strongly. Cha.rged leptons interact by the electromagnetic or weak 

force. The neutrinos, or neutral leptons, interact weakly. The photon, w±, Z 0
, and 

gluons a.re a.11 gauge bosons of spin 1. The Higgs boson has spin-0. 

Notice in Table A.1 that there are three "generations" of quarks and leptons 

in the Standard Model. Each successive generation's particles are more massive 

than the preceding. It is necessary to have an equal number of lepton and quark 

weak isospin doublets to preserve the renormalizability of the gauge theory of weak 

interactions. Most of the matter in the universe is made from the particles in the 

first genera.tion, which are the lightest. The u and d quarks make up protons and 

neutrons, of which the nucleus of an atom is composed. The proton and neutron 

are almost degenerate in mass, and are loosely considered as two isospin states of 

the same nucleon, forming the SU(2) symmetry group of isospin. 
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