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Chapter 1

Introduction

1.1 Standard Model

Fundamental particles[1] are by de�nition structureless and indivisible.

There are believed to be two types of fundamental particles that make up

all matter: leptons and quarks.

There are four types of fundamental interactions in nature that govern

the relations of the fundamental particles: the gravitational, electromagnetic,

weak, and strong forces. Each interaction has its own set of conservation

rules and distinct characteristics. They can all be described by group gauge

theories. Many attempts to understand the interrelations of these �elds have

been made. The dream that all four fundamental forces will be found to be

the manifestation of a simple grand uni�ed theory is being pursued by many

theorists.

In the late 1960's, Glashow, Weinberg, and Salam[2] proposed a theory

unifying the electromagnetic and weak forces by using the concept of sponta-

1



neous symmetry breaking in the nonabalian gauge theory based on the sym-

metry group SU(2) � U(1). The group SU(2) describes the symmetry of the

doublets in the weak isospin space, which are the left handed lepton families

(eL,�e), (�L,��) and (�L,��). The U(1) group describes the symmetry in the

weak hypercharge space. A scalar �eld with a non-vanishing vaccum expecta-

tion value selects a preferred direction in weak isospin plus hypercharge space

and thereby \spontaneously breaks" the SU(2) � U(1) symmetry. When the

symmetry is broken at low energies, the electromagnetic force is transmitted

by a massless photon and the weak force is transmitted by three spin 1, massive

bosons W+, W� and Z.

Very exciting events in the history of high energy physics occurred in 1983

when the W and Z bosons were �rst discovered at the CERN pp collider[4].

Their measured masses and other properties were close to those predicted by

the theory.

The success of the electroweak theory was particularly heartening because

it took place in the context of quantum �eld theory, previously thought to be

useful only for describing electromagnetic processes. A parallel development,

also relying on quantum �eld theory, was the emergence of a theory of strong

interactions, now known as quantum chromodynamics (QCD). This theory

describes why quarks are di�erent from leptons (quarks have a new kind of

charge dubbed \color", while leptons are colorless), and gives quantitative

predictions for their interactions with one another via the exchange of quanta

known as \gluons".

QCD is based on the SU(3) symmetry group. SU(3) is the symmetry

2



representation of three-component color spin 1=2 quark or spin 1 gluon �elds,

which is transmitted by eight massless gluons. The most important feature of

QCD is, however, the asymptotic freedom, which means �s, the coupling of

the �eld, vanishes logarithmically at high Q2 as shown clearly in the following

expression [3]:

�s(Q
2) =

4�

(11 � 2
3nf )log(Q

2=�2
QCD)

(1.1)

where nf is the number of quark contributions to the vacuum polarization

with m2
f � Q2. �QCD is a theoretical normalization parameter and can be

determined by using experimental �s values. This parameter is typically of

the order 100 to 200 MeV. When the momentum transfer Q2 is larger than

this, �s becomes small. The hard QCD processes which are characterized by

short distance and high momentum transfer can then be expressed perturba-

tively in terms of �s. Therefore, the hard process calculations can be done

perturbatively just as in quantum electrodynamics (QED).

This picture of particle physics based on the existence of quarks and

leptons interating via exchanges of photons, gluons, W and Z bosons (the

electroweak theory, combined with the QCD theory) has come to be known

as the \Standard Model"[1]. It has withstood many experimental tests so

far. The recent exciting discovery of the top quark by the D� and CDF

collaborations[10] at Fermilab provides further support of the theory.

The \Standard Model" is not yet perfect. In order to have spontaneous

symmetry breaking, there should exist a Higgs particle associated with a scalar
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�eld, which has not yet been found. The origin of the masses of all fermions

needs further study. In QCD, there are still many questions to be answered

and non-perturbative QCD is still at the phenomenological level.

A detailed understanding of the properties of W and Z bosons will not

only test the \Standard Model", but may also lead to new discoveries. Several

e+e� collider experiments[5] already have been done at CERN and SLAC to

study the properties of the Z boson. The mass, width and decay properties

of the Z have been measured to very high precision[6][7]. Precise measure-

ments of the W mass and width and its other properties are being pursued at

Fermilab[8][9].

1.2 Proton-Antiproton Collisions

This thesis is based on the study of proton-antiproton collisions at
p
s =

1:8 TeV using the Fermilab Tevatron collider.

Proton-antiproton collisions are complicated by the fact both the proton

and the antiproton are composed of three valence quarks (proton: uud, an-

tiproton: uud), gluons and \sea" quarks which appear as virtual pairs. In most

proton-antiproton collisions, the partons (quarks or gluons) interact with each

other with low momentum transfers. Occasionally the partons interact with

either a large momentum transfer or an annihilation into an energetic state.

For example, the partons could form an energetic virtual intermediate state or

a real heavy particle such as a W or Z boson. The �nal state quarks or gluons

fragment into hadrons that are almost collinear with the �nal state parton
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direction. The cluster of particles from the fragmentation of a parton is called

a jet. The �nal state W or Z bosons can decay into leptons or into quarks

which then fragment. The partons not involved in the energetic interaction

are called \spectators" and contribute low energy and forward particles to the

event. These low energy and forward particles make up what is called the

\underlying event" as shown in Fig. 1.1.

 

Figure 1.1: Schematics of the pp collision.
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1.3 Z Production in pp Collision

The Z bosons produced in proton-antiproton collisions have both trans-

verse and longitudinal momentum relative to the beam direction.

The transverse momentum is due to the initial parton transverse momenta

and the production of gluons and quarks along with the gauge bosons. The

contribution of the initial parton transverse momentum to Z pT is on the

order of 300 MeV/c [11]. Most often the Z is produced with a small pT (< 10

GeV/c). In these cases, one or both of the initial quarks undergoes initial

state gluon radiation which gives the Z a small pT . However, Z bosons can

also be created with a large pT (> 30 GeV/c). In these cases, the Z recoils

against an energetic quark or gluon. The Z can also recoil against a system

of quarks and/or gluons (see Fig. 1.2).

The longitudinal momentum of Z is mostly due to the initial momentum

imbalance of the two partons involved in the hard interaction. The initial

longitudinal momentum of partons is described by the parton momentum dis-

tribution function (pdf) which represents the probability of �nding a parton

with momentum fraction x = p=Pproton between x and x+ dx.

1.4 Z Production Model at a pp Collider

In the small pT region (pT< 10 GeV/c), where soft initial state gluon

radiation is expected to dominate, soft gluon resummation techniques[12][13]
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Figure 1.2: Feynman diagrams for Z production.
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are used to calculate the di�erential production cross section. For the large pT

region (pT > 30 GeV/c), the cross section is believed to be well described by

perturbative QCD[13]. For the intermediate pT , the resummation technique

and perturbative QCD are matched to predict the cross section [13]. The

resummation parameterization has been recently optimized to improve the

description for the low pT region [15].

The inclusive di�erential cross section as a function of pT and rapidity y1

for pp �! Z +X production (X means anything produced along with the Z

bosons) has the form [14]:

d�(pp �! Z +X)

dpT dy
=
X
a;b

Ca;b

Z 1

0
dxa

Z 1

0
dxbfa(xa; Q

2)fb(xb; Q
2)

d�̂

dpTdy

�
xa; xb; :::; �s(Q

2)
�

(1.2)

where Q2 is the squared Z mass, fi(xi; Q2) is the parton distribution function

which gives the probability that a parton of type i carries a fraction xi of the

parent hadron's momentum and

d�̂

dpT dy

�
xa; xb; :::; �s(Q

2)
�

(1.3)

is the relevant di�erential parton cross section. The sum is over all parton

types a; b with color factor Ca;b.

At small pT , the perturbative expansion in �s is ruined because of the

accompanying large logarithms (ln(Q
2

p2T
)). However, it is possible to resum the

1y = ln[
E+pZL
E�pZL

] (E is total energy and pZL is the longitudinal momentum of Z

boson).
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leading and next-to-leading ln(Q
2

p2T
) for each power of �s to get an exponential

factor. The procedure for summing these large logarithmic terms is generally

referred to as \soft gluon resummation". The Collins-Soper-Sterman (CSS)

resummation formalism[12] gives the form:

1

pT

d�̂

dpTdy
=

2�

S
�o�(Q

2 �M2
Z)

(
1

(2�)2

Z Z
dq2d2bei ~pT �

~b ~W (b�; q; xa; xb)

�e�Snp(b;q) + Y (PT ;Q;xa; xb)
o

(1.4)

where �o provides the process-dependent normalization, b� = b
(1+b2=b2max)

1=2 ,

bmax � 1=Q0 is characterized by a scale Q0 at which perturbation theory is

still valid and ~W and Y are derived from perturbative calculations. The Y

term contains the high pT perturbative calculation. The resummation appears

as an exponent, Snp, which has the form:

Snp(b;Q) = (g1 + g2ln(Qbmax=2))b
2 (1.5)

where g1 and g2 are adjustable parameters.

Davies, Stirling and Webber [16] have performed a �t to ISR (R209) [17]

and Fermilab (E288) [11] �xed target low pT Drell-Yan data for the values of

g1 and g2. There are three sets of numerical values that �t the data:

g1 = 0:30 GeV2; g2 = 0:16 GeV2 (np1) (1.6)

g1 = 0:15 GeV2; g2 = 0:41 GeV2 (np2) (1.7)

g1 = 0:0 GeV2; g2 = 0:60 GeV2 (np3) (1.8)
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The nonperturbative parameterization np2 is their preferred �t and was

used by Arnold and Kau�man in their calculation. Arnold and Kau�man used

all of the above �t parameters in their analysis of theoretical errors.

Recently, Ladinsky and Yuan improved the parameterization by including

a dependence on xa and xb[15] as shown in the form:

Snp(b;Q; xa; xb) = g1b
2 + g2b

2ln(Qbmax=2) + g1g3bln(100xaxb) (1.9)

The inclusion of the xa and xb dependence is to account for changing

average transverse momentum as a function of Q2=s. In a recent �t to the R209

and E288 low pT Drell-Yan data, the parameters g1,g2 and g3 are determined

and the values are [15]:

g01 = 0:11+0:04�0:03 GeV2; g02 = 0:58+0:1�0:2 GeV2; g03 = �1:5+0:1�0:1 GeV�1 (1.10)

The dominant theoretical error for the low pT region is due to the uncer-

tainty in these parameters.

1.5 Z Boson Decay

The Z boson has a very short lifetime (< 10�24 sec, calculated from its

width) and decays into quarks or leptons. About 70% of Z bosons decay into a

quark and antiquark. Although this channel has the largest branching fraction,

it is impossible to select a clean sample of Z events using this mode since the
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the background from other QCD processes (QCD dijets, e.g.) overwhelms

the signal. Z bosons can also decay into a pair of leptons and the branching

fraction into each lepton pair is 3.366%[18]. The lepton channels can be used

to select a clean sample of Z events. For the analysis presented in this thesis,

we use the electron-positron2 channel.

1.6 Schematic Diagram of the Analysis

As shown in Fig. 1.3, there are two streams of data for this analysis: Monte

Carlo and real collider data. A fast Monte Carlo program3 was developed to

generate Z events and simulate the detector e�ects and selection cuts. The

raw data are either compared with smeared 4 theory or unfolded to obtain the

absolute di�erential cross section.

1.7 Thesis Organization

This thesis is organized as the following:

� Chapter 1 gives a brief introduction to the theoretical understanding of

Z production.

2From now on \electron" will be used to describe both the electron and positron.

3See chapter 5 for details.

4To include detector and event selection e�ects.
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Figure 1.3: Block diagram of the analysis.

� Chapter 2 brie
y discusses the modern technological wonder: the Fer-

milab Tevatron, a pp collider that made this thesis possible.

� In chapter 3, the D� detector and its relevant sub-components for this

analysis are outlined.

� In chapter 4, the data sample for this analysis and its quality are de-

scribed.

� The fast Monte Carlo simulation, a critical part of this thesis, is described

in chapter 5.

� In chapter 6, the measurement of the dN(Z!e+e�)
dPT

is discussed.
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� In chapter 7, the measurement of the d�(pp�!Z+X)
dPT

is presented.

� The conclusion and discussion are given in Chapter 8.
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Chapter 2

The Tevatron

Figure 2.1 shows the Tevatron complex.

Figure 2.1: The Tevatron accelerator complex.

A Cockroft-Walton accelerator accelerates a beam ofH� ions to an energy

of 750 keV. A Linac further accelerates the beam to an energy of 200 MeV.

The beam is then shot through a carbon foil to strip o� the electrons, leaving
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a beam of protons. A synchrotron (booster) then accelerates the beam to

8 GeV. The beam is then sent into the main ring and further accelerated to

120 GeV. Finally a superconducting synchrotron (the Tevatron) accelerates

the beam to 900 GeV.

The antiprotons are produced by bombarding a copper and nickel target

using the proton beam extracted from the main ring. The antiprotons are

produced at a rate of 10�5/incident proton. Because of the wide momentum

spread, antiprotons are then focused and stored in a storage ring (accumu-

lator), where the beams are compressed in phase space. When enough an-

tiprotons have been accumulated, they are injected into the Main Ring and

accelerated to 150 GeV and then to 900 GeV in the Tevatron moving in the

direction opposite to that of the proton beam.

There are two collision regions, called B� and D�. The CDF detector

located at B�, and D� detector, located at D� are two collider detectors built

to study the fragments of the collisions.

2.1 Luminosity

The instantaneous luminosity is an important parameter for the collider

and it is de�ned as:

L =
R

�tot
(2.1)

where R is the detector counting rate (events/sec) and �tot is the total pp

production cross section (cm2). The Luminosity has the unit of cm�2s�1.
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The instantaneous luminosity is monitored according to equation 2.1 with

the measured detector counting rate divided by the measured total pp produc-

tion cross section.
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Chapter 3

The D� detector

The D� Detector has excellent identi�cation and measurement of elec-

trons, jets, missing transverse energy (E/T ), and muons.

The prime physics goals of the D� Experiment include the study of the

electroweak interaction, strong interaction, b quark production, search for the

top quark, and phenomena beyond the standard model.

A cutaway isometric view of the detector is shown in Fig. 3.1.

The D� detector[19][20] consists of central detectors, calorimeters and

muon detectors. The relevant detectors for this analysis are brie
y described

in the following sections:

3.1 Central Detectors

Figure 3.2 shows the side view of the complete central tracking system.
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Figure 3.1: An isometric cutaway view of the D� detector.
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Figure 3.2: A side view of the D� Central Tracking detectors.

3.1.1 Vertex (VTX) Chamber

The VTX chamber is the innermost tracking detector in D�. It has an

inner radius of 3.7 cm (just outside the beryllium beam pipe) and an outer

active radius of r=16.2 cm. The typical resolution is 50�m in the r � �

direction and 1 cm in the z direction1.

1We adopt a right-handed coordinate system , in which the z-axis is along the

proton direction and the y-axis is upward. The angles � and � are respectively

the azimuthal and polar angles (� = 0 along the proton beam direction). The

r-coordinate denotes the perpendicular distance from the beam axes. The pseudo-

rapidity, � � �ln(tan(�=2)), approximates the true rapidity y = 1=2 ln((E+pz)=(E�
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3.1.2 Transition Radiation Detector (TRD)

The TRD is between the VTX and the Central Drift Chamber and pro-

vides independent electron identi�cation in addition to that given by the

calorimeters and the tracking chambers.

The operation principle of the TRD is based on the phenomenon that

when highly-relativistic particles (
 � E
m
> 103) traverse boundaries between

media with di�erent dielectric constants, transition radiation X-rays are pro-

duced. There are three separate units in the D� TRD, each containing a

radiator and an X-ray detection chamber. The e�ectiveness of electron ID by

the TRD has been studied in detail in test beams[21]. An additional factor of

about 50 for rejection of isolated pions is expected.

3.1.3 Central Drift Chamber (CDC)

The Central Drift Chamber is just outside the TRD and inside the Cen-

tral Calorimeter. It reconstructs tracks of charged particles. The CDC is a

cylindrical shell of length 184 cm and has an inner radius of 49.5 and an outer

radius of 74.5 cm. There are four concentric rings of 32 azimuthal cells per

ring. Each cell contains seven 30 �m gold-plated tungsten sense wires, read

out at one end, and two delay lines embedded in the inner and outer shelves

propagate signals induced from the nearest neighboring anode wire. Each

delay line is read out at both ends.

The left-right ambiguity at the cell level is overcome by staggering the

pz)), for �nite angles in the limit that (m=E)! 0.
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adjacent wires within the cell in � by � 200 �m. Cells are also alternated in

radius with one half cell o�set to further aid in pattern recognition as shown

in Fig. 3.3. The maximum drift distance is � 7 cm.

Figure 3.3: r � � view of 3 of 32 central drift chamber modules. The circles

are the cross sections of delay lines, the bold solid lines are the cell walls, and

the dotted lines parallel to the walls indicate the locations of the sense wires.

The CDC is operated with Ar(92.5%)CH4(4%)CO2(3%) gas with 0.5%

H2O.

The inner sense wires are maintained at a voltage of 1:45 kV and the

outer sense wires are held at 1:58 kV.

The r � � resolution is about 150[19]�m and the z-resolution is �z '
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6mm[22]. The e�ciency for retaining single tracks, using the CDC and the

VTX, is 98%.

3.1.4 Forward Drift Chambers (FDC)

The Forward Drift Chambers extend the coverage for charged particle

tracking down to � � 5� with respect to both proton and antiproton beams.

These chambers are located at either end of the concentric barrels of the VTX,

TRD, and CDC and just before the end calorimeters.

There are three separate chambers in each FDC package: a � module

with radial sense wires which measures the � coordinate, sandwiched between

two � modules which measure (approximately) the � coordinate. Figure 3.4

is a diagram of one of these packages.

The FDC chambers are operated with the same gas as the CDC. The

r � � and � position resolutions are about 200�m [22].

3.1.5 Central Detector Electronics

The electronics for reading out signals from the Central Detectors are al-

most the same for all CD devices. The signals are processed in three stages:

the preampli�ers mounted directly on the chambers themselves, the shapers

located in the movable detector platform, and the 
ash ADC digitizers located

in a Moving Counting House (MCH) about 20 meters away from the detec-

tor. Hardware zero suppression is employed to reduce the amount of data

transmitted and to increase the data transfer speed.
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Figure 3.4: An exploded isometric view of one D� Forward Drift Chamber.
The arrow is pointing to the interaction region.
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3.2 Calorimeters

The D� calorimeter, shown in Fig 3.5, was designed to be nearly com-

1m

  

CENTRAL 
CALORIMETER

END CALORIMETER

Outer Hadronic
(Coarse)

Middle Hadronic
(Fine & Coarse)

Inner Hadronic
(Fine & Coarse)

Electromagnetic

Coarse Hadronic 

Fine Hadronic 

Electromagnetic

Figure 3.5: An isometric view of the D� calorimeters

pensating, responding equally to hadrons and electrons (e/h=1.05) [23], This

results in an excellent measurement of the energy of incident hadrons. It is

achieved using liquid argon as the signal sampling material and uranium as

the absorber. The calorimeter covers almost the entire 4� of solid angle.

There are 4 separate depth layers for the electromagnetic (EM) modules

in central calorimeter (CC) and end calorimeter (EC). The �rst two layers

(EM1 and EM2) are 2 radiation lengths (X0) thick and are included to help

measure the longitudinal shower development near the beginning of showers
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to discriminate photons and �0s. The third layer (EM3) is at the maximum

of the EM shower energy deposits with thickness of 6.8 radiation lengths (X0)

and the fourth (EM4) completes the EM coverage of approximately 20 X0.

The �ne hadronic modules (FH) are segmented into 3 or 4 layers and

coarse hadronic modules (CH) are divided into one or three layers. The trans-

verse sizes of towers in both EM and hadronic modules are �� = 0:1 and

�� = 2�=64 � 0:1. EM3 is twice as �nely segmented in both � and � to

better measure the EM shower centroids.

Figure 3.6: A side view of one quarter of the D� calorimeters and central track-
ing detectors. The alternate shaded and unshaded areas show the calorimeter
semi-projective towers and illustrate transverse and longitudinal segmentation.
The numbers are the pseudorapidity � at each tower boundary. The Main Ring
Bypass tube (the horizontal tube at the upper right) and the Intercryostat De-
tector (ICD) scintillator tiles, located on the inner face of the end cryostat are
also shown.
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A quadrant of the detector is shown in Fig. 3.6. The central region j�j <
1:2 is covered by Central Calorimeter (CC). The two end calorimeters, ECN

and ECS, extend the � coverage to j�j ' 4:0.

3.2.1 Central Calorimeter

There are three concentric cylindrical shells in the CC. It consists of 32 EM

modules in the inner ring, 16 �ne hadronic (FH) modules in the surrounding

ring, and 16 coarse hadronic (CH) modules in the outer ring. The EM, FH,

and CH module boundaries are rotated so that no projective ray encounters

more than one intermodule gap (\crack").

3.2.2 End Calorimeter

The two mirror-image end calorimeters (ECN and ECS) have four module

types. There is one EM module and one inner hadronic (IH) module, shown

schematically in Fig. 3.7. Outside the EM and IH, there are concentric rings

of 16 middle and outer (MH and OH) hadronic modules.

3.2.3 Intercryostat Detectors (ICD) and Massless Gaps

In the region of 0:8 � j�j � 1:4, a large amount of uninstrumented mate-

rial is present. Two scintillation counter arrays called intercryostat detectors

(ICD) that are mounted on the front surface of the ECs are used to correct for

energy deposited in these uninstrumented regions. There are 384 scintillator
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Figure 3.7: Schematics of the end EM calorimeter. The inner hadronic (IH)

module is behind the EM module as the last layer away from the interaction

region.

tiles of size �� = �� = 0:1 exactly matching the liquid argon calorimeter

cells in each array. Separate single-cell structures called massless gaps are also

installed in both CC and EC calorimeters.

3.2.4 Calorimeter Readout Electronics

Signals from the calorimeter modules are brought to four cryostat feedthrough

ports in each cryostat. Short cables connect the output from the feedthrough

boards to charge-sensitive hybrid preampli�ers. Output signals from the pream-

pli�ers are transported on twisted pair cable some 30 m to the baseline subtrac-

tor (BLS) shaping and sampling hybrid circuits; input signals are integrated

27



(430 ns) and di�erentiated (33 �s). At the input to the BLS, a portion of

the signal is extracted with ' 100 ns rise time and added into trigger towers

of �� = �� = 0:2 for use in event selection. The main signals are sampled

just before a beam-crossing and 2.2 �s after; the di�erence is provided as a dc

voltage proportional to the collected charge. Two storage capacitors for each

channel allow double bu�ering at the analog level. Fast baseline restoration

occurs in a few �s so as to minimize the e�ects of event pile-up. Depending

on signal size, the BLS outputs can be ampli�ed by 1 or by 8 so as to reduce

the dynamic range requirements of the subsequent digitization.

The 24-channel 12-bit ADC circuits, together with the �1 or �8 ampli-
�er allows an overall dynamic range of 215. Gain parameters are set so that

about 3.75 MeV of deposited energy corresponds to one ADC count. Mini-

mum ionizing particles deposit between 8 (EM1) and 90 (FH1) MeV in the

layers of the calorimeters. Channels which have an absolute di�erence of sig-

nal and pedestal below an adjustable threshold can be suppressed from the

readout bu�er. Both single-channel random noise (electronics and uranium

radioactivity) and multi-channel coherent noise have been measured in beam

tests and in the D� Hall. The single channel noise can be characterized as

2000 + 3100�C(nF) electron charge. For many channels, the total random

noise varies as
p
N , where N is the number of channels included; the total

coherent noise varies typically as N .

A useful measure of coherent noise is the number of channels that can

be summed before the coherent noise exceeds the random noise. In the D�

environment this number is typically >5000 channels.
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Calibration of the various components of the electronics is accomplished

by a precision pulser which injects charge through a large accurately known

resistor at the front end of each preampli�er.

The system has been tested thoroughly and found to be linear, stable,

and reliable. The failure rate of the signal channels in the detector is quite

low.

3.2.5 Calorimeter Performance

The calorimeter modules were tested using pion, electron, and muon

beams with energies between 2 and 150 GeV. The response to both electrons

and pions is linear with beam energy to within 0.5% for energies between 10

and 150 GeV.

The relative resolution as a function of energy can be parameterized as

(�E=E)
2 = C2 + S2=E +N2=E2;

where the constants C, S, and N represent the calibration errors, sampling


uctuations and noise contributions respectively. We obtain from test beam

[19] C = 0:003 � 0:004, S = 0:157 � 0:005
p
GeV for electrons in the ECEM

and C = 0:032�0:004 and S = 0:41�0:04
p
GeV for pions in the ECMH. The

noise contribution, N = 0:4 GeV, is dominantly due to uranium radioactivity,

and is consistent with our previous discussion of random and coherent noise.

The calorimeter position resolution is important for identi�cation of back-

grounds to electrons from the near-overlap of photons and charged particles.

For 100 GeV electrons, this resolution varies between 0.8 and 1.2 mm over the
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full range of impact positions; the position resolution varies approximately as

E�
1
2 .

3.3 Trigger and Data Acquisition

The D� trigger and data acquisition systems are used to select and record

interesting events. The trigger has three levels of increasingly sophisticated

event characterization as shown in Fig. 3.8. The Level 0 scintillator-based

trigger indicates the occurrence of an inelastic collision. At a luminosity of

L= 5� 1030cm�2s�1, the Level 0 rate is about 150 kHz. Level 1 is a collection

of hardware trigger elements arranged in a 
exible software-driven architecture

which allows easy modi�cation. Many Level 1 triggers operate within the 3.5

�s time interval between beam crossings and thus contribute no dead time.

The rate of successful Level 1 triggers is about 200 Hz. Candidates from

Level 1 are passed on along the standard D� data acquisition pathways to

a farm of microprocessors which serve as event builders as well as the Level

2 trigger systems. Sophisticated algorithms reside in the Level 2 processors

which reduce the rate to about 2 Hz before passing the events on to the Host

computer for event monitoring and recording on permanent storage media. A

schematic diagram of the the trigger and data acquisition system is shown in

Fig. 3.9
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Figure 3.8: A schematic diagram of the D� trigger system.
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Figure 3.9: A schematic diagram of the D� data acquisition and trigger sys-
tem.
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3.3.1 Level 0 Trigger

The Level 0 trigger registers the presence of inelastic collisions and serves

as the luminosity monitor for the experiment. It uses two hodoscopes of scin-

tillation counters mounted on the front surfaces of the end calorimeters. In

addition to identifying inelastic collisions, the Level 0 trigger provides infor-

mation on the z-coordinate of the primary collision vertex. The large spread of

the Tevatron vertex distribution (� ' 30 cm) has the potential for introducing

substantial error in the transverse energy (ET , see equation 3.1 for de�nition)

used in the trigger. The z-coordinate is determined from the di�erence in ar-

rival time for particles hitting the two Level 0 detectors. The Level 0 counters

provide excellent time resolution (100-150 ps).

3.3.2 Level 1 Calorimeter Trigger

The system operates on the analog trigger picko�s from the calorimeter

BLS circuits, summed into �� = �� = 0:2 trigger towers out to j�j = 4:0.

Separate trigger inputs are provided for the EM and hadronic sections (1280 of

each) of the calorimeters. Each input signal voltage is analog-weighted by the

sine of the trigger tower polar angle to give the transverse energy appropriate

for an interaction vertex at z = 0.

The level 1 hardware trigger for this analysis requires 1 EM trigger tower

(�� ��� = 0:2 � 0:2) above an ET threshold of 10 or 12 GeV, where ET is

de�ned as:
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ET = E � sin � (3.1)

E being the energy deposition of the tower and � the polar angle of the tower

with respect to the proton-beam direction (the origin is either assumed to be

the center of the detector for the �rst one third of data or the event vertex

measured by the Level 0 detector).

In the D� trigger menu, this Level 1 trigger is initially called EM 1 MAX

and later changed to EM 1 MED. The Level 1 trigger e�ciencies are extracted

from the data and discussed in section 5.2.1.

3.3.3 Level 2 Filter

The Level 2 �lter works on the candidate list passed from the Level 1. For

each Level 1 candidate trigger tower, Level 2 �nds a readout tower (����� =
0:1 � 0:1 ) with the highest energy and forms a 3 � 3 readout tower cluster

around it. A cluster of energy in the calorimeter is identi�ed as a \trigger

electron" if (1) it is isolated and 90% of the energy is in the EM section of

the calorimeter and (2) the shower shape is consistent with that expected for

electrons2. For the Z events, we require that there is at least one trigger

electron with a ET above 20 GeV. In the D� trigger menu, this Level 2 �lter

is called ELE HIGH. The turn-on curves of the Level 2 �lter are extracted

from the data and discussed in section 5.2.1 also.

2See section 4.4 for de�nitions of isolation and shower shape.
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The following list summarizes the Level 1 and Level 2 trigger conditions

for the Z sample.

� Level 1 Trigger

{ EM 1 MAX or EM 1 MED

{ Eem
T > 10 or 12 GeV in a .2 x .2 (� x �) tower (the threshold

varied with running period; the bulk of the data used the 10 GeV

threshold)

{ Coverage out to j�j � 3:2

� Level 2 Filter

{ ELE HIGH

{ ET > 20 GeV

{ Loose shower shape cuts

{ Isolation: Etotal(Riso)�Eem(Rcore)
Eem(Rcore)

< 0:15 Depending on run period,

with a roughly equal split, the isolation cone radii used were Riso =

0:4 or 0.6 in �, � space; the core cone was always Rcore = 0:2 in �,

� space.

All events that pass Level 1 and Level 2 requirements are recorded on

tape for o�ine analysis.
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Chapter 4

Z ! e+e� Data Sample

4.1 Introduction

To reconstruct an event in terms of leptons and jets, we start with the

data collected in terms of electronic charge-counter (ADC) or time-counter

(TDC) units. These signals must go through a process of calibration and

noise removal. Pattern recognition algorithms are then used to reconstruct

the leptons and jets in each event. Because we are interested in events where a

Z boson is produced and then subsequently decays into a pair of electrons, only

a subset of the data is retained for further study. In this chapter, we describe

the data collection, reconstruction, and reduction processes and discuss the

quality of the sample.
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Figure 4.1: Run 1a Tevatron and D� Performance.

4.2 The 1992-1993 Data Collection Period

4.2.1 The Integrated Luminosity

The data was collected during the 1992-1993 data collection period with

16:7� 2:0 pb�1 of data on tape. In the analysis, only a subset of data is used

because the detector was being tuned during the �rst three months of data

taking and it is hard to understand the data taken during that period.

The integrated luminosity delivered by the Tevatron Collider and recorded

by the D� detector is shown in Fig. 4.1 as a function of time.

There are two major ine�ciencies in the D� data collection, the dead

time caused by the main ring veto and the D� operating ine�ciency.

Because of the noise caused by the accelerator main ring beam that passes
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through the D� detector, proton-antiproton interactions that occur during the

injection of beam into the main ring or when the beam in the main ring is

near the D� detector are vetoed. The operating ine�ciency is mainly due

to the detector maintenance downtime and time lapse between global data

acquisition runs. The total loss due to the main ring vetoes is about 25%

and the D� operating e�ciency is 80%. Overall, approximately 60% of the

accelerator beam time is available for data taking.

4.3 Data Reconstruction

The data are recorded on 8mm tapes. The events are then reconstructed

o�ine using a \farm" of computers. The event vertex and the tracks which

point to the calorimeter energy clusters are found by the reconstruction pro-

gram using the drift chamber hits. The reconstruction program then calculates

the cluster energies, and uses a series of algorithms to identify electron, photon,

muon, jet, and missing transverse energy (E/T ). The full D� reconstruction

program D�RECO contains about 150,000 lines of code. Two output data

�les from each run with D�RECO are provided: the STA �le contains the raw

data plus the complete results of reconstruction. The STA events are used for

reprocessing events of particular interest and in preparing displays. Each STA

event contains approximately 600 Kbytes. The DST �le contains a compressed

version of the event with the most important information intended to serve the

bulk of subsequent analysis needs. The DST contains summaries of tracks and

calorimeter clusters as well as all parameters for electrons, photons, muons,
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jets, taus and missing transverse energy. The DST event size is approximately

20 Kbytes. Both versions utilize identical ZEBRA database structures.

4.3.1 Electron/Photon

The \nearest neighbor" algorithm is used for �nding the electron or pho-

ton. An EM tower with the highest energy is used as a seed and neighboring

cells over 50 MeV are added to it to form a cluster. For electron or photon

candidates, the energy in the EM portion of the calorimeter must exceed 90%

of the total energy, and the highest energy tower (�� � �� = 0:1 � 0:1 ) is

required to contain more than 40% of the cluster energy. The ET of the clus-

ter must be greater than 1.5 GeV. Electron candidates are further required to

have a track in the central or forward drift chambers which points from the

event vertex to the calorimeter cluster center.

4.3.2 E/
T

The E/T is de�ned as:

~6ET = �X
i

~Ei
T (4.1)

whereEi
T is the ET in cell i. The sum is over all the cells in the calorimeter.

4.3.3 Jets

D�RECO constructs jets according to several di�erent algorithms. One

is the nearest neighbor algorithm and the other one is known as the cone

algorithm and is most commonly used for three di�erent cone sizes (�R =
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p
��2 +��2 = 0:3; 0:5; and 0:7). The cone algorithm works as follows: It

starts with the highest ET calorimeter tower. A precluster is formed from all

contiguous towers within j��j < 0:3 and j��j < 0:3 with ET > 1 GeV. For

each precluster, the \ET weighted" centroid de�nes the axis of the correspond-

ing jet candidate. The energy within cones of �R = 0:3; 0:5; or 0:7 around

the axis is summed and a new \ET weighted" center is obtained. Starting with

this new center the process is repeated several times until the center is stable.

Once the jet is formed D�RECO requires that the ET be greater than 8 GeV

if the object is to be de�ned as a jet. As with all reconstructed objects, the

de�nition of a jet is relative; a 0.7 cone jet which just passes the ET threshold

will probably not survive as a 0.3 cone jet.

4.4 Z ! e+e� Event Selection

The sample selected with the single electron trigger contains not only Z

bosons, but also W bosons, as well as background events. we must apply

additional cuts to obtain a sample of clean Z events.

4.4.1 Electron Identi�cation(ID)

Because the large 
uctuations in the fragmentation process could make a

jet appear like an electron, the electron candidates reconstructed by D�RECO

may actually be jets. This is the case when the jet mostly consists of �0's and

its decay photons convert into pairs of electrons with very small angular spread.

Further cuts on electron quality parameters are needed to identify good elec-
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trons. The cuts are described below:

Cluster EM Fraction:

The EM fraction cut simply requires that most of the cluster energy be con-

tained within the EM calorimeter. The electromagnetic calorimeter being 21

X0 thick makes this a highly e�cient cut. This cut is already applied at the

data reconstruction stage (larger than 90% EM fraction).

Cluster Shower Shape:

The cluster shower shape is required to be consistent with that of an electron.

This requirement is imposed as a cut on the cluster �2 determined from the

energy distribution within the cluster.

The transverse and longitudinal energy depositions of both test beam

and Monte Carlo electrons are measured and a covariance matrix (Mij) is

constructed from these measurements.

Mij(�;E) =
1

N

NX
n=1

(xni � xi)(x
n
j � xj) (4.2)

where N is the number of electrons, xni the energy deposited in each calorimeter

cell for electron n and xi is the average energy deposited in the calorimeter cell

i. The covariance matrix contains both energy and � dependencies. For each

event, the measured energy depositions for an electron candidate are compared

with that expected from the reference sample and a �2 quantity is constructed:

�2 =
X
i;j

(xki � xi)Hij(x
k
j � xj) (4.3)

whereH =M�1 and k denotes the electron candidate. The electron candidates

are rejected if their �2's are large. This requirement on the cluster shower shape
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provides high rejection of pions, while retaining good e�ciency for electrons[24]

[25].

Cluster Isolation:

The cluster is required to be isolated from other sources of energy in the events.

The isolation variable (Iso) is de�ned as a ratio:

Iso =
E(0:4) � EM(0:2)

EM(0:2)
(4.4)

where total energy in a cone de�ned by a radius
p
��2 +��2 < 0:4 centered

on the electron is denoted by E(0:4) , while EM(0:2) is the electromagnetic

energy in a cone of radius 0.2 . The cut is e�ectively requiring the electron

energy to be deposited within a cone of 0.2 and to be isolated within a cone

of 0.4 from other particles in the event.

Cluster Track Matching Signi�cance:

The calorimeter cluster is required to be well matched to a reconstructed cen-

tral or forward track. The cluster centroid is determined from the calorimeter

energy deposition in the EM3 layer and the track parameters �tted from the

hits in the drift chambers are extrapolated to the shower position. The track

matching signi�cance (S) is de�ned as:

S =

vuut(��
��

)2 + (
�z

�z
)2 (4.5)

for the central calorimeter and

S =

vuut(��
��

)2 + (
��

��
)2 (4.6)

for the end calorimeter, where � z,and � are cylindrical coordinates and ��,

�z and �� are the di�erences between the measured centroid and projected
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track positions at the calorimeter EM layer 3. The �'s are the resolutions in

z,�, and �.

4.4.2 Electron Fiducial Region

Because the electron identi�cation and energy resolution rely heavily on

calorimeter information, we restrict electrons to regions of the calorimeter away

from the edges between modules. This is the region where electron detection

e�ciency is uniform and energy measurement is reliable. There is no EM

coverage in the intercryostat region, so electrons that went into this area are

lost.

There are phi \cracks" between the 32 EM calorimeter modules in the

central calorimeter. Since the response to electron energy is not uniform and

the electron ID e�ciency are not well understood in these \crack" regions, it is

necessary to either cut out the electrons going into these regions or correct the

calorimeter response when we need to include those electrons. The calorimeter

energy response has been studied in the test beam run for calorimeter calibra-

tion. Fig. 4.2 [26] shows that about 0.005 radian in phi away from the module

edge, the calorimeter energy response to a 100 GeV electron beam is almost

uniform and energy loss due to the leakage through the \crack" is very small.

We choose to cut out electrons within 0:01 radian in phi from the center of

the \crack" to guarantee 100% and uniform energy response.

Since there are a lot of energy depositions from the underlying events in
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Figure 4.2: Mean response to 100 GeV electrons vs TPHI3 in the vicinity of

the module crack, where TPHI3 = � � 64:=2� and the crack is at � = �.

the end calorimeter regions around the beam pipe, the electron ID e�ciency

is hard to understand, so we cut out these regions too.

In the unit of detector �1, the electron �ducial regions are de�ned as

j�j < 1:1 (CC), where complete four EM layer coverage is available and 1:5 <

j�j < 2:5 (EC).

4.4.3 Electron Energy Correction

The absolute energy scale of the D� calorimeter is provided initially by

test beam energy calibrations. There were two test runs to study and calibrate

the calorimeter modules. In the second test, a quadrant of the calorimeter

(central and end calorimeters) was calibrated using beams of electrons and

1See section 3.1.1 for the � de�nition. The di�erence is that the detector � is

always calculated from the detector center.
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pions. The EM energy scale is set by using the measured relationship of the

calorimeter pulse height (in ADC counts) and the beam momentum. The

calorimeter electronics in the test beam and at D� di�er somewhat, primarily

in the lengths of cables used and the times at which the analog signals are

sampled. They are compared by using a stable pulse generator to inject equal

charges in both systems. Various other di�erences between the test beam and

the D� detector, such as the high voltage (HV) applied across the liquid argon

gap and the measured purity of the liquid argon, are also taken into account.

Using this initial energy scale calibration, the measured Z mass was found

to be lower than that measured by the LEP experiments. This observation

triggered an extensive re-examination of the EM energy scale. The resulting

Z mass is still a few percent lower than the Z mass measured by the LEP

experiments.

In this analysis, the absolute energy scale of the EM calorimeters is set by

scaling the invariant mass peak to the LEP value for the Z mass[5] before the

kinematic cuts. Table 4.1 shows the electron energy scale correction factors at

di�erent regions:

CC ECN ECS
Correction Factor 1:072 � 0:002 1:025 � 0:005 1:012 � 0:007

Table 4.1: Electron energy scale correction factors.
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4.4.4 Selection of Z ! e+e� Events

For the Z ! e+e� data sample, we require:

� Events passing single electron trigger with a ET threshold of 20 GeV.

� At least one vertex found.

� Both electron candidates in �ducial region.

� Both electron candidates with ET > 25 GeV after the EM energy scale

correction discussed in the last section.

� Di-electron invariant mass between 75 GeV/c2 and 105 GeV/c2.

� Both electron candidates passing electron ID cuts.

There are three sets of electron ID cuts (standard, tight, and loose) for

this analysis as de�ned in Table 4.2, Table 4.3, and Table 4.4.

Cut name n Cut region CC EC
EM fraction 0.90 0.90
Isolation 0.15 0.15
Track Matching Signi�cance 10. 10.
�2 100 200

Table 4.2: Standard electron ID cuts.

We either require (a): both electrons to pass the standard electron ID

cuts or (b): either one of the electrons to pass the tight cuts and the

second electron to pass the loose cuts. Since only one electron is required

to have a track in the (b) sample, this e�ectively increases the selection
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Cut name n Cut region CC EC
EM fraction 0.95 0.95
Isolation 0.10 0.10
Track Matching Signi�cance 5. 10.
�2 100 100

Table 4.3: Tight electron ID cuts.

Cut name n Cut region CC EC
EM fraction 0.95 0.95
Isolation 0.10 0.10
Track Matching Signi�cance NA NA
�2 100 100

Table 4.4: Loose electron ID cuts. NA means the cut is not applied.

e�ciency so that we can have more Z events. Because the electron track-

ing angles (� in EC and � in CC speci�cally2) are better measured than

the calorimeter angles, it is desirable to use these angles in calculating

Z pT . So in this analysis, we �rst use the (a) sample to do the shape

measurement and constrain the production models then use the (b) sam-

ple to do the absolute di�erential cross section measurement. There are

total of 625 and 758 events in (a) and (b) sample respectively.

Figure 4.3 shows the di-electron invariant mass distribution for the (a)

sample, where a clear Z mass peak is seen. The mass peak is �tted with a

Breit-Wigner convoluted with a Gaussian resolution plus a linear background

2See section 5.2.1 for details.
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shape. The observed pT distribution of these Z candidates events is shown in

Fig. 4.4. Both plots are after the EM energy scale correction.

4.5 Electron Selection E�ciencies

4.5.1 Electron ID and Tracking E�ciencies

The electron ID and tracking e�ciencies are measured from a sample of

electrons selected from the Z data sample described below.

The selection of the sample is similar to that described in section 4.4.4

except we only require the �rst electron to pass trigger and electron ID cuts

and leave the second electron untouched, guaranteeing that the second electron

is unbiased by any trigger and o�ine requirements. We then apply each set

of electron ID cuts discussed in section 4.4.4 on the second electron to study

the e�ciencies. The electron ID e�ciencies for each set of cuts are shown in

Table 4.5.

The tracking e�ciency is a measure of how well the central detector �nds

the track associated with a real electron and it is measured as the ratio of the

number of Z electrons found with a track to the number of Z electrons found

with or without a track. The tracking e�ciencies are shown in Table 4.6.

The combined electron-ID and tracking e�ciencies for the standard and

tight cuts are calculated as the products of electron-ID e�ciency and tracking
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CC EC
"eidstandard 91:0 � 1:5� 0:9% 87:7 � 2:4 � 1:4%
"eidtight 85:1 � 1:6� 0:9% 83:9 � 2:6 � 0:9%
"eidloose 88:5 � 1:6� 0:3% 89:6 � 2:1 � 0:6%

Table 4.5: Electron ID e�ciencies � statistical errors � systematic errors for
the standard, tight, and loose electron ID cuts. In the study, the standard and
tight cuts are applied to the electron candidates with tracks and the loose cut
is applied to the electron candidates with and without tracks.

CC EC
"tracking 87:7 � 1:3 � 0:3% 83:6 � 2:1� 0:4%

Table 4.6: Electron tracking e�ciency � statistical errors � systematic errors.

e�ciency:

" = "eid � "tracking (4.7)

and the results are listed in Table 4.7 along with the electron ID e�ciency for

the loose cut "loose = "eidloose.

We plot the e�ciencies of the electron ID cuts as a function of Z pT as

shown in Fig. 4.5[27]. There is no signi�cant dependence on Z pT for the

electron ID cut e�ciencies.
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CC EC
"standard 79:8 � 2:0% 73:3 � 3:0%
"tight 74:6 � 2:0% 70:1 � 2:9%
"loose 88:5 � 2:1% 89:6 � 3:4%

Table 4.7: Combined electron ID and tracking e�ciencies of the standard,
tight, and loose electron ID cuts.

4.5.2 Trigger E�ciency and Bias Study

Since the level 2 electron �lter has both shape and isolation cuts, we need

to study the single electron trigger e�ciency and its dependence on Z pT .

The method to measure the trigger e�ciency (Level 1 and Level 2 com-

bined) and its dependence on Z pT is simple: for events obtained with a single

electron trigger after passing all the cuts discussed in section 4.4.4, if one elec-

tron is triggered, check if the other electron may pass the trigger also3; the

passing rate of this electron is e�ectively the trigger e�ciency.

Figure 4.6 shows that the isolation parameters of the two Z electrons

as de�ned in section 4.4.1 are not correlated and the trigger e�ciency as a

function of Z pT . The trigger e�ciency has little dependence on pT . Because

each Z event has two chances to pass a single electron trigger, the trigger bias

is negligible.

3We actually check if the Z event can pass a double electron trigger as well,

where the double electron trigger requires both electrons to pass the single electron

trigger.
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4.6 Background Estimation

The possible background sources for the Z sample are:

� QCD multijets events with two jets faking electrons and passing the cuts.

� Drell-Yan continuum [14].

� Z ! �� ! ee.

The area under the linear line within the mass window in Fig. 4.3 gives

the total number of QCD+Drell-Yan background events. From theoretical

calculation [28] and Monte Carlo simulation[29] with PYTHIA[30], we obtain

the percentage of the Drell-Yan background under the Z peak. The Z !
�� ! ee background is studied using Monte Carlo data. 2500 Monte Carlo

Z ! �� ! ee events with full detector simulation are selected with the same

selection cuts as in the Z data sample and their di-electron invariant mass peak

is shown in Fig. 4.7. No event falls in the Z mass window and this background

is mainly suppressed by the kinematics cuts. Taking the Z ! �� ! ee

branching faction (0:56%) into account, this Monte Carlo sample is equivalent

to a data sample with � 0:45 millions Z ! ee events in it. Therefore this

background rate is < 2:2 � 10�6/per Z event and negligible in the data sample.

Table 4.8 summarizes the background estimation. The background is

subtracted from the signal according to the percentage of the background in

the total number of events.
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QCD Drell-Yan Z ! �� ! ee

Background (%) 3:5 1:3 0:0

Table 4.8: Background estimation of the Z data sample after standard electron
ID cuts.

4.7 Background pT Distribution

In order to study the background pT distribution, the product of the

isolation parameters de�ned in section 4.4.1 of the two electrons are plotted

as a function of the invariant mass as shown in Fig. 4.8. It is clear that the

background events are more uniformly distributed, whereas the signal events

are highly clustered under the line of Iso1�Iso2= 0:006.

Figure 4.9 shows the pT distributions for the background events in di�er-

ent regions. There is a clear dependence of the pT distribution on the invariant

mass. We presume that the background events in B region give the best esti-

mate of the pT distribution of the background events in the S (signal) region.

The similarity between the background and signal pT distributions is due to

the similarity in the production mechanisms: the pT is due to the initial state

parton radiations within the same mass window.
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Di-electron Invariant Mass Distribution
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Figure 4.3: The di-electron invariant mass distribution after standard electron

ID cuts. It is �tted with a Breit-Wigner convoluted with a Gaussian resolution

plus a linear background shape. The line is described as P3 � (P4 + P5 �Mee)

and the Breit-Wigner is described as m2

(m2�P12)2+m4P22

P12

with P1 as the �tted Z

mass and P2 as the �tted Z width.
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Figure 4.4: The raw pT distribution after standard electron ID cuts. The upper

plot has a linear scale and the bottom plot has a log scale for the vertical axis.
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Electron id efficiency vs PT
Z
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Figure 4.5: Electron ID e�ciencies vs. Z pT (GeV/c) for di�erent electron ID

cuts in both CC and EC.
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TRIGGER BIAS STUDY
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Figure 4.6: The trigger e�ciency and bias study. The upper plot shows the

isolation parameters of the Z electron are not correlated and the bottom plot

shows the trigger e�ciency as a function of Z pT .
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Z ID and Background Study
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Figure 4.8: Background study. The upper plot shows the product of the two

electron isolation parameters as a function of the di-electron invariant mass

after the standard electron ID cuts. The bottom plot is after the partial

electron ID cuts. The background events are more uniformly distributed,

whereas the Z events are highly clustered in the S region.
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PT Distributions of the Background Events
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Figure 4.9: Background pT distributions.
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Chapter 5

Fast Monte Carlo Simulation of Z Production

5.1 Introduction

The reconstructed Z pT distribution is biased by the kinematic (ET ) cuts,

�ducial cuts, electron ID cuts, triggers, and resolution smearing. These e�ects

need to be well modeled for the Z pT measurement. A fast Monte Carlo

program was developed to accomplish this [31].

5.2 Fast Monte Carlo Simulation

The starting point for the fast Monte Carlo (MC) simulation is the cal-

culated double di�erential cross section, d2�=dpZT dyZ, where yZ is the rapidity

of Z. It contains most physical information for Z production. Theoretical

calculations by Arnold-Kau�man [13] and Ladinsky-Yuan [15] are available

and used as inputs. Fig. 5.1 shows an example of the double di�erential cross

section calculated by Ladinsky and Yuan [15]. Z bosons are then generated
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where mZ and �Z are the mass and width of the Z boson. The parton lu-

minosity change over the Breit-Wigner resonance region is modeled by an

exponential decay factor, e��m, with � = 0:009 and is about 24%.

The recent results of mZ = 91:188 GeV/c2 and �Z = 2:493 GeV/c2 by

the LEP experiments [5] are used to generate Z events.

5.2.1 Simple Detector and Event Selection Model

The Z electron detection and selection processes are simulated with a

simple model.

The simple model is based on a set of input parameters extracted from

the data. The model has the following features:

1. The event vertex distribution along the beam (z) direction is modeled

with a Gaussian shape. For the 1992-1993 collider run, the collision

center at D� was not exactly at the detector center. Its mean and width

are extracted from the Z candidate data sample before the selection cuts

with zvertex = �10:03 � 0:35 cm, and �z = 28:4 � 0:3 cm as shown in

Fig. 5.2.

2. The electron angular resolutions are modeled with Gaussian shapes as

well. The upper limit of the standard deviations of these detector e�ects

are extracted from Z data by �tting the di�erence (�� and ��) of the

measured Z electron calorimeter angles (�C and �C) and tracking angles
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Figure 5.2: Event vertex distribution along the beam (z) direction.

(�T and �T ) at both central (CC) and end (EC) calorimeter regions as

shown in Fig. 5.3. The tracking angles result from �tting of the hits

in the tracking chambers and the calorimeter angles are determined by

connecting the center of gravity of the electron shower in the calorimeter

and the event vertex position �tted by the tracking chambers. As shown

in the equations below:

�� = �T � �C; �� = �T � �C (5.2)

��� =
q
(��T )2 + (��C)2; ��� =

q
(��T )2 + (��C)2 (5.3)

��� > ��T ; ��� > ��C (5.4)

��� > ��T ; ��� > ��C (5.5)
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The standard deviations of the di�erences of the tracking angles and the

calorimeter angles (��� and ���) give the upper limits for the angular

resolutions using either calorimeter angles or tracking angles and are

listed in Table 5.1.

CC (mr) EC (mr)
��� 32:4 � 1:2 9:5 � 0:9
��� 4:7� 1:2 9:7 � 0:6

Table 5.1: The upper limits of the electron angular resolutions.

We can also use R�� = ��C
��T

and R�� = ��C
��T

from expected resolutions;

�� = �T � �C and �� = �T � �C from Z data to extract ��C, ��T , ��C,

and ��T separately. The procedure is described below:

From the tracking resolutions in r � � and z (�r��trk and �ztrk), the

calorimeter position resolutions (�zcal and ��cal), and the z vertex posi-

tion resolution of the track �tting (�vtx) as discussed in chapter 3 and

listed in Table 5.2,

CC EC
�r��trk[19] 150 �m 200 �m

�ztrk 4 mm[22] 200 �m[19]
�zcal[22] � 6 mm � 2 mm
��cal � 2 mm[22] � 1.4 mm[19]

�vtx[33] � 2 cm � 2 cm

Table 5.2: The numbers used in estimating the ratios of tracking and calorime-
ter angular resolutions. The � signs mean averages approximately within 10%
of errors.
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we can roughly estimate the ratios (R�� and R��) of the calorimeter and

tracking angular resolutions as the following:

��C �
q
�2vtx + �2zcal

Dem3
; ��T �

p
2�ztrk
Dtrk

(5.6)

R�� =
��C
��T

�
q
�2vtx + �2zcal �Dtrk

p
2�ztrk �Dem3

(5.7)

��C � ��cal
Dem3

; ��T �
p
2�r��trk
Dtrk

(5.8)

R�� =
��C
��T

� ��cal �Dtrk

p
2�r��trk �Dem3

(5.9)

where Dem3 is the distance of the EM3 layer of the EM cluster in the

calorimeter to the event vertex and Dtrk is the length of the CDC or

FDC portion of the track. Because the radius of the EM3 layer of the

central calorimeter and the thickness of CDC are 91.6 cm and 20.1 cm

respectively, the Dem3

Dtrk (CC) is 91:6
20:1 = 4:6. Since the distances of the EM3

layer of the end calorimeter to the detector center along the beam axis

and the thickness of FDC are 178.9 cm and 30.4 cm respectively, the

< Dem3

Dtrk > (EC) is 178:9
30:4 = 5:9. We then can obtain the ratios as listed in

Table 5.3.

CC EC
R�� � 0:8 � 12:1
R�� � 2:1 � 0:8

Table 5.3: Estimation of R�� and R��.

Using the ratios, equation 5.3, and Table 5.1, we can estimate the track-
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ing and calorimeter angular resolutions. The results are listed in Ta-

ble 5.4 and 5.5.

CC (mr) EC (mr)
��T � 25:3 � 0:8
��T � 2:0 � 7:6

Table 5.4: Electron angular resolutions from tracking.

CC (mr) EC (mr)
��C � 20:2 � 9:5
��C � 4:2 � 6:1

Table 5.5: Electron angular resolutions from calorimeter.

In the data, we use the tracking angle for Z electron direction if the

electron track is available. Gaussian distributions using the 1 � values

in Table 5.4 and Table 5.5 for the angular resolutions from tracking and

calorimeter are used in the fast Monte Carlo simulation for both (a)

(using tracking angles for both electrons) and (b) (using tracking angles

for most of the electrons and calorimeter angles for a small fraction,

� 6:5%, of all electrons) samples discussed in section 4.4.4.

Since the electron pT is calculated as:

peT = pe � sin � (5.10)
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and the measurement error of the electron pT is:

�peT
peT

=

s
(
�pe

pe
)2 + (

��

tan �
)2 (5.11)

the poorer angular resolution for � in the CC as shown in Fig. 5.3,

Table 5.4, and Table 5.5. does not a�ect the Z pT resolution very much

because of the large tan � value there.

3. The electron energy scale and resolution are modeled by assuming the

energy scale is correctly set and smearing the energy measurement with

a Gaussian shape and resolution of

(
�

E
)2 = C2 + (

Sp
ET

)2 (CC) [32] (5.12)

(
�

E
)2 = C2 + (

Sp
E
)2 (EC) (5.13)

where S is a sampling term and C is a constant term. The sampling

term S is constrained by the test beam data and the constant term C is

constrained by the measured width of Z peak. The noise term discussed

in section 3.2.5 is ignored because the Z electrons have very high energy.

Table 5.61 shows the values used in the simulation.

4. The electron trigger simulation is implemented by using the detector �

dependent Level 2 turn-on curves [27] as e�ciencies for electrons to pass

1CC, ECN, and ECS stand for central calorimeter, end calorimeter north side,

and end calorimeter south side respectively.
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Figure 5.3: The distributions of the di�erences of the measured Z electron

tracking angles and calorimeter angles. The lines are the Gaussian �t.
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CC ECN ECS
Constant Term 0:0212 � 0:006 0:0316 � 0:009 0:043 � 0:01
Sampling Term 0:13 � 0:05 0:157 � 0:05 0:157 � 0:05

Table 5.6: Electron energy resolution.

the �lter. Level 1 e�ciencies with di�erent ET thresholds are studied

with the Z electrons and shown in Fig. 5.4 and Fig. 5.5, where the data

for di�erent calorimeter modules are folded into one module. Since Level

1 is fully e�cient around ET threshold of 10 GeV, there is no need to

simulate it.

Due to uncertainty of the electron ET measurement by the level 2 �lter,

the ET threshold for the Level 2 turn-on is smeared. The level 2 turn-

on curves are obtained by plotting the fraction of the electrons that

passed a trigger ET threshold as a function of the more accurate ET

from the reconstruction program with a data sample selected by a single

electron trigger with an ET threshold of 15 GeV. At the beginning of

the collider run Ia, the level 2 assumed the event vertex to be at the

detector center in calculating electron ET . There is
1
3 of data collected

this way. A more sophisticated way (slow z) of calculating the event

vertex position was implemented later at level 0 2 to provide level 2 with

more accurate information in calculating electron ET . In the fast Monte

2It uses the time di�erence of the signal arriving at the two end scintillators to

calculate z vertex position.
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Figure 5.4: Level 1 e�ciencies(vertical axes) as a function of module � in CC

at di�erent ET thresholds. The upper left plot has many points with 100%

e�ciencies and therefore no statistical errors.

70



0

0.2

0.4

0.6

0.8

1

0 0.04 0.08 0.12 0.16
0

0.2

0.4

0.6

0.8

1

0 0.04 0.08 0.12 0.16

0

0.2

0.4

0.6

0.8

1

0 0.04 0.08 0.12 0.16

L1 Efficiency vs Module Phi, EC

L1 Threshold = 10. GeV/c

L1 Efficiency vs Module Phi, EC

L1 Threshold = 14. GeV/c

L1 Efficiency vs Module Phi, EC

L1 Threshold = 18. GeV/c

L1 Efficiency vs Module Phi, EC

L1 Threshold = 22. GeV/c

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

0 0.04 0.08 0.12 0.16
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Carlo, the change in the vertex determination is re
ected by generating

events with 1
3
without slow z correction.

Figure 5.6-Fig. 5.9 show examples of the level 2 turn-on curve, where

the percentages of the electrons passing both the trigger ET and recon-

structed ET are plotted as a function of the reconstructed ET for di�erent

trigger conditions.

5. The electron �ducial and kinematic cuts are set as same as in the data.

6. The electron ID cuts are simulated by applying the electron ID e�-

ciencies obtained from the Z data sample. Shown in Table 4.7 are the

electron ID e�ciencies for standard and tight-loose electron ID cuts re-

spectively. The model does not simulate the detector response to elec-

trons, but simply decide whether a given electron passes our cuts based

on the electron ID e�ciency ("). A fraction of the electrons (1 � ") is

randomly rejected.

5.2.2 Comparison between the Fast Monte Carlo

Simulation and Data

Detailed comparisons on many features between the Monte Carlo simu-

lation and data are performed to establish the model.

Figure 5.10 shows the comparisons for vertex, electron pseudorapidity

(�), electron ET , and di-electron invariant mass distribution. The frac-

tion of events with a decay electron in a given detector region is properly
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reproduced and the cracks in the inter cryostat regions are correctly mod-

eled, as shown in the electron � distribution (the small disagreement in

the EC regions is due to the fact that there are more background events

in the EC regions and does not signi�cantly a�ect the pT measurement).

The agreement in the invariant mass distribution indicates that the elec-

tron energy resolution is properly modeled.

Good agreement is also shown in Figure 5.11 for the two electron angular

di�erence distributions (��ee and ��ee).

Since the Z momentum is known, comparisons are also made for the lon-

gitudinal distributions. Good agreements in the Z rapidity and Feynman

X distributions 3 as shown in Fig. 5.12 indicate that the longitudinal pro-

duction properties are also well modeled.

3XZ =
2PZ

Lp
s
, where PZ

L is the Z longitudinal momentum and
p
s is the total

center of mass energy.
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Figure 5.6: Turn-on curve for CC electrons without slow z correction.
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Figure 5.7: Turn-on curve for CC electrons with slow z correction.
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EC, no z correction
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Figure 5.8: Turn-on curve for EC electrons without slow z correction.

EC, slow-z corrected
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Figure 5.9: Turn-on curve for EC electrons with slow z correction.
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Figure 5.10: Comparison of the fast Monte Carlo predictions and data: z

vertex, electron �, electron ET , and di-electron invariant mass distributions.

The solid histograms are data and the dotted histograms are MC.
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Chapter 6

dN=dpT Measurement

6.1 Introduction

Having examined the quality of the data sample and established the

Monte Carlo simulation, we now proceed to measure the inclusive pZT

distribution.

pZT can be reconstructed as the vector sum of the transverse momenta

of 2 decay electrons. The measurement errors on pZT depend on the

electron energy and angular resolutions. The � component of pZT , where

the � direction is de�ned as the inner bisector of the angle between

the transverse directions of the two decay electrons shown in Fig. 6.1 is

relatively insensitive to the electron energy resolution and least smeared,

relying mainly on the angles of the two electrons, due to the fact that

most of Z electrons are decaying back to back. The � component of pZT

therefore can be used to calibrate the jets, recoil energy, and E/T . In this
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chapter, we compare data and theory for both pT and p� distributions.

Using the fast Monte Carlo program, we can study the energy and an-

gular resolution smearing e�ects, as shown in Fig. 6.2 and Fig. 6.3. Here

we use the default Ladinsky-Yuan production model (see section 6.2) to

generate Z events; the estimated tracking angular resolutions from Ta-

ble 5.4 are used for electron angular smearing in the MC. It is clear that

the smearing due to the electron energy resolution is much larger than

that due to the electron angular resolution. The di�erence of the input

pT and the smeared pT distribution and that of the input p� and the

smeared p� distribution are plotted in Fig. 6.4 and the rms resolutions

are extracted to be 1.4 GeV/c and 0.4 GeV/c for pT and p� measurement

respectively.
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Figure 6.1: Schematic view of the � direction.

6.2 dN=dpT Measurement

Let us �rst compare our data1 with the smeared2 theoretical predic-

tions. Figure 6.5 shows the comparison with both Arnold-Kau�man[13]

and Ladinsky-Yuan calculations[15] using their nominal values for the

parameters in the nonperturbative function as described in chapter 1,

�QCD = 190 MeV, and HMRS(B) pdf in both models. The smeared

theoretical predictions are normalized to the total number of events in

the data. Above 7 GeV/c, the data agree with either model. Only in

the low pT region do the models need to be further modi�ed.

1For the dN=dpT measurement, the standard cuts for electron ID are used. The

corresponding e�ciencies are used for the fast MC.

2Smeared here means after applying all the detector and selection e�ects.
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Figure 6.2: The energy and angular resolution e�ects on the pT distribution

(linear plot). The solid histogram is the initial pT distribution, the dashed is

after the electron energy resolution smearing, the dotted is after both electron

energy and angular smearing (the estimated tracking angular resolutions from

Table 5.4 are used in the MC).
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Figure 6.3: The energy and angular resolution e�ects on the pT distribution

(semi-log plot). The solid histogram is the initial pT distribution, the dashed is

after the electron energy resolution smearing, the dotted is after both electron

energy and angular smearing (the estimated tracking angular resolutions from

Table 5.4 are used in the MC).
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rms value of 1.4 GeV/c (a) and di�erence between the input and smeared p�

distribution with a rms value of 0.4 GeV/c (b).
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6.3 dN=dp� Measurement

Since the resolution of the p� measurement is much better than that of

the pT measurement, comparison between data and MC is also made for

the dN=dp� distribution.

Figure 6.6 shows good agreement between MC and data. Again, the

smeared theoretical predictions are normalized to the total number of

events in the data. A previous measurement by the UA2 collaboration[34]

showed disagreement.

6.4 Optimization of the Parameters in the

Nonperturbative Function

The parameters in the nonperturbative function are tuned to better �t

the measured Z pT distribution. Using MC, the peak position of the

predicted pT distribution is found to be sensitive to the value of g2.

The values of g2 are increased or decreased by �� in the Ladinsky-

Yuan parameterization as discussed in 1.10 and the double di�erential

cross sections are recalculated and smeared. The �2 �ts between the

smeared theoretical predictions and the data are calculated and plotted

in Fig. 6.7. The points in Fig. 6.7 are �tted with a polynomial function

and the minimum of the �tted curve gives the best value of g2 (� g02+2�).

The error of the �tted g2 value is estimated to be the excursion needed
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in g2 to give ��
2 = 1 and is about �0:1 GeV2 from Fig. 6.7.

It favors a set of parameters with:

g2 = g02 + 2� � � = 0:58 + 2 � 0:1� 0:1 = 0:78 � 0:1 GeV2 (6.1)

g1 = g01 = 0:11+0:04�0:03 GeV2 (6.2)

g3 = g03 = �1:5+0:1�0:1 GeV�1 (6.3)

and provides further constraint on the Ladinsky-Yuan parameterization.
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Figure 6.5: pZT measurement. The bottom plot has log scale for the vertical

axis.
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Chapter 7

d�(pp �! Z)=dpT Measurement

7.1 Introduction

The di�erential cross section is interesting because it provides important

tests of our understanding of the Standard Model. Although the com-

parison between theoretical predictions and experimental measurement

can be achieved by smearing the theory, it is desirable to unfold the de-

tector and event selection e�ects on the data so that our measurement

can be directly compared with any theoretical prediction.

In this chapter, the detector and selection e�ects on the pT distribution

and the methods used to unfold these e�ects are discussed. The d�=dpT

result is presented and its uncertainties are assessed.
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7.2 Acceptance

Many Z events are lost due to the �nite detector coverage and the of-


ine selection cuts. With 150,000 generated Z events, the fast Monte

Carlo program is used to study the acceptance. Table 7.1 shows the de-

composition of the detector loss and acceptance due to the various cuts

including all pT values of the electrons. The Z pT dependences of the

detector acceptance and selection e�ects are discussed in the following

section. Heavy losses occur in the Intercryostat Region (ICR) as de�ned

in section 4.4.2 (18.3% loss) and due to the kinematic (ET ) cuts (29%

loss). The overall acceptance is 37.5%.

Cut % of Events Lost % of Events Left

Ee1
T < 25GeV 22.55 77.45

Ee2
T < 25GeV 8.36 70.97

e1 in phi crack 6.29 66.51
e2 in phi crack 5.92 62.57
j �(e1) j> 2:5 4.61 59.68
j �(e2) j> 2:5 4.80 56.82
e1 in ICR 17.24 47.02
e2 in ICR 18.08 38.52

Mee > 105, or Mee < 75 2.66 37.50

Table 7.1: Event loss and acceptance
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7.3 Detector and Selection E�ects

With 150,000 generated Z events, the fast Monte Carlo program is also

used to study the detector and selection e�ects1 on the pT distribution.

Two methods are shown below.

7.3.1 1 Dimensional (1-D) Study: The Detector

Response Function

The detector response functionA(pT) is de�ned2 as the ratio of dN=dprecT

and dN=dptrueT :

A(pT) =
dN=dprec

T

dN=dptrue
T

(7.1)

Figure 7.1 shows the detector response function A(pT) using the �tted

production model (with g02 + 2�) as described in section 6.4.

Figure 7.2 shows the decomposition of A(pT) for the various cuts, where

we apply each cut step by step and calculate the A(pT) at each step,

1For the d�=dpT measurement, the tight-loose cuts (i.e. one electron is required

to pass the tight electron ID cut and another electron is required to pass the loose

cut) for electron ID are used to improve the statistics. The corresponding e�ciencies

are used for the fast MC. There are about 13% of the Z events with second electron

without a track in this sample and the directions of these electrons are simulated

with the calorimeter angular resolutions in the Monte Carlo.

2Bold letters denote 1 dimensional array.
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Figure 7.1: Detector response function A(pT). The binning is as same as in

the 2-D study discussed in the following section. The error bars indicate the

statistical uncertainties of the MC sample.

the numerator in calculating A(pT) at the previous step becomes the

denominator of the next step.

The resolution smearing is responsible for the bump around 7 GeV/c as

shown in Fig. 7.2(a) because the smearing only pushes the Z pT up at

low pT due to the fact that Z pT is always positive and spreads out in

both directions as pT increases. Figure 7.2(b) shows that the detector
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Figure 7.2: Decomposition of A(pT). (a): smearing e�ect, (b): kinematic cut

e�ect, (c): �ducial cut e�ect, (d): trigger e�ect, (e): electron ID cut e�ect, (f):

mass window cut e�ect. The binning is as same as in the 2-D study discussed

in the following section. The error bars indicate the statistical uncertainties

of the MC sample.
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acceptance decreases as a function of Z pT due to the kinematic cut,

because one decay electron of a high pT Z is boosted while the other

electron is deboosted, and the kinematic cut requires Z event with both

electron ET above 25 GeV. The detector acceptance is found to be 
at

as a function of Z pT due to the �ducial cuts, trigger, electron ID cuts,

and mass window cut, as shown in Fig. 7.2(c), 7.2(d), 7.2(e), and 7.2(f).

7.3.2 2 Dimensional (2-D) Study: Matrix Method

Figure 7.3 shows the 2-D detector and selection e�ects by plotting the

reconstructed pT vs. generated pT for each event. The �tted production

model3 is used in the MC.

The smearing matrix4 Sij as shown in the vertical dimension of Fig. 7.3(a)

is obtained by normalizing the reconstructed pT distribution for a given

input (generated) pT bin with the total number of events generated in

that bin. All detector resolution and acceptance, and event selection

e�ects are present in the reconstructed pT distribution.

3See section 6.2 for the choices of other variables in making the model. The

HMRS(B) pdf is the default choice.

4The data file is located (in WWW) at

http://d0sgi0.fnal.gov/publications talks/thesis/jiang/smearing matrix.dat.
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the box is proportional to the height of Fig.(a).
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7.4 The procedure for obtaining d�=dpT

7.4.1 1-D Method

After the detector smearing, if an input pT distribution can be found

with good �t to the raw pT data, then the input pT distribution should

be equal to the unfolded pT distribution. With the A(pT) by the �tted

production model, the d�=dpT can be calculated as:

d�=dpT =
dN(Z! e+e�)=dpT

A(pT) � B � R Ldt (7.2)

where B= 0.03366[18] is the Z ! e+e� branching fraction, and
R Ldt=

12:8 � 0:7 pb�1 is the integrated luminosity5.

In this analysis, we only use theA(pT) to estimate the systematic errors.

A 2-D method discussed in the following section is believed to be less

sensitive to the assumption of production model for the fast MC and

used for obtaining d�=dpT .

5Only a subset of the data on tape is used, to reduce the uncertainties of the

luminosity and electron ID e�ciency measurements. We excluded data from the

�rst three months of data taking, when we were trying to understand the detector

and optimize the data taking condition and procedure.
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7.4.2 2-D Method

We use multidimensional unfolding method based on Bayes's Theorem[36]

which allows us to unfold any smeared distributions, given the smearing

matrix, without the prior knowledge of the true distribution.

Principle of the 2-D Method

Let's de�ne the smearing and unfolding matrices as Sij and Mji respec-

tively, and the true and reconstructed pT distributions as:

n = dN=dptrue

T
;n

0

= dN=dprec

T
: (7.3)

We de�ne:

n
0

j =
X
i

Sij � ni; (7.4)

and

ni =
X
j

Mji � n0

j: (7.5)

Bayes's Theorem[35] states that Mji can be expressed in terms of Sij as:

Mji =
Sij � niX
l

Slj � nl
(7.6)

Since the true distribution is not known, a trial pT distribution ntriali can

be used to begin with. Substituting equation 7.6 into equation 7.5, we

obtain:
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ntrue�i =
X
j

Sij � ntrialiX
l

Slj � ntriall

� n0

j (7.7)

where ntrue�i is closer to the true pT distribution than ntriali .

The iterative procedure is then used to get the true distribution. The

procedure can be stated as the following:

1. choose the initial distribution of ntrial;

2. calculate ntrue�;

3. make a �2 comparison between ntrial and ntrue�, where �2 is

de�ned as:

�2 =
X
i

(ntriali � ntrue�i )2

ntriali + ntrue�i

; (7.8)

4. replace ntrial by ntrue�; and start again; if, after the second

iteration the value of �2 is \small enough" 6, stop the iteration;

otherwise go to step 2.

Smoothing the results of the unfolding with a continuous and smooth

function before feeding them in the next step as the new trial distribution

helps to avoid large 
uctuations and make the procedure converge.

7.5 d�=dpT Measurement

The d�=dpT measurements described in the following sections are based

on the 2-D method.

6The �2 value is set at 2 � 10�2 in this analysis for 20 degrees of freedom.
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7.5.1 Test of the 2-D Method

The fast Monte Carlo program is used to test if a reconstructed pT dis-

tribution can be unfolded by the 2-D method back to a generated (true)

distribution using the smearing matrix Sij in Fig. 7.3.

Figure 7.4 shows how well this program works. Using MC events gen-

erated with the �tted production model, we apply the 2-D unfolding

method on the reconstructed pT distribution using a 
at distribution as

the initial trial distribution. The reconstructed pT distribution contains

all detector e�ects (�ducial cuts, electron ID e�ciencies etc.) After 5

iterations, the �2 between the ntrue� of the next to last step and the

ntrue� of the last step becomes 10�3. A functional form[37]:

d�

dpT
=

A � pT
(p2T +B)C � [(DpT )E + 1]

(7.9)

where A, B, C, D, and E are free parameters is used to smooth the

unfolded distribution before feeding it into the next step as the new trial

distribution.

The exact solution is di�cult to achieve, because of the �nite statistical

precision of the smearing matrix elements, and the fact that we are

attempting to approximate the inversion of this 20 by 20 matrix. The

resulting biases are discussed in section 7.6.2 below.
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7.5.2 Unfolding of the Measured dN=dpT Distribu-

tion

Now we are ready to apply the 2-D method to the measured dN=dpT

distribution after background subtraction. The total background rate (f)

in the Z data sample after the tight-loose electron ID cuts is estimated

to be 4:0%� 1:4%[38].

The binning of the pT distribution is determined as a compromise of the

detector resolution and the statistical precision. Ideally, with an in�nite

amount of data, the smaller the bin sizes, the better. But due to the

limited number of Z events, we must consider the correlation between the

statistical errors and bin sizes. We also need to take the pT resolution

of 1.4 GeV/c as shown in Fig. 6.4 into consideration. We chose 1.5

GeV/c binning for up to 21 GeV/c of Z pT to be consistent with the pT

resolution and make the statistical uncertainties below 10% around the

peak position so that the di�erence of the number of events between the

adjacent bins in that region is larger than the statistical uncertainties.

At higher pT (pT > 21 GeV/c) , bin sizes of 3, 4, 7, 10, 20, and 25 GeV/c

are chosen. After 3 iterations, the unfolding procedure converges and the

unfolded pT distribution is divided by B � R Ldt to normalize to d�=dpT .
The results are shown in Fig. 7.5 and Fig. 7.6. The unfolded data is

compared with the Arnold-Kau�man theoretical band, which means any

curve inside the band is within the allowed theoretical error; and the

default theoretical prediction from Ladinsky-Yuan (dotted curve). The
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Arnold-Kau�man theoretical band is established by considering:

{ The e�ect of non-perturbative physics. At small pT , when pT <

�QCD, con�nement e�ects set in and �s blows up. These non-

perturbative e�ects are parameterized and are accounted for in the

resummation procedure. Di�erent choices of the parameterization

leads to a pT dependent variation in the predicted d�=dpT . The

variation is taken as a theoretical error. It is � 40% at pT = 1

GeV/c, and reduces to about 2% at pT = 10 GeV/c.

{ The choice of structure function and �QCD. The result using HMRS(B)

set with �QCD = 190 MeV is di�erent from that using HMRS(E)

set with �QCD = 100 MeV by 10 to 15 %. This e�ect is expected to

shift d�=dpT prediction up and down rather uniformly over all pT .

{ The contributions from higher order processes. For the matching

result, an estimate of the higher order contributions is simply taken

as the di�erence between the matched and the perturbative results

at pT = 50 GeV/c. This procedure gives an uncertainty of � 10%

from neglecting higher order contributions.

{ The choice of renormalization and factorization scales. The un-

certainty is estimated by choosing Q2 = M2
Z and Q2 = p2T . The

di�erence in the perturbative result is � 10%.

As shown in Fig. 7.5 and Fig. 7.6, the unfolded data agree with the

theoretical calculations. The agreement is however not perfect, as our
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data favor a slightly harder d�=dpT at the low pT region.

7.6 The Uncertainties of the d�=dpT Mea-

surement

7.6.1 Estimation of the Statistical Uncertainties

After the iterative procedure described above has converged, one ob-

tains the unfolded distribution n. Since the resolution smearing moved

events from bin to bin, the unfolding procedure leads to correlation in

the uncertainties.

Since the statistical uncertainty on the measured pT distribution is given

as:

�n
0

i =

q
dN

0

i

dpiT
(7.10)

Then the statistical uncertainty on the unfolded pT distribution is:

�nj =
X
i

Mji�n
0

i (7.11)

and the covariance can be expressed as:
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(�ni)(�nj) =
X
kl

Mki�n
0

kMlj�n
0

l (7.12)

Given the fact that the number of events in each bin of the measured

pT distribution follows a Poisson distribution and is independent, the

expectation value becomes:

Eij = < (�ni)(�nj) > (7.13)

= <
X
kl

Mki�n
0
kMlj�n

0

l > (7.14)

=
X
kl

MkiMlj(< �n0k >)
2�kl (7.15)

=
X
k

MkiMkj(< �n0k >)
2 (7.16)

=
X
k

MkiMkj
n
0

k

dpkT
(7.17)

The square-root of the diagonal elements of Eij gives the statistical errors

for the unfolded pT distribution.

7.6.2 Estimation of the Systematic Uncertainties

The sources of the systematic uncertainties are:

{ the uncertainty of the integrated luminosity:
R Ldt= 12:8�0:7 pb�1,

{ the uncertainty of the total background rate estimation: f = 4:0%�
1:4%,

{ the errors of the unfolding method,
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{ the assumptions made in the fast Monte Carlo simulation.

Errors due to the Unfolding Method

The errors of the unfolding method have bin by bin structure and intro-

duce biases to the unfolding result. The MC test results in Fig. 7.4 are

used to estimate this biases as:

nunfolded� ntrue

ntrue
(7.18)

The bin by bin biases and their statistical uncertainties are listed in

Table 7.2. We correct the biases for our �nal unfolding result.

Errors due to the Assumptions Made in the Fast Monte Carlo

Simulation

The following is a list of assumptions made in the fast Monte Carlo

simulation, described in section 6.2.1 and their contributions to the un-

certainties in the corrections for acceptance, selection e�ciencies, and

resolution smearing.

{ The Electron Selection E�ciencies

The electron selection e�ciencies are the combined electron ID and

tracking e�ciencies. We increase or decrease them simultaneously

within their uncertainties (��) as listed in Table 7.2. The resulting
di�erences in A(pT) are de�ned as the errors due to the electron
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selection e�ciency uncertainties. The relative errors are calculated

as:

A(pT)"(+�) �A(pT)"(��)

2 �A(pT)"
(7.19)

and the results are 4:8% for all pT bins.

{ The Electron Energy Resolution

The amount of resolution smearing in the fast Monte Carlo simu-

lation a�ects the smearing matrix and therefore the d�=dpT result.

For the electron energy resolution, we again increase or decrease the

terms in the energy resolution parameterizations within its uncer-

tainties (��) as listed in Table 5.6. For each variation, a new detec-

tor response function, A(pT), is constructed using the fast Monte

Carlo program. The resulting di�erences in A(pT) are de�ned as

the errors due to the electron energy resolution uncertainties. The

relative errors can be calculated as:

A(pT)(+�E) �A(pT)(��E)

2 �A(pT)
(7.20)

The results are smoothed (the relative errors are �tted) and the bin

by bin errors are listed in Table 7.2.

{ The Electron Angular Resolution

Due to the uncertainties in our calculation of the angular resolutions

(Table 5.4 and Table 5.5) we make the conservative estimation that

the 1 � uncertainty on each resolution is given by half its value.
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We again increase or decrease the terms in the angular resolutions

within their uncertainties (��). For each variation, a new detector

response function, A(pT), is constructed using the fast Monte Carlo

program. The resulting di�erences in A(pT) are de�ned as the

errors due to the electron angular resolution uncertainties. The

relative errors can be calculated as:

A(pT)(+�ang) �A(pT)(��ang)

2 �A(pT)
(7.21)

The results are also smoothed and the bin by bin errors are again

listed in Table 7.2.

{ The Input Production Model

To evaluate the errors introduced by the assumed production model

in the fast Monte Carlo simulation, a model which has a 
at pT dis-

tribution is generated. Two smearing matrices, Sflat
ij and Sassumed

ij ,

are constructed using the 
at and assumed model respectively.

A reconstructed pT distribution is unfolded using both Sflat
ij and

Sassumed
ij . The unfolded pT distributions by both matrices are shown

in Fig. 7.7 and it is clear that the two results are almost identical

and this error is negligible.

The errors due to the sources listed above are added to the diagonal

elements of the covariance matrix, Eij, in quadrature and the resulting
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matrix is the �nal covariance matrix7, �ij. The square root of the diago-

nal elements of the �nal covariance matrix gives the bin by bin error for

the unfolded pT distribution.

Using the �nal covariance matrix, we can obtain a �2 when making

comparisons with theoretical predictions. The �2 can be calculated as:

�2 =
X
i;j

(Di � Ti) � ��1ij � (Dj � Tj) (7.22)

where Di;j and Ti;j are the data and theoretical predictions respectively.

The correlation coe�cient8 between neighboring bins is given by:

�ij =
�ijp
�ii � �jj (7.23)

The numerical results and the errors of the d�=dpT measurement for each

pT bin are listed in Table 7.2. The errors due to luminosity (5.4%), total

background rate (1.4%), and electron identi�cation (4.8%) uncertainties

are combined in quadrature to yield an overall error of 7.3%, which is

not shown in Table 7.2.

7The data file is located (in WWW) at

http://d0sgi0.fnal.gov/publications talks/thesis/jiang/covariance matrix.dat.

8The data file is located (in WWW) at

http://d0sgi0.fnal.gov/publications talks/thesis/jiang/correlation coefficient.dat.
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7.6.3 Fitting of the Unfolded pT Distribution

The unfolded pT spectrum is �tted with the functional form in equa-

tion 7.9 for fast reproduction of our result. The �tted values and their

uncertainties for A, B, C, D, and E are shown in Table 7.3 when we

choose the unit of pT as GeV/c and the unit of d�=dpT as pb/GeV/c in

equation 7.9. The �2 de�ned in equation 7.22 is calculated to be 0.77 (for

20 degrees of freedom) between the unfolded data and this functional �t.
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bin �pT evts d�=dpT err1 bias err2 errE errA d�c=dpT err
# tot

1 0-1.5 36 167 13.8 4.2 1.6 2.4 0.4 160 14.1
2 1.5-3 61 366 9.28 -4.6 1.1 2.2 0.4 383 9.61
3 3-4.5 103 484 8.21 -1.4 1.0 2.0 0.5 491 8.53
4 4.5-6 84 434 8.36 2.1 1.1 1.9 0.6 425 8.66
5 6-7.5 67 357 9.00 4.8 1.2 1.7 0.6 340 9.26
6 7.5-9 63 309 9.90 1.5 1.4 1.6 0.7 304 10.1
7 9-10.5 48 259 10.6 1.1 1.5 1.4 0.7 256 10.9
8 10.5-12 47 230 11.7 -2.2 1.7 1.3 0.8 235 11.9
9 12-13.5 35 181 12.7 -1.4 1.8 1.2 0.9 184 12.9
10 13.5-15 28 149 14.2 1.1 2.0 1.0 0.9 148 14.4
11 15-16.5 25 126 15.4 -1.4 2.1 0.9 1.0 128 15.6
12 16.5-18 18 103 16.6 -1.7 2.3 0.8 1.1 104 16.8
13 18-19.5 19 98 18.3 -0.6 2.6 0.7 1.1 99 18.5
14 19.5-21 17 88 18.9 -1.1 2.7 0.6 1.2 89 19.1
15 21-24 23 65 27.2 1.6 3.7 0.5 1.3 63 27.4
16 24-28 22 45 35.6 -1.1 4.6 0.3 1.5 45 35.9
17 28-35 17 22 54.2 -1.2 6.1 0.1 1.7 23 54.5
18 35-45 14 13 75.2 -0.5 8.7 0.0 2.1 13 75.7
19 45-65 21 10 95.5 1.3 14.9 0.2 2.7 10 96.7
20 65-90 8 2.8 171. 4.6 26.1 2.1 4.2 2.7 173

Table 7.2: d�=dpT measurement result and errors. Column 1 gives the bin
number, column 2 (�pT ) gives the pT range in GeV/c, column 3 (evts) gives
the observed events in each bin, column 4 (d�=dpT ) gives the measured di�er-
ential cross section in pb/GeV/c, column 5 (err1) gives the relative statistical
errors for d�c=dpT in percentage, column 6 (bias) gives the relative biases in-
troduced by the unfolding method in percentage, column 7 (err2) gives the
relative statistical errors of the column 6 in percentage, column 8 (errE) gives
the relative errors from the uncertainties of the energy resolutions in percent-
age, column 9 (errA) gives the relative errors from the uncertainties of the
angular resolutions in percentage, column 10 (d�=dpT ) gives the di�erential
cross section after correcting the unfolding biases in pb/GeV/c, and the last
column gives the total relative errors in percentage by adding column 5, 7, 8,
and 9 in quadrature.
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A B C D E

�t 96044 41.6 1.69 0.6 1.0e-3
� �t � 30520 � 4.8 � 0.05 � 0.5 � 0.5 e-3

Table 7.3: The �t parameters of parameterizations for the Z pT spectrum.

111



Entries
Mean

      20
  24.50

PT
Z (GeV/c)

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

(a)

Entries
Mean

      20
  24.50

PT
Z (GeV/c)

N
u

m
b

e
r 

o
f 

E
v
e

n
ts

(b)

0

2000

4000

6000

8000

10000

12000

14000

0 10 20 30 40 50 60 70 80 90

10 2

10 3

10 4

0 10 20 30 40 50 60 70 80 90

Figure 7.4: Test of the 2-D unfolding method. (a): Linear plot, (b): Semi-log

plot. The dashed histograms are the reconstructed pT distributions that con-

tains all detector e�ects (�ducial cuts, electron ID e�ciencies etc.), the dots

are the unfolded pT distributions, and the solid histograms are the input pT

distributions as references. Again the �tted production model is used in gen-

erating the MC events.
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Figure 7.5: d�=dpT measurement (linear plot to focus on the low pT region).

The dots are the unfolded data, the solid curves are the Arnold-Kau�man

theoretical bands, any curve inside the band is within the allowed theoretical

error. The dotted curve is the prediction from Ladinsky-Yuan (CTEQ2M pdf).

The error bars on the data points represent statistical errors only (see section

7.6.1 for details).
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Figure 7.6: d�=dpT measurement (semi-log plot). The dots are the unfolded

data, the solid curves are the Arnold-Kau�man theoretical bands, any curve

inside the band is within the allowed theoretical error. The dotted curve is the

prediction from Ladinsky-Yuan (CTEQ2M pdf). The error bars on the data

points represent statistical errors only (see section 7.6.1 for details).
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Figure 7.7: The dependence of the unfolding result on the input production

models in constructing Sij . The histograms are the input distributions and

the points are the unfolded distributions. (a): using Sflat
ij , (b): using Sassumed

ij .
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Chapter 8

Conclusion

We have measured the inclusive distribution of the transverse momenta
(pT ) of Z bosons produced in pp interactions at

p
s = 1800 GeV. The

reconstructed pT distribution has been unfolded to take into account
the e�ects of our experimental resolution, acceptance, and e�ciency, en-
abling a measurement of the di�erential cross section d�=dpT for Z boson
production. Theoretical predictions of this di�erential cross section re-
quire resummation techniques at low pT which incorporate nonperturba-
tive (i.e. uncalculable) phenomena using previous data in Drell-Yan (qq
annihilation) processes. Our data prefer a harder pT spectrum than pre-
dicted by these models. Using the Ladinsky-Yuan parameterization[15]
we obtain a good �t to our data by varying only the g2 parameter to the
value of 0:78 � 0:1 GeV2.
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