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Omega Meson Production at High Transverse Momentum

by Negative 515 GeV/c Pions Incident on

Beryllium and Copper Targets

by

Lucyna de Barbaro

The inclusive cross section for !(783) meson production by 515 GeV/c ��

beam incident on Be and Cu targets has been measured as a function of transverse

momentum (pT ). The data were collected during the 1990 run of experiment E706

at Fermilab. The E706 trigger selected events containing high pT electromagnetic

showers detected in a �nely segmented lead liquid argon calorimeter. The !

mesons were reconstructed in the neutral decay mode ! ! �0. Results are

reported averaged over the center of mass rapidity interval -0.5 < y < 0.75, and

in the transverse momentum range from 3.5 to 8 GeV/c. The ! to �0 production

ratio was measured and used to obtain the ratio of vector to pseudoscalar mesons

directly produced in the fragmentation process. Measurements are compared with

HERWIG 5.7 Monte Carlo results, and with data from other experiments. The

nuclear dependence of ! meson production is also discussed.
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Chapter 1 Introduction

This thesis describes a study of the inclusive production of high transverse

momentum omega mesons in �� + Be ! ! + X interactions at 515 GeV/c.

The data analyzed here were collected by experiment E706 at Fermi National

Accelerator Laboratory during the 1990 �xed target run. The experiment

was designed to perform precise measurements of high transverse momentum

phenomena in hadron-nucleus and hadron-proton interactions.

1.1 Historic Overview

Like many other elementary particles, the omega meson has only been

known to physicists for a few decades. The development of the quantum

theories of electromagnetic, weak, and strong interactions and the accumulation

of experimental data pertinent to testing these theories are also relatively recent

endeavors. The history of the discovery of the omega meson has been tightly

interwoven with the advances made in the �eld of high energy particle physics.

The �rst suggestion of the existence of the ! was purely theoretical. It came

from Yoichiro Nambu[1] at the Rochester Conference on High Energy Nuclear

Physics in 1957. Nambu called for the existence of a heavy neutral meson with

zero isotopic spin and JP = 1� in an attempt to explain the electromagnetic form

factors (or charge distributions) of the proton and neutron measured in Stanford

electron scattering experiments. He called the proposed particle a �0 prime and

attributed to it a role similar to the �0 in mediating the nuclear interactions.

In 1960, Sakurai[2] suggested that strong interactions should arise from a gauge

principle, that is, the full Lagrangian of the theory should be determined from the

requirement of symmetry under the chosen group of transformations. Eventually

Sakurai's model and the choice of the SU(2)flavor�U(1)Y symmetry group did not
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survive as a gauge theory of strong interactions, but it did predict the existence of

the � and the, at that time still undiscovered, ! meson. It was only a year later,

in 1961, that the experimentalists B. Maglic, L. Alvarez, A. Rosenfeld and M.

Stevenson[3] reported the discovery of the ! particle and determined its isotopic

spin and angular momentum. The group assumed m! > 3m� and searched for the

decay ! ! �+���0 in 2.29 GeV antiproton on hydrogen collisions �p+p! �+��!.

About 83� 16 !s were observed in 800 �p+ p! 2�+2���0 reactions.

In 1964, M. Gell-Mann[4] and G. Zweig[5] introduced the concept of quarks,

spin 1/2 fractionally charged particles, now recognized as the building blocks of all

nuclear matter. Using the quark concept, the observed regularities and patterns

among the known meson and baryon resonances, related to isospin and angular

momentum of the particles, could be understood. The omega meson, an isospin

singlet, for example, is represented by a combination of up and down quarks with

spins aligned (") in the following fashion:

j! >=
r
1

6

X
a=R;G;B

(�uaua + �dada)("")

where the sum extends over all color states: R(\red"),G(\green"), B(\blue") and

ua, da and �ua, �da denote up and down quarks of color a, and their respective

antiparticles1.

The color quantum number was postulated to explain quark con�nement, that

is, the fact that only colorless objects like mesons (qa�qa) and baryons (qRqGqB)

could be observed but not the quarks themselves. Color provided a means for the

1 This representation assumes \ideal" mixing between a member of the vector

meson octet !8 and a unitary singlet !1, such that the physical particles ! and �,

which are superpositions of !8 and !1, contain only either �uaua and �dada or �sasa
combination.



Introduction 3

construction of a totally antisymmetric wave function for baryons like �++, built

of 3 spin up ua quarks. Such a state could not otherwise have satis�ed the Pauli

exclusion principle for fermions. The success and predictive power of the quark

model was greatly expanded after the discovery of proton substructure in Deep

Inelastic electron Scattering experiments (DIS) performed at the Stanford Linear

Accelerator Center[6]. Further experiments showed that the proton momentum

was not only carried by quarks but also by spin 1 particles called gluons. The

experimental scene soon saw further con�rmations of the quark and gluon model

{ e.g., the discovery of charm and beauty quarks and a host of new charm and

beauty resonances. Several con�rmations of the existence of the color quantum

number { e.g., the measurement of the cross section ratio for e+e� ! hadrons

relative to e+e� ! �+�� production, were also found[7].

All these observations as well as new theoretical advances of that decade,

including the formulation of the Glashow - Weinberg - Salam model[8] of

electromagnetic and weak interactions, paved the way for the development of

Quantum Chromodynamics (QCD), the theory of strong interactions. Current

quantum �eld theories rely on a simple symmetry principle. In these theories, the

interactions between particles and �elds emerge in the theory from the requirement

that the Lagrangian be invariant under local gauge transformations. Since the

observed hadrons are colorless, or unchanged under rotations in color space,

a SU(3)color group was taken to generate the gauge transformation for QCD.

A set of 8 independent bi-color �elds, corresponding to the generators of the

transformation, became identi�ed as the gluons, which are the mediators of the

strong force. The gluons possess color and interact with each other, which directly

stems from the non-Abelian properties of SU(3)color (commutation relations of the

group dictate the existence of such an interaction).
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The non-Abelian character of the group of gauge transformations is also

responsible for a property of the theory called asymptotic freedom. The e�ective

coupling constant, or strength of the interaction, �S , decreases to zero as the

characteristic energy Q2 of the process goes to in�nity. Asymptotically, this

implies that at very large energy transfers between the colliding (hadronic)

particles, the constituents of the these particles act as free, point-like, hard objects.

At the other extreme however, with increasing separation between partons2,

the strength of the interaction increases. This increase is responsible for quark

con�nement.

The property of asymptotic freedom provides a means by which the cross

sections for some interactions between partons can be calculated. The cross

sections are expanded as a perturbative series in powers of �S , and only lower order

terms are retained. The kinematic regime where �S is small, and perturbative

QCD is applicable, is characterized by large Q2 transfer and is experimentally

manifested by large angle, high transverse momentum scattering.

Figure 1.1 pictorially represents a model of an interaction between two hadrons

in a high energy-transfer collision. To obtain the cross section for the production

of an observable hadron C in the inclusive reaction A+B ! C+X, we convolute

the cross section for the elementary process between partons within these particles,

a+ b! c+ d, with the gluon and quark contents of initial hadrons and with the

probability of obtaining the �nal state hadron C from parton c described by a

fragmentation function DC=c[9].

EC
d�

d3pC
(A+B ! C +X) =

X
abcd

Z
dxadxbdzcGa=A(xa; Q

2)Gb=B(xb; Q
2)

�DC=c(zc; Q
2)

ŝ

z2c�

d�

dt̂
(a+ b! c+ d)�(ŝ+ t̂+ û)

2 Partons are either quarks (q) or gluons (g).
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Figure 1.1 Pictorial representation of a high pT hadronic interaction.
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In this equation, the sum is over the constituent partons a and b of the original

hadrons A and B, and over all possible products c and d which could result from

the interaction; xi are fractions of momentum of hadron I which are carried by

parton i; Gi=I are the probability distributions of parton i within hadron I having

momentum fraction xi. The variables ŝ; t̂, and û are the Mandelstam variables for

the constituent scattering. They are given by:

ŝ = (pa + pb)
2

t̂ = (pa � pc)
2

û = (pa � pd)
2

where pi are the four vector momentum of partons i. The parton distribution

functions Gi=I and the fragmentation functions DI=i have to be derived from the

experimental data. The description of the hadronization process, which is how the

outgoing quarks or gluons transform into observable hadrons, can not be carried

out within the framework of perturbative QCD due to the large value of �S at the

small values of Q2 characteristic of hadronization. However, in the regime of high

energy transfer between colliding particles, the predictions of perturbative QCD

are testable. Also, measurements of the cross section provide tests of currently

available parametrizations forGi=I andDI=i, and data that can be used to improve

these parametrizations.
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1.2 Physics Goals of E706

1.2.1 Direct Photon and Neutral Meson Production

The E706 experiment was designed to study direct photon production at

high transverse momentum. Direct photons are photons emerging from the

constituent scattering vertex a + b ! c + d, as the outgoing parton c or d,

as opposed to photons from the electromagnetic decay of particles. Two types

of interactions, quark - antiquark annihilation (�q + q ! g + ) and Compton

scattering (q + g ! q + ) contribute to direct photon production in the �rst order

(LO) of the perturbative expansion of QCD. To this order, the cross section for

direct photons is proportional to ��S, with � being the coupling constant of

electromagnetism, compared to �2S in the case of hadronic production. For this

reason, and due to the larger number of Feynman diagrams contributing to the

cross section for hadronic processes, direct photons are produced at about 1/1000th

of the rate of jets. However, unlike hadrons, the emerging direct photons carry

all of the parton's momentum and therefore compete well with hadroproduction

at higher pT .

In addition, the measurement of a photon's momentum does not involve

ambiguities inherent in reconstruction of jets. Also, the theoretical prediction

for the direct photon cross section is free from a complicated description

of hadronization, rendering direct photon a \clean" probe of QCD partonic

interactions.

Leading logarithm and next-to-leading logarithm (NLO) calculations for

the cross section for direct photon production are currently available. NLO

diagrams with direct photons include Compton and annihilation diagrams in

which a gluon is perturbatively emitted from a quark line or is split into a
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�qq pair. In addition, many LO diagrams with two
p
�S vertices and with a

bremsstrahlung photon emitted from either an incoming or outgoing quark line,

contribute to direct photon production. One also includes in the calculation

contribution from diagrams in which photons originate from a non-perturbative

(soft bremsstrahlung) fragmentation of a �nal state parton. Since the parton-

to-photon fragmentation function is unknown experimentally, this introduces

some uncertainty in the theoretical prediction. Theoretical uncertainty arises

also from the dependence of the calculation on the choice of (unphysical) scales,

such as the renormalization and factorization scale, and from a presence of non-

perturbative e�ects such as the intrinsic kT of the incoming partons. Despite both

theoretical and experimental uncertainties, the measured data, combined with

the predictions of the theory, can be used to extract information on the parton

distribution and fragmentation functions. In proton{nucleon collisions, where the

Compton scattering diagram dominates, the data can be used to constrain the

gluon distribution of the nucleon3, whereas in ��{nucleon collisions, where the

annihilation diagram is more important, the data can be used to study gluon

fragmentation[10].

3 Direct photon data are used in conjunction with Deep Inelastic Scattering and

Drell-Yan data to measure the gluon structure function. A precise determination

of quark densities in DIS constrains the gluon distribution due to the momentum

sum rule. Measurements of scaling violations of structure function of the proton,

F p
2
in DIS, or evolution of the sea-quark distributions measured in Drell-Yan

processes, give access (in NLO) to the gluon distribution through evolution

equations. In addition, a direct study of the gluon structure function has recently

been performed at HERA[11] by measuring (2+1) jet events from boson-gluon

fusion in DIS. Nevertheless, a direct measurement of the gluon structure function

at moderate Feynman xF values (from 0.2 to 0.6 in �xed target experiments and

from 0.01 to 0.36 in collider experiments) can only be achieved at this time by

utilizing direct photons.
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Fermilab Experiment E706 collected a variety of data to achieve these goals.

During the 1988, 1990 and 1991 Fixed Target runs the experiment accumulated

large samples of events generated with ��, �+ and proton beams at 500, 515 and

800 GeV/c. An overview of the E706 data sample is presented in Table 1.1.

The measurement of direct photon production is challenging experimentally.

Not only are direct photons produced at a much lower rate than quarks and gluons

in primary interactions, but they also consequently su�er from a large background

of photons arising from neutral mesons decay. The Meson West spectrometer

was designed to study direct photons. Fine segmentation of electromagnetic

calorimeter allowed for the reconstruction of partially overlapping photons from

high pT �0s. The calorimeter was split into front and back sections to help

eliminate any hadronic contribution to the background. The tracking system was

used to identify showers caused by incident charged particles and to reconstruct

the vertex of the event. The experiment detected high pT �0s, �s and !s that

contribute to the direct photon background. These neutral mesons productions

are measured in E706 [12][13][14] [15][16] (and this thesis). These results are

important in their own right, not just as a measurement of the background to

direct photons. The data span a large range of transverse momentum in the central

rapidity region and allow for the highest statistics, highest pT measurements of

neutral meson cross sections in their energy range to date.
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Run Interaction Beam Momentum Number of Events Sensitivity

GeV/c (events/pb)

�� Be 0.5

2� 106

�� Cu 0.1

1988 500

(p,�+)Be 0.75

3�106

(p,�+)Cu 0.1

��Be 8.6

1990 515 30�106

��Cu 1.4

pBe 7.3

pCu 800 23�106 1.8

pH 1.5

(p,�+)Be 6.4

1991 (p,�+)Cu 515 14�106 1.6

(p,�+)H 1.3

��Be 1.4

��Cu 515 4�106 0.3

��H 0.3

Table 1.1 Summary of E706 data sets.
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1.2.2 Nuclear Dependence

Nuclear target e�ects of the cross sections for particle production can be

parametrized as � = �0A
�, where A is the atomic mass of the target material

and �0 and � are parameters. At low pT , inelastic cross sections are found to

be proportional to A
2

3 , which corresponds to the area shadowed by a nucleus

of radius proportional to A
1

3 . For higher energy-transfer interactions, the

bombarding particles penetrate deeper into the nucleus and interact with nucleon

constituents, quarks and gluons. The high pT cross section should therefore

become proportional to A. In the seventies, experiments on the production of

charged hadrons at high pT revealed that the cross sections increased more rapidly

than A with the increasing nuclear size[17][18]. Any deviation of the production

rates from � = �0A
1 is an indication of the e�ect of nuclear matter on the particle

production process. The rise of the parameter � above 1 may be attributed

to either possible rescattering of outgoing partons in the nuclear medium or to

secondary scattering of the incident partons.

In E706, beryllium and copper targets were utilized to provide data for nuclear

dependence measurements. During the 1991 �xed target run, the set of targets also

included a hydrogen target. The nuclear dependence of direct photon production

(which has not been measured previously) can be compared with that for the

neutral mesons. The direct photons emerging from the collisions di�er from

mesons in that they are unlikely to undergo rescattering as they leave the nucleus.

Therefore our measurements can provide new insights into the e�ect of nuclear

matter on particle production.
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1.3 Measurement of Omega Meson Production

Since its discovery, the ! meson has been observed and studied in a multitude

of experiments. In recent years, there have been several measurements reported

on vector meson production at high energies. The interest in studying vector

mesons, such as the �, !, K? and �, stems from the fact that these mesons

contribute through their decay products to a large fraction of the �nal state

particles observed in high pT collisions. These measurements provide data which

guide the development and parameter tuning of the Monte Carlo simulations of

hadronic interactions used in high energy physics. By studying these resonances,

one may also gain better insight into the underlying interaction dynamics since

the vector mesons are more directly related to the partonic interactions than are

the �+, ��, �0, K+, K�, K0, �K0 mesons which often emerge from the interaction

as products of the decay of more massive particles.

A wealth of information on particle production and quark fragmentation

properties comes from e+e� experiments { e.g., from the TASSO[19] and

JADE[20] collaborations, or the SLAC HRS[21] experiment. Recent e+e�

studies at higher energies resulted in measurements of inclusive distributions of

pseudoscalar, vector, and tensor mesons in hadronic Zo decays[22][23][24][25].

There was no data on ! production reported from these experiments.

Among experiments that studied the hadronic production of vector mesons

are the CERN SPS experiments: NA22 and NA27. The ! meson di�erential

cross sections were measured versus xF and pT . Experiment NA27 (LEBC - EHS

Collaboration) utilized a hydrogen target and �� and proton beams at 360 and

400 GeV/c[26][27]. The NA22 experiment measured the inclusive production of

vector mesons in �+ and K+ p interactions at 250 GeV/c[28][29]. NA22 and

NA27 were designed to cover a forward rapidity range (from 0 to 4), and their
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pT coverage does not exceed 2.0 GeV/c. These measurements of ! production

were performed in a very di�erent kinematic region than E706, where the ! signal

is reconstructed with pT from 3.5 to 8 GeV/c in the central rapidity range from

-0.5 to 0.75.

Among the studies of interest conducted in several experiments is the

measurement of V/P, that is the ratio of directly produced vector mesons (1�)

to directly produced pseudoscalars (0�), obtained separately for non-strange,

strange, and charm mesons. To measure this ratio, the experiments subtract out

the contributions from any vector or pseudoscalar mesons that were themselves

products of the decay of other resonances. Alternatively, if the necessary

measurements of higher mass resonances are not available, the experiments use

fragmentation models to separate mesons produced directly in the fragmentation

process from the total meson production rates. The V/P ratio is generally

observed to be on the order of 1, which is in disagreement with the naive spin-

statistics expectation of 3/1. Such discrepancy results in an increased interest in

the V/P measurement and interpretation.

A possible explanation of a suppression of vector mesons production compared

to the pseudoscalar mesons was formulated in a semi-classical approach, where the

formation of the bound q�q states was treated as a tunneling phenomenon. The spin

- spin interactions between recombining quarks in this model result in additional

potential energy and change the tunneling probability in favor of the pseudoscalar

mesons[30].

In E706, a comparison of the total number of (vector) omega mesons produced

relative to pseudoscalar �0 production is obtained versus transverse momentum.

We can compare this result with the prediction of the HERWIG[31] Monte

Carlo, and then derive from the Monte Carlo a correction factor for the indirect
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contribution to !=�0 from higher mass resonance decays. In HERWIG, the

production rates for various particles are based on a phase-space ansatz. The

available phase-space times spin factors determine the relative probability of

occupying of the possible channels4. The !/�0 ratio will also be compared with

the prediction of PYTHIA[32] Monte Carlo, in which the modeling of hadron

fragmentation is based upon and tuned to e+e� data. The E706 result on !/�0

will be discussed in relation to currently available measurements of V/P ratio.

Two FNAL experiments [33][34] utilizing Be target and 200 GeV/c proton

beams reported measurements of the !/�0 production ratio, as did a CERN ISR

experiment [35] (pp at
p
s = 62 GeV). The pT coverage of these experiments is

relatively high with pT > 2:2 GeV/c for the FNAL experiments and 3:0 < pT < 7:0

GeV/c at 90o in the center of mass for the ISR measurement. The E706

measurement will be compared with these results.

4 It is characteristic of this Monte Carlo program that the number of free

parameters (which would be adjusted to match the data) is at a minimum and

only describe the splitting of large parton clusters into smaller ones. When the

clusters decay to hadrons, the choice of particle species, and their momenta are

completely determined by the cluster mass spectrum, phase-space, and spin.
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Chapter 2 The Experimental Apparatus

The E706 spectrometer was located in the Meson West (MWEST) area of the

Fermi National Accelerator Laboratory. The assembly of this complicated set of

detectors and supporting structures began in 1983 and lasted until 1987, when

the �rst period of data taking occurred. Numerous changes and improvements to

the apparatus continued through 1988-1990 and 1990-1991, in the periods prior

to the 1990 and 1991 �xed target runs. The layout of the various detectors as well

as of experiment E672 is presented in Figure 2.1. Experiment E672 shared the

same equipment and ran simultaneously with E706, but used an independent

high-mass dimuon trigger. Detailed descriptions of the design considerations

and of the construction of Meson West detectors can be found in the theses of

students involved in the construction phase of experiment E706[36][37][38][39]

[40][41][42][43] [44][45][46][47][48][49] [50][51][52]. The experimental apparatus is

also described in E706 publications[12][13][14].

2.1 Beam Line and the Target Region

The beam delivered to Meson West during 1990 run was a negative secondary

beam of primarily �� particles with an average momentum of 515 GeV/c. The

secondary beam was produced by bombarding a beryllium primary (production)

target by 800 GeV/c protons extracted from the Tevatron. The beam intensity on

the primary target was 2-5 �1012 protons per spill. Beam was extracted during

23 seconds spills and the accelerator cycle time was about one minute. Secondary

particles of selected momentum and polarity were transported via quadrupole

and dipole magnets to the MWEST experimental area. One of the elements

of the beam line was a Cerenkov detector which allowed for identi�cation of
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particle species (the beam contained a small fraction ofK� (2.9%) and antiprotons

(0.25%) in addition to the �� particles[53]).

During high intensity running the experiment received 1-2 �108 secondary

beam particles per spill. The accelerator maintained a 19.1 nanoseconds

separation between adjacent bunches (RF buckets) of beam particles. In order

to de�ne a presence of a beam particle in a beam bucket a set of scintillator

counters referred to as the Beam Hodoscope and Hole Counter were used. The

Beam Hodoscope, placed in the beam, had 3 planes each consisting of 12 small

scintillator paddles which covered the area of 2 � 2 cm2. The Hole Counter,

used in the veto mode, was a scintillator plane with a 1 cm hole in the center.

The interaction of the beam particle in the target was detected through a set of

Interaction Counters positioned just before and just behind the analysis magnet.

The Hodoscope, Beam Hole and Interaction Counter information was used in the

formation of the trigger and was also recorded with each accepted event.

The experiment utilized copper and beryllium for target materials to allow for

a study of nuclear dependence of the production of direct photons and mesons.

For any beam particle there was a 0.8% chance to interact in Cu and 8.4% chance

to interact in Be. Thin targets were employed to minimize photon conversion

probability as well as secondary interactions.

2.2 The Tracking System

The charged particles produced in the interaction were detected and measured

in the tracking system, consisting of

Silicon Strip Detectors (SSD)

Dipole Analysing Magnet

Proportional Wire Chambers (PWC) and Drift Tube Chambers

(STRAWs)
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The SSDs measured the tracks in the immediate vicinity of the target. The

set contained 5 pairs of X and Y view planes. The �rst pair of planes was of 25

micron pitch in the central region and 50 micron pitch on the outside, and the

remaining planes were 50 micron pitch. The resulting angular resolution on the

tracks was about 0.1 mrad. In addition to vertex SSD there were 3 pairs of beam

SSD located upstream of the target. Total number of instrumented SSD channels

was 8918.

A Dipole Magnet, of the length of 2 m, produced a fairly uniform magnetic

�eld in the Y direction. The particles passing through the magnet aperture

experienced a \momentum kick" of about 445 MeV/c in the X direction. By

measuring the di�erence in the angle to the Z axis, before the magnet (in SSDs)

and after the magnet (in PWC and STRAWs) a charged particle's momentum

could be determined.

A set of Proportional Wire Chambers, located downstream of the magnet

allowed for a spacial measurement of the line of ight of a charged particle. Four

sets of planes, spaced by about 80 cm, consisted of X, Y, U (plane rotated by 37o)

and V (plane rotated by -53o ) chambers. The anode tungsten wires had a 2.5 mm

spacing. The resolution was improved when additional chambers { Straw Drift

Tubes { were added to the tracking system. Each STRAW chamber consisted of

4 X view and 4 Y view planes of aluminized mylar tubes. The measurement of

the drift time of ionized electrons allowed for a precise hit position determination

(� 200-300 microns).
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2.3 Liquid Argon Calorimeter

The Liquid Argon Calorimeter (LAC) consisted of two separate and struc-

turally di�erent detectors { the electromagnetic calorimeter (EMLAC) and the

hadron calorimeter (HALAC). Both devices were immersed in liquid argon used

as an active material which was ionized due to the passage of high energy par-

ticles. Both detectors measured the energy of incident particles by sampling {

that is only a fraction of the energy of a particle was collected and used in the

measurement while most of it was absorbed in either lead (EMLAC) or stainless

steel (HALAC) absorber plates.

2.3.1 EMLAC

The structure of the EMLAC is presented in Figure 2.2. There were 4

quadrants each formed of a set of 66 vertically oriented "cells". One cell was

an anode board, argon gap, and lead absorber board, serving as cathode. High

voltage was applied to the lead sheets and the collected ionization charge summed

in the Z direction. The �rst 22 cells of about 10 radiation lengths (called the

Front Section) were added up and read out separately from the remaining 44

cells (the Back Section). A varying pattern of channels was etched in a copper

cladding on each side of the anode boards. Radially oriented strips characterized

� boards while circular strips spanning 45o in azimuth formed R boards. The 5.5

mm wide radial strips totaled 256 in the front and 238 strips in the back sections

of each of 2 octants into which the quadrant was electrically subdivided. There

were 48 inner strips on the � boards and 96 outer strips in each quadrant. This

�ne segmentation was crucial for achieving one of the goals of the experiment:

separation of two photons from the high energy �0 decay that might otherwise

be reconstructed as one shower mimicking a single photon. The achieved position

resolution of the EMLAC was about 0.5 mm.
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Figure 2.2 Detailed view of the electromagnetic calorimeter.
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2.3.2 The Gantry and Cryogenic Support System

The body of the Liquid Argon Calorimeter was suspended from a gantry {

a large movable support structure, shown in Figure 2.3. Since the liquid argon

needed to be thermally isolated and maintained at about 88 K, the gantry also

supported the cryogenic system needed to maintain this temperature. Coils for

liquid nitrogen were installed inside the cryostat that contained the EMLAC

and HALAC. The boiling temperature of the nitrogen and the speed of thermal

exchange with liquid /gaseous argon could be adjusted by modifying the gaseous

nitrogen venting rate. The complicated system of cryogenic pipes and safety

devices connecting the LAC dewar with the nitrogen and argon storage tanks

outdoors as well as with control and monitoring panels in the counting house of

MWEST were all designed to be movable along with the gantry for calibration or

relocation of the detectors.

In addition to the cryostat, the gantry also supported the Faraday Room {

an electrically isolated and metal-shielded room that contained the calorimeter

readout electronics. Low impedance cables carried the charge from the detector

strips to feedthrough boxes located in the Faraday Room. The signals were then

integrated in time, ampli�ed and read utilizing Fermilab RABBIT crates and

electronics to perform these functions. The electrical signals sent to and from

the Faraday Room passed through optical couplers or pulse transformers. The

power delivered to the Faraday Room was also isolated through transformers { to

minimize the electronic noise on the LAC electronics.
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Figure 2.3 The gantry and cryostat of the LAC.
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2.3.3 HALAC

The hadronic calorimeter was designed to measure the energy and position of

strongly interacting neutral and charged particles. The HALAC was 8 interaction

lengths in order to longitudinally contain the hadronic energy. A triangular pad

geometry was selected for readout with pad sizes increasing from 10 cm on the

upstream edge of HALAC to 14 cm on the downstream edge. The pads were

arranged in the tower structures in the z direction. Typically 93% of hadron's

energy was contained within a 6-pad hexagon. There were 2368 readout channels.

2.4 Forward Calorimeter

The purpose of the Forward Calorimeter was to measure energy in the forward

region of rapidity and to provide information about beam jets not detected by

the tracking system or the LAC. It consisted of 3 modules build of 33 layers of

steel and scintillator. The light signals from the scintillator were wave-shifted,

photomultiplied and summed over layers. The light was proportional to the total

energy deposited in the detector.
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Chapter 3 Data Acquisition and Trigger Systems

3.1 Overview of the Data Acquisition System

The data acquisition (DA) system in E706 was developed from both standard

Fermilab elements of hardware and software and using E706-designed custom

built devices. A block diagram of the DA system employed by the experiment

is presented in Figure 3.1. The overall control of the DA operation occurred on

the Host �-VAX computer via the Fermilab Vaxonline[54] program. Vaxonline

had several subprograms to perform di�erent tasks. Run Control allowed for

the control of the data taking process and beginning and ending runs. Three

PDP-11 microcomputers and a Fastbus system were responsible for reading out

data from various detectors. Then the program Event Builder received the

data read-out from these independent sources and concatenated them into one

event. The program Output wrote the data to 8 mm magnetic tapes. Several

Consumer Programs allowed for on-line monitoring and displaying of a fraction of

the collected events. The Fastbus system was divided into two subsystems: one

read out the STRAWs using LeCroy 1879 TDC modules, the second consisted of

the E706/Fermilab designed Intelligent Control and Bu�er Modules (ICBM) that

were interfaced with the RABBIT system (see below) and readout the LAC.

3.2 LAC DA System

3.2.1 RABBIT System

The name RABBIT stands for Redundant Analog Bus Based Information

Transfer - a system developed by the Fermilab Particle Instrumentation Group.

In E706 the RABBIT system was utilized to read the information from the

electromagnetic (EMLAC) and hadronic (HALAC) calorimeters. As the name
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Figure 3.1 Schematic diagram of the E706 DA system.
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suggests, the system has two redundant buses over which analog and digital signals

were passed. Each bus had a controller, called the EWE and was terminated in a

BAT module. The components of our RABBIT system are illustrated in Figure 3.2

and will be briey described below.

LACAMP

The RABBIT crate provided power and hosted up to 20 LACAMP electronic

boards directly connected to EMLAC and HALAC channels. Each LACAMP

had 16 channels. The functions of the LACAMP were manifold. It contained

the integrating ampli�ers for the incoming signals, provided fast output of that

signal for trigger consideration, and latched the integrated analog signal in the

Sample and Hold circuitry prior to either digitization/readout or clearing of the

event. A schematic diagram of the LACAMP board is presented in Figure 3.3.

In addition to the above functions the LACAMP held the TVC time to voltage

converter circuitry which provided the timing information about the arrival of the

signals in the detector.

BAT

The Before and After Timer board (BAT) provided timing signals to the

RABBIT crate. It was connected with the trigger system and received and

broadcast EVENT and RESET signals. The EVENT signal, signifying the

satisfaction of the trigger requirement invoked the BEFORE and AFTER timing

strobes which allowed the measurement of the size of the integrated signal pulse.

The BAT contained also the digital to analog converters which were used to

set voltage levels throughout the crate, a function that was necessary for the

calibration purposes.
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Figure 3.2 Modules of the RABBIT crate.
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EWE

The RABBIT crate controller (EWE) was capable of addressing any of the

slots and channels of the crate and either write to or read from them. EWEs

contained analog to digital converters (ADCs). The ADC digitized the signals

from the Sample and Hold circuitry for the LACAMP channel that the EWE was

addressing at a given time. Since there was only one ADC per EWE in the crate

the LACAMP channels needed to be read out sequentially, each channel requiring

about 17 �sec for digitization. In order to speed up the reading process, two

EWE controllers per RABBIT crate, each using a separate bus, were employed

simultaneously.

3.2.2 Fastbus System

The Fastbus crate assigned to the readout of the LAC contained 17 ICBM

modules. The ICBM was a programmable module that used a Motorola DSP56001

Digital Signal Processor. Each was equipped with 192k memory locations partially

used by the software instructions, but mostly for the storage of the readout values

of ADC counts as returned to the ICBM from EWEs. There were 14 ICBMs which

orchestrated the communication with EWEs (situated in a total of 28 RABBIT

crates) in the Faraday Room. Upon receiving a start scan signal, the ICBMs sent

commands to EWEs to perform the readout of the detector channels and stored

the received data. When the task was completed a global DONE signal was

asserted. The data transfer to the large memory modules (LeCroy 1892 modules)

could then begin and the BUSY signal from the LAC Fastbus to the trigger system

could be lifted { allowing the next event to be taken. An average readout time

for the LAC was about 8 milliseconds. It took much longer to transfer the data

through the memory modules to the Vax and to write them to tapes. During

the 23 seconds of the spill the events were bu�ered in memory in order to make
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Figure 3.3 Partial schematic of LACAMP board. The electronic elements
presented here were reproduced either 16 times (LACAMP channel)
or 4 times (TVC system) on the LACAMP board.
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maximum use of the incoming beam. The transfer of the data and writing to tape

continued through the full 58 seconds of the accelerator cycle.

In between spills, the ICBMs kept communicating with the Faraday Room

and performed several tasks aimed at continuous monitoring of the hardware and

transfer lines. The tasks varied from one between spill to another and could be

one of the following:

path check { check of the 250 foot cable lines connecting the counting

house, where the Fastbus system was located, with the Faraday Room

pedestal readout and comparison with previous readings

ampli�er gain readout and comparison

BAT voltage levels and RABBIT power supply readout

PROM check { inventory of RABBIT cards

About every 8 hours, the ICBMs performed a cold start, that is a readout

of various quantities associated with LACAMP channels, including pedestals and

gains. This data was then permanently stored in a data base of run constants. A

given run constants set was usually used for the several runs taken between the

cold starts. However, if a hardware change needed to be made in the Faraday

Room, or anywhere along the DA system path, a new cold start was initiated.

Many changes of equipment occurred throughout the 1990 run. Some of them were

replacements of failing module, but many were attempts to decide which element

of the readout path was causing the system to malfunction. We learned that the

system could fail in unpredictable ways. The list of these could begin with not

always reliable power supplies to the RABBIT crates, loose or misplaced cables,

intermittently failing cable connections, bent pins of the RABBIT backplane which

connected LACAMPs to the transfer buses, dropped bits in the digital transfer,
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corrupted program memories on ICBMs, etc.,etc.. It is therefore a matter of pride

that E706 managed to collect so much beautiful data!

3.2.3 Ampli�er Gain Measurement

Among the tasks performed during a cold start was the ampli�er gain

measurement. Each electronically readout channel of the LAC was characterized

by a gain, or a scale factor, by which the energy deposited in the channel

was modi�ed due to the channel speci�c capacitance as well as through the

ampli�cation and readout process. To remove the dependence of the measured

energy on the electronic characteristics, the gains of the LACAMP channels

were measured. Calibration circuitry, including a charge injection capacitor,

located on each LACAMP provided means by which this task was performed.

An adjustable charge was injected into the detector channel and the calibration

timing sequence of EVENT, BEFORE and AFTER signals was initiated to allow

for the measurement of the channel response. Eight measurements at 6 di�erent

pulse height settings provided the data that were �tted with a straight line to

extract the slope, or gain, of the channel. The uncertainties returned by the �tting

program were very small for the majority of channels but could reach about 3%

for a channel characterized by non-linearity or unstable response. LACAMPs with

such channels were agged and replaced with other boards to the extent to which

spare boards were available.

The gain measurement was somewhat dependent on the hardware with

which the measurement was performed. For example, the di�erences between

the charge capacitors residing on LACAMPs inuenced the values obtained for

the gain factors. To compensate for the di�erences between charge injection

capacitors, LACAMP boards were measured in an external system and the

injection capacitance value related to a common reference. That provided an
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injection capacitance correction distribution which had a width of about 0.8%.

The BAT module responsible for the control of the calibration pulse height

(through a voltage level setting) could also introduce dependence of the measured

gain values on the speci�c hardware. That was veri�ed by exchange of BAT

modules between sets of RABBIT crates and comparison of the average gain

values measured in these crates before and after the exchange. The typical

variation was about 1%. To remove the dependence of the gain measurement on

the BAT module, the voltage levels corresponding to a given voltage setting were

measured for each BAT (in an external system) and the gains were corrected by

that value. The EWE board, which contained the ADC circuitry, also introduced

a dependence of the gain on a particular hardware board used. This dependence

was however left intact since it was also present in the real data measured with that

EWE - the dependence for which the gain correction was intended to compensate.

The gain distributions for a typical cold start, after all applied corrections,

are presented in Figure 3.4 and Figure 3.5 for Front and Back Sections of the

LAC. The channels of similar capacitance are grouped together in so called inner

�, outer �, left R, right R groups, which are � and R strips with either inner or

outer, left or right location within a quadrant. One may notice a lower mean value

of the gain for � channels as well as channels in the Back Section, which were

characterized by larger capacitance. The time stability of the gain values was also

studied and the gains were found to be stable to within 0.2%. That allowed us to

use the gain values obtained in earlier (or later) cold starts for runs for which the

cold start data was not taken or was for some reason corrupted.
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Figure 3.4 Ampli�er gains distribution for a typical cold start, divided into left
R, right R, inner �, outer � groups for the Front Section of the LAC.
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Figure 3.5 Ampli�er gains distribution divided into left R, right R, inner �, outer
� groups for Back Section of the LAC.
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3.3 E706 Trigger

The high pT events are produced rarely due to the exponentially falling nature

of the pT spectrum of particle production. In order to study the direct photons

and neutral mesons in high pT regimes, the experiment needed to select events

characterized by electromagnetic showers with high transverse momentum, that

is, events containing either direct photons or photons from the decay of �0s, �s,

!s etc. The E706 trigger system was responsible for the event selection. Out

of the 107 interaction in the target in a single spill only a small fraction (on the

order of 500) were written out to tapes to be analyzed. The elements of the

selection process { that is beam and interaction de�nition, pretrigger and then

trigger formation will be described below. A much more throughout discussion

can be found in [55].

3.3.1 Beam and Interaction De�nition

For the normalization of the cross section, it is important to count the number

of beam particles that are capable of producing an interaction of interest. An

incident beam particle (BEAM) was de�ned as a coincidence of signals from at

least 2 of the 3 Beam Hodoscope planes. To reject events with multiple beam

particles in a RF bucket, the signal BEAM1 also required that no more than

one of the hodoscope planes detected 2 or more hit clusters. In addition to the

hodoscope signals, the absence of a signal from the beam hole counter (BH) was

required.

Interaction gate (INT) was set when BEAM was detected and at least 2 of

the 4 interaction counters had signals. To minimize confusion in the detectors

due to interaction in close time proximity (and to provide timing protection for

the pretrigger level logic units), we required that there be at least 3 RF buckets
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without INT before and after any interaction that was considered by the trigger

system. This is referred to as the CLEAN requirement.

Interactions of the beam particles which occurred during the time of event

readout or trigger formation were not capable of triggering. Therefore in the

formation of the de�nition of triggerable beam/interaction we included the

computer ready (CMPRDY) signal as well. The �nal live interaction (LIVE INT1)

de�nition was

LIVE INT1 = INT
 BEAM1
 BH
 CMPRDY 
 CLEAN

With each LIVE INT1 signal, the trigger system started on a task of

determining if the event was to be read out or abandoned. Details of trigger

formation are discussed below. At the end of each spill, the scalers that counted

various beam related signals were written out. We calculated live triggerable

beam (NLTB) based upon these scalers. NLTB enters the cross section formula

as a measure of a total number of incident beam particles arriving while the

experiment was ready to accept a trigger.

NLTB = NBEAM1
BH � Live Fraction

Live Fraction is a fraction of time when computers, pre-trigger and trigger

systems were "live", or ready to accept events combined with a fraction of time the

CLEAN condition was satis�ed among all interactions. The trigger live fraction

included veto wall requirements and other trigger related vetoes. These vetoes

rendered the NLTB octant dependent, and therefore the data from each octant

were normalized in the cross section measurement independently.
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3.3.2 RABBIT PT System

The measurement of the transverse energy deposited in the LAC for the

purpose of trigger consideration occurred in the PT system. The pT summing

modules, hosted in RABBIT PT crates, received the fast output lines from the

LACAMPs. Only the R-strips of the LAC were utilized in the trigger formation.

The radial geometry of the detector strips allowed for a simple method of pT

measurement. The energy from the strips was attenuated according to R
ZLAC

,

where R is the distance of the strip from the z-axis and ZLAC the distance between

the target and the detector. Transverse energies in consecutive 8 channels were

then added together and formed the so called sums-of-8 values, as represented in

Figure 3.6. There were 32 sums-of-8 per octant that were made available for the

further trigger formation. The RABBIT PT system provided also a protection

against an image charge e�ect. Due to the capacitive coupling of all of detector

channels a large (negative) charge deposition in a region of the LAC caused small

signals of positive sign on the remaining channels. Diodes were used to prevent

the positive sign signals from interfering with the true signal in the trigger system.

3.3.3 Pretrigger Formation

The pretrigger was formed to reject the bulk of the low pT interactions

occurring in the target. Its formation was less specialized than that of higher-level

triggers and therefore allowed for a faster decision regarding the event. With each

LIVE INT1 signal, the sums of transverse energies from inner or outer regions

of the LAC were tested against the pretrigger threshold. In addition no signal

from veto walls quadrant that shadowed the tested octant was permitted and

the octant's signals were protected against early pT s. The early pT system was

included in the pretrigger de�nition to prevent the experiment from triggering

on pile-up signals in the LAC. The pile-up of the charge deposition in the LAC,
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Figure 3.6 Trigger signal formation in the RABBIT PT system
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created by earlier signals in the same octant which did not decay fully by the

time the next event occured was likely in the high-intensity running environment

and could boost the e�ective trigger pT signi�cantly. The early pT protection

consisted of a measurement of global transverse momentum of untriggered events

that occurred earlier in time and using that information as a veto to the pretrigger,

in case when the signi�cant signal was observed. The pretrigger threshold values

were about 1.7 GeV/c and 0.8 GeV/c. The two values were used for either high

or low threshold triggers respectively.

3.3.4 Trigger Level

There were several types of specialized high and low threshold triggers used

by the experiment. Their design was aimed at covering the largest possible pT

spectrum of interest and at providing some overlaps between di�erent triggers to

allow for a measurement of trigger e�ciencies. Prescaling was used for triggers

of lower thresholds to allow high triggers to receive a larger share of the events.

Some triggers, like Single Local Low and Single Local High required that the

electromagnetic transverse energy be localized within 16 consecutive R strips

(2 sums-of-8 groups) of an octant. The local triggers were aimed at direct photon

and �0 detection. The global triggers { e.g., 1/2 Global Low or Global High {

measured total pT deposited in the inner 128 strips or in the outer strips of an

octant. These triggers could be more sensitive to higher mass states such as �s

and !s. The two-gamma trigger was a two arm trigger de�ned by the logical AND

of the Local Low signal from one octant and Local Low signal from any other of

the 3 octants on the opposite side of the LAC. Its physics aims were double direct

photon and high mass �0 pair production.

Table 3.1 lists all the trigger types and their approximate characteristics as

implemented during the 1990 data run. Trigger threshold were being adjusted
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during the course of the run as the intensity of the beam delivered to MWEST

increased. The trigger settings presented there correspond to the last period of

1990 running, except for the last column of Table 3.1, where the 75% turn-on

point is listed for the di�erent triggers averaged over the course of 1990 run. The

75% point indicates at what pT value the trigger turns on 75% of the time.

Trigger Trigger Prescale 75% Point

Fraction(%) Factor GeV/c

Single Local High 40 1 3.8

Single Local Low 18 40 3.2

Local Global High 35 1 4.2

Local Global Low 20 40 3.0

Two Gamma 20 1

Local 1/2 Global High 35 1

Interaction 3 155 none

Beam 2 156 none

Prescaled Pretrigger 7 2925 1.7

Di-Muon (E672) 20 1 1

Table 3.1 E706 trigger characteristics
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Chapter 4 Event Reconstruction

The software reconstruction programs used by the E706 collaboration were

developed by several generations of physicists and students involved in the exper-

iment. The programs have been modi�ed and re-tuned as the group's understand-

ing of the collected data evolved and as increasingly re�ned measurements and

studies were made. The raw data, written out on-line to 8 mm magnetic tapes,

consisted of channel pulse-height information from all detectors, discriminator

status, status and timing of various counters, etc. To proceed with the physics

analysis, we must transform this data into a physical description of the events:

particle 4-momenta, charges, and general event characteristics. The process that

led from raw data to the Data Summary Tapes (DSTs), where the results of the

reconstruction of the events were written out, was de�nitely not simple, and the

�nal results were not uniquely/absolutely determined. To the contrary { we could

only approximately describe the physical processes registered in the detectors.

The sections that follow give an overview of the reconstruction procedures.

4.1 Charged Particle Reconstruction

The process of reconstruction of charged particles involved the following:

PWC track reconstruction

STRAW track reconstruction

SSD view tracking

linking of SSD and PWC/STRAW track segments through the magnet

region

primary and secondary vertex �nding

momentum determination
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Tracks could not be reconstructed properly if the positions and angles in

space of each of the tracking chambers as well as STRAW tubes locations were

not known precisely. These measurements, called alignment constants, were run-

dependent, and were determined from the data itself through an iterative and

involved process. The details of this work can be found in [56][57][58][59]. Raw

data were transformed into hit positions using the alignment constants. To

reconstruct track from hit positions, both SSD and PWC tracking used view-

based track algorithms. Hits in two seed planes gave the starting trajectories

for possible tracks and other planes were searched for hits consistent with these

trajectories. View tracks from X,Y and U,V views were then correlated in the case

of PWC track reconstruction and the �nal trajectory was re�tted. PWC tracks

with 16,15,14 or 13 hits were allowed at this stage. Tracks that shared many hits

with other tracks in the event were rejected. The hits belonging to reconstructed

tracks were then eliminated and the process of track �nding repeated to allow the

reconstruction of tracks which might have missed some of the chambers.

The resolution of the tracking system has was improved with the installation

of STRAW tubes prior to the 1990 run. STRAW chambers provide increased

spatial resolution because they not only registered the hits on the wires but also

the time it took the ionized electrons to travel from the place of passage of the

high energy particle to the wires. With the proper calibration of the drift time to

distance for a given chamber voltage and threshold setting, one could accurately

measure the hit position. When STRAW hits associated with PWC tracks were

identi�ed, the PWC and STRAW hits (up to 32 hits) were re�tted and physical

track parameters updated.

The linking process attempted to connect the SSD X and Y view tracks with

the PWC/STRAW track at the other side of the analysis magnet. While passing
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through the magnet, charged particles experienced a momentum kick in the X

direction but the Y view trajectories were, to a good approximation, unperturbed.

Therefore the linking code matched the SSD tracks to PWC/STRAW tracks based

upon the Y slopes of upstream and downstream segments of the tracks as well

as the separation of the projected trajectories at the center of the magnet (�Y ).

In X view, only the separation of projected trajectories in the X plane, �X, was

used. Small corrections due to fringe �eld and geometrical e�ects were applied

to �X, �Y , and �Y slope prior to matching[60]. Track combinations for which

the �X, �Y , and �Y slope, weighted with the corresponding resolutions, were

within the linking window criteria were linked together. The linking windows

criteria were momentum dependent. The larger the estimated momentum of the

track the closer the two track segments projections were required to be at the

center of the magnet to satisfy the linking requirements. Track matching was not

unique. A given downstream track could have up to 5 SSD view tracks associated

with it and one of these was judged to be the best link. Tracks for which links

were not found within the linking windows were assumed to have come from the

vertex for the purpose of calculating their momentum.

SSD track reconstruction relied on the linking information to reduce the

number of accidental SSD tracks. This approach was e�ective due to the fact that

the PWC tracks required a higher coincidence level and were fully determined

in space, and thus were less likely to be fake tracks than the SSD track which

could only be reconstructed from at most 5 hits in X and Y view planes1. Linked

SSD tracks were given preference in the vertex �nding algorithm. To identify

the vertex location in the X and Y views, the �2 of the impact parameters of all

tracks to the �tted vertex position was minimized. Information on the vertex Z

position determined in one view was then used to re�t the Z position of the vertex

1 There was no U, V information upstream of the magnet.
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in the perpendicular view. The vertex Z resolution averaged around 400 microns.

If there were more than one vertices found in an event the most upstream vertex

was used as the primary vertex[59].

After the vertex �nding, the SSD best links corresponding to PWC/STRAW

tracks were reevaluated using their impact parameter to the vertex as an additional

selection criteria. The charged particle's energy, momentum, and charge

were evaluated using its downstream and upstream track segment parameters.

Additional details regarding E706 track reconstruction can be found in several

theses of students involved in this project[57][58][59][61].

4.1.1 Momentum Scale

The magnetic �eld of the dipole analysing magnet and hence the size of the

momentum impulse experienced by charged particles passing through it depends

on the current setting. We needed to determine the value of the momentum

impulse in order to calibrate the momentum scale. The decays of two particles

K0
S ! �+�� and J= ! �+�� were used for this calibration. K0

Ss were

identi�ed by searching for events with a secondary vertex and plotting the

invariant mass of the oppositely charged tracks. J= s were reconstructed from the

E672 dimuon triggers using the muon chambers and then were linked to match the

PWC/STRAW track segments at the center of the toroid magnet. The momentum

of muons reaching the E672 muon detectors were generally much larger (above 40

GeV/c) than the average values of momenta of the more copiously produced K0
Ss

from the jet fragmentation. Hence we had a good check on the momentum scale

averaged over all values of momentum reconstructed by the system. A single

adjustment to the magnetic �eld strength was used to simultaneously set both

particle masses to their Particle Data Group values within one standard deviation

in the uncertainty on the mass measurement.
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The momentum scale was also tested for stability in time. Changes in the

magnet current or misplacements of the tracking chambers could inuence the

momentum scale. There were no signi�cant deviations found in the measured K0
S

and J= masses from their nominal values throughout the span of the 1990 run.

Figure 4.1 shows the �tted mass distributions for �+�� and �+�� pairs. The

�+�� pairs have �+�� vertices reconstructed either in the target region or within

the coverage of the SSD system and represent a K0
S sample based upon about 1

million DST events. About 10 000 events with high mass dimuons were preselected

by the E672 collaboration from a sample of 5 million events and the resulting

J= mass peak is shown in Figure 4.1(b). The J= mass is �tted with a sum

of two gaussian distributions with a common mean to allow for a visible change

(widening) in the mass resolution for some events. There were two classes of �+��

tracks with poorer resolution: muons with very large momentum and tracks with

missing or only partially reconstructed STRAW segments. The widths of the two

gaussians are 51� 5 MeV and 148� 11 MeV.

4.2 Electromagnetic Shower Reconstruction

4.2.1 Raw Data Preparation

As in the case of charged particle reconstruction, the information from the

calorimeter channels was pre-processed before the actual photon �nding algorithm

was called. The preliminary steps included pulse height to energy conversion,

subtraction of the channel pedestals, and rescaling of the energy by gain factors.

The channel pedestals were subtracted from the raw pulse-height counts. Final

pedestal corrections were determined from the data via the observed energy

values per channel in regions of the LAC where no photons were detected

(accumulated over many events). We have also observed that large groups of
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Figure 4.1 K0
S and J= signals used in the tracking system momentum calibra-

tion, after the momentum scale adjustment.
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channels occasionally shifted up or down in a correlated manner { resulting in a

distortion of the measured energy values. To account for this e�ect, which may

be related to the image charge issue mentioned in the Trigger Section, linear �ts

to the pedestal base line across R or � values were performed and the channel

energies were adjusted accordingly[62]. The few dead channels in the detector

were �lled with the energy values interpolated from the neighboring strips on an

event-by-event basis. Front section and back section energies were added together

prior to the particle search.

4.2.2 Shower Finding Algorithm

The pattern recognition algorithm �rst searched through the R and � views

for clusters of channels with energies above the minimum threshold of 80 MeV.

If at least 3 consecutive strips (2 in outer � region of the detector) contained

energy above threshold, a group was found. Signi�cant peaks and valleys within

each group were identi�ed. The approximate positions of the peaks and the

approximate energies associated with those peaks were then determined. If the

group contained only one peak, but was of large energy (greater than 25 GeV),

a search for shoulders was initiated. Two showers, even if separated in space,

could coalesce in one of the views, possibly producing an asymmetric shower with

a shoulder on one side. Information about the presence of such a shoulder would

later be valuable in the correlation routines that attempted pairing of showers

found in R and those found in � views.

Monte Carlo simulation of the calorimeter and of physics processes occurring

throughout the shower development provided simulated single-photon detector

responses used in the shower shape determination. Fitting of a functional form

to the Monte Carlo showers was done separately for the front and back sections,

since the showers were distinctly wider in the back compared to the front. When
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we �tted the shower shape to the data, however, the sum of the front and back

strip energies was �tted to a combination of front and back shower shapes. This

approach was chosen to minimize the sensitivity to the strip energy uctuations.

The parametrization of the shower shape function was done versus radial distance

from the center of the shower[16].

The �tting of shower shape functions to the peaks found in R and � views

allowed for a more precise energy and position determination. In the case of

overlapping showers the �tting split the energies of the showers and minimized

the overall �2. The shower energy was then corrected with the tail correction

{ an estimated fraction of the shower energy deposited outside of the valleys

surrounding the peak. Showers close to the boundary of the LAC were also

corrected for the fraction of the energy deposited outside the sensitive volume

of the LAC.

4.2.3 View Photon Correlations

The precise determination of showers energies detected in each view (ER and

E�) was very important to the success of the correlation routines. R and � view

showers within a quadrant were matched to each other based on matching their

energies. In addition, the longitudinal shower development in each view (measured

by a fraction EFront=ETotal, where EFront is the energy deposited in the front

section and ETotal is the total energy of a shower) was used to aid the correlation

process. The correlation algorithm also used the segmentation of the quadrant

into octants and into inner and outer � regions in matching pairs. Sometimes a

correlation of a type 1:1 (one shower from each view) to match the view showers

into photons was not su�cient. That would occur when all matches of showers

with small ER and E� energy di�erences were found, but a large amount of energy

in the octant still remained uncorrelated. In such a case 1:2 (one R view shower to



Event Reconstruction 51

two � showers), 2:1, 1:3 types or even more complicated schemes of correlations

were attempted. The �nal photon energies were a sum of the �t energies of R

and � gammas. A more detailed description of the photon reconstruction and

correlation algorithms can be found in [63].

4.2.4 Energy Scale

The precise calibration of the energy scale of the calorimeter is very crucial

for any high pT experiment: an uncertainty of 0.5% in the energy scale results

in a 6% systematic uncertainty in a di�erential cross-section measurement as a

function of pT due to the rapid fall of the cross section with pT .

While the gain of the electronic channels was found to be very stable over

time, the observed reconstructed �0 mass showed a signi�cant increase with the

run number, or the time of recording of the events. This e�ect is illustrated in

Figure 4.2, where the uncorrected mean �0 mass is plotted versus time. The

1991 Fixed Target run data are also included in this plot. This behavior was

found to correlate with the cumulative exposure of the LAC detector to the

interacting beam particles. Although di�cult to explain theoretically, the e�ect

was empirically parametrized and the energy scale adjusted accordingly.

After the time dependence of the energy was removed, an extensive and

systematic study of the remaining e�ects pertinent to energy scale was performed.

The study used �0s, �s and  ! e+e� conversion electrons[15]. The reconstructed

�0 and � masses measured separately in each of the LAC octants were found to

deviate from the standard values by a few percent. Octant-dependent scale factors

were used to correct the photon energy by setting the reconstructed meson masses

at their nominal values.
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Figure 4.2 Time dependence of the reconstructed �0 mass normalized to the
Particle Data Group value.
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Each of the photons or electrons passed through several layers of material

before reaching the active region of the calorimeter. The mean energy lost, Eloss,

modeled in the Monte Carlo, was added to the reconstructed energy to account

for this e�ect. The Eloss varied from 0.5 GeV to 2 GeV for photons and to 3 GeV

for electrons, depending on their energy.

A selected set of �0s and �s were studied for the dependence of the

reconstructed mass on the position of the particles in the detector. Attention

was given to the fact that for a given pT cut, the energy distribution of photons

would change with radius, with the large energy particles being concentrated

in the inner parts of the LAC while the lower energy photons dominated the

outer regions. The di�culty in reconstructing two overlapping showers from high

energy �0 could a�ect the �0 mass of the photons in the inner region. Hence a

set of low pT (pT >2 GeV) �0s from a low threshold trigger, as well as a sample

of �s whose photons are widely separated, were used to determine the radially

dependent correction. The radial dependence of the reconstructed �0 mass prior

to this correction and normalized to the nominal value is presented in Figure 4.3.

A similar radial dependence of the reconstructed mass is displayed for the �s. The

parametrized form of E versus r dependence, obtained for each octant separately,

was used to correct for that dependence in the energy of the photons.

Electron showers, identi�ed by the presence of a reconstructed charged

track pointing at the shower, were additionally corrected for the observed E=P

dependence on energy. The electron momentum P measured in the tracking

system was larger than the corresponding energy E measured in the calorimeter

at low energies, as shown in Figure 4.4, where both data and Monte Carlo results

are plotted. The e�ect is understood as due to the use of a parametrized photon

shower shape in the reconstruction of electron showers.
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Figure 4.3 Radial dependence of the reconstructed �0 (solid points) and � (open
points) masses relative to the PDG values.
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Figure 4.5 shows the dependence of the �0 and � masses on octant number,

particle pT and the radial position in the detector, after all the above mentioned

corrections were applied. The resulting energy scale has been extensively tested

using independent sets of data, including the high pT sample[15][64]. The

uncertainty in the energy scale was found to be within 0.5%.
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Figure 4.4 E/P ratio for  ! e+e� electrons as a function of electron energy for
data (black points) and Monte Carlo (open cirles).
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octant number, pT and radial position of the particle. Masses are
normalized to the PDG values.
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Chapter 5 Search for the Omega Meson

5.1 Data Selection

The data analyzed in this thesis were collected during the Fermilab �xed target

run that spanned the period between February and August of 1990. A total of 30

million triggers generated by 515 GeV/c �� beam incident on Cu and Be targets

were recorded. Table 5.1 shows how the data are divided into sets of constant

trigger thresholds and relative stability of the detector performance as well as the

corresponding numbers of processed events written onto Data Summary Tapes

(DSTs).

Trigger Set Run Number Range Number of Events

Processed onto DSTs

1 9181 - 9434 5,904,400

2 8989 - 9180 4,051,100

3 8629 - 8988 5,839,100

4 8240 - 8628 3,931,700

5 8055 - 8239 2,864,500

6 7594 - 8054 4,966,500

Total 27,557,300

Table 5.1 1990 Data Subdivided into Trigger Sets

The search for events containing ! mesons was facilitated by a further

compression of the overall data sample. A secondary DST stream of selected

events that could potentially have a high pT ! decaying to a �0 and a 
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were retained while the remaining events were dropped. The selection criteria,

discussed in more detail below, can be summarized as follows:

Only showers reconstructed within the LAC �ducial boundaries were

considered

Showers with Efront=Etotal < 0.2 were rejected

Showers associated with charged tracks were rejected

A triggering LAC octant must have had at least 3 photon showers

satisfying the previous criteria and the pT of at least one combination

of 3 such photons must have been > 3.0 GeV/c

A �ducial region of the LAC, which is smaller than the instrumented region,

was de�ned in order to reject showers hitting the edges of the detector, gaps

between quadrants or octant boundaries, etc. Figure 5.1(a) shows the Y vs X

position of photons after the �ducial cut was implemented. The Efront=Etotal

requirement discriminated against hadrons and muons which were less likely to

interact in the front section of the LAC. Efront is the energy deposited in the front

section of the LAC, while Etotal is the total energy of the shower reconstructed

in the electromagnetic calorimeter. Figure 5.1(b) presents the Efront=Etotal

distribution for all neutral and charged particles hitting LAC. If the projection of

a reconstructed track to the front face of the LAC was within 1 cm of a shower,

the shower was assumed to be due to that charged track. The Efront=Etotal

distribution for showers associated with charged tracks exhibits two maxima, in

the vicinity of 0 and 1. The maximum near 1 is attributed to electrons, many of

which we can clearly identify by the invariant mass of a e+e� pair. The maximum

near 0 is characteristic of hadrons or muons. The charged track cut removed the

majority of electrons and some remaining charged hadrons which survived the
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Figure 5.1 (a) Positions of photons at the front face of the LAC after the
�ducial volume cut was implemented. (b) Efront=Etotal ratio for
reconstructed LAC showers. Photon candidates with Efront=Etotal

below 0.2 are rejected.
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Efront=Etotal cut. Requiring that all 3 photon candidates for ! be in the same

octant facilitated calculation of the trigger corrections.

The above pre-selection criteria reduced the amount of DST data by a factor

of 5 and allowed the storage of selected data on about 20 8 mm magnetic

tapes. Further data analysis cuts instituted on pre-selected data, pertinent to

the measurement of the omega signal, are described in the sections below. Some

other analysis cuts (including the vertex cut, muon rejection cuts and trigger cuts)

that have been adapted for most of the E706 analysis will be discussed in later

chapters. The trigger types selected for this analysis were the Single Local High

(SLH) and Local Global High (LGH) triggers1.

5.2 De�nition of the �0 Signal

All pre-selected ! candidate events satisfying the SLH trigger were �rst

searched for a �0 signal. Any two photons in the triggering octant satisfying

the photon criteria de�ned above were considered as a �0 candidate. Photon

momenta were calculated from their corrected energy and position at the LAC

assuming that the photons originated from the reconstructed interaction vertex.

The 4-vector momenta of the two photons were added to form a  momentum

4-vector with components denoted by E; px; py; pz. The invariant mass (m) of

the  system was calculated according to the formula

m2
 = (E � pz)(E + pz)� p2x � p2y

A  combination was considered a �0 if the invariant mass m was within the

range 0:11�0:165 GeV/c2. Figure 5.2 presents the  invariant mass distributions.
1 All trigger types available in E706 data were searched for evidence of an !

signal. The only other data set besides the SLH and LGH sets that displayed any

signi�cant signal was the Local Global Low trigger set. However, the ! signal was

statistically very limited in that set, and it was not included in this analysis.
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The four di�erent plots correspond to four energy asymmetry A�0 intervals, where

A�0 is de�ned as

A�0 =
jE1 � E2j
(E1 + E2)

and E1 and E2 are the energies of the two photons. Among all  pairs only

those which formed a three photon combination with pT > 4:0 GeV/c when

combined with another photon from the same octant contributed to these plots.

An additional requirement on the relative energy asymmetry of the �0 pairs,

(called the cos�� cut, and described in the next section), has been imposed on 

pairs entering the �gures. These two cuts allow us to view the �0 signal and its

background exactly as it is used to form �0 combinations.

The �0 signal to background ratio is very poor in the highest asymmetry

region A�0 > 0:75. This is due to the presence of many low energy photons in the

event; �0s from that asymmetry bin will not be used in the evaluation of the !

signal.

5.3 Cos�? Cut

5.3.1 Motivation

Angle �? is formed between the �0 direction of motion in the �0 rest frame

and the direction of motion of the �0 system in the LAB frame, as illustrated in

Figure 5.3. The �0, de�ned in the previous section, is paired with the remaining

photons from the triggering octant to form a potential !. The �0 4-vector is then

boosted to the rest frame of the �0 object and the cos�? distribution is formed.

The ! is a 1� vector meson and thus the orientation of the back-to-back �0 and

 momentum vectors in space is not random but carries information about the

! spin. Nevertheless, only an overall polarization of ! particles could produce
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Figure 5.2 Two photon invariant mass distributions in the �0 region for  pairs
that could form an object of pT > 4:0 GeV/c when combined with
other photons in the event. The four plots correspond to four di�erent
�0 photon energy asymmetry regions. The cos�? cut on �0 pairs was
applied.
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Figure 5.3 Illustration of the de�nition of �?.

a non-uniform distribution of the �0 (or ) direction with respect to !'s line of

ight. Since we have no reason to expect such a polarization, it is assumed, for

the purpose of this analysis, that the !s are produced unpolarized, with spins

oriented randomly in space, and that therefore the resulting cos�? distribution of

decaying !s is at.

The cos�? distribution for the reconstructed �0 pairs is presented in

Figure 5.4. Overlaid is a Monte Carlo simulation of these events, weighted

by the probability that the events satis�ed the SLH trigger. Most of the MC

events are high pT �
0 events entering the �0 spectrum combined with accidental

photons in the octant. From the identi�cation of the particles in the Monte

Carlo, and also from kinematic considerations, we deduce that the majority of the

�0 combinations contributing to these distributions could not be coming from a

physical, bound �0 state because their energies are too often asymmetric. Cos�?

is related to the �0 energy asymmetry (A!) by the following formula:
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A! = �cos�? � (1� m2


m2

�0

)

with � denoting the velocity of the the �0, ~� = ~p=E, m and m�0 the invariant

masses of the 2 or 3 photon combinations. For high energy showers � � 1

and cos�? is almost identical with A!. The shape of the cos�? distribution in

Figure 5.4 suggests that a kinematic cut around jcos�?j < 0:6 could remove a

large fraction of the background combinations and thus potentially improve the

signal to background ratio for !s. The impact of this cut can be seen by comparing

Figure 5.5 and Figure 5.6, where the �rst invariant mass distribution shows all

�0 combinations while the second requires jcos�?j < 0:6. An indication of the

! particle presence can be observed in the �rst of these distributions, but after

the cos�? cut the ! signal becomes unmistakable. Only �0s with asymmetry

A�0 < 0:75 contribute to these plots.

5.4 Structure in the Background

The plot of the �0 mass spectrum for �0s with energy asymmetryA�0 > 0:75,

shown in Figure 5.7, reveals several peaks. The insert in the plot emphasizes the !

mass region. An enhancement in the �0 distribution near the mass of 0.8 GeV/c2

can be interpreted as a presence of a small ! signal. The larger peaks, at about

0.25 GeV/c2 and at 0.58 GeV/c2, have a more complicated origin. There are

no known particles in these mass regions that could decay to �0. The puzzle

was resolved when the two photon mass distribution was formed for these events

using the larger energy photon from the �0 candidate and the single photon. The

resulting  mass distribution is presented in Figure 5.8. The �0 and � particles

are now easily recognizable with their masses centered around 0.135 GeV/c2 and

0:55 GeV/c2. We can therefore identify the peaks in Figure 5.7 as reections of �0
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Figure 5.4 The cos�? distribution for the �0  pairs from the triggering octant
for the data events (histogram) and Monte Carlo (points). Events
were selected via SLH trigger and the distribution is shown for �0
combinations with invariant mass between 0.6 and 0.96 GeV/c2.
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Figure 5.5 The �0 mass distribution for all combinations of photons found in
the triggering octant for which 4:0 < pT < 10 GeV/c and for �0

energy asymmetry A�0 < 0:75. Events were selected by the SLH
trigger.
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Figure 5.6 The �0 mass distribution for all combinations of photons found in
the triggering octant with �0 energy asymmetry A�0 < 0:75 after the
jcos�?j < 0:6 cut. The pT of �0 is in the range 4:0 < pT < 10 GeV/c
and the events were selected by the SLH trigger.
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and � particles in the �0 spectrum 2. These structures arise because a true �0 or

� photon, paired with an accidental photon in the event passes the �0 candidate

de�nition and then, when combined with the remaining true photon of the �0 or

�, contributes to the enhancement in the �0 spectrum.

5.5 �0 Sideband Subtraction

The study of the �0 mass spectrum for high �0 asymmetry revealed evidence

for structures in the background due to reections. We were able to identify a

signi�cant structure in the vicinity of the ! mass as coming from � combinations.

Although the � reection is not obviously present in the �0 mass spectrum for

candidate �0 asymmetries less than 0.75 (see Figure 5.6), a study of Monte Carlo

events was undertaken to determine if the eta interferes with the omega signal

measurement in that asymmetry range. A Monte Carlo simulation of events which

each contained a high pT eta (called the � MC) was available. This sample was

originally generated to determine the eta meson reconstruction e�ciency. The �

MC event sample was processed in the same fashion as the data and a search for

�0 was performed. It should be noted that due to the method of generation of the

� MC events the presence of a true high pT omega was very unlikely in this sample.

The resulting �0 invariant mass spectra in two �0 asymmetry bins A�0 > 0:75

(solid line) and A�0 < 0:75 (dashed line) are presented in Figure 5.9. A peak

in the vicinity of the omega mass range can be observed in both distributions.

The dashed line histogram in Figure 5.9 exhibits a much lower and broader peak

than the solid line histogram. It is harder to �nd a photon in a high pT eta event

2 The term \reection" is most often used in the literature to describe a

structure in a mass spectrum arising from misassignment of particle identities

as for example in K0? ! K+ �� case, were the K+ and �� identities are

interchanged. However, it is also used in the sense described in this thesis, { e.g.,

in [65].
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Figure 5.7 The �0  mass distribution for photons passing jcos�?j < 0:6 when
�0 energy asymmetry A�0 > 0:75 and the pT of the 3 photons is in
the range 4.0 to 10 GeV/c.
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Figure 5.8 The  mass distribution of the larger energy photon of the �0

candidate and the third photon originally used to make �0. The
candidate �0 energy asymmetry A�0 was > 0:75. The �0 and � peaks
are clearly visible indicating that a substantial fraction of the high
asymmetry candidate �0s are accidental combinations of a photon
from another source with a photon from a �0 (or �).
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that can accidentally combine with a high energy photon from an � to form a

candidate �0 with low asymmetry than high asymmetry. The broadness of the �

peak depends on the amount of energy the  contributes to the � pair and also

their separation. The larger the energy of the , the smaller is the resemblance of

the resultant � pair to the � mass.

Figure 5.9 shows that the � reection contributes to the �0 mass spectrum

even when the candidate �0 asymmetry is less than 0.75. This is the kinematic

sample in which we intend to measure the omega signal, and the presence of the

� reection is undesirable. To remove it, a method of �0 sideband subtraction

was considered. It is the background under the true �0 that contributes to the

� bump, and hence there will likely be no di�erence between taking a  from

the mass range of 0.11-0.165 GeV/c2 or, for example, from the �0 sidebands

0.07-0.1 and 0.18-0.21 GeV/c2. This hypothesis was tested using the eta Monte

Carlo. A three photon mass spectrum was formed using the �0 sideband entries

(�0sb) combined with any other photon in the octant, and then subtracted from

the original �0 mass spectrum. The � reection disappeared almost entirely as

shown by the dotted histogram in Figure 5.9. Hence the �0 sideband subtraction

technique provided a method of suppressing the background structures around

the omega mass range. This method was applied to �0 mass spectrum prior

to �tting the background and counting the ! signal. In this method we have

assumed that the background inside the signal region in the �0 distribution

could be approximated by a linear interpolation between background regions on

either side of the signal. The validity of this assumption will be tested by studying

the sensitivity of the number of measured omegas to the de�nition of the sideband

region.

The combined width of the �0 sideband regions, de�ned above, is larger than

the width of the �0 mass range (0.11-0.165 GeV/c2) to account for the observed
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curvature of the  background. A more precise determination of the amount

of background under the �0 peak was performed. A second order polynomial

(P2) and a gaussian shape were �tted to the  distributions in each of the pT

bins selected for the omega measurement. The P2 functions were then used as the

background representations in the �0 mass range and the numbers of combinations

under the P2 (N�0mr) were determined. The numbers of  combinations in �0

sideband region (N�0sb) were obtained by simple counting. The ratios of N�0mr

to N�0sb gave scale factors by which the �0sb invariant mass histograms were

multiplied prior to �0 sideband subtraction. The scale factors were approximately

1.1 but varied between 0.8-1.2 in the low statistics region at high pT . The �0

sideband subtracted histogram (denoted below as �0sbs) in each pT bin was

obtained by:

�0sbs = �0 � �0sb �
N�0mr

N�0sb

5.6 De�nition of the ! Signal

Once the existence of the ! signal was established in the E706 data sample,

methods of extracting the number of !s above background were investigated. The

di�culty in obtaining this number rested mainly in the lack of a precise knowledge

of the behavior of the background in the vicinity of the ! peak even after the �0

sideband subtraction. The study of the signal and background behavior was done

in several pT bins of widths of 0.33, 0.5 or 1 GeV/c, covering the range between 3.5

to 8 GeV/c { the full range where the signal was visible. The background shape

changed substantially with pT , so that the functions describing the background

in low pT bins could be very di�erent from the functional form used for high pT

bins. We could not obtain any guidance from Monte Carlo sample due to the lack

of agreement between the shapes of the �0 mass distributions in MC sample and
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Figure 5.9 Monte Carlo events with high pT �s reconstructed in the �0 mode,
for �0 energy asymmetry A�0 < 0:75 (dashed line) and A�0 > 0:75
(solid line). Dotted line shows the mass spectrum after the �0

sideband subtraction. PT of the combinations ranged from 4 to 10
GeV/c.
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the data, as will be described in the chapter on the Monte Carlo (and Figure 6.6).

The extraction of the signal is described in the Analysis chapter, after a discussion

of the corrections.

High pT �0s and �s are reconstructed in the LAC detector with widths of

about 7 and 20 MeV/c2, respectively [16], and it is clear that detector resolution

e�ects in the ! mass range will dominate over the natural width of the resonance

(which is 8.5 MeV/c2). Thus the mass peak is expected to have a gaussian shape

rather than be described by a Breit-Wigner formula used for resonance states.

The ! signal region is de�ned as a three sigma interval around a �tted mean

mass. For the width of the gaussian (sigma) we take an average width from �ts

measured at di�erent pT s (38 MeV).
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Chapter 6 Monte Carlo

Monte Carlo simulation of the response of the E706 apparatus to hard

scattering processes and particle production is important to our cross section

measurements. The Monte Carlo is used to account for the unavoidable biases

introduced into event selection during data taking. It permits measurement of

losses due to the geometrical acceptance of the detectors and provides a means

of evaluating the reconstruction e�ciency for a given process. By simulating

high energy �� collisions with proton and neutron targets we can investigate the

generated events, including those not found in the actual data sample. The closer

the Monte Carlo describes the scattering processes and simulates the detectors,

the more accurately we can determine the fraction of undetected particles and

apply this information to the cross section measurements.

The Monte Carlo used by the E706 collaboration consisted of three ma-

jor elements: an event generator (HERWIG), a detector simulation package

(GEANT), and an additional E706-speci�c software package called the Preproces-

sor. GEANT[66], a software program developed at CERN, simulates the passage

of elementary particles through matter. Essential physics processes that occur in

the development of electromagnetic showers are incorporated. GEANT provides a

data base of standard geometrical shapes and material properties that were used

to model the E706 detectors. The input to the GEANT program was provided by

the HERWIG[31] particle generator. Event generators used in high energy physics

experiments utilize current knowledge of parton-parton interactions, fragmenta-

tion functions, and various particle production and decay rates in modeling the

physical processes occurring in collisions. E706 evaluated both PYTHIA[32] and

HERWIG as possible event generators. HERWIG was selected for our purposes

because it provided a closer match of event characteristics between Monte Carlo
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(MC) and data. From events generated by HERWIG in simulating hard-scattering

processes, those events which contained a �0 or  with pT in excess of a speci-

�ed generation threshold (e.g., 3.0 GeV/c) were selected and allowed to progress

through various E706 detectors. This selection scheme was later expanded to al-

low for selection of events based on the transverse electromagnetic energy after

the particles reached the LAC, to closer simulate the actual data selection process.

Detector ine�ciencies, dead channels, electronic noise, and resolution smear-

ing were all added via the Preprocessor program. MC events were then recon-

structed just as real data and stored in the form of DSTs. During the reconstruc-

tion stage, trigger sums-of-8 were formed for each 8 consecutive r-strips of the

LAC detector, and the response of the trigger logic for SLH/LGH triggers was

simulated. The e�ect of the time-dependence of the energy scale of the LAC (as

discussed in Energy Scale section of chapter 4) and various other smaller scale

e�ects were also modeled.

6.1 Comparison of Data with Monte Carlo

In this section several distributions are presented to illustrate how well the

simulated events agreed with the data. Figure 6.1 shows the total number of

photons and the number of photons in the triggering octant for events in which

a high pT �0 was reconstructed, both for the MC and for the data. For this

and the remaining comparison plots, the Monte Carlo events were weighted with

the simulated SLH trigger probability and data events were selected via the SLH

triggers. On average, the MC events have more photons than observed in the

data. However, the multiplicities of neutral particles agree well in the triggering

octant. The energy and energy asymmetry distribution for photons from the

�0 mass region are compared in Figure 6.2. The agreement between MC (open

circles) and the data (histogram) is good. The excess of  combinations in the
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Figure 6.1 (a) Multiplicity of photons in events with reconstructed �0s of pT >
3:5 GeV/c for SLH triggers in data (histogram) and for MC events
(open circles). (b) Number of photons in the triggering octant of these
events. MC distributions were scaled to match the data histograms
near the maximum of the distributions.
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Figure 6.2 Energy distribution for photons with 0:11 < m < 0:165 GeV/c2 (a)
and their energy asymmetry A�0 (b), for data (histogram) and Monte
Carlo (open circles) events. Data events were selected via the SLH
triggers, and MC events were weighted with SLH trigger probability.
The MC distributions were scaled to the data.
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large energy asymmetry region relative to the at distribution expected for �0

pairs is characteristic of the soft photon background. Figure 6.2(b) indicates that

this background is somewhat larger in the data than in MC events.

To study �0 distributions, MC events with 3 or more photons in an octant

were chosen. The same selection criteria were used for the Monte Carlo events

and the data (as discussed in the Data Selection section of the previous chapter).

In the sample selected, two and three photon mass distributions were evaluated

and compared to the data. The plots of high pT  pairs in the �0 mass

region are shown in Figure 6.3. Only those  pairs which formed three photon

combinations with pT from 3.5 to 5.0 GeV/c (Figure 6.3(a)) or from 5.0 to 10

GeV/c (Figure 6.3(b)) when combined with a photon from the same octant

contributed to these plots. We observe again that the data events are characterized

by a larger background compared to Monte Carlo.

The two photon mass spectra plotted in several transverse momentum bins

were �tted with Gaussian distributions for the �0 signal and second order

polynomials to describe the background for both the MC and data distributions.

Figure 6.4 presents the mean values of the reconstructed �0 masses and the widths.

The MC and data energy scales agree quite well. The level of agreement between

the widths of the mass distributions indicates proper modeling of the detector

resolution.

The rapidity distributions of �0 combinations in the omega mass range are

compared in Figure 6.5, for events selected by the SLH as well as the LGH trigger.

The agreement between the data (solid histogram) and the Monte Carlo (open

points) improves with increasing pT of the �0, as can be seen in Figure 6.5, where

distributions for two di�erent pT intervals are presented. The dotted histograms

shown in these plots are rapidity distributions obtained with \dedicated" omega

Monte Carlo events (described below).
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Figure 6.3 Comparison of invariant mass distributions for  pairs between the
data(histogram) and E706 Monte Carlo (open points). Events were
preselected for omega analysis. The pT of �0 combinations was from
3.5 to 5 GeV/c (a) or from 5 to 10 GeV/c (b). The distributions were
normalized at their peaks.
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Figure 6.4 The mean �0 mass versus �0 pT in the data (square) and the Monte
Carlo (open circle) for �0s with asymmetry A�0 < 0:75; (b) is the
comparison of the widths of the �0 peak versus the pT of the �0.
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Figure 6.5 Comparison of �0 rapidity distribution between data (histogram)
and E706 Monte Carlo (open circles), for �0 combinations from
the omega mass range. Dotted histograms were obtained with the
dedicated omega Monte Carlo. The MC distributions are scaled to
the data in an arbitrary manner.
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In the next step, the �0 mass distribution was formed for the MC events

and compared to the data, as presented in Figure 6.6, for two di�erent ranges of

�0 transverse momentum. The general shape of the distributions are similar.

However, in the mass range between 0.5-0.9 GeV/c2 the Monte Carlo exhibits

an excess of events relative to the data (the two distributions were normalized

in the high mass region). It was established that the excess was unrelated to

omega meson production, but was the result of �0�0 correlations present in the

MC when two high pT �0s came from the same fragmentation cluster. This

was established through the study of the fragmentation history (provided by the

HERWIG generator) of the particles contributing to the 0.5-0.9 GeV/c2 mass

range. When mass combinations were formed from a �0 and one photon from

another �0 in the same cluster, they contributed to the excess in the 0.5-0.9

GeV/c2 mass range. This type of correlation is not expected to be present in the

true physical processes, and it is not present in events generated with the PYTHIA

generator. Because of this e�ect, one could not measure the reconstruction

e�ciency for omega mesons with the standard E706 Monte Carlo. Consequently,

a relatively small number of \dedicated" ! events were produced as follows: QCD

2! 2 hard parton scattering events were generated in HERWIG until an !(783)

meson of pT in excess of the pre-set generation threshold was found among

the hadrons into which the quarks and gluons fragmented. These events were

subsequently propagated through the E706 detectors using the GEANT package.

Omega branching ratios were altered to allow only the ! ! �0 decay. Table 6.1

details the numbers of events containing high pT omegas that were generated at

various pT thresholds in this MC pass.
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Generation Number of

Threshold(GeV/c) Events

2.5 4,900

3.0 73,000

3.5 55,000

4.0 9,700

4.5 7,000

5.5 5,000

6.5 3,000

Total 157,600

Table 6.1 Number of MC ! events generated in various pT bins.

The problematic �0�0 correlations were less likely to a�ect the selected omega

events in this sample, since it was improbable that a high pT �0�0 pair would

accompany ! photons in the same hemisphere of the detector. The �0�0 pairs

could occur in the recoil (or opposite hemisphere) jet, but these were not allowed

to contribute to the background because of same octant requirement. Since it

was argued in an earlier part of this section that the general characteristics of

events produced by HERWIG matched the data quite well, the dedicated ! events

produced by HERWIG are expected to have the event structure, pT spectrum, and

other relevant quantities (in the omega hemisphere) characteristic of the data. We

thus can learn about the spectrometer's response to omega mesons by studying

the dedicated ! MC sample, while cautiously treating the problem of now very

di�erent background characteristics between the data and the simulated events.
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Figure 6.6 Comparison of �0 invariant mass distributions between data (his-
togram) and E706 Monte Carlo (open circles). Monte Carlo points
were scaled to match the data histogram in the high mass region;
A�0 < 0:75
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6.2 Geometrical Acceptance

The omega meson !(783) is a relatively heavy particle, and in its decay to

�0 the opening angle between the products of the decay is not small. The spatial

separation of the �0 photons and the  at the front of the LAC is on average 27

cm with a tail to 90 cm. It is therefore very likely that not all 3 photons of the !

hit the same octant or even quadrant of the LAC. In order to determine the losses

of produced !s attributable to the geometrical acceptance of the E706 detector

and its segmentation into triggering octants, the dedicated ! Monte Carlo events

were studied. We do �nd that only about 65% of the omega mesons produced

in a central rapidity range have all 3 photons within the �ducial region of the

LAC. This is illustrated in Figure 6.7 (a). Figure 6.7 (b) shows the percentage of

omegas accepted when all 3 photons were required to deposit their energy within

the same octant 1. The e�ect of the \same octant" requirement is presented versus

rapidity (Y) of the ! in Figure 6.8 (a). This function varies slowly with Y except

for the fall-o� in the most forward region. To avoid this region the condition

�0:75 < Y < 0:75 was imposed upon the ! rapidity. This restriction was later

modi�ed to �0:5 < Y < 0:75 to remove an interval in Y without proper trigger

corrections2.

In this analysis we average over the rapidity range and give results versus pT

only due to statistical limitations in the number of omega events in the data. It

1 The requirement that 3 photons of the ! fall into the same octant was imposed

to reduce uncertainties in the corrections for trigger e�ects. All triggers were

octant-based.
2 The �0 cross section, measured in the SLH triggered sample exhibits a

substantial fall-o� at �0 pT below 4.2 GeV/c in backward rapidities when

compared to the cross section measured in the sample that satis�ed the Single

Local Low (SLL) trigger. Unfortunately, the ! signal could not be found in the

small SLL sample.
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is possible that in the process of averaging over the rapidity a systematic shift

is introduced into the cross section measurement. This e�ect would stem from

di�erences between the MC and the data ! rapidity distributions (compare �0

distributions in Y in Figure 6.5); see also the discussion of the systematic errors

in section 9.2.

We establish that the geometrical acceptance does not have a dependence on

the z-position of the generated vertex in the target. Figure 6.8 (b) shows the

percentage of geometrically accepted !s versus the position of the vertex of the

event and the distribution is found to be independent of that position. Both the

geometrical acceptance correction and the reconstruction e�ciency correction are

averaged over the location of the vertex in the target.

6.3 Trigger Acceptance for !

There is a class of ! events that will not satisfy the SLH trigger even for !s

with relatively high transverse momentum (such as 5 or 6 GeV/c). The splitting

of the !'s energy between 3 photons and their wide spread over the octant could

prevent the local trigger requirements from being satis�ed. To account for the

omegas not triggered upon, we relied on the Monte Carlo simulation of the trigger.

The distribution presented in Figure 6.9 was produced with the dedicated ! MC.

The percentage of ! events satisfying the SLH trigger is plotted versus pT . The

�0 and  of the ! were required to fall into the �ducial volume of the same octant

and to pass cos�? and �0 asymmetry cuts. From the plot, we can estimate the

magnitude of the loss of omega events encountered during the data taking phase.

For example, only about 8% of omegas with pT between 3 and 4 GeV/c passed

the SLH trigger requirements.

The large losses result in large correction factors that are determined from the

MC. In order to verify that the trigger e�ects are modeled accurately in the Monte
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Figure 6.7 (a) E�ect of the �ducial region requirement on the 3 photons of the
! ! �0 versus ! pT . (b) All 3 photons of the ! are required to
fall into the �ducial region of the same octant. Only particles passing
jcos�?j < 0:6 and �0:75 < Y < 0:75 cut are considered.
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Figure 6.8 (a) Geometrical acceptance for ! ! �0 plotted as a function of
rapidity Y ; jcos�?j < 0:6 is required. Transverse momentum is
between 4 and 5 GeV/c. (b) Percentage of !s accepted within �ducial
region of one octant versus the z-position of the event vertex. The
points with large error bars correspond to the edges of the target
where only a few events are reconstructed.
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Figure 6.9 Simulation of the trigger acceptance for ! ! �0 events versus pT .
Even at 6 to 7 GeV/c pT , well above the SLH trigger turn-on for a
single local group, the acceptance is not 100 % due to the spread of
!'s energy over several triggering units.
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Carlo program (and that the correction factors are reliable) a comparison of trigger

probabilities in MC and data was performed. For this comparison, we turned to

the standard MC sample rather than the dedicated omega events. This choice

was motivated by two factors: (1) Trigger characteristics in the data for events

from the omega mass range are dominated by the behavior of the background

�0 combinations rather than the true !s; (2) Triggering probability is higher for

background �0 events than for ! events, because the background is usually more

asymmetric in energy at a given pT . Thus in order to compare to the data sample

(mostly background) we need to consider the standard MC events (also mostly

background). Figure 6.10 presents the trigger probability distribution obtained

for octants containing a �0 and a  with mass in the ! signal region and with

�0 pT > 3:5 GeV/c. The distribution for data events (histogram) is compared

with the trigger probabilities for the standard Monte Carlo events (solid points).

There is a large excess of Monte Carlo events over the data in the region of low

triggering probability. No trigger requirement was imposed on this MC (solid

points). The open circles in the same plot are Monte Carlo events weighted with

the probability of satisfying the SLH trigger. This distribution agrees well with

the data. We therefore conclude that when the trigger is simulated in the MC

and events are weighted by the probability of satisfying that trigger, the resulting

distributions properly represent the trigger mechanisms in the data.

6.4 Trigger Probability and the Cos�? Cut.

The interdependence between the likelihood of satisfying the trigger and the

shape of the cos�? distribution has been investigated. The distribution in cos�? for

the ! ! �0 is at in the Monte Carlo, and we assume it is also at in the data for

the produced !s. However, the trigger preferentially selects ! events with a high
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Figure 6.10 Probability to �re the SLH trigger for �0 combinations from the !
mass region, with pT > 3:5 GeV/c, for both data (histogram) and
MC (points). The squares are for all reconstructed MC �0s, the
open circles are the same MC events weighted with the simulated
SLH trigger.
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energy asymmetry 3. This can be seen in 3 plots on the left side of Figure 6.11. The

percentage of ! events satisfying the SLH trigger among all events geometrically

accepted in one octant is plotted versus the ! energy asymmetry, for 3 di�erent

ranges of ! pT . The most asymmetric decays of ! ! �0 have the largest

trigger acceptance. However, these regions in asymmetry are removed by the

jcos�?j < 0:6 cut. This result does not have as bad a consequence as it might

seem. The plots on the right side of Figure 6.11 represent the combined trigger

and geometrical acceptance for ! (measured now relative to all generated !s)

versus !'s energy asymmetry. The increased trigger acceptance at large absolute

values of ! asymmetry competes with the much reduced geometrical acceptance

in this kinematic region, and the overall result turns out to be relatively at. We

can therefore conclude that the cos�? cut does not adversely a�ect the numbers

of observed omega mesons.

6.5 Reconstruction E�ciency

The reconstruction e�ciency measures how likely it is to reconstruct a �0

from an ! when all 3 photon showers are within the �ducial region of one octant

and none of the 3 photons convert into a e+e� pair. For the event to be considered

as reconstructed, the probability for the photon con�guration in the octant to

satisfy the trigger must be greater than 10%. To measure the reconstruction

e�ciency, the ! Monte Carlo events were passed through the program used to

reconstruct the data. Only those events which contained !s with pT at least 0.5

GeV/c greater than the generation threshold for each MC sample contributed

to the reconstruction e�ciency evaluation. This condition was invoked to avoid

unphysical behavior near the sharp pT threshold introduced by the MC event

3 cos�? and energy asymmetry of the ! are very closely related, as shown in

section 5.3.1., and are used interchangeably here.
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Figure 6.11 (a),(c),(e) Trigger acceptance for ! ! �0 plotted as a function of
!'s energy asymmetry, for 3 di�erent ranges of pT , relative to all
geometrically accepted ! particles in this decay mode. (b),(d),(f)
Trigger acceptance now calculated relative to all generated !s, in the
same pT ranges. The fall-o� of the geometrical acceptance towards
-1 and 1 in the ! asymmetry evens out the overall (trigger and
geometrical) acceptance.
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selection process. All mass combinations satisfying our de�nition of the ! were

counted, in pT bins, and related to the total number of generated, unconverted,

geometrically accepted !s in a given pT bin. The same mass interval (0.63-0.93

GeV/c2) was used in the Monte Carlo and the data as the omega signal region.

Background under the omega peak in the MC was subtracted using the sideband

subtraction method4. The requirement that the triggering probability be greater

than 0.1 was applied to the data as well as the MC and set a limit on the value

of the trigger correction with which the data events were to be weighted. In this

way, the trigger correction can be used to weight events with triggering probability

between 0.1 and 1.0, while the remaining events are accounted for on average

through the reconstruction e�ciency correction.

The reconstruction e�ciency takes into account many pertinent reconstruction

issues. Omegas can be lost if the shower due to a photon is misreconstructed {

e.g., as a result of miscorrelation of the r- and �-view gammas yielding an incorrect

location for the photon. There are several reconstruction cuts that each photon

has to pass before it is used to form mass combinations and the reconstruction

e�ciency accounts for the losses of true photons from the omega due to these

e�ects as well. As an example, the cut that rejects all photon candidates which

have a charged track associated with them will from time to time remove a true

omega photon that happened to land in the vicinity of a charged particle in the

event. Another example, the sampling uctuation in the energy measurement in

the calorimeter will occasionally yield Efront=Etotal < 0:2 for a photon, which

would cause us to reject this photon and thus lose the !. The jcos�?j < 0:6 and

4 Sidebands were de�ned as mass intervals on each side of the ! peak, and with

the combined size corresponding to the signal mass range. The �0 combinations

from the sidebands were subtracted o� from the combinations in the signal region.
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A�0 < 0:75 cuts cause a large loss in the number of omegas and will be corrected

for through the reconstruction e�ciency.

It should be noted that an increase of the reconstructed signal relative to

the generated numbers of ! particles is also possible. There are two main

e�ects that contribute to that | the smearing of reconstructed pT relative to

true pT and combinatorial multiplication. The e�ect of spilling of entries from

highly populated low pT bins to the higher pT bins occurs due to the steeply

falling character of the di�erential cross section in pT and the smearing of the

reconstructed value for the pT (caused by the detector energy resolution). In the

evaluation of the reconstruction e�ciency, the reconstructed value of the pT of

the �0 combination is used to determine the number of reconstructed !s while

the generated value of the pT is used to determine the generated numbers. This,

together with a very good agreement between the generated ! pT spectrum and

the measured spectrum (as will be illustrated in a later chapter), and adequate

modeling of the detector resolution in the Monte Carlo, is expected to reproduce

and account for the smearing observed in the data.

The combinatorial multiplication comes into play because photons from the

! are used by the algorithm to make all possible mass combinations with other

photons in the octant. Figure 6.12(a) illustrates this e�ect by showing an overlay

of the mass spectrum reconstructed through the algorithm and the mass spectrum

formed of unique combinations of true omega photons. The latter was determined

from the match between the generated MC tracks and the showers found in the

detector. The two mass spectra are clearly not identical. The fractional di�erence

between the reconstructed and true signal is about 20% at low pT and becomes

less signi�cant above pT of 5 GeV/c. Two e�ects were found to contribute to

this di�erence. One was the recombination of true photons from omega meson
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among themselves. Another source was related to combinations of 2 photons from

an omega with some other soft photon in the event. The count of what we call

an omega signal depends therefore on the characteristics of the remainder of the

event and is not exactly the count of true omegas, both in the data and in Monte

Carlo. The �0 sideband subtraction method that is used in the MC and in the

data removes some of these background combinations and reduces the sensitivity

of the result to how well the overall event, and especially the soft photons, are

modeled in MC.

Figure 6.13 shows the reconstruction e�ciency combined with geometrical

acceptance versus the pT of the ! for SLH and LGH triggers. The dependence on

transverse momentum is mostly introduced by the requirement on the minimum

triggering probability. A hyperbolic tangent function of pT is �tted to the points.

The value of the �t at the center of the pT intervals was inverted and used

as a combined geometrical acceptance and reconstruction e�ciency correction.

The uncertainty in the correction was determined by measuring the width of the

residuals between the Monte Carlo points and the �ts to the e�ciencies. Using

this technique the uncertainties were estimated to be 7.0%. The �rst pT bin in

the SLH sample was assigned an error of 15% due to the statistical limitation

on accepted events in that region. Possible inaccuracy in the event simulation,

and in the simulation of the trigger (the trigger introduces the largest loss of

! particles), is expected to contribute an additional systematic error. In this

chapter, we demonstrated that the trigger modeling in the MC was adequate.

However, most of the ! particles with 3:5 < pT < 8 GeV/c produced in the MC

were found to have very low triggering probability, and we were forced to accept

trigger probability results down to very low values. Even small uncertainties can

result in large changes in trigger probability in regions of steeply falling trigger

turn-ons. Therefore the trigger turn-on issue and several other issues related to
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Figure 6.12 �0 invariant mass reconstructed in ! MC (solid points) compared
to the true ! mass spectrum (one entry per one generated omega) as
determined from the generated information (histogram); PT of ! is
from 3.5 to 6.0 GeV/c. Fig.(b) shows the di�erence between the two
spectra.
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the uncertainty of the results will be further discussed in the chapter on systematic

uncertainties.

Figure 6.14 presents the combined reconstruction e�ciency and geometrical

acceptance versus ! pT for a selected sample of Monte Carlo events. If any of the

three photons fell into \rapidity holes", the !s were rejected from both generated

and reconstructed samples. These rapidity holes will be de�ned and discussed

in the Analysis chapter. The reconstruction e�ciencies with the cut on rapidity

holes are presented here for completeness.

To summarize, to the extent to which we can assure an adequate match of the

topology and kinematic characteristics between Monte Carlo events and the data,

various complications of the reconstruction process are accounted for through the

reconstruction e�ciency.
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Figure 6.13 Reconstruction e�ciency, as de�ned in the text, combined with
geometrical acceptance for the ! ! �0 versus !'s pT for SLH (a)
and LGH (b) triggers.
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Figure 6.14 Reconstruction e�ciency combined with geometrical acceptance for
the ! ! �0 versus !'s pT for SLH (a) and LGH (b) triggers. Only
the Monte Carlo !s which decay to photons not falling into any of
rapidity holes were used in this measurement.
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Chapter 7 Analysis

This chapter describes many of the analysis cuts and corrections necessary to

evaluate the omega production cross section. Among others, muon rejection tech-

niques, vertex �ducial cuts and trigger corrections including trigger rapidity hole

corrections are discussed. Reconstruction e�ciency and geometrical acceptance,

which contribute the largest correction factor that need to be applied to the data,

have already been described and illustrated in the Monte Carlo chapter. It should

be noted here that several of the analysis cuts (e.g. jcos�?j < 0:6, �0 energy

asymmetry cut, etc.) are accounted for through the reconstruction e�ciency cor-

rection. Event weights to correct for losses of photons converting to e+e� pairs,

and for loss of beam particles absorbed in the target material, complete the list

of corrections necessary for the cross section measurement. A sizable part of this

chapter is devoted to counting omegas reconstructed in selected pT intervals, as

well as to a discussion of the �tting procedures and the calculation of related

uncertainties.

7.1 Muon Rejection

The secondary meson beam of 515 GeV/c �� used by E706 was generated

by bombarding a beryllium target by 800 GeV/c protons, and selecting and

transporting of the negative particles produced in the appropriate momentum

range down the secondary beam line. This process had as a byproduct copious

numbers of muons produced either at the primary beam dump or as a result

of in-ight decays of secondary beam particles. Some of these muons traveled

along the beam direction and reached the E706 apparatus at r-distances from

the LAC center at which energy depositions were likely to mimic high transverse
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energy photons. When the muons interacted in the LAC in coincidence with low-

pT reactions in the spectrometer target, they contaminated the high pT photon

sample. Therefore muon identi�cation and rejection techniques were developed in

E706.

Firstly, muon spoilers, magnets that deected muons away from the spectrom-

eter, were placed in the beam line. Secondly, three large acceptance veto walls

were situated upstream of the Meson West spectrometer and used for an on-line

veto. Any event containing a \high pT " shower in the LAC quadrant coinciding in

time (within �75ns) with the signal from the two downstream veto walls logically

AND-ed with the same quadrant hit from the upstream wall was rejected. Further

utilization of veto wall information was performed o�-line, when the veto walls

were searched for a coincidence of hits in a wider window ( �110ns) around the

time of interaction.

The LAC was designed to provide a measurement of the incident directions

of particles generating showers. The focused design of the r-strip towers provided

discrimination between showers from the target direction and showers from

particles nearly parallel to the beam. Directionality, de�ned below, is a variable

that utilizes this feature:

Directionality = Rfr � (ZLAC
fr =ZLAC

back )� Rback

Rfr is the reconstructed radial position of the shower in the front section of

the LAC and Rback is the radial position of the shower in the back section.

ZLAC
fr and ZLAC

back are the distances from the target to the front and back

sections of the LAC. For objects from the target, Rfr=Z
LAC
fr � Rback=Z

LAC
back ,

and therefore directionality should be approximately equal to zero, whereas for

muons directionality is positive, as illustrated in Figure 7.1. A radially dependent
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cut on directionality (Dircut), for photons with pT > 3:0 GeV/c, given by

Dircut = 0:0048 � R for R > 40 cm and Dircut = 0:2 for R < 40 cm eliminated

additional muons from the high pT data sample.

Lastly, the concept of the momentum balance in the true high pT event was

used to distinguish them from halo muon-triggered events, in which the total

momentum tends to be highly imbalanced. The variable BAPT , the ratio of the

sum of the transverse momenta of the charged and neutral particles in the 120

degree cone opposite the trigger particle to the trigger particle pT was calculated

and a cut of BAPT < 0:3 was used to reject muons.

Further details regarding muon rejection cuts and an illustration of their

e�ectiveness in eliminating muon-induced showers from the data can be found

in [15], where the �0 cross section measurement is described. Muon rejection

was less important to the ! analysis. The presence of at least 3 photons in the

triggering octant as well as the demand of a relative energy symmetry (cos�? cut),

already reduce the number of purely muonic events in the sample. The e�ect of

the muon cuts on the two photon distribution, in the highest pT bin in which the

omegas are reconstructed (7 to 8 GeV/c), is presented in Figure 7.2; there is a

clear reduction of the background under the �0 peak (although the e�ect is much

less dramatic than in the case of �0 analysis).
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Figure 7.1 Directionality of the highest energy photon from two photon pairs
with pT > 5.5 GeV/c in the �0 mass region when (a) the veto wall �red
(o�-line) (b) there was no veto wall signal in the triggering octant.
The peak at 0 corresponds to photons from the target direction.
Positive directionality is indicative of muons.
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Figure 7.2 The e�ect of muon cuts on the two photon mass spectrum in the
�0 region when �0 pT ranges from 7 to 8 GeV/c, in the events
preselected for omega analysis. The absolute value of �0 and 
energy asymmetry is less than 0.6 and all other reconstruction cuts
are implemented.
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7.2 Vertex Cut

The z-position of the reconstructed vertices for high pT events with 3 or more

photons in the triggering octant is presented in Figure 7.3. The elements of the

target, as well as the apparatus surrounding the target, are clearly visible, with

few events reconstructed in between (some of which occur in the target holder).

Scatterplots of the transverse location of vertices in the target region spanning

the Be and Cu target locations are presented in Figure 7.4. The square on the

plots is an outline of the approximate location of the beam hodoscope that de�ned

beam for the experiment. The physical locations of the Be and Cu targets are

marked with the circle (Be) and the truncated circle (Cu). The plot shows that

the incident beam and hence the vertices reconstructed, are well centered on

the beam hodoscope, but not on the target pieces. To minimize normalization

complications, a target transverse �ducial cut was established. Only events with

vertices within the areas on x-y plane common to both targets and the hodoscope

are retained. The correction for this cut was determined from the ratio of the

vertices reconstructed within the �ducial target region in the 2 upstream SSD

planes over all vertices in these planes in the area shadowed by the hodoscope.

The correction was determined to be 34% with an uncertainty of 2% .

7.3 Trigger Probabilities

7.3.1 Trigger Turn On Curves

The Single Local High (SLH) trigger was designed to select events containing

a localized deposition of high transverse momentum in the LAC detector. The

trigger unit used as an input the time-integrated energies from 16 consecutive

r-channels of the LAC (the details of the trigger formation are reviewed in the

RABBIT PT System section in chapter 3 and illustrated in Figure 3.6). The radial
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Figure 7.3 Vertex distribution for the events pre-selected for ! analysis.
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Figure 7.4 X-Y position of the reconstructed vertices in Cu (a) and Be (b). The
transverse size and location of assorted relevant items are shown.
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span covered by each local trigger unit was about 8 cm. The events selected by

the trigger and recorded were analyzed o�-line to study the response of each

of the trigger units to the energy deposited in the LAC. The transverse energy

in an octant opposite to a trigger octant was examined and the status of the

corresponding trigger units (stored with each event) was checked. The details of

the method used for determining the turn-on probabilities can be found in [57].

A few examples of these curves, for a typical octant, are shown in Figure 7.5. The

distributions represent the probability that the trigger will �re versus the trigger

pT for 4 selected trigger units, from the inner and the outer regions of the LAC.

The trigger turn-on curves were measured separately for the data in each of the

trigger sets, as listed in Table 5.1. The trigger pT , that is the pT used by the

trigger unit, corresponded only approximately to the reconstructed �0 or  pT

due to the time-dependent change of the energy response of the detector.

Based on the trigger turn-on curves for a group of 16 strips in an octant and

the energy deposited in that group in a given event, the triggering probability Pi

for that group was obtained. The probability that the energy deposition in an

octant �red a SLH trigger was formed as a linear superposition of probabilities Pi

of each of the 31 trigger units in that octant:

Poctant = 1� [
31Y
i=1

(1� Pi)]

For the LGH trigger Poctant was calculated directly from the LGH trigger

turn-on curves. The sums-of-8 values summed over the entire octant (with the

exception of the few outermost groups which were not included in the global trigger

formation) were used as the relevant pT variable. Poctant for LGH trigger was then

combined with the probability to �re a SLL trigger in that octant. The inverse

of Poctant, combined with the probability to satisfy the pretrigger requirements,
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Figure 7.5 Turn-on curves for Single Local High trigger for four di�erent regions
of a typical octant as a function of trigger pT .
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was used as a trigger weight applied to the data. This correction was not allowed

to exceed a value of 10, that is, all events with triggering probability less than

10% were excluded from this analysis while the remaining events were weighted.

The motivation for the cut-o� value stemmed from the fact that a statistically

insigni�cant sample of events with Poctant < 0:1 might have had a large impact

on the measurement due to their very large weights. Also, the uncertainty in

the turn-on determination increases as the probabilities become small and hence

establishing a cut-o� value protected us against the region of poorly determined

trigger probabilities. In principle, it would be preferable to use only events for

which the trigger is 80-100% e�cient and rely on lower threshold triggers to cover

the lower pT ranges, as it is done in e.g., the �0 analysis. But in the case of the

! measurement the luminosity associated with the low pT prescaled triggers was

insu�cient to reliably observe the !.

The Local Global High (LGH) trigger requirements could be satis�ed if the

transverse momentum in any of the local discriminators in an octant exceeded

the Single Local Low (SLL) threshold (compare Table 3.1) and the summed pT in

that octant exceeded the LGH threshold. As was discussed in the RABBIT PT

System section in chapter 3, the summing of the pT reported in each local trigger

unit occurred after the suppression of positive image charge signals. However,

the voltage level selected for this suppression also caused a suppression of a

portion of the negative-going trigger signal in each local unit. Therefore this

suppression introduced a bias against events in which a small pT was widespread

over octant[55]. Nevertheless, the LGH trigger did provide a larger pool of omega

meson events than the SLH trigger since it had a lower local threshold requirement.

The total number of unweighted !s reconstructed in the pT range from n 3.5

to 8 GeV/c in the events selected via the LGH trigger is 4130�620 whereas the

corresponding number is about 2370�350 for events that satis�ed the SLH trigger.
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7.3.2 Rapidity Holes

Rapidity holes are de�ned as regions in rapidity for a speci�ed pT range where

the trigger corrections are found to be less reliable than in the other sections of

the detector. One can observe rapidity holes by plotting the �0 rapidity in slices

of transverse momentum (e.g. 4:0 < pT < 4:5) for each octant and each trigger set

(group of runs of constant trigger characteristics) separately. These distributions

are already corrected for triggering probability, up to the maximum allowed weight

of 10. Any large di�erences between the 8 octant distributions may be viewed as

indications that trigger corrections were inadequate in a given domain. Figure 7.6

shows the �0 rapidity distributions for trigger set 3 (see Table 5.1). The average

rapidity distribution from all octants is overlaid on top of each of the octant

distribution (the average was taken after the exclusion of problematic regions in

the octants). We notice that in several regions in rapidity trigger corrections do

not correct up to the level observed in other octants (e.g., regions of octants 3, 4

and 7). In some regions of other octants the correction appears to be too large

(as in the backward rapidity section of octant 6). We will therefore exclude those

regions from the measurement.

The rapidity holes arise from several sources. Some trigger units had higher

threshold then others and accepted signi�cantly fewer events in a given pT interval.

The correction factor cut-o� (of 10) that we applied would prevent us from fully

accounting for this kind of losses in these plots. Some trigger units could have

been improperly calibrated and been assigned an unnecessarily large correction

factor due to mismeasured trigger gain factors, causing a visible distortion of the

rapidity distribution compared to other octants. The majority of the rapidity

holes disappear at pT values higher than the 4.0 to 4.5 GeV/c range presented

in Figure 7.6. However, if we want to use trigger corrections close to the region
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of trigger turn-ons, (e.g., near 4.0 GeV/c), we can only use them in the regions

in which the corrections are adequate. To avoid rapidity holes, we test each �0

and  and reject combinations when either the �0 or the  fall into a region of

rapidity for a given pT , where the trigger correction is unreliable. Each surviving

combination is tested whether it could have passed the rapidity hole cut in the

remaining 7 octants. The rapidity hole correction is a scale factor (1, 8

7
,8
6
, etc.)

that depends upon the number of octants in which the tested combination would

have fallen into regions used in the cross section measurement.

Unfortunately the events selected via LGH triggers exhibit quite a few areas

where the trigger corrections are unreliable, especially in the pT range below 4.5

GeV/c. The �0 events are severely cut by the rapidity hole cut (approximately

50% of events are eliminated). Because of the large loss of ! events the impact

was evaluated based upon the cross section result, that is, the cross section was

measured before and after the rapidity hole removal/correction. This comparison

is presented in a later chapter.

7.4 Conversion Correction

Photons created as a result of interactions (either direct photons or photons

from the decay of a resonance) had to traverse material before reaching LAC. Due

to interactions in matter, some of the photons converted to e+e� pairs. When the

conversion occurred in the area before the analysis magnet, the photon could not

be reconstructed as one shower at the LAC due to the splitting e�ect of magnetic

�eld on the e+e� pair. If the photon was converted to an e+e� pair behind the

magnet, the electrons were not split but still left tracks in the PWC section of the

tracking system. The charged track cut, de�ned in section 5.1, would remove these

showers from the photon sample. In either case, the reconstruction of an ! particle
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Figure 7.6 Rapidity distributions for �0 of 4:0 < pT < 4:5 for each of the octants
of the detector (points). Data belong to trigger set 3 and were selected
by the SLH trigger. Overlaid is the average of the octants rapidity
distribution for this set, taken after the problematic regions have been
removed.
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whose photon (or photons) converted to an e+e� pair would not be possible. The

conversion correction accounts for omegas lost due to these conversions.

The conversion probability was calculated individually for each photon using

the so called material lists, where all the material found in the path of photons was

included and the probabilities of conversion during passage through a unit length

of each material was stored. Careful attention was given to properly represent

the details of the locations and sizes of all materials in the material lists, since

the conversion probability strongly depended on the amount and type of material

found in the path of each photon. Using Monte Carlo information, we could count

the converted photons directly or determine a fraction of photons that converted

to e+e� pairs through the conversion probability calculation. These two numbers

agreed very well, which veri�ed the validity of the conversion correction and the

MC material representations. The loss of ! particles due to the conversion of any

of its photons to e+e� pairs was relatively high at about 23% for !s originating

in Be, and 41% for Cu.

7.5 Reconstruction of the Omega Signal

In this section we discuss the measurement of the corrected number of high

pT neutrally decaying omegas produced in �� +Be! ! +X interactions during

1990 run of this experiment. The rapidity range of this measurement spans from

-0.5 to 0.75 in the center of mass of the collisions. First a summary of the selection

criteria and of the reconstruction procedure is presented. This is followed by the

discussion of the event weighting and a review of the corrections applied to the

data. Next the background �tting procedure is illustrated in some detail and the

resulting numbers of omega events in various pT intervals are given.
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7.5.1 Summary of the Reconstruction Procedure

Below we summarize the selection criteria that were established as a result of

event reconstruction and the search for the omega particle.

vertex for the event passed target �ducial cuts

events survived muon cuts: veto wall, directionality cut for the highest

pT photon, and balanced pT cut

events were selected via SLH or LGH triggers

triggering probability for the relevant octant was greater than 0.1

photons considered for �0 combinations passed the photon selection

criteria: LAC �ducial volume cut, Efront=Etotal cut, and charged track

cut

all 3 photons of �0 combinations were selected from the same octant

�0 energy asymmetry was less than 0.75

�0 transverse momentum was greater than 3.5 GeV/c

center of mass rapidity of �0 ranged from -0.5 to 0.75

�0 combinations were rejected if a �0 or a  fell into a rapidity hole

region

cos�? for the �0 system was between -0.6 and 0.6

7.5.2 Summary of the Event Weighting

To reconstruct the number of omega events produced in the recorded ��Be

interactions, events were weighted by corrections that accounted for the cuts and

losses (e.g., due to low triggering probabilities) that the sample of high pT omegas

su�ered during the data-taking and event analysis phases. After the corrections

were applied, we calculated the numbers of omega events (! ! �0) produced
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in these interactions. The corrections included event-dependent corrections

(measured on the sample of events passing the selection criteria):

trigger weight

rapidity hole correction

conversion correction

as well as event-independent (even though pT dependent) weights :

geometrical acceptance

reconstruction e�ciency (includes corrections for Efront=Etotal <

0:2, charged track cut, A�0 < 0:75, jcos�?j < 0:6, and triggering

probability cut of 0.1)

veto wall cut correction

directionality cut correction

balance pt cut correction

vertex reconstruction e�ciency correction

�0 !  branching ratio correction

Symbolically we represent the corrected number of !s (! ! �0) observed

in 4Y4pT interval as N corr(pT ). The N corr(pT ) is obtained as a sum of event

weights Wi over all detected Ndet omega particles.

N corr =

NdetX
k=1

Wi

where Wi stands for the product of event-dependent and event-independent

corrections listed above. Ndet, the number of detected omegas, was derived

through the �tting procedure.
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7.5.3 Fitting Procedure

The signal and the background region of the weighted �0sbs invariant mass

histograms were �t simultaneously. The functions used in the �ts were a third

order polynomial (P3) combined with a Gaussian. The Gaussian parameters were

allowed to vary from 0.766 to 0.798 GeV/c2 for the mean value and from 0.28

to 0.42 GeV/c2 for the width of the Gaussian. The �tting range was taken as

the largest range over which a polynomial (P3) could �t the background well {

e.g., from 0.35 to 1.4 GeV/c2. In a series of additional �ts, the �tting range

was reduced or varied and the sensitivity of the answer to the selection of the

�tting range was tested. Three di�erent mass ranges were selected for the �ts.

(The range was selected di�erently between the di�erent pT intervals due to the

variation in the shape of the background with pT .) A change to the mass bin

size could result in either a stronger or a weaker appearance of the signal due to

shifting of the histogram content between the bins. Therefore a parallel set of 3

�ts was performed on histograms with mass bin sizes decreased by 20%. Both

sets of results were considered equally valid and were averaged to minimize the

e�ect of such statistical uctuations.

Table 7.1 presents the numbers of weighted �0 combinations counted in the

omega mass range above the estimated background, in the events selected by the

SLH trigger. Events were weighted by the corrections described in the preceding

section. The �ve columns labeled Fit 1 through Fit 5 correspond to the results of

5 di�erent �ts to the background and signal region. The best 5 �ts out of 6 (3 �t

ranges times 2 sets of mass bins) contribute to Table 7.1.

As can be seen from Table 7.1 the corrected numbers of reconstructed !s

di�er substantially between the results of Fit 1 through Fit 5. It is however very

di�cult to claim that any of the particular �ts represents the background shape
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PT Interval Fit 1 Fit 2 Fit 3 Fit 4 Fit 5 Average

(GeV/c)

3.5-4.0 121146 127465 112272 122868 106111 118000� 37000� 12000

4.0-4.33 75600 89810 75621 84610 84700 82000� 16500� 6300

4.33-4.67 33922 35834 40007 36931 39633 37300� 7000� 2600

4.67-5.0 17472 13720 16157 14594 17201 15800� 3700� 1600

5.0-5.5 7849 8034 8168 8129 7530 8000� 1500� 260

5.5-6.0 2670 2736 2850 3046 2745 2800� 760� 200

6.0-6.5 1894 1762 1897 1814 1842 1850� 400� 110

6.5-7.0 485 542 541 523 520 520� 230� 60

7.0-8.0 139 127 120 61 104 110� 100� 30

Table 7.1 Corrected number of !s reconstructed in pT bins (SLH trigger).

better than the remaining �ts. All of the �ts were examined as far as the value of

�t �2 and general plausibility of the background representation, and no �ts that

were considered inadequate were included in Table 7.1. Figure 7.7 illustrates the

variation in the functional forms for the background and signal region obtained

for several �tting ranges, for the pT bin of 4.0-4.33 GeV/c. Figure 7.8 shows the

signal and di�erent �t results for the pT bin of 5.5-6.0 GeV/c.

The average value of �t results was taken as the best representation of the

number of reconstructed omegas and is presented in the last column in Table 7.1.

The �rst row of the uncertainties quoted with the average are statistical errors

based on the total number of entries in unweighted, unsubtracted �0 mass

histograms in the ! mass range combined with the statistical uncertainty due to

the �0 sideband subtraction. The second row of the errors listed above gives the

variation in the results due to the uncertainty in the background determination,

in the form of the RMS of the distribution of 5 �t results.
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Figure 7.7 Weighted �0 mass plot and �ts to the background and signal
region in the vicinity of omega mass range. Third order polynomial
combined with the Gaussian shape was used over a varied �t range.
�0 combinations are from the pT range of 4.0 to 4.33 GeV/c, selected
by the SLH (top plot) or LGH (bottom plot) trigger.
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Figure 7.8 Weighted �0 mass plot and �ts to the background and signal
region in the vicinity of omega mass range. Third order polynomial
combined with the Gaussian shape was used over a varied �t range.
�0 combinations are from the pT range of 5.5 to 6.0 GeV/c, selected
via SLH (top plot) or LGH (bottom plot) trigger.



126 Analysis

The use of �ts with completely unbound parameters was also tested. In

general the �t results fell within the range of values as given in Table 7.1. In

a few instances, the estimated uncertainty in the background determination was

increased to account for a larger spread of the results than that suggested by the

bounded �ts.

Table 7.2 presents the numbers of omegas observed in the data in unweighted

events. These numbers were derived from the �0sbs invariant mass histograms

in 4pT bins by the �tting procedure. No event weights were applied to these

combinations. However, all of the selection criteria and reconstruction cuts were

implemented.

PT Interval Fit 1 Fit 2 Fit 3 Fit 4 Fit 5 Average

3.5-4.0 615 483 515 500 526 530 � 150 � 70

4.0-4.33 280 284 372 302 301 310 � 100 � 50

4.33-4.67 413 398 305 336 358 360 � 80 � 50

4.67-5.0 207 194 206 209 221 210 � 60 � 15

5.0-5.5 242 256 260 341 316 280 � 50 � 50

5.5-6.0 77 78 114 76 69 80 � 30 � 20

6.0-6.5 80 69 66 88 89 80 � 20 � 10

6.5-7.0 23 31 19 22 25 24 � 12 � 6

7.0-8.0 11 14 12 11.2 13 12 � 9 � 1

Table 7.2 Number of unweighted ! events in pT bins (SLH trigger).
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PT Interval Fit 1 Fit 2 Fit 3 Fit 4 Fit 5 Average

3.5-4.0 202274 178919 185868 170825 184472 185000� 35600� 15000

4.0-4.33 87913 86116 77330 81063 83106 83000� 14600� 4800

4.33-4.67 47275 45737 49646 45148 47270 47000� 6600� 1700

4.67-5.0 17270 15647 14980 17987 16471 16500� 3300� 1400

5.0-5.5 8490 9054 7785 7795 7073 8000� 1600� 750

5.5-6.0 2522 2878 2525 3268 2798 2800� 850� 350

6.0-6.5 1434 1385 1710 1608 1576 1550� 490� 150

6.5-7.0 343 356 464 388 390 390� 250� 70

7.0-8.0 240 236 240 301 254 250� 110� 30

Table 7.3 Corrected number of !s reconstructed in pT bins (LGH trigger).

PT Interval Fit 1 Fit 2 Fit 3 Fit 4 Fit 5 Average

3.5-4.0 754 583 599 580 600 620 � 160 � 90

4.0-4.33 650 631 606 616 543 610 � 110 � 50

4.33-4.67 579 639 541 589 572 580 � 80 � 50

4.67-5.0 241 246 318 324 319 290 � 60 � 40

5.0-5.5 195 211 175 258 234 220 � 50 � 40

5.5-6.0 36 52 67 49 45 50 � 30 � 20

6.0-6.5 50 50 64 58 58 60 � 20 � 10

6.5-7.0 11 15 10 11 19 15 � 10 � 5

7.0-8.0 19 19 19 18 18 19 � 8 � 1

Table 7.4 Number of unweighted ! events in pT bins (LGH trigger).

The remaining two tables in this section present the reconstructed omega

signal in events selected by the LGH trigger; Tables 7.3 and 7.4 parallel the

Tables 7.1 and 7.2 for SLH triggers.



128 Analysis

The data in Tables 7.1 and 7.3 are plotted in Figures 7.9 and 7.10. In

each pT interval all 5 di�erent �t results are plotted. The uncertainty in the

background determination that we can visualize from these plots does contribute

to a systematic error in the omega meson production measurement.

7.5.4 Presentation of the Omega Signal

The omega signal reconstructed in the �0 decay mode, in the pT intervals

selected for the measurement, is presented in Figures 7.11 to 7.19 for the SLH

trigger and in Figures 7.20 to 7.28 for the LGH trigger. The top section of each

plot shows the �tted signal and background region of �0 sideband subtracted

(�0sbs) distribution, where the events underwent the reconstruction procedure

summarized in section 7.5.1 and were weighted by the set of corrections mentioned

in section 7.5.2. The background to the omega signal is reduced compared to the

unsubtracted �0 distribution due to the process of the sideband subtraction.

However, the error bars represented in the plots account for the true statistical

uncertainty related to the content of unsubtracted �0 as well as �0sb histograms.

The bottom part of each plot was obtained by subtraction of the �tted polynomial

shaped background from the �0sbs distribution. Fit ranges and �tted functions

presented in Figures 7.11 to 7.19 correspond to the Fit 1 selection described in

the previous section.

7.6 Other Corrections to the Cross Section

The beam absorption correction accounted for the interaction of beam

particles as they traversed the target. The count of the total number of beam

particles incident on the target and the live triggerable beam NLTB calculation

were discussed in section 3.3.1 of the Data Acquisition and Trigger Systems

chapter. In the count of NLTB we needed to correct for beam particles that
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Figure 7.9 Corrected number of high pT omegas (! ! �0) reconstructed in
4Y4pT intervals. Five di�erent �t results, from Table 7.1 are plotted
in each pT bin. Error bars represent statistical errors.



130 Analysis

Figure 7.10 Corrected number of high pT omegas (! ! �0) reconstructed in
4Y4pT intervals in events selected via LGH triggers. Five di�erent
�t results, from Table 7.3 are plotted in each pT bin. Error bars
represent statistical errors.



Analysis 131

Figure 7.11 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 3.5 to 4.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.12 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 4.0 to 4.33 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.13 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 4.33 to 4.67 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.



134 Analysis

Figure 7.14 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 4.67 to 5.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.15 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 5.0 to 5.5 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.16 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 5.5 to 6.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.17 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 6.0 to 6.5 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.18 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 6.5 to 7.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.19 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 7.0 to 8.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.20 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 3.5 to 4.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.21 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 4.0 to 4.33 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.



142 Analysis

Figure 7.22 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 4.33 to 4.67 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.23 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 4.67 to 5.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.24 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 5.0 to 5.5 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.25 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 5.5 to 6.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.26 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 6.0 to 6.5 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.27 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 6.5 to 7.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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Figure 7.28 Top: �0 sideband subtracted weighted �0 distribution reconstructed
in E706 data. pT of �0 ranges from 7.0 to 8.0 GeV/c, rapidity is
from -0.5 to 0.75. Third order polynomial (P3) and a Gaussian shape
are �tted to the data. Bottom: Same signal after the background P3
function is subtracted.
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were absorbed in the material between the hodoscope and the interaction point

in the target. That correction, calculated on an event by event basis, averaged at

about 5.4% for Be and 0.7% for Cu target.

The loss of events due to a failure to reconstruct the vertex was estimated to

be very small (0.4%)[59]. Equally small was the correction for the contamination

of �� beam with muon particles (which were not likely to cause an interaction in

the target).

7.7 Invariant Cross Section De�nition

The invariant cross section per nucleon for inclusive omega meson production

can be expressed as follows:

E
d3�

dp3
=

1

2�pT4pT4Y � N corr
xs (pT )

NLTB � �LNA

where the 2�pT4pT4Y term constitutes the phase space factor after integration

over the azimuthal angle, the NLTB is the live triggerable beam count, de�ned

in chapter 3 and �LNA represent the target nucleon count per unit area , with

� representing the target density, L - the target length, and NA is Avogadro

number. Finally the N corr
xs (pT ) is the corrected number of observed !s in the

4pT and 4Y interval. The N corr
xs (pT ) di�ers from N corr(pT ) de�ned in section

7.5.2 in that a few more corrections, relevant for the cross section measurement,

were implemented in the event weighting:

branching ratio correction for ! ! �0

beam absorption correction

beam contamination correction

target transverse �ducial volume correction
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Mean values of the weights applied to the data to obtain N corr
xs (pT ) are given

in Table 7.5. The averaged values of several items listed in Table 7.5 are presented

only for general illustrative purposes, because the corrections vary strongly with

pT . In such cases the average was taken from the data with �0 pT > 4:0 GeV/c.

Correction Type (Wi) Averaged Correction

Trigger Correction 1.3(SLH)

(strongly varying with pT ) 1.4(LGH)

Rapidity Hole Cut 1.43(SLH)

(strongly varying with pT ) 2.12(LGH)

Photon Conversions 1.302(Be)

1.687(Cu)

Reconstruction E�ciency

and Geometrical Correction 9.9(SLH)

(strongly varying with pT ) 10.2(LGH)

Veto Wall Cut 1.05

Directionality Cut 1.021

Balanced pT Cut 1.053

Vertex Reconstruction 1.004

Branching Ratio ! ! �0 11.7647

Branching Ratio �0 !  1.012

Beam Absorption 1.054(Be)

1.007(Cu)

Beam Contamination 1.005

Target Transverse Fiducial Region 1.35

Table 7.5 Summary of corrections and multiplicative factors applied to data.
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Chapter 8 Results

8.1 The ! Di�erential Cross Section Versus pT

The ! meson cross section for the reaction �� +Be! ! +X was calculated

as a function of ! transverse momentum and integrated over the center of mass

rapidity range from -0.5 to 0.75. Figure 8.1 displays the cross section per nucleon

in 9 pT bins from 3.5 to 8 GeV/c. Table 8.1 contains the corresponding values

of the cross section. The two uncertainties quoted with each cross section value

represent the statistical uncertainty stemming from the total number of events in

the ! mass region (1st value) and the uncertainty related to the background shape

determination (2nd value). Both statistical and systematic e�ects are included in

the latter quantity which contributes only a relatively small increase in the error

bars plotted in Figure 8.1.

PT Interval �� +Be! ! +X

(GeV/c) (pb/(GeV/c)2)

3.5-4.0 12500 � 2400 � 1070

4.0-4.33 5100 � 950 � 400

4.33-4.67 2370 � 380 � 150

4.67-5.0 840 � 180 � 70

5.0-5.5 380 � 75 � 15

5.5-6.0 120 � 35 � 13

6.0-6.5 68 � 18 � 5

6.5-7.0 19 � 10 � 3

7.0-8.0 6 � 4 � 1

Table 8.1 The ! invariant cross section per nucleon on a Be target.
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The cross section as a function of transverse momentum was �tted with the

phenomenological formula[67]:

E
d3�

dp3
=
C(1� xT )

m

pnT

where xT = 2pT =
p
s,
p
s is the center of mass energy, and C is a constant. As can

be seen from Figure 8.1, the data are described very well by this functional form.

The values for the exponents m and n were found to be 4:5 � 0:9 and 8:7 � 0:2,

respectively.

This cross section result is an average of two di�erential cross section

measurements. One was conducted using events that satis�ed the SLH trigger

and the other was performed using the sample of events selected by the LGH

trigger. The pT dependence of the cross section measured in these two data sets

is compared in Figure 8.2. The corresponding cross section values are listed in

Tables 8.2 and 8.3. Further comparison of these two measurements is available

in Figures 8.3 and 8.4, where each of the di�erential cross sections is compared

with the generated omega meson spectrum obtained from the HERWIG Monte

Carlo. The high pT spectrum of omegas produced in �� proton collisions using

the Monte Carlo program was �tted with the above phenomenological formula,

and the resulting �t compared to the measured cross section. The Monte Carlo

prediction was scaled to match the data at the 4:0 < pT < 4:33 GeV/c interval.

The measured pT dependence of the cross section agrees very well with the Monte

Carlo prediction.

The two data samples selected by the di�erent triggers (SLH, LGH) are

not statistically independent, since they share a substantial number of events

(with an increasing overlap as pT increases). However, these two sets are not

the same either, which can be seen by comparing the numbers of unweighted,
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Figure 8.1 The pT dependence of the ! invariant production cross section per
nucleon on a Be target. The error bars correspond to the statistical
uncertainty and the uncertainty related to the signal extraction,
combined in quadrature. The dotted line is a �t to the data using the
phenomenological formula given in the text.
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Figure 8.2 The pT dependence of the ! invariant cross section measured in
events selected via SLH trigger (triangles) and LGH trigger (open
circles). The error bars correspond to the statistical uncertainty
and the uncertainty related to the signal extraction, combined in
quadrature.



Results 155

PT Interval �� +Be! ! +X

(GeV/c) (pb/(GeV/c)2)

3.5-4.0 8060 � 2500 � 790

4.0-4.33 4900 � 1000 � 360

4.33-4.67 1910 � 390 � 200

4.67-5.0 840 � 190 � 90

5.0-5.5 380 � 70 � 12

5.5-6.0 130 � 30 � 11

6.0-6.5 75 � 16 � 5

6.5-7.0 22 � 9 � 4

7.0-8.0 4 � 3 � 1

Table 8.2 The ! invariant cross section measured using SLH triggered events.

PT Interval �� +Be! ! +X

(GeV/c) (pb/(GeV/c)2)

3.5-4.0 12500 � 2400 � 1070

4.0-4.33 5300 � 880 � 430

4.33-4.67 2830 � 360 � 90

4.67-5.0 850 � 170 � 60

5.0-5.5 370 � 80 � 18

5.5-6.0 116 � 38 � 15

6.0-6.5 62 � 20 � 5

6.5-7.0 16 � 12 � 2

7.0-8.0 9 � 4 � 1

Table 8.3 The ! invariant cross section measured using LGH triggered events.
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uncorrected events selected by each trigger, presented in Tables 7.2 and 7.4 in the

previous chapter. These two data sets di�er in systematic e�ects related to the

trigger corrections, and they also exhibit di�erent background behavior (compare

Figures 7.11 through 7.19 with Figures 7.20 through 7.28). The two measurements

were combined in order to take advantage of the somewhat di�erent statistical

content of each data set and to minimize the systematic uncertainty related to

the event selection (trigger) and due to the omega signal extraction. An average

of the two cross section values was taken in each pT interval 1. The corresponding

uncertainties were also averaged. However, the �rst point of the cross section

(3:5 < pT < 4:0 GeV/c) was treated di�erently. The SLH trigger acceptance

for omega events in that pT range is small, and substantially lower than the

acceptance of the LGH trigger. The uncertainty in determining the Monte Carlo

correction for events lost in the SLH trigger is the largest for this low pT bin. A

study of systematic e�ects (discussed in the next chapter) indicate an additional

substantial uncertainty in the pT range from 3.5 to 4.0 GeV/c for SLH trigger. It

is believed therefore that events selected via the LGH trigger o�er a better chance

of correctly measuring the cross section in this pT range, and the LGH answer is

used as the measured value of the cross section for the pT interval from 3.5 to 4.0

GeV/c.

1 The two results can not be treated as independent measurements of the cross

section due to the fact that many events are shared between the two samples.
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Figure 8.3 The pT dependence of the ! cross section measured in events selected
via SLH trigger (triangles) compared to the Monte Carlo prediction
of this dependence (dotted line). The MC curve was scaled to match
the value of the averaged SLH and LGH cross sections measured in
the 4:0 < pT < 4:33 bin.
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Figure 8.4 The pT dependence of the ! cross section measured in events
selected via LGH trigger (open circles) compared to the Monte Carlo
prediction of this dependence (dotted line). The MC curve was scaled
to match the value of the averaged SLH and LGH cross sections
measured in the 4:0 < pT < 4:33 bin.
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8.2 Integrated Omega Signal

The integrated invariant cross section for the production of omega mesons

in 515 GeV/c �� interactions on Be was measured over the span of our data.

The data extend over the center of mass rapidity range from -0.5 to 0.75, with a

transverse momentum coverage from 3.5 to 8.0 GeV/c.

The signal extraction was performed on the integrated histograms in a manner

similar to that previously described in detail for the di�erential distributions. A

third order polynomial and a Gaussian shape were �tted to the fully weighted

�0 mass spectrum. Some part of the background, estimated from the sidebands

to the �0 distribution, was subtracted from the �0 mass spectrum prior to the

�tting. Fit parameters were allowed to vary freely. The range of the �t was varied.

Results of acceptable �ts, including those performed on a set of histograms with

mass bins 20% smaller than original histograms, were averaged. The signal was

counted as a total number of weighted entries in the omega mass range after

the background subtraction. The background was described by the third order

polynomial resulting from the �t. The variation between the results of di�erent �ts

(the RMS of the distribution) was taken as a measure of the uncertainty related

to the background shape determination.

Figure 8.5 presents the ! ! �0 (weighted) signal from events selected via

the SLH trigger, in the range pT > 4:0 GeV/c. The width of the reconstructed

omega signal is found to be 34�5 MeV/c2, and the mean mass is 776�5 MeV/c2.

Similarly, Figure 8.6 illustrates the signal in the events selected via the LGH

trigger. The mean mass is measured to be 787� 5 MeV/c2, and the width of this

signal is 40� 6 MeV/c2. Both values for the mean mass are about one standard

deviation from the PDG value of 782 MeV/c2, and the widths of the signal are

within the range expected based upon the detector resolution.
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Table 8.4 lists the results of the measurement of the integrated cross section

using events selected by the two di�erent triggers, as well as the averaged result.

The starting point of the integration over pT was varied as indicated in the

table. By the same argument as used in the �rst section of this chapter, the

measurement of the cross section in the pT range above 3.5 GeV/c using SLH

trigger was excluded while taking the average. The errors quoted represent the

statistical uncertainty related to the total number of events in the signal region

(in the unsubtracted histogram as well as in �0 sideband histogram, combined in

quadrature). The second number gives the uncertainty related to the background

shape determination.

Trigger PT Interval �� +Be! ! +X

Type (GeV/c) (nb/(GeV/c)2)

3.5 - 8.0 7.0 � 1.1 � 1.2

SLH 4.0 - 8.0 3.55 � 0.35 � 0.27

5.0 - 8.0 0.40 � 0.05 � 0.01

6.0 - 8.0 0.065 � 0.016 � 0.003

3.5 - 8.0 1.3 � 1.0 � 1.1

LGH 4.0 - 8.0 4.10 � 0.33 � 0.2

5.0 - 8.0 0.42 � 0.05 � 0.02

6.0 - 8.0 0.063 � 0.015 � 0.005

3.5 - 8.0 1.3 � 1.0 � 1.1

AVER 4.0 - 8.0 3.8 � 0.34 � 0.24

5.0 - 8.0 0.41 � 0.05 � 0.015

6.0 - 8.0 0.064 � 0.015 � 0.005

Table 8.4 The ! integrated invariant cross section.
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Figure 8.5 �0 invariant mass distribution and the background subtracted signal.
Entries to these histograms were fully weighted with all weights
related to the cross section determination. �0 pT > 4:0 GeV/c.
Events were selected via the SLH trigger.
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Figure 8.6 �0 invariant mass distribution and the background subtracted signal.
Entries to these histograms were fully weighted with all weights
related to the cross section determination. �0 pT > 4:0 GeV/c.
Events were selected via the LGH trigger.
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8.3 !=�0 Ratio

The �0 cross section used in calculating this ratio was determined from E706

data. The details of �0 analysis can be found in [63][15]. Lower threshold triggers

were used to determine the �0 cross section in the pT range up to about 4.5

GeV/c, which makes this determination less susceptible to uncertainty in the

trigger corrections in comparison to !s. The kinematic cuts on the �0 rapidity

and pT were adjusted to those for the !.

The ratio of ! to �0 production for �� beam on beryllium target is shown in

Figure 8.7. Both SLH and LGH results were used for the !. The average value of

!=�0 was found using the results for the integrated cross section, as presented in

Table 8.4, for the average of the SLH and LGH. The !=�0 ratio is 0:86�0:07�0:07
for pT > 3:5GeV/c, 1:0� 0:09� 0:06 for pT > 4:0 GeV/c and 1:24� 0:14� 0:04

for pT > 5:0 GeV/c.

Figure 8.8 presents a comparison of the !=�0 ratio in the data events and

in the Monte Carlo. The HERWIG events were generated at a few values of the

minimum outgoing parton pT and the total number of both �0s and !s created

in the fragmentation process was recorded versus pT . The generated samples

were combined using data at 0.5 GeV/c or more above the minimum parton

pT threshold to avoid any unphysical behavior that the presence of the threshold

might introduce. The Monte Carlo !=�0 ratio was then �t with a simple function,

as shown in Figure 8.8(a). This �tted result was then compared with the !=�0

ratio measured in the data (Figure 8.8(b)). An identical procedure was applied to

compare the PYTHIA Monte Carlo with the data. This comparison is illustrated

in Figure 8.9.

Sensitivity to the selection of a �0 sideband range was investigated in

a study of systematic uncertainties (see section 9.9). For a test, the !=�0
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ratio was obtained using a new de�nition of �0 sideband, as described in that

section. Figure 8.10 presents this new result compared to HERWIG and PYTHIA

predictions. Table 8.5 contains the measured values for !=�0 ratio using both �0

sideband de�nitions.

In both cases the overall level of the !=�0 ratio in the data agrees with that

in the Monte Carlo within the uncertainties of the measurement. The agreement

with HERWIG is particularly good in the pT range below 6 GeV/c, whereas in the

case of PYTHIA all 6 data points fall slightly below the Monte Carlo prediction.

PT Interval !=�0 ratio !=�0 ratio

(GeV/c) stand. �0 sb. new �0 sb.

3.5-4.0 0.69 � 0.13 � 0.06 0.77 � 0.15 � 0.07

4.0-4.33 0.97 � 0.18 � 0.08 0.84 � 0.18 � 0.09

4.33-4.67 1.08 � 0.17 � 0.07 1.17 � 0.17 � 0.13

4.67-5.0 0.91 � 0.19 � 0.08 0.91 � 0.19 � 0.06

5.0-5.5 1.05 � 0.21 � 0.04 1.08 � 0.20 � 0.09

5.5-6.0 1.10 � 0.3 � 0.12 1.04 � 0.3 � 0.1

6.0-6.5 1.8 � 0.5 � 0.13 1.3 � 0.5 � 0.2

6.5-7.0 1.4 � 0.7 � 0.2 1.1 � 0.7 � 0.2

7.0-8.0 1.9 � 1.3 � 0.3 2.1 � 1.3 � 0.3

Table 8.5 !=�0 ratio versus pT .
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Figure 8.7 The !=�0 ratio versus pT calculated from ! cross sections measured
in events selected by SLH or LGH triggers.
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Figure 8.8 (a) The !=�0 ratio in HERWIG MC and the �t through the points.
(b) The DATA result overlaid with the MC �t.
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Figure 8.9 (a) The !=�0 ratio in the PYTHIA MC and the �t through the points.
(b) The DATA result overlaid with the MC �t.
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Figure 8.10 The !=�0 ratio versus pT calculated with a di�erent selection for �0

sideband region (see section 9.9). (a) The DATA result compared to
HERWIG MC prediction (curve). (b) The DATA result compared to
PYTHIA MC prediction (curve).
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8.4 Nuclear Dependence

The nuclear dependence of omega production was also measured. The

dependence of the measured cross section (�) on the type of target material

was parametrized as � = �0A
�! , where A is the atomic mass of the target,

and �0 and �! are free parameters. Two di�erent target materials were used

to extract the nuclear dependence. The ! signal was reconstructed, and the cross

section measured, in events originating in Cu and in Be using the reconstruction

procedures described in earlier chapters. The separation of vertices between Cu

and Be was very good, as can be seen in Figure 7.3. The �! parameter was

calculated according to

�! = 1 +
ln(�Cu=�Be)

ln(ACu=ABe)

where subscripts indicate that the measured cross section per nucleon (�), or

atomic mass (A), correspond to either Cu or Be.

The transverse momentum intervals selected for the measurement of �! were

chosen to be relatively large, due to the statistical limitation of the sample of !

events reconstructed in Cu (the ratio of Cu events to Be events is about 10%).

The measurement was also conducted using intervals integrated over the pT range

of interest { e.g., between 3.5 to 8.0 GeV/c, 4.0 to 8.0 GeV/c, etc. The resulting

values for �! were found to uctuate between 1.0 and 1.4 in a manner that did

not show any consistency between the results of the two di�erent triggers or the

results from consecutive integrated pT intervals. The presence of possibly large

trigger weights applied to the statistically limited sample of events originating in

Cu prevented a reliable extraction of the alpha exponent by this method.

Hence, a di�erent approach was chosen for the extraction of �!. Assuming

that the trigger corrections for ! events generated in Be are the same as for
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the events generated in Cu, those corrections are expected to cancel in the ratio

�Cu=�Be. The validity of this assumption was veri�ed through a Monte Carlo

study. It was already shown earlier that the geometrical acceptance correction

did not depend on the z-location of the vertex of the event (see Figure 6.8).

The pT spectrum of the �0 events originating in Cu and Be were also found

to be consistent, and thus would result in the same reconstruction e�ciency

corrections for Cu and Be events. The only two corrections to the cross section

that were found to be di�erent between ! events from interactions in Cu and

Be were the conversion correction and the beam absorption correction. These

two corrections were applied to the two event samples, on event by event basis,

while the other corrections were omitted since they should cancel in the ratio.

Figure 8.11(a) presents the result of the measurement of the nuclear dependence

for ! production by 515 GeV/c �� beam. The error bars on the plot correspond to

the statistical uncertainty and systematic uncertainty related to the background

shape determination, combined in quadrature. Figure 8.11(b) illustrates �!

extracted from the Be/Cu �0 mass histograms integrated over four di�erent

pT ranges. The points in the plot correspond to the measured mean pT in

each interval, while the span of the horizontal bar indicates the range of the pT

integration. The corresponding data are presented in Table 8.6. These data were

obtained by taking an average of the �! exponents measured in events satisfying

SLH and LGH triggers. To summarize, the nuclear dependence of the omega

production can be characterized by �! = 1:12 � 0:07 � 0:07 over the transverse

momentum range from 3.5 to 8.0 GeV/c.
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Figure 8.11 (a) The pT dependence of �!. (b) The �! measured over integrated
pT ranges, as indicated by the span of the horizontal bar at each
point. Errors are both statistical and systematic, related to the �t of
the background shape, combined in quadrature.
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The comparison of the values for �! obtained in data samples selected by

either SLH or LGH trigger is presented in Figure 8.12. The dotted lines in the

plots come from linear �ts to the points. Finally, the nuclear dependence for !

production is compared to that for �0 production measured in E706 in Figure 8.13.

The �0 and � mesons produced at high pT show enhancement of the cross section

with increasing atomic mass A (��0 = 1:110�0:003�0:019 for �0 production in the
pT range from 4.0 to 8.5 GeV/c, and �� = 1:14�0:02�0:02 for production in the

pT range from 3.5 to 7.0 GeV/c[55]). The dependence of ! meson production on

nuclear matter is consistent with that for �0s and �s. The nuclear dependence of

neutral meson production agrees with the previous measurements made for high pT

charged particle production[68]. The enhancement (� > 1:0) may be interpreted

as evidence of rescattering of the outgoing partons (which fragment into �0, � or

! mesons) in nuclear matter. This conclusion can be reached in the light of the

measurement of the nuclear dependence for the direct photon production at large

pT . That � = 1:02 � 0:02 � 0:03 suggests that the rescattering of the incident

partons in the high pT collisions is not very important2.

8.5 Contribution of ! Decays to  Mass Spectrum

The measured yield of omega mesons decaying to ! ! �0 was used in

assessing the potential contribution of ! particles to the high pT  mass

spectrum. While studying high pT � production[16], a small enhancement of

 combinations with invariant masses below 0.8 GeV/c2 was observed in the

data in the vicinity of the � mass (0.547 GeV/c2), as illustrated in Figure 8.14. A

background subtracted  distribution which highlights this feature is shown in

Figure 8.14(b). The background was de�ned via a linear �t excluding the mass

region from 0.45 to 0.8 GeV/c2.

2 A similar result, regarding the incident parton rescattering, comes also from

measurements of nuclear dependence in Drell-Yan processes.
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Figure 8.12 Comparison of �! measured in events satisfying SLH and LGH
triggers. Linear �ts to the data points are also shown.
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Figure 8.13 Nuclear dependence of �0 and ! production by 515 GeV/c beam.
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PT (GeV/c) �!

3.5 - 4.0 1.30 � 0.14 � 0.15

4.0 - 5.0 1.11 � 0.09 � 0.07

5.0 - 6.0 1.24 � 0.11 � 0.08

6.0 - 8.0 0.92 � 0.27 � 0.14

3.5 - 8.0 1.10 � 0.07 � 0.07

4.0 - 8.0 1.12 � 0.07 � 0.06

5.0 - 8.0 1.15 � 0.09 � 0.05

6.0 - 8.0 0.92 � 0.27 � 0.14

Table 8.6 The �! exponent of the nuclear dependence for the ! production.

We used the dedicated omega Monte Carlo events to study the distribution of

 pairs in the events with high pT omegas. This study employed the same

selection criteria used in the � analysis resulting in the mass plots shown in

Figure 8.14. In particular, the  pairs were restricted to the rapidity interval

-0.75 to 0.75, had pT > 4.0 GeV/c, and had energy asymmetry less than 0.75. At

the same time, we kept track of the number of generated !s in the rapidity interval

-0.5 to 0.75 and with pT > 4.0 GeV/c among these events. This allowed us to

normalize the Monte Carlo prediction to the measured ! yield in the data. The

resulting contribution to the two photon invariant mass distribution from photon

combinations associated with ! ! �0 decays is presented in Figure 8.15. We

compare this scaled Monte Carlo prediction with the data from Figure 8.14(b).

The agreement between the size of enhancement observed in the data and our

scaled Monte Carlo prediction is remarkable and remains very good for  pairs

in other high pT intervals as well, within the statistical and systematic uncertainty

associated with this prediction. This uncertainty was estimated to be 20%, based

on the relevant systematic uncertainties in the measurement of the ! spectrum
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and on the statistical uncertainty in the ! signal. This study indicates that the

excess  combinations in the vicinity of the � mass can be attributed to ! meson

production thus reducing our uncertainly in the background determination for the

� meson measurement.
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Figure 8.14 (a) Two photon invariant mass reconstructed in the data using �
analysis cuts in the events selected via SLH trigger. The pT interval
for  pairs is 4.0 to 4.5 GeV/c. (b) A background subtracted  mass
distribution. The background was �t with the straight line outside of
the region from 0.45 to 0.8 GeV/c2 in mass.
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Figure 8.15 The background subtracted  distribution from Figure 8.14(b)
(points) overlaid with the expected  contribution from ! ! �0
(solid histogram). Number of MC !s that contributed to this
reection was normalized to the measured spectrum for the ! meson,
! ! �0, in the data. The  pairs from MC and from the data have
pT from 4.0 to 4.5 GeV/c. The uncertainty in the prediction related
to trigger e�ects was 10% compared to the total uncertainty of 20%.
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Chapter 9 Study of Systematic Uncertainties

A study of the systematic uncertainties in the measurement of omega

production is summarized in this chapter. The study covers several issues speci�c

to the ! analysis presented in this thesis { e.g., the assumption about the

linearity of the background under the �0 peak which was used in the �0 sideband

subtraction, or the assumption about a lack of polarization in the ! sample. Other,

more general, contributions to the systematic uncertainty of the measurement are

also discussed.

9.1 Trigger Uncertainty

The two trigger types studied in this analysis have di�erent characteristics.

The SLH trigger was sensitive to a local deposition of transverse energy, while the

LGH trigger responded to the transverse energy deposited and summed over the

whole octant. A comparison of the results obtained using samples of data selected

by each trigger gives a valuable measure of the possible systematic uncertainty

remaining in the data, even after the corrections for trigger e�ects were applied.

One of the large corrections related to the trigger were the rapidity hole cut

and correction. The necessity for the cuts was illustrated in Figure 7.6 in the

Analysis chapter. In this section, Figure 9.1 compares the cross section obtained

in the samples of SLH and LGH triggered events, where no rapidity hole cuts or

corrections were implemented. The reconstruction e�ciencies applied to data in

this study were also measured without the rapidity hole rejection. Clearly, the

results based on the two triggers di�er substantially, and we would need to assign

a large systematic error to the measurement of the cross section to account for

the observed di�erence. The rejection of \suspect" regions in rapidity and pT

was based on a comparison of �0 rapidity distributions between all octants of
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the LAC, as discussed in section 7.3.2. The decisions to retain or reject a given

region were made completely independently for each trigger, and were aimed at

achieving an internal consistency between the results from di�erent octants. The

resulting cross sections, that is the cross sections with the rapidity hole corrections,

were presented in Figure 8.2 and Tables 8.2 and 8.3. The measurements from

di�erent trigger samples agree quite well after the cuts, which indicates that the

problematic regions in rapidity and pT were removed successfully.

Based on the corrected numbers, we can estimate the remaining uncertainty

related to the trigger e�ects that are not common between the SLH and LGH. For

pT > 4:0 GeV/c, Table 8.4 indicates that there is a di�erence of 0.55 nb/(GeV/c)2

(on a cross section of 3.83 nb/(GeV/c)2) between the integrated cross section

measured in the sample of events selected by SLH trigger and that selected by

LGH trigger. From that we can conclude that the observed di�erence amounts

to a 7% systematic uncertainty in the measurement. The data from Table 8.4

shows that some di�erence between the results from these two triggers persists in

the higher pT range. However, that di�erence falls within an uncertainty related

to the signal extraction quoted with each measurement. The statistical contents

di�er between the two samples of events by at least 40% at lower pT s and by at

least 26% at high pT . The resulting background shapes between the two samples

of events are not the same (compare, for example, Figures 7.17 and 7.26); hence we

may expect that the errors quoted in Table 8.4 are at least partially uncorrelated

between the two samples. From that, the uncertainty steming from trigger e�ects

at high pT is estimated to be 2%.

A similar study has been conducted using cross section results obtained with

a di�erent �0 sideband de�nition (described in section 9.4). From that study, we

estimated the systematic error needed to accommodate the observed di�erence
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between two trigger types to be 17% for the 3.5 to 4.0 GeV/c bin, 10% for the

4 to 5 GeV/c bin and zero at higher pT s. The higher of the two estimates at a

given pT (each determined with a di�erent �0 sideband) was taken as a measure

of the systematic uncertainty. That choice allows us to account for trigger e�ects

as well as for some of the uncertainty due to the �0 sideband subtraction.

Another test performed on the data, in an attempt to uncover any systematic

e�ects related to the trigger, was a test with a di�erent cuto� for the trigger

weights. In this analysis the trigger weights were allowed to be as high as 10

while the remaining tail of the distribution of weights was cut out. Monte Carlo

simulation was used to account for omega events with triggering probability of

less than 0.1. In the test, the cuto� for the trigger weights was changed to 5.0

and new Monte Carlo reconstruction e�ciencies were calculated to account for

the remaining events. Figure 9.2 compares the cross section results obtained with

these two cuto�s. There is a very little di�erence between the two methods,

except in the �rst pT bin for the SLH selected events. The ratio of the cross

sections is 1.25 in that bin. The result from this bin using the SLH trigger was

excluded from the original cross section measurement (see section 8.1). This study

con�rms that the result from the �rst pT bin in SLH selected events carries a much

larger systematic error than the other points.

9.2 Rapidity Dependence of the Reconstruction E�ciency

The data sample studied in this analysis was integrated over the range of

center of mass rapidity from -0.5 to 0.75. The detector coverage was larger and

extended from about -0.9 to 0.9 in that variable. To avoid regions of rapidly

changing acceptance and poor reconstruction e�ciency, the rapidity range of the

inclusive �0 measurement was restricted to -0.75 to 0.75. The backward rapidity

region -0.75 to -0.5 was found to exhibit a trigger ine�ciency for �0s with pT
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Figure 9.1 Di�erential cross section per nucleon for the omega production by
515 GeV/c pions on Be target, measured in events selected via SLH
trigger (triangles) and LGH trigger (open circles). No rapidity hole
rejection was applied.
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Figure 9.2 Comparison of the cross sections obtained with the trigger weight
cuto� at 10 and 5, for events selected with SLH and LGH triggers.
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below 4.2 GeV/c in the high threshold triggers and was therefore excluded from

the ! analysis.

Figure 9.3 illustrates the rapidity dependence of three correction functions

measured for the omega events. The geometrical acceptance for the !s, the

reconstruction e�ciency, and the two functions combined are represented. The

Monte Carlo ! events with pT from 4 to 5 GeV/c and from 6 to 8 GeV/c

were used to produce these sets of plots. We can observe that both the

geometrical acceptance and the reconstruction e�ciency for the omega depend

quite strongly on rapidity. However, the dependence is diminished for the

combined function. Based on the last column of plots in Figure 9.3, we can

estimate a possible systematic uncertainty introduced to the measurement due to

averaging of reconstruction e�ciency and of geometrical acceptance over rapidity.

A systematic o�set could have been introduced due to the fact that our data

and the Monte Carlo sample do not have exactly the same rapidity distribution

(compare Figure 6.5). Based on Figure 6.5, we estimated a mean discrepancy

between MC and data of 17% at pT from 4 to 5 GeV/c (about 8% of the total

number of events events exhibit a 100% discrepancy at the backward rapidities,

about 18% of events are in the region where the discrepancy is 30%, etc.). The

rapidity distributions are in a much better agreement between MC and data at

high pT s. The variation in the combined reconstruction e�ciency and geometrical

acceptance function is about 20%, as visible in Figure 9.3(c). From that we

calculated a systematic uncertainty from the inaccuracy of the Monte Carlo

simulation of the data to be 3.5% at 4 GeV/c, diminishing to an insigni�cant

number at the high pT end of the spectrum. A similar result was arrived at for

LGH triggered events.
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Figure 9.3 Rapidity dependence of the geometrical acceptance (a),(d), recon-
struction e�ciency (b),(e), and combined geometrical acceptance and
reconstruction e�ciency function for the !. The probability to satisfy
a SLH trigger was required to be greater than 0.1 in the measure-
ment of reconstruction e�ciency. Events from pT range 4 to 5 GeV/c
(a),(b),(c) and from 6 to 8 GeV/c (d),(e),(f) were used.
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9.3 cos�? Uncertainty

One of the main assumptions in this analysis was that the omegas were

produced unpolarized, and therefore the spectrum of radiated photons  (in

! ! �0), which carried away the spin of the !, was uniform. A polarization

in the ! sample { e.g., along the z axis { would manifest itself as a 1 + cos2�?

dependence of the spectrum on azimuthal and polar angles in the center of mass

of the decaying particle. This type of dependence could very closely resemble the

behavior of the background (compare Figure 5.4), and also the e�ect of the trigger

selection mechanism on the omega sample. It is therefore di�cult to rule out the

polarization in a simple fashion.

To address the question of possible polarization, the following comparison was

made: Two samples of ! events, one reconstructed within an interval jcos�?j < 0:3

and the other in the interval 0:3 < jcos�?j < 0:6, were compared. All corrections,

including the reconstruction e�ciency correction calculated from Monte Carlo for

each jcos�?j interval separately, were applied to the data. The two cross section

results obtained agreed within statistical uncertainties. This indicates that there

was no signi�cant enhancement of the signal towards larger cos�? values. Hence

we concluded that no polarization was observed in the ! sample, and that our

assumption about the lack thereof was justi�ed.1

The correction for omegas outside of jcos�?j < 0:6 does not carry a systematic

error associated with that cut (unpolarized !s have a at cos�? distribution).

1 A similar assumption was used by other groups { e.g., in the analysis of �0

meson production in e+e� annihilation at
p
s=29 GeV[21].
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9.4 Background Subtraction

The method of the background subtraction was extensively discussed in earlier

sections, mainly in 7.5.3. The uncertainties and systematic errors that arise in

�tting the mass distributions were studied by choosing di�erent mass ranges for

the �t, varying the binning of the mass distribution, and selecting di�erent �t

methods (bound and unbound �t parameters). The resulting �t results were

averaged to minimize the overall uncertainty. The RMS value of the distributions

of the various �t results was in each case assigned as the uncertainty in the

background shape determination.

Among other �tting procedures that were also tried was a method of \zeroing"

the signal region and �tting the background alone, in the area outside of the

\zeroed" mass range. Another method investigated was the use of di�erent

functional forms for the background representation like exponential functions

and polynomials of order di�erent than 3. These were found not to contribute

additional information compared to the method selected originally.

Some part of the background was subtracted from the �0 mass distribution

through the �0 sideband subtraction. The subtraction was studied to verify that

the result did not depend strongly on the selection of the sideband region or on the

determination of scale factors N�0mr=N�0sb (see section 5.5). Figure 9.4 illustrates

the di�erence in the cross section for SLH and LGH selected events when a new �0

mass range as well as di�erent �0 sideband were de�ned in the analysis. The new

�0 region was 10 MeV/c2 smaller than the original, and the sidebands were moved

closer to the peak region by 10 MeV/c2 each. The ratios of the original and the

new cross section results were �t with a straight line. We observed that the new

cross section was 4% systematically lower than the original cross section for SLH

selected events (only the points with pT > 4 GeV/c were used in the �t). The same
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�t showed a 2% shift in the opposite direction for events selected via LGH trigger.

The ratio for the averaged cross section, �tted with the straight line, did not show

a signi�cant o�set. However, two points in 6 to 7 GeV/c pT bin were shifted by

30%. From that we concluded that the selection of a �0 sideband may introduce

some systematic error in the measurement in some of the pT bins. Statistical

content between the original and the new �0 sideband mass histograms was very

similar, hence a uctuation on the order of the size of statistical uncertainty (26%

and 50% respectively) was not expected. A systematic uncertainty of 10% was

assigned to the measurement of the cross sections at the pT > 6 GeV/c as a result

of these �ndings.

9.5 Other Systematic Uncertainties

The additional main systematic uncertainties in the cross section measurement

arise from the following sources:

� Energy Scale Determination

The energy scale for the liquid argon calorimeter was set using the samples

of �s and moderate pT �0s, which were corrected for the dependence of the

reconstructed mean mass versus time, detector radius, particle energy as well

as the detector octant, as described in section 4.2.4. It was determined that the

resulting energy scale had an uncertainty of 0.5%[15]. That contributes to a 5%

systematic uncertainty in the cross section at pT of 4 GeV/c and 6% at 7 GeV/c.

The Monte Carlo energy scale was set using a similar procedure. The associated

errors were determined to be of the same size (0.5%[69]).
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Figure 9.4 Comparison of the cross sections per nucleon obtained with the
original and a new �0 sideband de�nition, for events selected with
SLH and LGH triggers.
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� Reconstruction E�ciency

It was determined that possible statistical uctuations in the Monte Carlo

sample contribute a 7% uncertainty to the resulting reconstruction e�ciency

weights (see section 6.5). The exception was in a �rst pT bin, 3.5 to 4 GeV/c

pT , where a very limited acceptance for the SLH triggered events rendered it

more sensitive to uctuations { up to 15%.

The background under the omega was very di�erent in the Monte Carlo sample

employed to determine the reconstruction e�ciency than in the data. A test was

performed where the background (and signal) from the data was added to the

Monte Carlo sample to simulate the background more realistically. That allowed

us to use exactly the same techniques of ! signal extraction in MC as in the real

data. The resulting signals were then corrected for the presence of !s from the

data and the reconstruction e�ciency re-measured. The result agreed with the

original measurement within a few percent. The MC reconstruction e�ciency

was also tested for stability in relation to several parameters { e.g., sensitivity

to a cuto� value in pT away from the generation threshold for a given sample,

the method of combining of the reconstruction e�ciency results from di�erent

samples, the selection of the binning for the mass histograms, variation in the �ts

to the �0 signal used for the �0 sideband subtraction, etc. A somewhat larger

width for the omega meson in the Monte Carlo was observed as compared to the

data, which had implications for the signal region de�nition and for accounting

for non-Gaussian tails of the mass distribution. These various e�ects were found

to contribute a combined additional uncertainty of 10% to the reconstruction

e�ciency measurement.
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� Beam Normalization

The measurement of Live Triggerable Beam (LTB) used in the cross section

had an uncertainty of 10%. The uncertainty was due to problems in or limitations

of the electronic units, losses during the data acquisition and processing stages,

systematic e�ects such as vetoing of backscattered events, upstream interactions,

intricacies of the clean interaction requirements, etc.[70]

� Photon Conversion Correction

This correction was estimated to be uncertain up to 10% of its value[70] due

to various approximations related to the amount and position of the material on

the photon's path. It could therefore contribute a 1.7% uncertainty to the ! cross

section measurement.

� Target Fiducial Region

The uncertainty associated with the measurement of the fraction of beam

particles falling into the target �ducial region, as de�ned in section 7.2, was

estimated to be 2%. This estimate was obtained by comparing the fraction of

particles falling within the �ducial cut in the SSD planes upstream of the target

and downstream of the target, and extrapolating to estimate the variations over

the length of the target region.

Adding in quadrature all uncertainties discussed in this chapter (except for

the uncertainties related to the background shape determination, which are listed

separately in the cross section tables and were included in the plots), resulted in

an overall uncertainty of 20% in the ! cross section at 4 GeV/c and 21% at 7

GeV/c pT . All of the uncertainties estimated above are collected in Table 9.1.

For comparison, the estimated statistical uncertainties for the three pT intervals

shown in Table 9.1 are 19%, 17% and 50% while the uncertainties related to the

! signal extraction are 9%, 7% and 16%.
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3.5-4. GeV/c 4.-5. GeV/c 7.-8. GeV/c

energy scale 5% 5% 6%

MC energy scale 5% 5% 6%

reconstruction e�. (stat) 15% 7% 7%

reconstruction e�. (syst) 10%

trigger e�ects 17% 10% 2%

�0 sideband subtr. - - 10%

rapidity dep.of rec.e�. 4.0% 3.5% -

target �ducial cut 2%

photon conv. corr. 1.7%

normalization 10%

TOTAL 28% 20% 21%

Table 9.1 Estimation of systematic uncertainties in the di�erential cross section measurement.

9.6 Systematic Uncertainty in the Measurement of �

For the nuclear dependence measurements, the systematic uncertainties came

primarily from the following sources:

� Trigger or reconstruction e�ciency e�ects that did not cancel completely

between Be and Cu. This was estimated to contribute an uncertainty of 2% to

the �! measurement.

� O�set of the targets relative to the beam de�ning elements. We implemented

the target �ducial cut, but there remained a possibility that the fraction of the

beam passing through the Cu target was somewhat di�erent than that for Be.

This was estimated to contribute a 1% uncertainty to the �!.
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� Photon conversion correction, which was the largest correction that di�ered

between the two targets. Some of the materials in the path of photons that were

known to have contributed large uncertainties to this correction were the same for

photons originating in Cu and Be, and hence a large fraction of the uncertainty

canceled out. In the worst case scenario, with the remaining uncertainty fully

correlated between the three photons of the omega, the correction was estimated

to contribute an error of about 1% to the measurement of a nuclear dependence.

� Target de�nitions, which arise when vertices in Cu are separated from

those in Be. The tails of the distribution of vertices lead to an estimation of

an uncertainty of 0.5% from that source[70].

� Target speci�cations, which are known with a 0.7% uncertainty with respect

to the dimensions of the targets and 0.3% uncertainty for the density of the

targets[70]. That contributes uncertainties of half of that size to the value of

alpha.

The overall systematic uncertainty attributed to the measurement of the

nuclear dependence parameter �! is obtained by adding the above numbers in

quadrature and is 2.5%.

The contribution to the uncertainty from the determination of the background

shape and of the signal extraction was presented in section 8.5. These uncertainties

are not completely uncorrelated between Cu and Be. They arise in part from

the statistical uctuations in the background, which clearly are independent.

However, the systematic contribution to these uncertainties is related to the

presence of \structures" in the background that exist as reections of various

resonances in the reconstructed mass distribution. Another source of a correlated

systematic error could be due to �0 sideband subtraction. Since some of the
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assumptions about the shape of the background a�ect both targets in the same

way, the uncertainty associated with them should partially cancel out. That

would suggest that the uncertainty in the ratio �Cu=�Be resulting from the �tting

is somewhat smaller than what was estimated in section 8.5.

9.7 Systematic Uncertainty in the Measurement of !=�0 Ratio

Trigger uncertainties are not expected to cancel out for this measurement,

since the �0s and !s were a�ected di�erently by the trigger selection and

because lower threshold triggers were additionally utilized in the �0 cross section

measurement. Reconstruction e�ciency also contributes an error for each of the

particles separately. For the �0 it was estimated to be 5% at 4 GeV/c and 8%

at pT > 6 GeV/c[63]. The e�ects related to the uncertainty in the energy scale

determination, beam normalization, etc., are expected to largely cancel out. The

overall systematic uncertainty in the measurement of the !=�0 ratio was calculated

to be 17% at pT of 4 GeV/c and 18% at 7 GeV/c.
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Chapter 10 Conclusions

This thesis reports on the production of ! mesons by 515 GeV �� beam

incident on Be and Cu targets. The data were collected using the E706

spectrometer, which consisted of a �nely segmented lead liquid argon calorimeter

and a high precision charged particle tracking system. The experiment triggered

on events containing high pT electromagnetic showers detected in the calorimeter.

The ! meson was observed in E706 in the decay modes ! ! �+���0 and ! ! �0,

but only the latter mode was used in the measurements reported in this thesis.

The measurements were conducted at
p
s = 31 GeV.

10.1 Cross Sections and A-dependence Measurements

The pT dependence of the inclusive ! cross section was studied in the central

rapidity range and for transverse momentum of the ! extending from 3.5 to 8

GeV/c. The cross section was found to fall as p�nT with n = 8.7 � 0.2. At this

time, there is no other experimental data on ! production in this kinematic range

available for comparison 1. The slope of the measured cross section shows very

good agreement with the prediction from the HERWIG Monte Carlo program.

The total inclusive cross section for ! production in the rapidity range from

-0.5 to 0.75, and for ! pT above 3.5 GeV/c, in 515 GeV/c �� - nucleon interactions

was measured to be 13.0 � 1.0 � 3.6 nb/(GeV/c)2, and for pT above 4.0 GeV/c,

1 Several high energy experiments (
p
s > 20 GeV) report on inclusive !

production by protons, ��, or kaon beams, but the results are limited to below 2

GeV/c in transverse momentum [27][26][28][29]. A measurement of ! inclusive

cross section in deep inelastic � - p interactions at 280 GeV/c[71], and the

production of ! mesons in ��- and �- neon charged current interactions[72] in

a similar kinematic range have also been reported.
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to be 3.8 � 0.3 � 0.85 nb/(GeV/c)2, where the �rst of the errors quoted is

statistical and the second the systematic uncertainty.

The nuclear dependence of ! production was found to be consistent with

that measured in E706 for other neutral mesons; all measured mesons exhibit a

small anomalous nuclear enhancement in the production cross section o� various

nuclei. The exponent � in the parametrization of the cross section as � = �0A
�

was determined to be 1.12 � 0.07 � 0.07 (statistical and systematic uncertainties,

respectively). The measured value of � did not show any signi�cant pT dependence

in the range under study.

10.2 The !=�0 Ratio

As noted in the Introduction chapter, the naive expectation for the ratio of

directly produced vector to pseudoscalar mesons is 3/1 and is in disagreement with

experimental results. The !=�0 ratio is well suited to the study of this apparent

suppression of vector mesons (V) relative to pseudoscalar meson production (P).

Firstly, both �0s and !s have the same valence quark content and hence any

e�ects of valence quark recombination should be minimized. Sensitivity to the

beam and target quark composition should also be minimal in this comparison.

The ! and �0 di�er in isospin. However, experimental data on relative production

rates of isovectors compared to isoscalars indicate that, for a given composition of

valence quarks, the isospin states 0 and 1 are equally copiously produced[27][71].

In order to measure the V/P ratio using !s and �0s from our experiment, we

need to subtract the indirect contribution to �0 production stemming from the

decay of other particles to �0s. In contrast to several other experiments which

measure V/P, the E706 data require a relatively small correction for indirect

contributions because production of high mass states that could decay to a high

pT �0 is kinematically greatly reduced in the high pT range of our measurements.
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Before correcting the !=�0 ratio for indirect contributions, we can compare the

E706 measurement with the results from other experiments. Figure 10.1 presents

available data on the !=�0 ratio in the center of mass energy range comparable

to that of E706. The data are from a proton - proton ISR experiment[35] at
p
s

of 62 GeV, and from FNAL experiments[33][34] with proton beams on Be and C

targets. In E706 we have determined that the e�ect of nuclear matter on high pT

�0 and ! production is similar, hence a direct comparison of !=�0 ratio in proton

- proton and proton - Be interactions is reasonable. Also, a Monte Carlo study

suggests that this ratio may not be a�ected by the di�erences in
p
s, within the

scope of the energy ranges considered. Similarly, it was veri�ed that the !=�0 or

V/P ratios were not sensitive to changes of beam and target particles. As can be

seen from Figure 10.1, the ISR measurements at pT of 3.5 to 7 GeV/c agree with

the E706 results, and with the HERWIG MC prediction, within errors. The two

!=�0 results at much lower pT are not consistent with the MC prediction in that

pT region.

Figure 10.2 presents the !=�0 ratio obtained for ! and �0 mesons produced

directly in the fragmentation chain compared to the ratio of all !s and �0s

observed in the \�nal state" (that is reconstructed from their respective decays).

The HERWIG MC was used in this study. Figure 10.2(b), obtained from the

ratio of two histograms in (a), gives an estimator for a correction for the indirect

contribution to !=�0. Using this correction, we measure the direct !=�0 ratio as

1.21 � 0.1 � 0.2. The systematic error reects the uncertainty in the !=�0 ratio.

No additional error was assigned as due to uncertainty from the MC prediction of

direct versus indirect production rates. As illustrated in Figure 10.2(a), HERWIG

indicates that the direct !=�0 ratio is independent of pT within the range studied

in E706, whereas the total !=�0 ratio exhibits a slow rise with pT due to decreasing

contributions from higher mass resonance decays.
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Figure 10.1 !=�0 ratio measured in E706 compared with other available !=�0

measurements. The solid error bars on E706 data indicate the
statistical uncertainty. The extended error bars (dotted lines) give
the combined statistical and systematic error. The Monte Carlo
prediction from HERWIG is also shown.
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Figure 10.2 (a) The !=�0 ratio in HERWIG, for mesons produced directly in the
fragmentation process (solid line), and for total meson production
(dashed line); (b) Ratio of direct !=�0 to total !=�0 versus pT .
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The corrected, direct !=�0 ratio can be compared with a multitude of

measurements of V/P. Figure 10.3 presents some of the available data on this ratio

(converted to a more frequently reported form V/(V+P)). Vector and pseudoscalar

mesons of di�erent avors are compared separately. The results from TASSO[19],

JADE[20], HRS[21], TPC[73], NA27[27] and the ISR SFM experiment[74] are

plotted versus the mass ratio of the corresponding mesons. Two more recent

results, from OPAL[75] and DELPHI[23] collaborations, are also included in the

plot. Also overlaid on the plot is the prediction based on a semi-classical tunneling

model �t to the data, which gives (V/P = 3(MP =MV )
0:5�0:1)[30][20]. The error

bars represent both the statistical and systematic uncertainties quoted with the

measurements. The E706 !=�0 ratio agrees very well with all other measurements

of V/(V+P) for the u,d avored mesons.

Since our measured !=�0 ratio is consistent with expectations based upon

the HERWIG Monte Carlo, it supports the conclusion that the apparent V/P

suppression for mesons in the u,d sector may be explained by a relative suppression

of the available phase-space due to the mass di�erence between the heavier vector

mesons and lighter pseudoscalars.

Lastly, we compare the !=�0 ratio with the �0=\�0", measured in an ISR SFM

experiment[74] in proton - proton collisions at
p
s of 62 GeV. In this experiment

only charged particles were reconstructed, and therefore the avor symmetric

\�0" production was obtained as an average from �+ and �� data. Figure 10.4

illustrates their result, measured in two di�erent detector con�gurations, labeled A

and B. Figure 10.4(b) shows that the E706 result for !=�0 is completely consistent

with these data. This agreement is expected in the light of the arguments given in

this chapter (�0 and ! di�er only by isospin). The V/(V+P) measurement from

�0=\�0" data, reported by SFM experiment[74], is also included in Figure 10.3.
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Figure 10.3 V/(V+P) ratio versus MV =MP , the ratio of vector to pseudoscalar
meson masses, obtained for charm, strange, and u,d mesons in
various experiments. Statistical and systematic errors are combined
in quadrature. The curve represents the tunneling model prediction
(�tted to match the data[20]) for this ratio.
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Figure 10.4 2�0=(�++��) ratio obtained in ISR SFM experiment compared with
the E706 measurement of !=�0. Only statistical errors are shown for
both experiments.
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