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ABSTRACT 

Measurement of the Structure Function Ratio F2 /Ff in Muon-Nucleon Scattering 

at Low z and Q2 

Panagiotis Spentzouris 

The ratio of the neutron to proton structure functions, F2 /Ff, from scattering 

of 470 GeV muons on liquid hydrogen and deuterium targets, is measured at very 

small-z and Q2
, using the Fermilab E665 spectrometer. The results presented cover 

the region 0.000004 < z < 0.3 and Q2 > O.OOlGe V2 , three orders of magnitude 

lower in z than previous fixed-target experiments, and with higher average Q2 in 

the overlap region. The structure function ratio F2n /Ff is extracted from the ratio 

of the deuteron to proton single-photon-exchange cross-sections, ut.,/uf.,, assuming 

that Rd = RP, where R is the ratio of the longitudinal to transverse polarization 

cross-sections of the virtual photon, and that the deuteron can be treated as a free 

neutron plus a free proton. With the above assumptions, uf .,/ uf., = Ff/ Ff, where Ff 

is the per nucleon deuteron structure function, and F2 /Ff = 2Ff /Ff -1. The single­

photon-exchange cross-section ratio is obtained from the measured total cross-section 

using three largely independent techniques. The F2 /Ff ratio is found to be constant 

for z < 0.01, at 0.935 ± 0.008 ± 0.034 (± statistic ± systematic errors). The ratio of 

the per nucleon structure function of the deuteron to that of the proton for z ::S 0.01 

, is then Ff/ Ff = 0.968 ± 0.004 ± 0.017. This means that the per nucleon structure 

function of the deuteron is smaller than the structure function of a free nucleon by 

3.2% ± 1. 7%. This result is consistent with recent predictions for nuclear shadowing 

effects in the deuteron. The variation of the ratio with ln Q2 is also examined, no 

significant dependence is found. 
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Chapter 1 

The Structure Function Ratio 

F¥ / F~ in charged lepton-nucleon 

scattering 

1.1 Introduction 

The power of using lepton-nucleon scattering as a tool to study the structure of nuclear 

matter was established during the early days of particle physics. It stems from the 

fact that the electroweak field generated during the scattering process is weak enough 

to permit a perturbative treatment of its strength in powers of the electroweak charge. 

This allows the structure of the nuclear target to be probed using a known interaction 

mechanism and a well understood projectile. 

In the 1950's, measurements of elastic electron-nucleus scattering at SLAC were 

used to determine the charge distributions of various nuclei [1]. The results revealed 

that the nucleon has a spatially extended charge distribution, providing evidence 

that it is not a point-like particle. The original measurements of high-energy electron­

nucleon inelastic scattering in the late 1960's at SLAC showed that above the nucleon 
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2 

resonance region the inelastic cross-section is independent of the four-momentum 

transfer squared from the probe to the target. This was a surprising result, since 

the resonance form factors fall rapidly as a function of the four-momentum transfer 

squared [2]. The interpretation of these results led to the quark-parton model [3], 

[4]. In this model and in the limit of large energy-momentum transfers, the nucleon 

inelastic cross-section is the incoherent sum of the elastic scattering from point-like 

constituents (partons ). This model explained in a simple framework the scaling of 

the nucleon structure functions 1 as well as the behaviour of the difference of the 

structure functions of the neutron and the proton, which have been predicted using 

current algebra ( [5] and [6] respectively). In the early 1980's the muon scattering 

experiments performed at CERN ( [7] and [BJ) verified the scaling violations predicted 

by the gauge field theory of the strong interactions, Quantum Chromo-Dyna.Iilics 

(QCD). The theory of QCD has been quite successful at explaining and predicting 

the behaviour of the strong interactions at short distance scales with respect to the 

nucleon size. The ability of QCD to calculate the cross-sections for processes involving 

hadronic matter depends on our knowledge of the momentum distributions of the 

constituent particles of the hadronic matter. These distributions are extracted from 

the compilation of structure function measurements using different probes on various 

nuclear targets. 

In this thesis, the measurement of the structure function ratio of neutrons to pro­

tons from inelastic collisions of muons with hydrogen and deuterium is presented. The 

data for the measurement were taken during the Fermilab 1991 fixed-target period 

with the E665 apparatus [9]. The kinematic range covered is unique since it has 

never been probed before experimentally and it extends to a region where perturba­

tive QCD calculations are not applicable and predictions can be made only by QCD 

phenomenology. The ratio measurement is a constraint on the parton distribution 

functions extracted from global structure function analysis and can be used as a test 

1The structure functions sea.le if they depend only on dimensionless quantities 
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for the QCD phenomenology models. Furthermore, it provides information about 

nuclear shadowing in the deuteron, an effect which has been predicted by various 

models [10], [11] but has never been measured. Nuclear shadowing is the depletion 

of the per nucleon cross-section in composite nuclei as compared to the free nucleon 

and it has been observed in scattering from heavy nuclei targets. 

This thesis is organized into six chapters and five appendices. In the remaining 

sections of this chapter a short discussion of the formalism of charged lepton-nucleon 

scattering is presented together with a summary of theoretical and phenomenological 

ideas concerning this process. In chapter two the E665 experimental apparatus is de­

scribed. Chapter three contains a description of the event reconstruction program and 

describes the analysis performed to obtain the energy calibration of the calorimeter 

and the spectrometers of the apparatus. In chapter four, the physics analysis includ­

ing systematic studies is presented. Chapter five contains the results, and a summary 

of the systematic effects. In chapter six, the physics results are summarized and 

compared with theoretical predictions from models that include shadowing effects 

in the deuteron. Chapter six also contains a discussion on the implications of the 

measurement, and the conclusions. Appendix A describes the analysis done to ob­

tain the target normalization. Appendices B and C describe the data. structures used 

in the normalization and physics analysis. Appendix D describes the measurement 

of the ratio of the elastic scattering cross-section of muons scattering off of atomic 

electrons of the deuterium target, to that sa.me cross-section for the hydrogen target. 

Appendix E contains a glossary of terms tha.t are specific to the 665 experiment, and 

a few acronyms commonly used in high energy physics. 

1.2 Cross-section definitions and constraints 

The kinematics of inelastic charged lepton scattering in the single photon exchange 

approximation are defined in figure 1.1. The diagram involves only the exchange 
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of a virtual photon since at energies relevant to this analysis the contribution of 

the Weak interactions is negligible. The kinematics of the interaction are described 

using the leading order Quantum Electro-Dynamics (QED) process; the effects of the 

higher order QED processes will be introduced as corrections to the single photon 

exchange approximation. In this approximation we can use our knowledge of QED 

insident lepton 

k=(E, k) 

target nucleon 

p=(M, 0) 

virtual 
photon 

q=(v,q) 

e 

scattered lepton 

k'=(E', k' ) 

x 

Figure 1.1: Charged Lepton-Nucleon scattering. Target rest frame. 

field theory, the principles of gauge invariance and the parity conservation symmetry 

of the electromagnetic interaction to express the single photon exchange differential 

cross-section. Ignoring phase space factors, the inclusive cross-section can be written 

(Ii= c = l}: 

(1.1} 

where the lepton tensor L,.v is the product of the leptonic currents and it is calculable 

within the QED framework. Averaging over the spins of the initial state and summing 
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over the spins of the final state we obtain: 

(1.2) 

where k and k' are the momenta of the lepton before and after the interaction re~ 

spectively, and mis the lepton mass. Using the optical theorem, the hadronic tensor 

W"" is related to the product of the electromagnetic current of the hadron "leg" 

of the diagram in figure 1.1 (nucleon and final state X). By the optical theorem, 

the imaginary part of the forward scattering amplitude is proportional to the total 

cross-section. The application of the optical theorem for lepton-nucleon scattering 

is shown in figure 1.2 (see also [12)). The hadronic tensor W"" is computed to be 

2 

-- 2Im 

p 
x p p 

Figure 1.2: Optical theorem for lepton-nucleon scattering. 

proportional to the matrix element of the time ordered product of the electromagnetic 

current operators j~(e) at space-time point {: 

W"" ex /m i,E j d"{exp(iq{) < p,a / TJ:m t({)j;m(O) / p,a > (1.3) 
• 

where Tin the operator product denotes time ordering and s the spin of the nucleon. 

The nature of the electromagnetic interaction requires that W"" is gauge invariant and 

invariant under parity transformations. Because of these properties of the interaction 

the tensor W"" can be expressed in the most general form as [13]: 
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F1(:z:, Q2) ( ql-'q") Wl-'"(p, q) g + + - M -,..., f 
F2( :z:, Q

2
) (...!' p · q ,..) ( ., p · q ") I' --q p --q 

M(p. q) q2 q2 
(1.4) 

where q2 is the square of the four-momentum transfer to the target and Q2 = -q2, 

:i:8 ; = :z: = Q2 /(2p · q) is the Bjorken scaling variable that measures the inelasticity 

of the process, Mis the nucleon mass, and the functions F1(:z:, Q2 ) and F2 (:z:, Q2 ) are 

the structure functions of the target. The invariant quantity p · q is proportional to 

the energy transfer v in the target rest frame, p · q = Mv. The invariant mass of 

the final state hadronic system, W, is then W2 = M 2 + 2Mv - Q2. In general the 

structure functions F; can be expressed as a function of any two of the above Lorentz 

invariant kinematic variables. The tensor WI-'" has to satisfy the electromagnetic 

current conservation requirements: 

q,..W,..., = O 

q.,W,..., = 0 (1.5) 

In order to explore potential kinematical singularities of the tensor WI-'" at the 

Q2 = 0 limit we rearrange the terms of equation 1.4: 

W""( ) F1 .. ., F2 ...!' ., 
~ p, q = - M9~ + M(p · q)" P + 

(
F1 + F2 p · q) ql-'q" _ F2 z;"q" + p"q,.. 
M Mq2 q2 M q2 

(1.6) 

The last two terms of the expression 1.6 are singular in the limit Q2 --+ 0. Since the 

physical cross-section cannot be singular, the above behaviour forces us to introduce 

the following constraints on the structure functions F; in the limit Q2 --+ 0: 

F1 + F2p·q =O(Q2 ) 

M M q2 

F2/M = O(Q2
) 

(1.7) 

(1.8) 
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These conditions have to be valid for arbitrary values of v. 

Contracting the leptonic and the hadronic tensors, inserting the phase space fac­

tors and using the expression 1.4 for Wµv, equation 1.1 of the differential electro­

production cross section in the single photon exchange approximation becomes: 

tPu(z,Q
2

) = 47ra
2 

[( __ Mzy) F2(z,Q
2
) (i- 2m

2
) 2F( Q2 )] 

dQ2dz . Q4 I y 2E z + Q2 y 1 z, (1.9) 

where E is the energy and m is the mass of the incident lepton in the target rest 

frame, y = v / E and a is the electromagnetic coupling constant. The expression 1.9 is 

completely general, and requires no assumptions about the nature of the interactions 

that define the structure of the hadronic tensor W"". 

We can rewrite equation 1.9 using the structure function ratio R(z, Q2
) instead 

of F 1• The structure function ratio R(z, Q2 ) is equal to the ratio of the cross-sections 

for the different polarizations of the virtual photon: 

R(:i:, Q2) = ~ = (I+ 4M2:i:2 /Q2)F2 - 1 
11'T 2zF1 

(1.10) 

where 11'L and O'T are the cross sections for the longitudinal and transverse virtual 

photon polarization states respectively. Now the differential cross section (1.9) be-

comes 

(1.11) 

Since real photons are only transversally polarized, 11'L and R should vanish as Q2 --+ 0, 

and the total cross-section should match the total real photoproduction cross-section. 

1.3 Structure Functions in the Deep Inelastic Scat­

tering limit 

In t1ie high energy limit, where E --+ oo, and with Q2 fixed, integrating equation 

1.9 "measures" the charged constituents (partons) of the nucleon. In order to a.id 
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our intuitive understanding we identify kinematic conditions that permit an impulse 

approximation analysis of the lepton-nucleon inelastic scattering (14]. This leads to 

the parton model picture, which is a valid concept in the deep inelastic regime defined 

as the region where both Q2 and 2Mv are large and their ratio, z, is kept fixed. In 

this kinematic regime we can view the scattering process in an infinite momentum 

frame (see for example (15]), where the momentum P of the nucleon is very large 

(P --+ co) and with a direction opposite to the virtual photon three-momentum 

vector. In this frame the transverse momentum (k.L) of the partons and the mass of 

the target nucleon are negligible. The partons share a finite fraction 0 < z; < 1 of P 

and move in the P direction. The lifetime of the parton states is much larger than 

the duration of the perturbing electromagnetic field of the interaction, so scattering 

from individual partons can be treated as incoherent for abrupt perturbations. The 

scattering off of each individual parton is elastic, so by using simple kinematics and 

the elasticity condition we find that the value of z; for the momentum fraction of 

the scattered parton is equal to the Bjorken scaling variable z. The scattering cross­

section can be expressed in terms of the probability distribution q;(z) of finding the 

parton i with fractional momentum z in the nucleon. If we calculate the elastic 

lepton-parton scattering matrix-element with the assumption that the partons are 

spin-1/2 particles, and then perform the integration over the phase space of the 

parton, we can derive simple relationships between the structure functions and the 

parton distribution functions ( [15]): 

F2(:z:) = z L e~q;(:z:) 
i 

F1(z) = (1/2:z:)F2(z) (1.12) 

The second expression (Callan-Gross relation) can be used in equation 1.10 to obtain 

R = Q2 
/ v 2

, which in the kinematic region where Q2 ~ v is R ~ 0. The measurement 

of a small R value at SLAC (16], led to the realization that the partons have to 

be identified with the fractionally charged spin-1/2 quarks postulated to explain the 
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particle multiplets of the hadronic spectrum ( [17]). 

The quark-parton model is a first order approximation to the correct strong in­

teractions treatment in lepton-nucleon scattering. From purely kinematic arguments 

the interpretation of the Bjorken scaling variable :i: as the fraction of the momentum 

of the nucleon that the parton carries is only valid if k.L, m.L < Q2 < 11
2

, where 

m.L is the off-shellness of the parton during the interaction. Furthermore, the strong 

interactions of nuclear matter are indeed strong, which means that they will come 

into play, altering both the scaling picture and the postulate of a vanishing structure 

function ratio R. 

1.4 Quantum Chromo-Dynamics and Structure 

Functions 

Quantum Chroma-Dynamics (QCD) is the non-Abelian gauge field theory that de­

scribes the strong interactions. The fundamental particle fields are the quarks (fermions) 

and the gluons (vector bosons). The quantum number ("color") that the fundamental 

fields carry and exchange in order to interact has three different possible values. Both 

quarks and gluons carry color. The color transformations are described by the local 

gauge group SU(3), the quarks are assigned to the fundamental (9) representation 

of the group and the gluons to the adjoint ( 8) representation. The QCD Lagrangian 

possesses, in addition to the non-Abelian SU(3) gauge symmetry, the approximate 

flavor SU(3) symmetry, since the constituent masses of the u, d and s quarks are 

roughly equal (the quarks come in different species, u, d, s, c, band t "flavors"). The 

most important dynamical property of this non-Abelian gauge field theory is asymp­

totic freedom. H Q2 represents some large momentum scale in the interaction, then 

the effective QCD coupling constant a,(Q2)-+ O, as Q2 -+ oo. This is a consequence 

of the antiscreening effect of the nonabelian coupling, which results in- a decrease of 

the effective strength of the coupling as we go to short distances or large momentum 
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transfers. 

The above property of QCD justifies the a priori assumptions of the parton model 

at large energy scales, since asymptotic freedom (limq2_00 a, = 0) implies that in 

that regime the color interactions among the partons can be ignored. Furthermore, 

asymptotic freedom allows the use of perturbation theory (pQCD) to calculate large 

momentum transfer phenomena. 

1.4.1 Perturbative Quantum Chromo-Dynamics 

The next to leading order QCD diagrams (order a, contribution) that have to be 

added to the simple leading order picture (figure 1.1) are gluon bremsstrahlung (fig­

ure 1.3), and photon-gluon fusion (figure 1.4). If we try to compute the contribution 

of these diagrams· using massless quarks and gluons we will find that these correc­

tion terms diverge. In order to overcome this problem, we use the concepts of the 

factorization theorem in deeply inelastic scattering. The factorization theorem states 

that the contribution to the hadronic cross-section factorizes to a term that contains 

all short-distance contributions (large momentum scales) and a term that contains 

all the soft and collinear divergent contributions (long distance effects). Using these 

concepts, F2 is given by 

(1.13) 

where k denotes any parton (quark, antiquark and gluon). The scaleµ is the renormal­

ization scale of the theory and µ! the factorization scale which defines the separation 

between short and long distance effects. The hard-scattering functions c;(r&/e, Q2 I µ 2 ' µ}I µ 2 ' a.(µ 2 )) 

are calculable in perturbation theory and are non-divergent. They have no depen-

dence on the characteristics of the hadron; they depend on the type of the interaction, 

the parton i, and the normalization and factorization scales. The parton distribution 

functions q;(e, µ2 , µ!) are specific to the target hadron and contain all the divergencies 

of the cross-section, and the effects of the soft processes which determine the form of 
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1 

p s-channel 

l' 
I 

t-channel 
p 

Figure 1.3: Gluon Bremsstrahlung. 
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the nucleon as a bound state of quarks; they are not calculable in perturbative QCD. 

However, they are"universal and pQCD can predict their evolution with the scale 

µ. This evolution is most often described in terms of integro-differential equations 

(18] (to leading logarithmic approximation). These equations incorporate asymptotic 

freedom by phenomenologically using the running coupling constant a,. In this ap· 

proach the parton model is the lowest order approximation, with scale independent 

parton distributions which are modified by introducing a series of gluon emissions. 

Hard scattering with a momentum transfer Q probes the parton at a distance ~ Q-1 • 

When the parton wavefunction is resolved to small enough scales, it appears as a con­

stituent parton, carrying a fraction of the original parton longitudinal momentum, 

plus a number of constituent gluons and qq pairs. Any of these constituents, if it 

carries a large fraction of longitudinal momentum, can initiate the hard scattering 

process. The contribution from the collinear and soft emissions becomes associated 

with the parton distribution functions. As a result, the effects of the QCD radiation 

originating because of the acceleration of the partons in the electromagnetic field are 

included in the description of the internal dynamics of the nucleon, which introduces 

the scale dependence of the parton distribution functions. The probability of a parton 

i of momentum fraction e to split because of gluon radiation into a parton j and a 

gluon, retaining a fraction z = ef';c of its original momentum, is denoted by P;-;, the 

"splitting function". Assuming that the transverse momenta of the emitted gluons are 

strongly ordered the integration over their phase space gives a leading contribution o{ 

the type (a.ln(Q2/µ 2 ))
2 (12]. If only these leading terms are kept in the perturba­

tive calculation of the evolution processes we obtain the leading ln( Q2 ) approximation 

evolution equations (18]. The vertices which define the splitting functions that con­

tribute to the evolution equations in this approximation are shown in figure 1.5. In 

the small-z limit the evolution equations (18] have to be modified in order to account 

for the appearance of large logarithmic (log(l/z)) contributions. These powers of 

log(l/z) come from the fact that the integration over the longitudinal momentum 
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Figure 1.4: Photon Gluon Fusion. 
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p q->q (xi ~) p g-q (xi ~) 

x 

p q->g(xl ~) p g->g (xi ~) 

Figure 1.5: Vertices that define the Altarelli-Parisi splitting functions_ 
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in the evaluation of the splitting functions becomes logarithmic. Depending on the 

number of terms that are kept in the double perturbative expansion in both log(l/:z:) 

and log( Q2), different approaches are used to modify the Altarelli-Parisi equations 

(for a review see [12]). 

The pQCD picture of the structure functions reveals the power of the structure 

function measurements: Measuring various combinations of different structure func­

tions, by using different targets and different probes, at a given Q2 scale 2, we can 

extract the parton distribution functions. We can then evolve them to any Q2 scale 

and combine them with the calculable hard-scattering functions 1.13 in order to 

obtain the cross-sections for the corresponding processes at this Q2 scale 3
• 

Since the factor governing the rate of the evolution of the parton distributions is 

~ a,( Q), when Q is large the evolution is slow and the leading logQ2 approximation of 

perturbative QCD is adequate to describe the interaction. Using this approximation 

the structure function F2( :z:, Q2), to leading order in the perturbative QCD expansion, 

can be directly related to the quark- and antiquark momentum distributions, q;(:z:, Q2) 

and ij;(:z:, Q2
): 

F2(:z:,Q2) = :z: :Ee~ (q;(z,Q2) + ij;(z,Q2)j 
i 

(1.14) 

where i is the quark flavour and e; the charge for the quark of flavor i. In this 

regime the quark and antiquark distributions exhibit approximate Bjorken scaling, 

mildly violated by the QCD logarithmic corrections. The evolution equations for these 

distributions with Q2 as well as the relation (1.14) acquire corrections proportional to 

a,( Q2) in the next-to-leading logQ2 approximation, unless the factorization scheme 

used is the DIS scheme, where by definition 1.14 is valid to all orders [19]). 

Having discussed the limitations of the pQCD picture of the structure functions, 

we can now concentrate on the expression for the F2 1.14 and within the pQCD 

•we can set for convenience µ~ = µ 2 = Q2 

3In the above discussion we assumed that the hadronization process occurs on a longer time scale 

than that of the collision process and does not interfere with it 
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framework we will explore the behaviour of the structure functions for the neutron 

and the proton. To simplify the discussion (and the notation), we fix the energy scale 

(µJ = µ2 = Q2 = canst), so in all the following relations the Q2 dependence is implied 

but not explicitly shown. First let us split the contribution to the parton distribution 

functions into "valence" and "sea" quark contributions. The "valence" contribution 

corresponds to the portion of the number density of a flavor that contributes to the 

quantum numbers of the nucleon, while the "sea" contribution can be viewed as the 

gluon generated quark-antiquark pairs that carry the vacuum quantum numbers. In 

general we can write 

q = qv + q, 

ij = q. (1.15) 

We can also use isospin invariance to express the neutron and proton structure func­

tions using the same parton distribution functions. Since the u, d quarks and the pro­

ton, neutron form isospin doublets, we have u = u,, = d.., d = d,, ='Un, s = Bp = Sn· 

The heavy flavor contribution is omitted, since they can be resolved at scales above 

their production threshold Q2 "'4m~, where m~ is the quark mass. (At Q2 = 10GeV2 

the heavy flavor contribution is less than 1 % of the total [24]). The structure func­

tions can now be written: 

4 1 -
F:f(z) = z{9(u(z) + u(z)) + g(d(z) + d(z) + s(z) + .i(z)) + ... } 

4 - 1 
F;'(z) = z{9(d(z) + d(z)) + 9(u(z) + u(z) + s(z) + .i(z)) + ... } (1.16) 

Imposing the conditions of equation 1.15 and remembering the spectroscopic flavor 

contents of the proton (valence quarks) we can assume that 

'Uv = 2dv 

Bv = Uv = dv = iv = 0 (1.17) 

Furthermore, if we assume that the sea quark distributions are flavor symmetric, 
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u, =ii., = d, = d, = s, = 8, = K, and that at z--> 0 K dominates, then 

Fn 
lim F~{z)--> 1 
z-o 2 

{1.18) 

The justification of the "sea" domination at low z comes from the qualitative argu­

ment that the "sea" quarks are generated dynamically from gluon bremsstrahlung 

and the bremsstrahlung probability at a given momentum k behaves as dk/k, and 

hence like dz/z. 

Using equation 1.16 we can also write an expression for the difference of the 

structure functions of the neutron and the proton: 

Ff-Fn 1 . -
---

2
- = -( u + ii. - d - d) 

z 3 
{1.19) 

If we assume that the total number of ii. and d quarks inside the proton is the same, 

then integrating equation 1.19 over z and remembering the net valence quark flavor 

content of the proton (equation 1.17), we obtain: 

{1.20) 

The above relation ( 1.20) constitutes the Gottfried sum rule [6]. Although this sum 

rule was introduced as a parton model sum rule, it has been proven to be almost 

exact; the pQCD corrections to Sa are very small [20]. This means that the pQCD 

evolution will not introduce any appreciably large difference to the value of the sum 

rule obtained at a :fixed scale. The determination of the sum rule provides valuable 

information about the structure of the nucleon, since there is no a priori reason to 

believe that the total number of ii. and d quarks inside the proton is the same. If part 

of the quark "sea" is generated by a non-charge symmetric source then the "sea" does 

not have to be flavor symmetric (charge here refers to the electromagnetic charge and 

the masses are assumed to be similar). 
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1.4.2 Higher twist effects and target mass corrections 

A rigorous analysis of the structure functions in the Bjorken limit can be done using 

the operator product expansion of the electromagnetic currents (expression 1.3 for 

the hadronic tensor) (21]. Such products contain singularities in their light-cone 

behaviour (e2 --+ o, e space-time variable), which can be expanded as 

3(e/2)i(-e/2) = :E cf (e2)e"1 ... e"N o:f .. µN(o) (1.21) 
k,N 

where the operators QkN (spin N operators) are non-singular and the coefficients Cf: 

are singular as e2 --+ 0. Their behaviour can be found from dimensional counting 

(22]. If d; and dk,N are the mass dimensions of J and QkN respectively, then the mass 

dimension of er: is 2d; + N - dk,N, so that up to log terms 

(1.22) 

where Tk,N = dk,N - N is called the "twist" of the operator QkN, and it is the mass 

dimension of QkN minus the spin of QkN. The lowest twist (twist 2) dominates the 

light-cone expansion of the structure functions, this contribution comes from the pro­

cesses described by the diagrams in figure 1.5. The expansion is done using operators 

that can create and annihilate partons in the proton wavefunction. The higher twist 

terms correspond to interactions between the struck quark and the spectator quark, 

the diagram is shown in figure 1.6. The coefficients of the expansion 1.21 depend on 

Q2
, this dependence comes from the operator rescaling and involves only logarithms 

of Q2• The structure function F2 is expanded in a sum of inverse powers of Q2: 

(1.23) 

where the functions Cn(z,Q2
) depend weakly (logarithmically) on Q2 • The leading 

twist terms are the n = 0 terms and the higher twists are the n ~ 1 terms. Thus 

equation (1.14) corresponds to the "leading twist" contribution to the F2 , which is a 
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Figure 1.6: Higher twist diagram in Deep Inelastic Scattering. 
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good approximation for large values of Q2• For moderately large values of Q2 (of the 

order of a few GeV2 ) contributions from the "higher twists" may become significant. 

The size of these terms cannot be calculated since this would require knowledge of the 

wave function of the bound state quarks. The higher twists are only corrections to the 

leading twist term (that corresponds to expression 1.14) in the large Q2 region. Thus 

they cannot correctly describe the low nonperturbative Q2 region, since the expansion 

of equation 1.23) gives a divergent series at low Q2
• In order to describe this region 

the expansion has to be summed beforehand at large Q2
, and then continued to the 

region of Q2 ~ 0 [23]. 

In practice, in the analysis of experimental data which extend to low values of Q2
, 

the higher twist contributions can be extracted qualitatively in the following way: 

( 2 LT( 2) [ H(:i:)] F2:i:,Q)=F2 :i:,Q l+Ql (1.24) 

where the FfT is the leading twist contribution to F2 and H(:i:) is determined by 

fitting the data. This expression is not exact, since in principle the higher twist terms 

evolve differently with Q2 than the leading twist term. On the other hand, since the 

leading twist term has a logarithmic Q2 dependence the error will be small in this 

treatment. 

Since the neutron and the proton have different net flavor contents, the higher twist 

coefficients should be different. Also the higher twist contribution to the structure 

function ratio, since it depends on the details of the nucleon wavefunction, should 

introduce a Q2 dependence in the measurement. 

There are two higher twist effects that are conventionally treated separately, the 

target mass corrections and the effect of the intrinsic transverse momentum of the par­

ton (k.L)· The correction for the effect of the target mass is of the order~ (:i:m/Q)2n, 
where m is the mass of the target nucleon. The correction from the intrinsic k.l. is 

of the order of~ (k.L/Q) 2n. The first correction can actually be applied, since the 

target mass is known, whereas the average k.l. value can only be inferred from the 
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experiment. 

1.5 Structure functions at low Q2 

As the value of Q2 becomes smaller and smaller the partonic picture described in the 

previous section cannot predict the behaviour of the structure functions: the initial 

conditions of the evolution of the parton distribution functions are now determined 

by the form of the nucleon wavefunction at very large distance scales and are not 

calculable in pQCD. Equivalently, we can think of this as a consequence of the mani­

festation of a new scale length in the problem (that of the nucleon) which breaks the 

scale invariance. The Q2 scale where this effect becomes significant is given roughly 

by the uncertainty principle: Al= 0.2/Q(GeV)fm, where Ill is the spacial resolu­

tion of the probe (in /m units). Also, the Bjorken scaling which holds approximately 

at high Q2 cannot be valid at low Q2
• This is a consequence of the conservation of 

electromagnetic current which requires that the structure function F~ must vanish 

in the limit Q2 -+ 0 (equation 1.8), and of the intuitive argument that F2 should 

be a continuous function. In the low Q2 regime the interaction of the photon with 

the nucleon can be viewed through the transitions of the photon to virtual hadronic 

states which subsequently interact with the target nucleon. Models which describe the 

photon-hadron interaction in this fashion are the Vector Meson Dominance Models 

(VMD) and their generalizations (GVMD) [25]. 

In general, the wavefunction of a high energy physical (or virtual) photon can 

be represented as a superposition of a bare photon state and a hadronic component 

state. This hadronic component corresponds to the vector meson states having the 

same quantum numbers as the physical photon, thus enabling the photon to fluctuate 

to these states. The photon must be at a high energy state so that the mass of the 

vector meson is negligible. In this case the bare photon state is degenerate with any 

vector meson state that has the same quantum numbers with the photon ( JPC = 1--
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and zero electric charge) [25]. The transition to these virtual hadronic states will 

roughly occur during a fraction a(l/137) of the lifetime of the physical (or virtual) 

photon. The lifetime of the hadronic state is given by the uncertainty principle [25]: 

1 2v 
!J..t,.., l/l/tl.EI/ ,.., llv - (v2 + Q2 + m~)l/211 ,.., Q2 + m~ (1.25) 

where m, is the mass of the vector meson and the second approximation holds for 

large v. Although these fluctuations occur during a small fraction of the lifetime of 

a virtual photon, they interact strongly with hadrons (with typical hadron-hadron 

cross-sections). In order to interact with the target nucleus, the virtual state has 

to propagate inside the nucleus for a time that is of the order of magnitude of the 

interaction time of the meson with the nucleus. This interaction time scale is given by 

the size of the target nucleus so for Q2 ~ v 2 in equation 1.25 the interaction can occur 

(the speed with which the vector meson propagates is essentially the speed of light, so 

length and time scales are equivalent). When Q2 is large, the formation time becomes 

shorter and the hadron-mediated interactions may become indistinguishable from the 

those of the bare photon term. The hadronic models are not (in principle) in confilct 

with the parton model description; they are describing a different kinematic domain. 

Actually, the generalization of the VMD models gives approximate scaling for the 

structure functions at large Q2 , which can be represented, for sufficiently large Q2
, in 

a form similar to the twist expansion of equation 1.23 [23, 26]. This indicates that 

the GVMD approach provides a phenomenological tool to estimate the higher twist 

contribution. This is similar to the way the target mass corrections are estimated, 

since their effect, the mass of the target, is known. The biggest advantage of VMD 

and GVMD models is that they allow us to use our knowledge of hadron-hadron 

interactions in order to express the F2 structure functions. 

The VMD model structure function F2 in the most simple form is represented by 

a sum of the contribution of the vector mesons to whicli the photon fluctuates [25], 



23 

[27]. 

F ( Q2) Q
2
"" MiD".(s) 

2 z, = 4?r 7 7;(Q2 + m~)2 (1.26) 

where s = W 2 is the center of mass energy squared of the interaction (z = Q2 /(s + 
Q2 -M2

)), D'v(s) is the vector meson-nucleon total cross section for the vector meson 

v, m. is the mass of the vector meson v and 7; is related to the leptonic width of the 

v [25]: 

?r 3r.+.-
(1.27) 

H only the finite number of vector mesons is included in the sum (1.26), then the 

F2 vanishes as 1/Q2 at large Q2
• Therefore, it does not contain the "leading twist" 

term [23]. The scaling can be introduced by including the infinite number of vector 

mesons in the sum. This is the Generalized Vector Meson Dominance (GVMD) model 

[25, 27]. 

Finally we should note that there are descriptions of the photon-hadron interac­

tions that combine the VMD approach with that of pQCD in order to obtain the 

behaviour of the structure functions in both small and large Q2 regions [28]. In this 

approach the photon interactions have two sources: a VMD photon-hadron interac­

tion mechanism and a partonic mechanism. The partonic component is decomposed 

into two terms: the "direct" term which reflects the bare photon interactions with the 

partonic constituents of the hadron, and the "anomalous" term which corresponds to 

the interactions of the partonic constituents of the photon with the partons inside the 

hadron. In the latter case the photon coupling to its constituents is point-like. These 

partonic constituents of the photon correspond to the short lived qij fluctuations of 

the photon that do not have enough time to "dress" like vector mesons (these will be 

the short formation time states of the VMD description above). The ma.in feature of 

the partonic mechanism is that it corresponds to the (semi) hard interactions which 

can be described by perturbative QCD. These highly virtual qij states at high Q2 have 

small transverse size ~ 1/Q2 and correspond to spatially small colour dipoles. The 
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reduced color dipole field results in a smaller dipole-nucleon cross-section. This is 

the idea of the 'shrinking-photon' or 'colour-transparency', which introduces scaling 

behaviour of the structure function in this mechanism [25]. The VMD part on the 

other hand contains both hard as well as soft components which cannot be described 

by perturbative QCD, and its contribution to the structure function is strongly Q2 

dependent (equation 1.26). 

1.6 Regge Phenomenology 

In the high energy limit Regge phenomenology is used to parametrize the cross sec­

tions of two-body scattering as functions of the center of mass energy W of the 

interaction [29]. The regime where this treatment is applicable is reached when all 

external masses and momentum transfers are much smaller than the scattering en­

ergy. The interaction is described by the exchange of particles, "Regge poles", with 

the appropriate quantum numbers. The Regge pole exchange is a generalization of 

the particle exchange; the poles are characterized by the same quantum numbers that 

identify elementary particles. The Regge poles formally describe poles of the partial 

wave amplitude in the crossed channel of the interaction in the complex angular mo­

mentum plane [23], [12]. The position of each pole is described by a trajectory 

function a(t), where tis the momentum transfer of the interaction. The value of the 

trajectory function for t = 0 is called the intercept. The Regge pole corresponding to 

the vacuum quantum numbers is called a pomeron. In the Regge approximation the 

high energy behaviour of the total cross sections is given by the following expression: 

u,ot( vs) = E ~;8°•-1 

; 
(1.28) 
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where a = W 2 is the center of mass energy squared of the colliding hadrons 4 , a:; are 

the intercepts of the Regge poles, and /3; are their couplings [23]. The intercepts a:; are 

universal quantities, i.e. they are independent of the external particles or currents and 

depend only on the quantum numbers of the Regge poles which are exchanged in the 

crossed channel. Phenomenologically the energy dependence of the total hadronic and 

photoproduction cross sections can be described by two contributions: the (effective) 

pomeron with intercept a:p=l.08 (isoscalar pole exchange) and the Regge pole with 

the intercept a:R ~ 0.5 (isovector pole exchange) [30]. 

The small-x regime of lepton-nucleon scattering (z -> 0) is the Regge limit for 

this process, since z < 1 => Q2 < 2Mv (the momentum transfer characteristic for 

the process is much smaller than the scattering energy). In this limit the Regge 

parameterization of the total cross sections implies the following parameterization of 

the electroproduction structure function F2(z, Q2) [23]: 

(1.29) 

In this limit z ~ Q2 /W2 and z < 1. Therefore the above parameterization (1.29) 

implies the following small z behaviour of F2(z, Q2
): 

(1.30) 

where 

(1.31) 

If we use the phenomenological parameterization of the total cross section in terms of 

the pomeron and the isovector (A2 ) pole exchange [30], we can rewrite equation 1.30 

as F2(z,Q2 ) ~ A(Q2 ) + B(Q2).Ji, where A is the pomeron contribution and B the 

A2 contribution. At low Q2 the behaviour of functions /3;( Q2 ) should be defined by 

4In the case of lepton-hadron scattering this corresponds to the center of mass energy squared 

of the virtual photon-hadron system, since the virtual photon is viewed through its vector meson 

fluctuations 
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the photoproduction limit constraint (equation 1.8), so /3;( Q2
) = 0( Q2

) for Q2 
--+ 0 

and the F2 in the low Q2 region should smoothly join the photoproduction limit, 

Q2 = O. In this limit the total photoproduction cross section IT-yp(E-y) is related to 

the structure function F2 with the following expression: 

(1.32) 

This limit should be taken at fixed v = E'Y where E'Y = v is taken as photon energy 

in the laboratory frame. 

In the Regge limit the function Ff- F2n is controlled by the A2 pole exchange, since 

the pomeron contribution to the F2 should be flavor independent. This interpretation, 

in a parton modei picture of the structure functions, corresponds to the postulate that 

in the limit z = 0 the only contribution to the structure function difference is the 

valence quark contribution because of the light flavor symmetry of the sea. 5 • Thus, 

the difference Ff - Fi should vanish in the limit z = 0 (for fixed Q2
): 

(1.33) 

where aA2 ~ 0.5 is the A2 reggeon intercept. 

1. 7 Electroweak Radiative Corrections 

The structure function F2 is defined in the single photon exchange approximation 

for charged lepton-nucleon scattering through the expression for the hadronic tensor 

wi.v (equation 1.4). The F2 can be extracted from the measurement of the inclusive 

cross-section in the above approximation; ITt-y given by equation 1.9. However, the ex­

perimentally measured cross-section, ITmea., includes the contribution of all the higher 

order Quantum Electro-Dynamic (QED) processes beyond the Born level diagram of 

single photon exchange. In addition, the lowest order (Born level) electroproduction 

5The Regge behaviour should reflect the parton model high-Q2 interpretation of the F 2 [12]. 
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cross section also has a contribution from the zo boson exchange. This contribution 

cannot be separated experimentally from the single photon exchange contribution so 

it must be calculated. Since in the kinematic range covered by E665 the involved 

virtualities (Q2 ) are small compared to the zo mass squared, we will ignore the zo 
contribution in the following discussion. Let us now concentrate on the experimentally 

measured cross-section D'meaa, and those higher order QED processes whose contribu­

tion has to be eliminated in order to obtain u1.., and extract the F2 structure function. 

al. Brehmsstrahlung b. muon vertex 

c. vacuum polarization 

a2. Brehmsstrahlung 

Figure 1. 7: Electroweak radiative correction diagrams. 

To simplify the discussion we will consider only the most important next-to-leading 
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order dia.gra.ms (order a 3 ). These dia.gra.ms a.re shown in figure 1.76
: 

• the muon bremsstrahlung dia.gra.m, from either the incoming (al) or the outgo­

ing (a2) muon 

• the muon vertex correction dia.gra.m ( b) 

• the va.cuum pola.riza.tion dia.gra.m ( c) 

The cross-section D"meas now rea.ds: 

D'meu ex llaOll 2 + llal + a211 2 + 2 X Re [aO · (b* + c*)] 

where aO is the Born level amplitude. The two la.st terms of this equation a.re ill 

defined. All dia.gra.ms contain infra.red divergences a.nd dia.gra.ms b a.nd c aiso con­

tain ultra.violet divergences. The infra.red divergences come from the fa.ct tha.t the 

bremsstrahlung photon is massless (al a.nd a2) a.nd from the limit where the momen­

tum of the loops in dia.gra.ms b a.nd c goes to zero. The ultra.violet divergences come 

from the limit where the momentum of the loops in dia.gra.ms b a.nd c a.pproa.ches 

infinity. Since the measured tota.l cross-section is finite, these divergences ha.ve to 

ca.nee!. The ultra.violet divergences ca.nee! among the loop dia.gra.ms. Pa.rt of the 

infra.red divergences of al, a2 cancels the infra.red divergences of the loop dia.gra.ms 

a.nd the other pa.rt ca.n be exponentiated, so tha.t the tota.l measured cross-section ca.n 

be written: 

O'meas = K X 0"1.,. + O'tail (1.34) 

These ca.ncela.tions occur to a.11 orders in a [31]. The correction fa.ctor K depends 

on the energy resolution para.meter .6., which is defined by our ability to resolve the 

emitted photon. A realistic detector ha.s finite energy resolution .6., which mea.ns tha.t 

6The other diagrams of order a 3 in the cross-section are suppressed compared to those described 

above. These suppressed contributions are from the target bremsstrahlung diagram, the hadron 

vertex correction diagram and the double-photon exchange diagram. 
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it cannot differentiate between single-photon exchange and the case where an extra 

photon with energy, E-, < .6. was emitted. Thus, K contains the contribution of soft 

photon emission to the single-photon exchange cross section as seen by a detector 

with finite energy resolution. The total cross section does not depend on .6., since 

O'tail also depends on .6. (.6. defines what is hard and what is soft radiation). 

The above interpretation leads to the conclusion that an experiment cannot mea­

sure u1-, directly, since even when the final state can be completely reconstructed, 

the experimental resolution on the photon energy will require calculation of the K 

factor 1• The effects of the higher order QED corrections account for a large fraction 

of the measured cross section, especially in the low z and high y region. There is a 

commonly used approach to eliminate this contribution, the description of which fol­

lows. Since the complete reconstruction of the final state is very difficult for practical 

applications, the kinematics are determined from the inclusive measurement of the 

incident and scattered lepton. Of course, this leads to the wrong interpretation of the 

measured event kinematics for radiative events. For example, any elastic scattering 

event accompanied by the emission of an energetic bremsstrahlung photon can be 

mistaken for an inelastic event, contributing to the measured cross-section at the re­

constructed kinematic point. An inelastic event accompanied by radiation contributes 

to the cross-section at an apparent value of the kinematic variables that is different 

from the actual one. This can be seen schematically in figure 1.8, where the shaded 

triangle represents all the possible actual values of the kinematic variables that can 

contribute to an event measured with apparent kinematics A(v, Q2
). The boundaries 

of this region are set by the elastic scattering constraint and the requirement that 

the radiated photon has a realistic emission angle (cos 99 between ±1). To eliminate 

these effects the measured differential cross section is multiplied by a theoretically 

calculated correction factor. This is called a radiative correction procedure and the 

7Strictly speaking o-1-, is only theoretically defined; the prob&bility P to emit & photon with 

energy E-, --+ 0 is P --+ oo 
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Figure 1.8: Radiative tail contribution to a measurement at an apparent Q 2 , v point. 
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radiative correction factor 71(z,y) is defined simply as the ratio of the calculated cross­

sections: 71(z, y) = ...!!1- . In general, for lepton-nucleus scattering the u,0 ; 1 term of 
O'meu 

equation 1.34 decomposes into three parts: 0"1a;/ = O";nolaatfo + O"quaa;o/aatfo + O"cohorent• 

The inelastic radiative tail corresponds to inelastic scattering from a nucleon, t~e 

quasielastic term corresponds to elastic scattering from a nucleon, and the coher­

ent term to elastic scattering from the whole nucleus. All three contributions are 

accompanied by radiation. To calculate the first contribution the inelastic structure 

functions must be known, to calculate the second contribution the nucleon form factor 

is needed and to find the third contribution the form factor of the nucleus is needed. 

1.8 Phenomenology of nuclear effects in the Deuteron 

at small-x 

The determination of the quark structure of the nucleon is one of the most funda­

mental issues of both theoretical and experimental high energy physics. The deep 

inelastic scattering (DIS) of leptons from hydrogen has provided a wealth of infor­

mation about the structure of the proton. However, in the absence of free neutron 

targets deuterium has been used in order to extract data on the neutron structure 

functions. Since the deuteron is a weakly bound nucleus, traditionally nuclear effects 

have been ignored in the treatment of DIS deuteron results (apart from Fermi motion 

corrections at high z ). If such effects are present, the determination of nucleon parton 

distributions based on the nuclear/deuteron (or nucleon/deuteron) structure function 

ratios at small z may have to be modified. This includes the determination of the 

Gottfried sum rule, which is related to the question of flavour symmetry violation in 

the nucleon sea. A precise knowledge of the neutron structure function, F2", is essen­

tial for the determination of the sum rule. Also, the extraction of information about 

nuclear effects in heavy nuclei as compared to a free nucleon is sensitive to nuclear 

effects in the deuteron, since in these measurements deuterium is used to represent 
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the isoscalar free nucleon combination. 

1.8.l Shadowing 

The total lepton-deuteron cross section has been assumed to be the sum of the lepton­

proton and lepton-neutron cross sections (apart from Fermi motion corrections at 

high :i: ). The deviation from this simple relation, for any nucleus, in the region of 

small Bjorken :i: ( :i: ~ 0.1) is known as nuclear shadowing. Experimentally nuclear 

shadowing has been observed as a deviation from unity in the the ratio of structure 

functions for lepton scattering from a heavy nucleus and from deuterium [32]. These 

results and corresponding later measurement [33], [34] showed a big decrease in 

the nuclear structure function per nucleon in the small :i: region, "shadowing" that 

was only weakly dependent on Q2 • The nuclear shadowing for heavy nuclei has been 

observed both in the low Q2 (including photoproduction) and in the large Q2 region. 

Shadowing is expected to be a low :i: phenomenon. This can be understood in terms 

of the space-time picture of the interaction of the virtual photon with the :aucleus 

[35]. Consider a nucleus with A nucleons having momentum PA· In the infinite 

momentum frame where the momentum of the nucleons is very large p = PA/A, 

the partons occupy longitudinal distances on the order t::i.zp R:J ;P. The nucleus in 

this frame occupies the Lorentz contracted distance AzA R:J 2RA ":,, where RA is the 

nuclear radius and M the nucleon mass. The average distance between the nucleons 

in this frame is Az = rM, where r is the average distance between nucleons in the 
p 

nucleus rest frame. We can identify three regions in :i: (23]: 

• :i: > ~. =? Azp < Az. This region corresponds to the case where the partonic 

size is smaller than the average internucleon distance in the nucleus. In this 

region the shadowing is expected to be negligible since the partons exist within 

individual nucleons. 

• 21Jn,. < :i: < .J. =? AzA > Azp > Az. This region corresponds to the longitudi-
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nal size of the partons being larger than average distance between nucleons yet 

smaller than the longitudinal size of the nucleus. Here shadowing is expected 

to gradually set in with decreasing :z:. 

• :z: < 21.JRA => !J.zp > !J.zA. Here the partonic size is larger than the longitudinal. 

size of the nucleus, thus shadowing is expected to be maximal. 

In the last two regions the partons can no longer be regarded as belonging to individ­

ual nucleons since their longitudinal distances are larger than the average distances 

between nucleons, eventually exceeding the size of the nucleus. If we view lepton­

nucleus inelastic scattering through the photon wavefunction fluctuations to vector 
• 

meson states, the above regions can be defined through the relative size of the life­

time of the qq fluctuation of the virtual photon, t., = ~" (see equation 1.25), and 

the characteristic distances r for the nucleon and RA for the nucleus. From these we 

can see that nuclear shadowing again appears to be controlled by :z:; it is a small :z: 

phenomenon since 1/(Mr) ~ 0.1. 

1.8.2 Shadowing models 

There are many models in the literature that attempt to explain shadowing for heavy 

nuclei. In this section we will describe some ideas that concern shadowing in the 

deuteron (some of these ideas are specific to the deuteron, some are inspired from 

more general shadowing models). 

The lepton-deuteron inelastic cross section is related to the forward ;* D scattering 

amplitude via the optical theorem. In the impulse approximation the virtual photon 

interacts with only one of the nucleons in the nucleus. Of course, the total cross section 

receives a contribution from the double scattering diagram, in which both nucleons 

participate in the interaction. This contribution is the origin of the shadowing in a 

nucleus. Different models for shadowing correspond to different assumptions for the 

manifestation of the photon interaction, and also to different structural details for 
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the double scattering diagram. 

In the region of low Q2 (and for photoproduction) the natural mechanism for 

viewing nuclear shadowing is the multiple scattering of vector mesons in the nucleus. 

The vector mesons couple to either virtual or real photons and the interaction is 

described through the interaction of these vector mesons with the target (see equation 

1.26). This model gives the following contribution from shadowing to the deuteron 

structure function F2° [23]: 

oF.° _ Q2 :E M:ouf 
z - 411" • 1;(Q2 + M;)2 

(1.35) 

where the cross section 5uf is the part of the vector meson - deuteron total cross 

section uf (normalized to a nucleon) which corresponds to multiple scattering: 

(1.36) 

where u: is the vector meson - nucleon total cross section. The cross section which 

corresponds to multiple scattering can be obtained from the Glauber theory [36, 25]. 

The contribution of the double scattering process can be calculated using the Glauber 

formalism for hadron-deuteron scattering. The Glauber expansion of the cross-section 

gives the total vD cross section as a sum of the vN cross sections and a screening term 

arising from the double scattering off of both nucleons. The incident vector meson v 

scatters elasticaly on the first nucleon and then inelasticaly on the second. The phase 

of the amplitude for the first interaction at high energies is imaginary. This two-step 

amplitude is coherent and opposite in phase to the one-step amplitude where only 

one nucleon interacts. These arguments explain the negative sign of the term 6u{; in 

equation 1.36. Formally the forward double scattering amplitude is given by [10], 

[37]: 

(1.37) 

where q is the momentum of the projectile, :F.N is the vector meson-nucleon scattering 

amplitude (Re:FhN ~ Im:FhN) and So(k2) is the deuteron form factor. From the 



35 

optical theorem, u = ~ Im.r, we obtain 

(1.38) 

where 5u vD is the Glauber calculated double scattering contribution to the cross­

section (5u;' in equation 1.36 is a positive defined term). 

It follows from eq.(1.35) that the shadowing term which corresponds to the mul­

tiple rescattering at finite number of vector mesons has a strong Q2 dependence and 

vanishes for large Q2
• If an infinite number of vector mesons is included in the sum, 

this together with the interference terms makes the Q2 dependence much milder [26]. 

In the region of large Q2 the parton model is expected to be applicable. In the 

parton model description of the forward 1* D scattering amplitude the photon has a 

point-like coupling to partons. This virtual Compton scattering on the deuteron can 

be expressed in terms of a multiple interaction series which includes the possibility 

of partons from different nucleons interacting with each other during the scattering 

process. The nuclear shadowing in the large Q2 region may come from this multiple 

interaction term that includes partons from both nucleons. Different models for shad­

owing have different approaches for describing this term. A review of such models 

can be found in reference (33]. One description comes from the ideas of the parton 

recombination models (38, 39, 40]. There are two approaches that lead to shadowing 

using the parton recombination ideas. The first approach uses radiatively produced 

partons, and the fusion of quarks and gluons from different nucleons which introduces 

additional terms in the Altarelli-Parisi equations governing the QCD evolution of the 

parton distributions (39]. The second approach uses the recombination of partons 

in the initial state, which alters their momentum distributions (40]. An alternative 

description of the double interaction mechanism in the high energy limit can be given 

in terms of Pomeron ('P) exchange. If the momentum transfer between the photon 

and nucleon is small, the nucleon will most likely remain intact, in which case there 

will only be exchange of vacuum quantum numbers (10]. The virtual photon probes 
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the parton structure of the Pomeron, which is parametrized by the Pomeron struc­

ture function F2,,(:i:) = 
4
e:au-r•1'· [41, 42] (defined in terms of the cross section for 

· ;*-Pomeron diffra.ctive scattering). 

There is another potential source of nuclear effects a.t high Q2 , tha.t of the double 

scattering mechanism which involves the meson degrees of freedom of the nucleon 

[10]. In these models the physical nucleon sta.te is expanded in a. series tha.t contains 

two-particle meson-baryon states in addition to the bare nucleon. These models lea.d 

to antisha.dowing corrections to Ff'. 

Finally, there are several models of shadowing tha.t incorporate more than one of 

the a.hove idea.s (usually the VMD plus one of the pa.rtonic mechanisms and meson 

exchange), see [43, 10, 44] and also [33] for a. review of shadowing models. In 

these models the VMD contribution is dominant a.t low Q2
, while the contributions 

from pa.rton recombination and meson exchange have competing contributions as Q2 

increases. 

1.9 Structure Function Ratio and Experiment 

Within the framework of pQCD the measurement of the structure function ratio 

F:J /Ff is used to constrain the parton distribution functions when extracted from 

global structure function analyses. It is a.lso used in the determination of the Gottfried 

sum rule 1.20, in order to minimize the systematic errors in the construction of the 

structure function difference that enters the sum rule. The Gottfried sum rule carries 

important information about the symmetry of the light flavor quark sea in the nucleon. 

Most of the contribution to the sum rule comes from the low-:i: values of the structure 

function difference, since it is weighted with 1/:i:. In addition, the small-:i: value of 

the ratio contains information about shadowing effects in the deuteron. 

In order to address the above issues, high precision/large statistics measurements 

of the ratio have been performed with both electron and muon beams at SLAC a.nd 
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at CERN: 

• SLAC experiments (e beam) (16]. The kinematic range covered was 0.5 < Q2 < 

30GeV2 with z > 0.06. 

• BCDMS (µbeam) (BJ. The kinematic range covered was 8.0 < Q2 < 280GeV2 

with z > 0.06. 

• EMC experiment (µ beam) [7]. The kinematic range covered was 0.2 < Q2 < 
100GeV2 with z > 0.002. 

• NMC (µbeam) [45, 46]. The kinematic range covered was 0.1 < Q2 < 190GeV2 

with z > 0.002. 

These measurements are in good agreement, showing that the ratio is increasing with 

decreasing z, approaching but not reaching unity 8 • The logarithmic Q2 dependence 

of the ratio has also been studied [45], showing negative slopes for z > 0.1 and no 

dependence for 0.004 < z < 0.1. The results from NMC reach the lower z values and 

have very small systematic errors since this experiment was designed to measure the 

ratio by taking data with a complementary target system (45], thus reducing normal­

ization and efficiency induced uncertainties. NM C defined F; /Ff = 2( Ff/ Ff)-1 and 

no nuclear corrections were applied (neither shadowing at small-z or Fermi motion 

at high-z ). The values obtained are below unity, reaching F2" /Ff = 0.976 ± 0.017 

at the lowest z bin (0.004 < z < 0.010) [46]. Using the ratio measurement and 

the structure function Ff parameterization taken from a global fit [47] NMC mea­

sured the Gottfried integral 1.20, expanding the structure function difference as 

Ff- Fi= 2Ff(l - F2 / Ff)/(1 + F2/ Ff). The value obtained was Sa(0.004 - 0.8) = 

8The SLAC results show some disagreement when plotted as a function of z with Q2 averaged. 

This is understood as a smooth Q2 dependence of the ratio at the higher z values, z > 0.1, explained 

by differences in the pQCD evolution and the higher twist contribution between the proton and the 

neutron structure functions 
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0.221 ± 0.008 ± 0.019, at a fixed Q2 value of 4GeV2 • For the unmeasured region 

z: > 0.8, a smooth extrapolation of the measured points to the value of 0.25 at z = 1 

was used, resulting in a contribution of 0.001±0.001 to the sum rule. For the unmea­

sured region z < 0.004, a Regge inspired extrapolation was used, Ff - F;" = az13 • This 

form was fitted to the data resulting in a = 0.20 ± 0.03 and /3 = 0.59 ± 0.06. These 

values were used to obtain the low-z contribution to the sum rule (0.013 ± 0.005). 

The final result of Sa = 0.0235 ± 0.026 indicates violation of the sea :flavor symmetry 

in the nucleon. Fermi motion effects are not expected to affect the sum rule. Also the 

fact that the Regge inspired :fit is very close to the Regge theory expectation for free 

nucleon structure functions indicates that in the NMC regime there are no significant 

shadowing effects. Nuclear shadowing effects will lead to smaller Sa(Q2
) than that 

determined experimentally assuming no shadowing [48, 43]. 

The above results show the importance of the structure function ratio at even 

smaller values of :z: than those previously measured. NMC is limited by the presence 

of the large muon-electron elastic background (muons scattering off of the atomic 

electrons of the target). Fermilab experiment 665 with electron identification using 

an electromagnetic calorimeter, and with specially designed low-z triggering, a higher 

energy muon beam and a target setup designed to reduce the systematic uncertainty 

of the ratio (see chapter 2) can probe this lower z region (0.000001 < z) with high 

precision 9 • 

At that point we should also mention another measurement relevant to the struc­

ture function ratio determination. In order to extract the structure function F2 from 

the single photon exchange cross-section, information about R is needed (equation 

1.11). From the form of expression 1.11 it can be seen that the single photon exchange 

cross-section ratio is equal to the structure function F2 ratio if R is independent of 

the nuclear environment. The difference R!' - R" has been measured by [50, 51, 52] 

9 A measurement from an earlier run of E6651 with no dedicated target setup [49), had low 

statistics and large systematic error and could not resolve any deviations of the ratio from unity 
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and the results show that this quantity is consistent with zero and that there is no :z: 

dependence. 



Chapter 2 

The E665 Experimental 

Apparatus 

2.1 Introduction 

The Fermilab Experiment-665(E665) was an open geometry, fixed-target muon-nucleon 

scattering experiment installed in the New Muon Laboratory, which was located at 

the end of the NM beamline of the Fermilab Tevatron. The location of the NM beam 

line in the fixed target area of the Fermi National Accelerator Laboratory (FN AL) is 

shown in figure 2.1. The main goal of the experiment was to study structure func­

tions, structure function ratios and hadron production in inelastic muon scattering 

from various targets. The E665 experimental apparatus has been described in detail 

in references [9] and its upgrades in references [53], [54], [55], [56], [57]. It consisted 

of a beam spectrometer used to identify and momentum analyze the incoming muons 

(beam muons) and a forward spectrometer used to reconstruct the final state of the 

interaction. In the following discussion, the detectors and the detector related issues 

that were directly related to this analysis will be described. 

41 
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Figure 2.1: Fixed target areas at FNAL. 

2.1.1 E665 Coordinate System 

New Muon Lab 

The global coordinate system of E665 was a right-handed Cartesian system with the 

X-axis defined along the direction of the muon beam. The Y-axis was defined on the 

horizontal plane, with Y increasing towards the left hand side, as one travels in the 

direction of the incoming beam. The Z-axis was defined as the perpendicular direction 

relative to the X-Y plane, with Z increasing with increasing altitude. The center of this 

coordinate system was nominally defined to be the center of the Chicago Cyclotron 

Magnet(CCM), the most upstream of the two forward spectrometer dipole magnets. 

The two powerful analysis magnets had the magnetic field along the Z-direction thus 

bending the charged particles only in the Y direction. For track reconstruction, the 

X-Y plane was then referred as the bending plane and X-Z plane was the non-bending 

plane. 

The local coordinate system of each detector was described by a spatial vector e, 
which was defined to be perpendicular to the measuring elements, along the measuring 
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direction. The vector e was expressed, in radians, in the global coordinate system 

using the rotation angles (a, /3, 'Y) about the X-axis and two other axes, defined to be 

orthogonal in the plane of the the detector. The angle a was defined to be a = 7r /2 for 

a chamber with vertical wire orientation; such a chamber measures the Y direction, 

so it was ca.lled a Y chamber. Chambers with wires aligned along the horizontal 

direction ha.d a = 7r and measured the Z coordinate; these were the Z chambers. 

Chambers which were rotated with a positive angle from the vertical were called U 

chambers and those rotated with a negative angle were called V chambers. 

2.2 The NM Beamline and the Beam spectrom­

eter 

2.2.1 NM Beamline 

The beam spectrometer was located at the end of the NM beam line (58], which 

is shown in figure 2.2. The muons used by E665 were produced from the decay of 

secondary pions and kaons that originated from the interaction of primary 800 Ge V 

protons with a beryllium .target [9]. The protons were extracted from the FNAL 

Tevatron (a synchrotron with a diameter of 2km). Beam extraction lasted for was 

23 seconds (one accelerator "spill"), during each 59 seconds, period of the accelerator 

"cycle", with about 4 x 1012 protons delivered per spill into the NM beam line. The 

secondary mesons and the non-interacting primary protons were momentum selected 

by a pair of dipole magnets. The protons were dumped in an absorber, while the 

selected mesons were transported through a 1.lkm beamline with a succession of 

focusing and defocusing quadrupole magnets (FODO). In the transport line "' 5% 

of the mesons decayed to produce muons. The muons remained in the transport 

line, while the hadrons that did not decay were absorbed in a beryllium absorber, 

located at the end of the 1.lkm beamline. Downstream of the beryllium absorber 
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the phase-space of the transported muons was defined by a special magnetized steel 

pipe installed around the beam pipe. The result was that the number of muons that 

were not going to hit the experimental target ("halo muons") was reduced to a total 

of ~ 20 - 30% of the useful beam. The incident muon :flux, the mean energy and 

the beam profile depended on the beam line momentum tune. During the Fermilab 

fixed-target-run of 1991 the average energy of the beam selected by the experimental 

triggers was ~ 4 70Ge V. The spatial transverse size of the beam was approximately 

4cm in Zand 6cm in Y. The average incident muon :flux was 1.7 x 107 muons per 

spill. 

The secondary hadrons, as well as the decay muons, maintained the 53.1 MHz 

radio frequency (RF) structure of the accelerating voltage for the protons in the 

Tevatron. As a result, the muons were separated in 18.8 ns time intervals, with a 

jitter of 1 ns. This timing information was part of the experimental trigger logic. 

The occupation of these 18.8 ns time intervals, called "buckets", depended on the 

beam intensity. For normal experimental conditions about 1.3% of the RF buckets 

were occupied by muons; very few buckets contained more than one muon. At peak 

rates the RF bucket occupancy was ~ 4.0% and about 20% of the occupied buckets 

contained more than one muon. The apparatus was designed to accomodate this 

situation. 

2.2.2 Beam Spectrometer 

Before entering the experimental hall, the beam muons were tagged and momentum 

analyzed by the 55.5 meter long Muon Beam Spectrometer (figure 2.2). The beam 

spectrometer consisted of four stations of multi-wire proportional chambers (MWPC) 

and scintillator planes, and a dipole magnet which was referred to as NMRE. Two of 

the MWPC stations were upstream and two were downstream of NMRE. The magnet 

was nominally operated at 3350 amps, which corresponded to an effective Pt kick of 

1.541 Ge V, [59], see also section 3.2. The beam spectrometer wire chambers, referred 
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as PB Ts, had a fine wire spacing of 1 mm. Each PBT detector had six planes that were 

organized into two independent (gas, high-voltage) sub-stations [9]. Each substation 

had three planes with different wire orientations: horizontal ( Z), vertical (Y) and 

inclined (U or V). The sensitive area of the horizontal and vertical planes was 12.8 cm 

x 12.8 cm and of the inclined planes was 6.4 cm x 6.4 cm. The scintillator hodoscopes 

of each beam station (SBT) were aligned on both the vertical and horizontal planes, 

except for the second station which had only one horizontally aligned plane. All SBT 

planes consisted of thirteen small counters graded in width (except for the Z plane 

of the first station), in order to have an approximately equal rate per counter. The 

signals from these hodoscopes were used in the experimental trigger logic; they also 

provided the timing information to mask the PBT hits from beam tracks that were 

out-of-time (beams other than the one that caused the interaction to occur). Two 

beam halo monitoring systems, SVJ and SVW, were employed to detect the halo 

muons. The SVJ hodoscope was used for the halo that was very close to the muon 

beam, while the SVW, with larger scintillators than those of the SVJ, was used for 

the halo muons that were spread over a wider area. The in-time response from these 

two scintillator hodoscopes were used to veto the experimental triggers. 

2.3 Targets 

The target system setup for the 1990 and 1991 run periods was different than the 

original design for the experiment [9]. The new target system [60], [55), was an 

automatically controlled motorized stand [61], capable of holding three cryogenic 

liquid targets and a number of solid disc targets. During the 1991 running period 

only the cryogenic liquid targets were used for physics data taking. Figure 2.3 shows 

the schematic (not to scale) of the 1990/91 target setup. These targets were liquid 

hydrogen (H2 ) and deuterium (D2 ) and an evacuated vessel (the empty, or "MT" 

target) which was identical to the vessels of the two liquid targets. These three 



47 

Top View 
Cryogenic Liquid Targets Solid Target Disks 

~x 
y 

I 
. 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 

I 
I 

I 
I 

I 
I 
I I . 

I 
I 

I 
I 

I 
I I 

I 
I 

I 
I 

I 
I 

I I 

Front View 
Direction of rotation 

y • • 
< > Target Table 

Figure 2.3: The E665 1990/9.1 target system. 
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targets were cycled into the beam at a rate such that each target was illuminated 

for the time period of a few accelerator spills before the next target was cycled into 

the beam. In each complete cycle, the number of spills for which each target was 

placed into the beam was 4, 2 and 1 for H2 , D2 and MT respectively. Since the 

cycling period was very small compared to the expected time scale of time-dependent 

systematic effects, the target cycling greatly reduced the systematic error of the ratio 

measurement. The data from the empty target were used to subtract on a statistical 

basis the effect of the out-of-target scatters (chapter 4). The information of which 

target was in position for each spill was recorded on tape, as was the information 

about the condition of each target(pressure). 

2.4 The E665 Vertex and Forward Spectrometer 

The vertex and forward spectrometer of E665 (shown in figure 2.4) was an open 

geometry fixed-target spectrometer, built around two large aperture superconducting 

dipole magnets . These two magnets were operating with opposite polarities and 

with the field integral for each magnet set to be inversely proportional to the distance 

of the magnet from the front of the Muon Detection System. The result of this 

arrangement was that the position of the scattered muon on the front of the Muon 

Detection System was independent of the muon energy and depended only on the 

scattering angle (focusing condition). This condition was used in the design of the 

muon triggers of the experiment [9]. 

The first magnet, the CERN Vertex Magnet(CVM), was located immediately 

downstream of the target system and contained the Vertex Drift Chamber (VDC) 

centered in the one meter gap between two magnet poles (53], (55], (56]. The 

purpose of the VDCs was to improve the vertex resolution and reconstruct low mo­

mentum tracks. The OVM had a nominal operating current of 5000 amps with a 

corresponding field of 1.5 Tesla (P1 kick 2.60 GeV/c). The aperture of the magnet 
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Figure 2.4: E665 Experimental Apparatus, Vertex and Forward Spectrometer. 

was 2.0 X 1.0 meters (Y x Z). The detectors located downstream the CVM magnet 

were the PCV and PC MWPCs, the TOF (Time-Of-Flight) hodoscope,· and the PTA 

proportional tubes. The PCV information was very important in matching the tracks 

reconstructed in the VDCs with the rest of the spectrometer. The second magnet 

was the Chicago Cyclotron Magnet(CCM) which operated at 750.0 amps, with a cor­

responding field of 1.5 Tesla (P1 kick -4.06 GeV/c). The aperture of the magnet was 

3.0 x 1.2 meters (Y x Z). The PCF MWPCs were located inside the CCM, providing 

the most important measurement for the determination of the curvature of the track. 

Downstream of the CCM there were eight drift chamber (DC) planes. The central re­

gion of the DC was deadened and it was covered by the small multi-wire proportional 

chambers PSC and PSA. The PSC was very unstable during the 1991 run period so it 

was not used in the reconstruction of the 1991 data. Downstream of the PSA MWPC 

was the SSA hodoscope, which was installed before the 1990/91 data taking period 

and was used in the muon trigger logic [57]. The information from the DCs/PSA 

was very important to match the muons found in the Muon Detector with the corre-
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sponrung Forward spectrometer track and improved the momentum resolution of the 

reconstructed muon by a more than a factor of two. Downstream of all the tracking 

detectors, and just upstream of the iron hadron absorber was the electromagnetic 

calorimeter (the calorimeter is described in the next section). The Muon Detector 

was located downstream of the 3 meter thick iron hadron absorber ( ~ 18 interaction 

lengths). The muons, which were the only particles to traverse the iron absorber, 

were tracked by four stations of proportional wire chambers (PTMs). In between 

the stations a 91.4 cm thick concrete block provided shielding from electromagnetic 

showers induced by the penetrating muons. Each station also contained a plane of 

scintillation counters (SPM), which generated fast signals used in the muon triggering 

as part of the Large Angle Triggers (LATs) logic (section 2.5). A small hodoscope 

scintillator(SMS) was used for recovering the dead beam region of the PTM and the 

beam hole of the SPM, providing very good spatial and time resolution. The SMS 

detector was used in the muon Small Angle Trigger logic (SAT, see section 2.5). In or­

der to improve the large angle muon triggers, the SVS detector (scintillator counters) 

was installed inside a 12 inch deep hole drilled into the downstream face of the hadron 

absorber, before the 1990/91 run period [54], [62] and used as a fixed beam veto. The 

SUM detector was installed upstream of the hadron absorber, in order to improve the 

timing resolution [54] of the positive muon requirement for the large angle triggers. 

This detector was also installed before the 1990 /91 data taking periods. The PHI 

counters, placed at the most downstream point of the apparatus, provided the fast 

timing signal that was used to phase-lock the RF signal from the accelerator and set 

the trigger "clock" for the experiment. The characteristics of the different detectors 

of the forward spectrometer are summarized in table 2.1. A detailed description of 

these detectors can be found in [9], [55], [56], [57]. 
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Table 2.1: Vertex and Forward Spectrometer Detectors. 

Wire Chambers 

Name Type Aperture Number and Wire 

Z x Y (meters) Orientation of Planes Spacing (mm) 

VDC drift 0.70 x 1.20 16 (varius) 10.0 

PCV MWPC 1.00 x 2.80 Y,Z,2U,2V 2.0 

PTA prop. tube 2.00 x 2.00 Y,Z,V,U 12.7 

PC MWPC 2.00 x 2.00 (Y,Z,V,U)x3 3.0 

PCF MWPC 1.00 x 2.00 (U,V,Z)x5 2.0 

PSC MWPC 0.15 x 0.15 2Z,2Y /2U ,2V 1.0 

DCA drift 2.00 x 4.00 4Z,2U,2V 25.4 

DCB drift 2.00 x 6.00 4Z,2U,2V 25.4 

PSA MWPC 0.13 x 0.13 2Z,2Y /2U ,2V 1.0 

PTM prop. tube 3.60 x 7.20 (Y,Z)x2 12.7 

Scintillation Counters 

Name Aperture Thickness Number and Counters per 

Z x Y (meters) (mm) Orientation of Planes Plane 

SSA 0.13 x 0.13 12.7 lZ 12 

SUM 3.00 x 6.00 25.4 2Y(3 sections) 5, 13 

svs 0.20 x 0.25 25.4 1 (various) 24 

SMS 0.20 x 0.20 13.0 (Y,Z)x4 16 

SPM 3.00 x 7.00 25.0 4Y (2 sections) · 15 

PHI 0.50 x 0.50 12.7 1 (various) 4 
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2.4.1 Calorimeter 

The E665 Electromagnetic Calorimeter was a lead-gas sampling calorimeter [63], [9]. 

It was located downstream of the SUM detector, and just upstream of the hadron 

absorber. The calorimeter had twenty planes of approximately one radiation length 

thick lead (5 mm), interspersed with Iarocci proportional tube planes (the sum oi all 

the material of a plane was one radiation length). The active area of the calorimeter 

was 3m x 3m. The proportional tubes have alternately Y and Z wires in consecutive 

planes. Each plane consisted of modules with eight wires of 1 cm spacing. The 

cathode planes were split into 1188 pads which were read out as towers summed over 

all planes. The pads had various sizes, 4 cm x 4 cm in the central 1 m x 1 m of the 

dete~tor, 8 cm x 8 cm in the region of the detector between 1 m and 1.5 m, and 16 

cm x 16 cm in the outer region. 

2.5 Triggers 

Triggering involves the online selection of events that are of some interest to the 

experiment, based on the event characteristics. In the case of a scattering experiment 

that studies structure functions, the interesting event property is simply scattering 

of the incoming particle off of the target material. In order to maximize acceptance 

and to control systematic uncertainties during the 1991 data taking period, E665 

operated with a large variety of triggers. These triggers were divided into three 

different categories, according to the use of the data set that each one was sampling. 

• Physics Triggers. These are the triggers that were designed to select muon­

nucleon scattering events to be used for physics analysis. 

• Normalization Triggers ("Rbeam" triggers). These triggers were designed to 

allow an unbiased measurement of the beam flux by a random sampling of the 

beam used in the Physics Triggers. 
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• Monitoring Triggers. These triggers were designed to study the performance of 

different elements of the Physics Triggers. 

The trigger logic of the experiment was arranged in two levels. The Level One 

Trigger was used to generate the gates and strobes for the readout electronics of th'e 

detector. It used fast signals from scintillators to form a relatively broad definition 

of an acceptable interaction. The Level Two Trigger, if generated, formed a much 

stricter definition, using information from the MWPC and/or proportional tubes. 

The Level Two Trigger started the data acquisition, if it did not occur the apparatus 

electronics were cleared [9], [55]. 

The Physics Triggers were also subdivided into three categories: 

• The Large Angle Triggers -LAT- (SYS, WAM, CVT, SVSWAM2) were formed 

by requiring the presence of a scattered muon with a trajectory that did not 

intersect a fixed central veto region. A detailed description of the LAT of the 

run period 1990/91 can be found in [55]. These triggers are not used in this 

analysis. 

• The Small Angle Trigger -SAT- required the absence of an unscattered muon 

from a floating-veto area defined by the incoming beam. A detailed description 

of the SAT for the 1990/91 run period can be found in (57]. 

• The Calorimeter Trigger (CAL) used only the hadronic final state properties 

and fired on the spread of the calorimeter energy deposition. The CAL trigger 

is described in (64]. 

All triggers required the presence of an incoming beam muon, defined by an appro­

priate combination of the signals from the beam hodoscopes (SBT, SVJ and SVW). 

The trigger timing was set by the Phase-Locked RF signal. 

In the following discussion the details of the Physics Triggers and the correspond­

ing beam and monitoring triggers that are relevant in this analysis will be presented. 
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2.5.1 The Small Angle Trigger 

Among the various triggers that were based on the scattering angle of the muon, the 

SAT had acceptance that covered the lowest values of Q2 (down to 0.1 GeV2
). Since 

q2 ~ 4EE' sin2(ll/2), where ll is the scattering angle of the muon, the acceptance 

coverage of the low Q2 kinematic region was achieved by triggering on events with 

small ll. Events that had scattering angle ll as low as 0.5 mrad could fire the SAT. 

This was possible because of the ability of the trigger to fire on events for which the 

scattered muon remained inside the nominal phase space of the muon beam. For 

fixed beam energy (:z:B;)min ~ Q2 , so the SAT acceptance at low Q2 translated to 

small-:z:B; acceptance (down to 10-4
). 

The SAT was a purely "veto" muon trigger. The veto condition was the presence 

of an unscattered muon inside an appropriately defined area. There was no positive 

signal requirement from the scattered muon. In order to obtain the small () acceptance 

the veto was floating, sampling the beam phase space. The veto region was selected 

on an event-by-event basis by projecting the incoming muon trajectory, which was 

determined from the beam hodoscopes (SBT) to the focal plane of the two anti­

parallel oriented analysing magnets. Elements from the SSA and SMS hodoscopes 

were used in the definition of this region. These elements were determined by high­

speed trigger electronics (12 ns) that used the SBT hit combinations as input. In 

the SMS counters vetoes were defined separately in the Y and Z views (VY and VZ 

respectively). The logical "AND" of the signals from these views gave an SMS veto. 

The SSA veto was defined in the Z view only. The SAT veto was the logical "OR" of 

the SMS and the SSA signals. 

The SAT beam (SATB) was defined by acceptable SBT hit combinations in the 

Y view (BY), using the planes SBT 2Y, 3Y and 4Y, and in the Z view (BZ), using 

the planes SBT lZ, 3Z and 4Z. To eliminate the possibility of false triggers due to 

the presence of more than one muon in the same RF bucket or due to two muons in 

adjacent RF buckets, the SATB definition included two more components. The first 
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of these was the cluster module that required single hit clusters in SBT 3Y and 4Y 

(CY) and in SBT lZ and 4Z (CZ), and the second was the no neighbor (NN) that 

required no muon in the preceding RF bucket. 

The schematic representation of the SAT trigger is shown in :figure 2.5 (from (57]). 

Tables with the number of counters, scintillator plane combinations and veto windows 

used in the SAT can be found in (57] and (65]. 
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Figure 2.5: Small Angle Trigger Schematic Representation. 

The complete trigger definition is: 

SAT= BY• BZ • CY•CZ •(VY• VZ) •AZ• NN 

The trigger acceptance was a strong function of the Y and Z coordinates of the 

beam and scattered muon in the veto planes. Furthermore, since the SSA veto element 

is in front of the hadron absorber, there was some dependence of the acceptance on 

hadron variables such as multiplicities and momentum distributions. This effect was 
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simply because of the non-zero probability that a final state hadron would hit the 

SSA within the veto window, and veto the event. 

In the cross-section ratio measurement, the acceptance effects that depend on the 

muon variables a.re expected to cancel, since the geometrical acceptance is the same 

for all targets. On the other hand, given that the hadron distributions from different 

targets can be different, the SSA which was before the absorber, and was sensitive to 

final state hadrons can introduce a target dependent bias. In order to study the effects 

of the SSA veto, a monitoring trigger without the SSA requirement was implemented 

(SATPS). The SATPS was randomly prescaled (1/32) and the trigger definition was: 

SAT PS= BYeBZ •CY• CZ• (VY• VZ) • RPSRF • NN 

where RPSRF was a randomly prescaled copy of the Phase Locked RF signal. 

The signal that corresponded to the beam muon definition used in the SAT, ran­

domly prescaled (1/219), was used to define the SAT RBEAM trigger, known as 

RSAT. The definition for the RSAT was: 

RSAT = BY•BZ •CY• CZ• RPSRF • NN 

These triggers were recorded on tape providing an unbiased sample for systematic 

studies and a. very efficient technique to normalize the cross-section measurements 

(section 4.2.1). 

2.5.2 The Calorimeter trigger 

The calorimeter trigger (CAL) was a. positive trigger that used only the final state 

hadrons and triggered on the spread of the energy deposited on the electromagnetic 

calorimeter (it did not require the scattered muon and had no veto). It fired on 

the 3/4 coincidence of signals coming from the east,west,top and bottom halves of 

the calorimeter. In ea.ch of these sections (halves) the bi tube analog signals were 

summed and discriminated to provide the inputs to the coincidence. The signals 
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from the four central bitubes in each view were not included since they were exposed 

to the beam. Hence the trigger required a spread in the energy deposition, which 

gave a very good rejection for electromagnetic backgrounds like muon-electron elastic 

scatters and hard target bremsstrahlung events (section 4.3.3). The four section.s 

of the CAL trigger (A-D) are shown in figure 2.6. The Level One trigger was to 

discriminate the analog sum of all sections to 100 mV (the mV,..... GeV conversion 

factor was 5 - lOGeV/lOOmV, depending on the fluctuations of the gas gain): 

E = A+ B + C + D > lOOm V 

The Level Two trigger was to discriminate the signal from each one of these sections 

to 175 mV: 

(A> 175mV) • (B > 175mV) • (C > 175mV) • (D > 175mV) 

and form the 3/4 coincidence: 

(A• B • C) EB (D • B • C) EB (A• D • C) EB (A• B • D) 

A 

c D 

B 

4 cencral chambers excluded 
in each view 

E=A+B+C+D 

analog SUM 

LI discri.minace E@ 100 mV 

1..2 discriminate A-D@ 175 mV 

3/4 coincideoc:e 

Figure 2.6: Calorimeter Trigger Schematic Representation. 

The CAL acceptance changed with changes in the gas-gain. The time constant for 

these changes was much larger than the target cycling period, so there was no effect 
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in a ratio measurement. Another consideration was that some CAL signals might 

have been arriving too late to satisfy the Level-l trigger timing; a modified version of 

the CAL ( 2/4 coincidence) was operated during the calorimeter calibration running 

to study this source of inefficiency. 

The CAL beam (CALB) trigger was the coincidence of the LAT beam signal [55] 

and a 10 bucket no-neighbour on either side of the trigger RF bucket. 

CALE= SBT7/7• l:SVJ• l:SVWeNN 

where SBT7 /7 was the requirement for at least one hit in each of the seven SBT 

planes. The CAL RBEAM trigger (RCAL) was defined to be the coincidence of 

the CALB signal with the randomly prescaled (1/219
) RF signal (PSRF): ROAL= 

CALB•PSRF 

2.6 Data Acquisition · 

The E665 data acquisition system [66] was based on the FNAL VAXONLINE [67] and 

RSX-DA packages (68]. These articles refer to the original design and implementation 

of the data acquisition system for the 1987 data taking period. Before the 1991 data 

taking period a number of changes were made (some of the changes were made before 

the 1990 period) to both the hardware and the implementation of the system. An 

additional FASTBUS subsystem that used a DEC Micro Vax II for monitoring was 

installed in order to collect data from the VDC detector. The concatenation machine 

was upgraded to a DEC Vax:Station 3200 and the off-line storage medium was changed 

from 6250 BPI nine-track open-reel tape to 8 mm video tape. To minimize the dead 

time during the 1991 data taking period, two tape drives were used synchronously. 

The detector interfaces were standard CAMAC and FASTBUS electronics. The 

CAMAC crate controllers were linked by six parallel CAMAC branches (controlled 

by a JORWAY 411 branch driver) to the three DEC PDP 11/34s front end processors 
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(BISON 61, 64 a.nd 65). There were two FASTBUS front-end systems for the CAL 

a.nd the VDC detectors. The data which was read out in parallel from the front-end 

machines was stored in PDP bulk memory and LeCroy 1892 FASTBUS memory mod­

ules. The concatenation machine read out the buffers asynchronously, concatenated 

the information from the different sources and wrote the event on tape. Each of the 

tape drives was checked for a busy condition and the data event was written to the 

first available tape. The front-end machines were synchronized and prepared for data 

acquisition at the beginning of each spill with an interrupt. 

The data on the tapes were organized in different files, the file size was the equiv­

alent of a nine-track tape. Each event in a file was tagged with the Run Number, 

the Spill Number, the Event Number and the Time Stamp [69] and [70]. The Run 

Number was determined each time the data acquisition was started (new run); it 

was simply the previous Run Number plus one. The Spill Number counter was reset 

with every new run. For the 1991 version of the data acquisition, every time a run 

started a new file was opened, and when a run ended the tape logger waited for an 

End of Run Signal that signified that all buffers were cleared and closed the file. The 

End of Run Signal was always issued after the End of Spill signal. H a run crashed, 

restarting the system cleared the buffers. These improvements simplified beam nor­

malization issues, since every file contained complete spills and there was no mixing 

between events of different run blocks. The event types written on tape and their 

characteristics are listed below: 

1. Beginning Of Spill event, one from each PDPll. This type of event was written 

on both tapes. 

2. End Of Spill event, one from each PDPll. This was written on both tapes. 

3. Event During Spill (concateneted data event). These events were written on 

either one of the two tapes, depending on which drive was not busy. 
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4. Special End Of Spill event. This event contained the readout of the event scalers 

at the end of spill. It was written to either one of the two tapes. 

5. Interspill events. These events contained monitoring information, including 

information about the magnets and targets. They were written to either one of 

the two tapes. 

2.1 Beam Scalers 

In order to measure the beam flux and monitor useful beam related quantities (like 

instantaneous luminosity, dead time and the performance of each scintillator compo­

nent of the beam definition), two scaler systems were implemented. One set of scalers 

measured the beam flux accumulated during a spill and the other measured the beam 

flux between individual events. The information from the beam scaler systems was 

not directly used to normalize the relevant cross-sections in this analysis. The direct 

use of scaler information would have been to count the amount of live beam for each 

trigger and for each target. This method does not allow beam phase space selections 

to be implemented in a straight forward fashion; it depends on Monte Carlo studies to 

estimate the effects. In this analysis the RBEAM triggers were used for normalization 

and the the information from the scalers was only used in an indirect way, to verify 

and monitor the prescale factors for the RBEAM triggers (section 2.5). 

2.7.1 Spill Scalers 

The Spill Scaler implementation has been described in [71]. The spill scalers were 

read and cleared at the End of Spill and the information was part of the End of Spill 

event. The problem that existed during the 1990 data taken period caused by the 

loss of the End of Spill events [55] within file boundaries on a tape was corrected for 

the 1991 period (as described in the previous section). The 1991 version of the spill 
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scaler system was reliable. 

2. 7 .2 Event Scalers 

The Event scalers were read for each event as part of the normal during spill event. 

For the 1991 data taking period they were reset every time the corresponding trigger 

fired. The event scalers were also read and reset at the end of each spill and written 

on tape with the Special End of Spill event [72], [73], [69]. The event scalers 

were organized per trigger and they were scaling the physics beam corresponding to 

that trigger and also a beam definition common to all scalers, as a cross-check. There 

were two beam (and physics trigger beam) signals scaled for the scaler of each trigger; 

a gated signal scaled by an ungated scaler and an ungated signal scaled by a gated 

scaler (the scaler modules were actually inhibited, since they could understand inhibit 

but not gate logic). In addition, the spare modules were used for the second half of 

the run to count the coincidences among the various trigger beam definitions. The 

SPARElG and SPARElU modules as they appear in [72] (crate slots 16 and 17) 

were modified as follows: 

• SPARElG had the following inputs in spigots O, 1, 2 and 3 respectively: 

1. SATE• LATE 

2. SATE• LATE overflow 

3. SATE•CALE 

4. SAT• CALB overflow 

• SPARElU had the following inputs in spigots O, 1, 2 and 3 respectively: 

1. LATE•CALB 

2. LAT B • C ALB overflow 

3. LATE•CALB•SATE 
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4. LAT B • CALB •SAT B overflow 

This information can be used to cross-normalize the beam counts for the various 

triggers. 



Chapter 3 

Offiine Event Reconstruction 

The Offiine Event Reconstruction was the process by which the raw information of 

an event (data in the form of a set of uncorrelated detector hits) was converted into 

a set of tracks with well determined kinematics and calorimeter energy clusters. This 

process involved several stages: Unpacking and Decoding of the raw data, Pattern 

Recognition, Track Fitting, Muon Matching, Vertex Finding and Electromagnetic 

Calorimeter analysis. These basic analysis stages were incorporated into one computer 

program known as the PTMVE (the acronym PTMVE is deducted from the initial 

letters of the above described processes). 

In order to perform the above tasks, each detector of the apparatus needed to be 

aligned and calibrated. The Offiine Event Reconstruction was an iterative procedure, 

between alignment plus calibration and reconstruction of the data. The alignment and 

calibration of the apparatus were obtained by reconstructing the data from special 

data sets using initial alignment and calibration parameters, then these results were 

analyzed in order to improve the calibration and alignment parameters which were 

then used to reconstruct the data set again; and so on, until the procedure converged. 

63 
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3.1 PTMVE 

The first task that the PTMVE software performed was Decoding and Translation, 

a task where the encoded information from each detector was converted into detec­

tor hits corresponding to particle positions. The detector constants obtained by the 

alignment procedure described in the next section were used to do the translation. 

The next task was the Pattern Recognition (PR) stage, where the hits were associ­

ated with each other in groups that corresponded to track candidates. After the PR 

stage the Track Fitting (TF) task was performed, where the track candidates were 

fitted to obtain a momentum measurement for the tracks. The Muon Match (MM) 

task ran next, and matched the tracks fitted in the Forward Spectrometer with the 

line segments fitted in the muon detection system behind the steel absorber. The 

following stage was the Vertex Processor (VX) application, where tracks were fitted 

to vertices. The primary vertex included the incoming beam and the scattered muon. 

The Electromagnetic Calorimeter processor was the last task in the PTMVE chain. 

This task reconstructed calorimeter energy clusters induced by electromagnetic show­

ers initiated by the passage of particles through the calorimeter. The PTMVE stages 

have been discussed in detail elsewhere, a short discussion and the corresponding 

references are given below. 

3.1.1 Pattern Recognition 

The Pattern Recognition (PR) used a straight line hypothesis for the trajectories in 

the magnetic field free regions and the non-bending view of the magnets, and a helical 

line hypothesis for the bending view inside a magnetic field. PR was performed by 

a number of different processors with different track requirements [56] and it was 

divided into three sections, the Beam Spectrometer PR, the Muon Detector PR and 

the Forward Spectrometer PR. 
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Beam Spectrometer PR. Two processors were used, the PB that found lines using 

the PBT information and the SB that determined if the tracks found in the PB 

were from the RF "bucket" coinciding with the trigger. The space-point finding 

algorithm for the PB is described in [74]. 

Muon Detector PR. Three processors were used, the PM that was used to find 

lines in the proportional tubes (PTM), the SM processor that was used to find 

lines in the SMS hodoscopes and the OV that allowed hits to be shared between 

the PTM and the SMS. Unlike the rest of the processors the Muon Detector PR 

gave 2-dimensional track segments as its final output (detectors with three or 

more views at the same X-coordinate allowed 3-dimensional track segments). 

Forward Spectrometer PR (FSPR). FSPR ran in two phases with different sets 

of cuts, the muon phase and the hadron phase [56] (this reference contains a 

very useful flowchart of the FSPR stage). The muon phase FSPR searched for 

"stiff" tracks with strict target pointing criteria, while the hadron phase FSPR 

searched for softer tracks with looser cuts. The FSPR processors· were: 

1. DC: Used to find straight line segments in the DCs. 

2. PC: Used to find straight line segments in the PCs. 

3. MA: Used to link the segments found in PC and DC and pick up hits from 

the PCF. 

4. PF: Extrapolated line segments to pick up PCF hits. 

5. PS: Used to find PSA space points. 

6. P2: Used to find PSC space points. 

7. SF: Used to find the PCF space points and group them in five, four or 

three space point combinations, creating a line segment. 

8. SN: Projected the lines obtained by the SF processor upstream, in order 

to use the PSC space points. 
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9. CF: Used to eliminate duplicate tracks by comparing the PCF to the PC 

hits on the existing line segments. 

10. MS and M2: Extrapolated the line found in the PC and PCF to the PSA 

(MS processor) or to the PSC (M2 processor) to pick up space points and 

form a line containing all of the above information. 

11. MD: Linked the line segments found in the PC and PCF with the DC 

information. 

12. PV: Used to find the PCV space points. 

13. MV: Projected all lines found in the FSPR into the PCV to pick up PCV 

space points. 

14. UN: Performed the final comparison to eliminate duplicate tracks and 

stored the final results of the FSPR into permanent memory banks. 

3.1.2 Track Fitting 

At the Track Fitting stage the tracks found by the Pattern Recognition were fitted 

and the track parameters were determined. The results of the fit were expressed in 

terms of the coordinates of the track points (X, Y, Z), the slope of the tracks tangent 

at that point (Y' = dY/dX, Z' = dZ/dX) and the inverse momentum of the track 

(1/p ). Since the length of the NMRE magnet was negligible with respect to the lever 

arm of the Spectrometer, the effect of the magnetic field was approximated with a 

constant impulse imparted to the track at the center of the magnet (J1f'ck) with a 

direction perpendicular to the magnetic field [75]. One straight line segment was 

fitted in the two PBT stations before the magnet and one segment was fitted in the 

two stations after the magnet. These lines were matched in the middle of the magnet 

(the X position of this point was determined during the alignment stage). The beam 

momentum was obtained from the bending angle between the two segments. For 
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the 1990 /91 reconstruction the beam Track Fitting included the effects of multiple 

scattering by allowing the track to ha.ve kinks in the XY and XZ planes [76]. 

The Forward Spectrometer Track Fitting wa.s performed using a. quintic spline fit 

tha.t used the full field ma.p of CCM. The track momentum wa.s determined by th~ 

track curvature in the CCM field. In addition to the five track para.meters reported 

a.t a. given value of the X coordinate, a. full five by five covariance matrix for the errors 

on these parameters wa.s reported. This matrix wa.s modified in order to include the 

momentum dependent effects of multiple scattering [75]. 

3.1.3 VDC Pattern Recognition and Track Fitting 

The Vertex Drift Chambers (VDC) were installed before the 1990 run period to 

increase the acceptance of the experiment to low momentum tracks and to improve the 

vertex resolution. The pattern recognition and track fitting (PRTF) for the VD Cs wa.s 

performed after the Forward Spectrometer PRTF, but before the muon matching and 

vertex finding processors were applied. The VDC hits a.long the forward· spectrometer 

tracks were a.ssocia.ted with these tracks during the VDC Pattern Recognition process. 

The VDC PRTF ha.d three processors: VA, VB and VD [56]. The VA processor 

projected the Forward Spectrometer tracks to the VDC layers in order to pick up hits. 

The VB processor used the leftover hits to fit VDC only tracks. The VD processor 

used the VDC only tracks found by the VB and projected them to the Forward 

Spectrometer in order to pick up hits and fit new tracks. 

3.1.4 .Muon Matching 

The Muon Matching processor wa.s applied after the Forward Spectrometer and the 

VDC Track Fitting. The purpose of this processor wa.s to identify the Forward Spec­

trometer tracks tha.t were due to muons, by matching them with lines reconstructed 

in the Muon Detector (PTM a.nd SMS). If there wa.s more than one muon found, the 
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processor ma.de no attempt to decide which wa.s the scattered muon. The matching 

procedure ha.d three stages [57]: multiple scattering matching, intersection matching 

and ra.y trace matching. 

Multiple Scattering Matching. All Forward Spectrometer tracks that contained 

information from detectors downstream of the CCM were projected behind the 

hadron absorber and were matched with the lines reconstructed in the XY and 

XZ views (separately) of the muon detector. The matching was performed by 

com pa.ring the track parameters (position and slopes) at the same X coordinate 

and forming a. x2 that ha.d contributions from the errors on the Forward Spec· 

trometer track, the muon detector line and the multiple scattering effect [57]. 

The x2 cut for the 1991 reconstruction wa.s different than the one used for the 

1990 reconstruction (as presented in [57]). For the 1991, the cut wa.s x2 < 15 

separately for the slope and the position fits; this configuration wa.s found to 

maximize the efficiency while minimizing the background (64]. 

Intersection Matching. At this stage the Muon Match accounted for the cases 

of muons suffering large angle scattering at a single scattering center, in the 

calorimeter or in the absorber. Intersections of the Forward Spectrometer tracks 

with the muon detector lines at positions upstream of the calorimeter and down­

stream of the absorber were also accepted. 

Ray Trace Matching. This stage accounted for cases where there was no match 

with any Forward Spectrometer track that had information downstream of the 

CCM. Tracks with information up to the PCF chambers were tracked through 

the magnetic field behind the absorber and then the Multiple Scattering Match­

ing algorithm was applied [57]. 
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3.1.5 Vertex Finding 

This stage of the PTMVE program was used to find the location of the interaction 

vertices [77]. The Vertex processor first found the µ.µ. vertex, using the beam and 

scattered muons, ignoring any hadrons. Then it added the hadron tracks to the 

µ.µ. vertex and performed a fit; this was the primary vertex of the interaction. The 

hadron tracks that intersected the primary vertex within some normalized distance 

were attached to this vertex. Finally the hadron tracks were used in a search for 

secondary vertices. 

3.1.6 Electromagnetic Calorimeter 

The Electromagnetic Calorimeter analysis was the last stage of the PTMVE program. 

The calorimeter information for each event was processed similarly to the spectrom­

eter information (decoding and pattern recognition). The calorimeter data were de­

coded, the ADC channels were pedestal subtracted and noise suppresst;d and finally, 

the ADC counts were converted to energy per pad and energy per wire (this corre­

sponds to the decoding/translation phase). The next step was to apply the calorime­

ter clustering algorithm (pattern recognition phase) in order to combine neighboring 

pads into calorimeter energy clusters [78] and [79]. 

3.2 Alignment and Calibration of the Apparatus 

The alignment of the apparatus involved the determination of the position of each 

wire (or counter) of a chamber (or hodoscope) plane in three dimensional space. The 

calibration of the apparatus involved the determination of the energy scale of the 

spectrometer and the energy response of the calorimeter. The first task was twofold, 

since there were two spectrometers (the Beam and the Forward spectrometers) and 

the energy scale had to be determined in a consistent way for both. The analysis of 
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the data from the 1987 period and the preliminary analysis of the 1990 data suffered 

from disagreement between the momentum measurement of the two spectrometers 

[55]. For the reconstruction of the complete 1990 data set and for the 1991 data set a 

different alignment procedure was developed. This procedure was completed in four 

stages: 

1. The beam spectrometer was aligned with the NMRE magnet off [86]. 

2. The NMRE magnet was calibrated using primary protons from the Tevatron 

[87], [59]. 

3. The forward spectrometer was aligned with respect to the beam spectrometer 

[80]. 

4. The momentum measurement from the two spectrometers was verified to be in 

agreement [81]. 

After the completion of the first alignment, the beam and the forward spectrome­

ters were aligned on a regular basis for monitoring purposes and the alignment proce­

dure was applied every time a detector system had to be moved for maintenance. In 

addition to the alignment, the drift chambers of the apparatus had to be calibrated, 

in order to determine their resolution. This was an independent procedure that used 

the alignment information as a starting point [82], [83]. The results of the alignment 

of each period were used in the form of special text files, "levella constant " files, 

that were read by the reconstruction software of the experiment during the offilne 

analysis. 

The electromagnetic calorimeter was aligned and its energy response calibrated 

after the alignment and calibration of the two spectrometers. This procedure involved 

the analysis of data taken with electron beams of various energies and various magnet 

settings [84], [85]. 
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3.2.1 Beam Spectrometer Alignment 

The alignment of the beam spectrometer was performed using special data sets that 

were obtained using the LATB trigger, with the NMRE magnet turned off and with 

the empty vessel target {the spectrometer and the trigger definition are describea 

in chapter 2). The purpose of the alignment process was to determine the position 

of the PBT wire chambers with respect to a set of four reference planes. These 

reference planes were defined to be four PBT planes that belonged to two different 

PBT stations. The two planes from each station (doublet) were measuring along the 

Y and Z directions, so that a space point could be reconstructed from each of the 

two doublets (the X position of all chamber planes was determined using surveyor 

measurements). The alignment procedure was iterative and consisted of three steps: 

1. For events with a single incoming muon in the Beam spectrometer, the four 

reference planes were used to reconstruct a straight line track (since there was 

no interaction and no magnetic field). 

2. For each chamber the residuals of the closest hits to this line were fitted across 

and along the wire orientation, using a linear fit. 

3. The results from the fit were used to adjust the 0 coordinate of the first wire 

of each chamber, the a angle (the angle of the plane with respect to the beam 

axis measured from the direction of a wire), and to check the wire spacing. 

4. A new "levella constant " file was created and the procedure was repeated using 

this file as input, until the values obtained from the fits became the same as the 

the input values. 

The success of the alignment procedure depended on the following: 

• The precision of the relative alignment of the four reference planes. The survey 

values were taken for the positions of the reference planes. 
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• Since the track fitting software for the beam spectrometer was only taking care 

of Y view bends, the coordinate system defined by these reference planes had 

to coincide with the one defined by the bending view of the NMRE magnet. 

Furthermore, the f3 and -y angles of all chambers (these are the angles that measure 

how perpendicular the chambers were to the beam) were ignored in the alignment 

process. This approximation was justified since these angles were indeed of negligible 

magnitude. 

In order to satisfy the above requirements, the survey information was used to 

choose the reference planes from the substations that had the smallest relative a: angle 

and were most parallel to the NMRE magnet. The reference planes used to align the 

spectrometer for the 1990-1991 data taking period were the PBT2Y2,PBT2Z2 and 

PBT4Yl,PBT4Zl planes (where the convention for the plane acronyms is "detector 

name", "station number", "measuring direction" and "substation number") [86]. To 

verify the accuracy of the surveyor's measurements on the reference planes, a series 

of consistency checks were performed: 

1. After the alignment with the nominal set of reference planes converged, an align­

ment iteration was performed with a different set of reference planes in order to 

obtain information about a possible relative a: angle between the nominal· refer­

ence planes. The result of the analysis confirmed the surveyor's measurements. 

2. Data taken with the NMRE magnet on were used to find the bending plane of 

the NMRE magnet with respect to the coordinate system defined by the PBT 

reference planes (software coordinate system). The cross product of the vectors 

defined by the reconstructed track segment upstream and downstream of the 

NMRE magnet was used to measure the relative a: angle of the NMRE plane 

with respect to the XY plane of the software coordinate system. The effect 

found was negligible; the relative angle was on the order of 1 mrad, resulting 

in an effective Z view kink from the NMRE magnet on the order of 3 x 10-5 
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(Z is the non-bending view of the NMRE in the software coordinate system) 

(86). The track segment fits upstream and downstream of the NMRE magnet 

were also used to find the X-position of the centre of the magnet. This was 

by definition at the point where the two track segments intersected. The X, 

position found was different (~ 3 cm) from the one used by the track fitting 

software and it was corrected (86]. 

The results of the alignment together with documentation on the run conditions 

were included in the corresponding "levella constant " files. 

3.2.2 Forward Spectrometer Alignment 

The forward spectrometer alignment method was based on the same ideas used to 

align the beam spectrometer. A reference track was reconstructed, and for each 

detector plane the residual distance of the closest hits to that track along and across 

the wires was minimized. The results from this minimization were used.to adjust the 

e of the first wire and the a coordinate of each plane (80). 

Since the forward spectrometer had the large Multi Wire Proportional Chambers 

(MWPC) PCV, PC and PCF and also the drift chambers DCA-B and VDC, the 

alignment for the forward spectrometer had to be performed in several stages: 

PCV, PC, PCF, PSC, PSA, SMS . 

• Reference tracks used: Tracks reconstructed using the beam spectrometer 

only. The RLAT trigger was required and a single track in the spectrom­

eter. A straight line was fitted using PBT stations 3 and 4 and it was 

extrapolated from PBT4 to the forward spectrometer. 

• Magnet settings : Both NMRE on and NMRE off data were used in order 

to illuminate as many wires as possible. Both CCM and CVM magnets 

were off. 
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At this stage the e corrections for the first wire of all chambers and the a 

corrections for only the PSC and the PSA (small MWPC) were determined. 

Since the region of the chamber illuminated by the beam tracks was small for 

the large MWPC compared to the size of the chamber, a corrections for these 

chambers were measured using muon HALO data. 

Note that SMS scintillator array was treated as a wire chamber, with the "wire" 

position defined to be the center of the counter, the "wire spacing" defined to 

be the width and the resolution equal to wfrejficinq. 

DC, PTM, a for PCV,PC,PCF . 

• Reference tracks: Tracks reconstructed using the PCV-PC-PCF detectors 

(straight line fit was applied). The HALO muon trigger was required and 

a single track in the event. 

• Magnet settings : CCM and CVM off, NMRE either on or off. 

This stage was designed to determine a and e corrections for the DC and PTM 

and a for the large MWPC. If a corrections were necessary for the MWPC, the 

previous step had to be repeated. 

VDC and PCV e . 

• Reference tracks: Tracks reconstructed using the beam spectrometer only. 

The RLAT trigger and a single track in the spectrometer were required. 

The track was extrapolated using the magnetic field maps of the CCM and 

CVM magnets. 

• Magnet settings : all magnets on, nominal current value. 

In this stage a and e for the VDC central region chambers were determined. 

The chambers in the outer region were not illuminated by the RLAT trigger 

data and were moved by the same amount as the corresponding inner chambers. 
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The e coordinate of the POV chambers wa.s also changed during this step since 

the PCV chambers were mounted on the yoke of the CVM magnet and the 

chamber moved when the magnet wa.s powered. 

VDC using wide HALO trigger . 

• Reference tracks : The tracks were reconstructed using the PCV-PCN­

PCF-DC detectors. 

• Magnet settings : NMRE wa.s either on or off, CVM a.nd CCM were on. 

This step wa.s designed to determine a a.nd e for a.II the VDC chambers. It 

required the alignment of the rest o{ the forward spectrometer chambers. 

The results of a.II alignment runs of the forward spectrometer were ta.bula.ted in 

the "levella. constant " files, together with comments and relevant information a.bout 

ea.ch run. 

3.2.3 Absolute Energy Scale - Proton Calibration 

Experiments tha.t use charged lepton bea.ms a.re very sensitive to energy calibration 

effects, a.s the cross section is a. strong function of Q2 
( ~ Q4 and Q2 ~ 4EE' sin2(11)). 

In order to determine the absolute calibration of the bea.m and the forward spectrom­

eters, on November 1 a.nd 2 of 1991, E665 ra.n primary protons from the Teva.tron 

into the Muon La.b. The momentum of the primary protons during the calibration 

run ha.d a. magnitude of Pproton = 800.6 ± 2 GeV. This va.lue wa.s determined using 

the set a.nd readback values of the ma.in Teva.tron dipoles (87]. 

Theda.ta were ta.ken running the NMRE dipole magnet {Beam spectrometer) a.t 

four different cunents. The results from these measurements were used to determine 

the transverse momentum kick (Pfick) of the NMRE magnet a.t the nominal current 

va.lue (Pfick(3350), NMRE ra.n a.t 3350 Amps during normal da.ta ta.king). The Pf'ck • 

wa.s the effect of the magnetic field a.s a.pproxima.ted in the tra.ck fitting program, 
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which assumed that a constant impulse was imparted to the track at the center of 

the magnet. The analysis of the data was performed using the standard pattern 

recognition and track fitting software of the experiment (PTMVE), after the full 

alignment procedure was applied. Each event with a single proton reconstructed in 

the beam spectrometer was processed, resulting in a momentum distribution which 

was then fitted to a gaussian. The mean value of the gaussian fit (P1;1), together 

with the Pfick value used in the track fitting software (Pfick(Jit)) and the proton 

momentum given by the accelerator were combined to obtain the Pfick(3350) value. 

The magnetic field was scaled using either the current readout of the magnet or the 

magnetic field value as measured with a Hall probe: 

p,kick( 
350

) = p~ick(fit) A(3350) P. 
T 3 p A( d) proton fit rea 

where A is either the current readout or the Hall probe information for the different 

currents. Both methods gave consistent results, and the p~ick(3350) value was found 

to be 1.515 ± 0.004 GeV. The total error had contributions from the error in the 

proton momentum determination and from the quantization of the NMRE magnet 

readout [59]. 

3.2.4 Relative Energy Calibration of Beam and Forward 

Spectrometers 

The relative energy calibration of the Beam and the Forward Spectrometers depended 

on the quality of the detector alignment and on the accuracy of the magnetic field 

maps of the spectrometer magnets. Since the response of the NMRE magnet (Beam 

Spectrometer) was calibrated using the Tevatron primary protons and the Forward 

spectrometer was aligned using reference tracks reconstructed in the Beam Spectrom­

eter, the measurement of the momentum of the primary protons from the Forward 

Spectrometer (Pi•) was used to verify the relative calibration of the two spectrom4!ters 

[81]. Beam trigger events, with one reconstructed track in the Beam Spectrometer 
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Figure 3.1: Proton Calibration Forward Spectrometer momentum measurement. 
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and one in the Forward Spectrometer, were used to obtain the Pt• distribution shown 

in figure 3.1. The gaussian fit of this distribution resulted in a mean value of 800.5 

Ge V, with a sigma of about 17 Ge V. This result is consistent with the accelerator 

value of 800.6 ± 2 GeV, quoted for the primary protons. 

In addition, in order to verify both the validity of the alignment procedure and its 

stability over the various alignment runs, the difference of the momentum measured 

with the beam to that measured with the forward spectrometers, was measured for 

Rbeam triggers (straight through beams). This was done during normal data taking 

with an incoming muon beam. The measurement was performed as a function of 

the run block number, thus covering all different alignment periods. This difference, 

which is simply the kinematic variable 11 for these non-interacting beams, is shown in 

figure 3.2. The resulting systematic error (miscalibration) of the relative momentum 

scale of the two spectrometers is less than 0.53. 

3.2.5 Calorimeter Alignment and Calibration 

The E665 Electromagnetic Calorimeter used gas-filled proportional chambers that 

were read-out by a FASTBUS ADC system. Thus its energy response was dependent 

on the ADC pedestals, the amplifier gains and on the gas gain fluctuations. The 

gas gain was a function of pressure, temperature, high voltage and gas composition. 

During the physics data-taking period and between accelerator spills, these quantities 

were recorded [79] and were used oflline to perform the relative calibration of the 

data [88] (removing any time dependence of the calorimeter response). The absolute 

scale of the calorimeter response was determined using data taken with an electron 

beam [85]. The electron data were also used to determine the position of the centre 

of the calorimeter (the calorimeter alignment) [84]. 

ADC calibration. Amplifier gains and ADC pedestals were determined by measur­

ing the response of all channels at several test pulse heights during the interspill 
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period. The pedestal measurement corresponds to zero input charge. The data 

collected were analyzed offiine and the results were used by the Calorimeter 

Analysis Software in the form of run block dependent text files that were read 

during the reconstruction of the calorimeter information of the physics data. 

Gas Gain. There were two gas gain monitors (GGM) that were inserted in the path 

of the gas before and after the calorimeter. These GGM were proportional 

tubes, with a Fess gamma ray source mounted inside. The gas flowed through 

the GGM and the pulse height information was recorded on tape. There were 

two monitors in order to detect any gas contamination due to a leak in the 

calorimeter. The gas gain was corrected for dependence on the following vari­

ables: 

• Temperature: There were twenty temperature sensors at various locations 

in the calorimeter, including one in each GGM. During the offiine calibra­

tion a mean temperature was obtained from all the working monitors and 

the gas gain was corrected according to the variation of this mean value. 

• Pressure: There was one pressure sensor through which the gas flowed 

before it fanned out to the calorimeter planes. The gas gain was corrected 

according to the readings of this sensor. 

• High Voltage: The cathode high voltage was provided by Droege power 

supplies and the output voltage of each power supply was monitored and 

recorded on tape. These values (which were very stable during the run) 

were used to compute a plane-by-plane correction. 

• Gas composition: The variation of the gas gain over the entire 1991 run 

period was large, the minimum and maximum gains during the run dif­

fered by about a factor of two [89]. The cause of these large variations 

was identified to be the change of the gas composition over the run. To 

correct for this time dependence of the gas gain, the remaining variation 
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after temperature and pressure corrections was parametrized as a piece­

wise linear function of time. The gas gain was corrected according to the 

results of this fit and the gas gain variations were reduced to the "" 2% 

level (89]. The variations remained large for the boundaries of the tim~ 

periods that the calorimeter gas was contaminated ("" run blocks 21300 

and 21900). There was also an unexplained large change of the gas gain 

between run block 22000 and run block 22500 [89]. 

The alignment and the absolute energy calibration of the calorimeter were obtained 

using electron beam calibration data. These data were taken in two modes: 

1. "position sweep" mode, where the beam was of fixed energy and the beam was 

swept over the calorimeter face. This mode was used for the determination of 

the position of the center of the calorimeter. 

2. "energy sweep" mode, where the energy of the electron beam was varied and 

the beam was aimed at a few spots on the calorimeter. This mode was used for 

the energy calibration. 

To check the stability of the calorimeter performance during the 1991 run data 

taking period, the average calorimeter energy and the average number of calorimeter 

clusters were plotted as a function of time (run block number). The results are 

shown in figure 3.3 for the average number of clusters and in figure 3.4 for the 

average calorimeter energy. The fluctuation is larger than the value obtained in 

the calibration procedure, but the important feature for this analysis is that the 

fluctuation is the same for both the hydrogen and the deuterium targets. The average 

calorimeter energy is not the same for the two targets because of the differences in 

the electromagnetic background content of the two data sets (see chapter 4), but the 

fluctuations of the average calorimeter energy, as a function of run block, are the same 

for both targets. The pattern of these fluctuations follows in an exaggerated fashion 
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the gas gain run dependence as seen by the gas gain monitor in [89], including a level 

difference of the average calorimeter energy in between run blocks 22000 and 22500. 

The event selection and the procedure followed to obtain the calorimeter alignment 

can be found in [84]. Since this alignment used reconstructed electron tracks it had 

to be performed after the alignment of the spectrometer chambers. The position of 

the centre of the calorimeter was found to be -10.2 mm in Y and -7.2 mm in Z, with 

Y and Z being measured in the global E665 coordinate system. 

The event selection and the method used to obtain the absolute energy scale for 

the calorimeter can be found in [85]. The electron beam momenta used were as high 

as 45 Ge V and the calorimeter response was found to be linear within that range. The 

proportionality constant that related the calorimeter energy to the electron energy 

was used to set the energy scale. The pad energy resolution in the energy range of 

the calibration was measured to be: <TE/E = 0.38±0.11/J{P), where Eis the energy 

of a calorimeter cluster associated with an electron track of momentum P. 

The calorimeter response became nonlinear for electromagnetic showers with en­

ergies above 75 GeV. The space charge that developed was so large that it distorted 

the accelerating electric field of the proportional tubes. This effect is known as "satu­

ration" of the electromagnetic calorimeter. The non-linearity was parametrized using 

a data sample of electron tracks that was defined by selecting elastic muon-electron 

scattering events from the physics data sample (muons scattered off of the atomic 

electrons of the targets), but the correction was not part of the standard calorimeter 

calibration of the experiment. 

3.3 Data Production - Run 1991 

The data of the 1991 run period were analyzed with PTMVE version 23.09 and 23.10 

[90], [91] on the Fermilab CPS farms [92]. The PTMVE program was split into 

three different classes of processes in order to adapt to the multi-processing CPS 
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environment [93]. The class 1 process handled the event input, the class 2 processes 

did the event reconstruction in parallel and the class 3 process handled the output 

of the processed data. For the 1991 data production there were a number of changes 

made to the three classes of CPS processes as they are described in [93]. The chang~s 

were made to improve both the speed of the PTMVE itself and the speed and accuracy 

with which physics analysis could be done on the PTMVE processed data. 

• BYTE-swapping was rewritten in the assembly and c programing languages. 

• The fl.ow of the ptmv was modified to stop processing events as soon as it was 

known that the event was to be discarded: 

1. For events with either no Beam or no Y view or Z view scattered muon 

projections after Pattern Recognition, there was no further processing. 

2. After the Muon Match, if there were no muon candidates processing was 

stopped. 

3. After the Vertex fitting, if the event had 11 < 20 and (} < 0.0003 rad there 

was no further processing. 

• The n-tuple 1 and normalization database files produced by PTMVE were re­

designed. 

• The calculations related to the n-tuple and the n-tuple filling were moved from 

class3 to class2, in order to gain speed. 

In addition, since the PSC detector was very unstable during the 1991 run period, 

the P2 and M2 processors were turned off. 

1 N-tuples axe Hboolr. objects. Hboolr. is a CERN developed histogram package. 
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3.3.l Normalization data base and analysis n-tuples 

In addition to writing the acceptable reconstructed events on tape, the PTMVE 

software produced the normalization data base and analysis n-tuple disk files. Since 

the 1991 data sample was large (about 1000 raw data tapes), this form of output was 

designed to minimize the time and maximize the accuracy of the structure function 

and structure function ratio analysis. The analysis presented here was based on the 

normalization data base and the analysis n-tuple output of the PTMVE. 

The normalization data base files were produced by a software package that ran 

as a part of the classl PTMVE process [69]. For every raw data tape processed 

by the PTMVE, one of these plain text files was produced. Each file contained four 

different type of records: one header record that included the tape number (written 

at the beginning of the file), one summary record that contained a summary of the 

statistics and the errors reported during processing (this was written at the end of 

the file), a record that contained magnet and target conditions information (written 

once per spill) and a record that contained scaler information (written once per spill). 

Each record had as a tag the run number and the spill number of the corresponding 

spill. The great advantage of the normalization data base was that it maintained the 

event order, since it was created by the classl PTMVE (the standard output tapes 

did not maintain the event order since the class2 processors were processing events 

asynchronously). This was important because of the dual tape output of the 1991 

data acquisition system: the events from a spill were written to two tapes and in 

order to use the per event scalers and compare them to the spill scalers on a spill 

by spill basis, both tapes had to be processed at the same time, with the events in 

the correct order. The processing of the normalization data base files two at a time 

was much easier than the processing of the PTMVE output tapes. The procedure is 

described in (94], the files were combined using the run and tape number information 

and the per spill records of each file were combined using the spill number tags. All 

the 1991 run normalization data base files were combined to create an easy to use 
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normalization n-tuple (94]. The contents of the normalization database are described 

in B. 

The 1991 analysis n-tuples were designed to provide all the information needed 

to perform a structure function analysis. Each n-tuple file included two different n­

tuples, one for the physics triggers and one for the Rbeam triggers. Both n-tuples 

contained all the detector information on the Beam and Forward Spectrometer recon­

structed muons (detector hits on the track) and the reconstructed kinematics with 

their errors. The physics trigger n-tuple also contained calorimeter information, the 

charged track multiplicity and other final state variables and detector related quan­

tities (the n-tuple contents are given in C). The information in both n-tuples was 

in the form of packed, bitted words, so the n-tuples served as a mini-DST for the 

structure function analysis. In order to be included as an entry to the n-tuple, the 

physics trigger events were required to pass cuts, while there was no requirement for 

the Rbeam trigger n-tuple (the cuts are described in C). 

3.3.2 Reconstruction Performance 

The PTMVE program calculated errors on the reconstructed kinematic variables 

which were deduced from the track fitting and the vertex fitting errors. These errors 

corresponded to the experimental resolution on the measurement of the kinematic 

variables. The resolution of the reconstructed event kinematics of a ratio measure­

ment is important both as an absolute number (it affects the scale of the kinematic 

variables), and as a relative number between the different targets (it can bias the 

ratio measurement). Since the experiment ran for a long period of time, changes 

in the performance of any detector system during that time can introduce a time 

dependence of the apparatus resolution and a time dependent overall reconstruction 

efficiency. This time dependence is not expected to affect the ratio measurement be­

cause of the small period of the target cycling into the beam ( ~ 1 spill). There are 

efficiency and acceptance issues that depend on the event topology which can intro-
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duce differences in the performance of the PTMVE for different targets (for example 

different hit multiplicities); these issues will be studied in the analysis chapter. In 

this section the calculated errors of some important quantities are studied both as a 

a function of Run Block (time dependence) and integrated over time, and the results 

for the two liquid targets are compared. 

The beam spectrometer resolution is shown in figure 3.5. It was better than 0.5% 

and was the same for both targets. The muon vertexing efficiency was measured 

using a sample of elastic muon-electron scattering events from the physics data sample 

(muons scattered off of the atomic electrons of the targets) and it was found to be 

~ 87% and the same for bot targets [95] and (96]. The dependence on :c of the 
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logarithm of the relative error in z is shown in figure 3.6. Even at the smallest :i: 

values the error is better than "' 20% and it is the same for both targets. Figure 

3. 7 shows the logarithm of the relative error in 11 as a function of 11 and figure 3.8 

shows the logarithm of the relative error in Q2 as a function of Q2 ; in both cases 

the results for the two targets are in good agreement. The time dependence of the 
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Figure 3.6: Fractional error on the reconstructed Bjorken x variable. 

logarithm of the fractional error on Q2 is shown in figure 3.9, where this quantity is 

plotted as a function of the Run Block number. The time dependence is the same for 

both targets. These results are from the SAT trigger and the :fluctuations observed 

correlate with the performance of the PSA detector, that covered the small angle 

region after the CCM magnet. The time dependence for the PSA chamber is shown 
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in figure 3.10. The average fraction of reconstructed forward spectrometer muons 

with PSA information is plotted as a function of the Run Block number. This is not 

an absolute efficiency plot, since a reconstructed muon was required, it shows the 

efficiency fluctuations during the run, assuming that all other parameters were stable 

(trigger, beam tune, etc). There is a good correlation between the PSA performance 

and the experimental resolution. Because of these large resolution effects only muons 

that were found in the PSA or the DCs were used in this analysis (see chapter 4) . The 
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Figure 3.10: Average number of forward spectrometer muons reconstructed with the 

PSA as a function of the Run Block number. 

electromagnetic calorimeter was very important in removing background processes for 

the structure function ratio measurement. The performance of this detector was very 



94 

0.003 • H, 

0.002 

0.001 

21000 

< Calorimeter Clustering Error > vs Run Block 

0.003 • H, 

0.002 

0.001 

21000 

< Calorimeter Decoder Error > vs Run Block 

Figure 3.11: Calorimeter Clustering errors (top) and Decoding errors (bottom) as a 

function of the Run Block number. 

-
-
• 

... 

-
-
... 

-
-
... 

-

-

.. 

.... 

-
-



95 

good during the 1991 data taking period. The fraction of events with a clustering 

algorithm failure (top plot) and calorimeter decoder failure (bottom plot) are shown 

in figure 3.11. The error occurrence was negligible and of the same frequency for both 

targets. In order to verify the overall stability of the performance of the detector an,d 
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(bottom), as a function of the Run Block number. 

the reconstruction software during the 1991 data taking period, the average number 

of physics triggers (SAT) per random beam trigger (RSAT) are plotted as a function 

of the Run Block number. The results are shown in figure 3.12 for both the H2 and 

the D2 targets (top plot) and their ratio (bottom plot). The ratio was fitted to a 

straight line with zero time dependence as a result (the a 1 fit parameter is shown in 
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the figure). 

3.4 Simulation Software 

3.4.1 The E665 Monte Carlo programs 

The E665 Monte Carlo event simulation was divided into two phases: the event 

generation (stage-one Monte Carlo) and the detector simulation (stage-two Monte 

Carlo). 

The stage-one Monte Carlo (MCI) simulated the interaction of an incoming beam 

muon with the nuclear matter of the experimental targets. The events were generated 

with scattered muon kinematics determined by the acceptance-rejection method ac­

cording to a parameterization of the single-photon exchange muon-nucleon inelastic 

cross-section. The beam phase space was not simulated, the MCI stage used recon­

structed Rbeam trigger events as input. The muon kinematics were smeared to take 

into account the effects of the higher order Quantum Electro Dynamics (QED) pro­

cesses using the GAMRAD program [97], [98]. The same program (GAMRAD) also 

simulated the emission of radiative photons due to these higher order QED processes 

(bremsstrahlung photons from the radiative elastic, resonance and inelastic states). 

The hadronic final state generation was simulated using the LUND hadron generator 

[99], using the Lund string fragmentation model and Parton Distribution Functions 

that were used to calculate the cross-section distribution of the different possible final 

state exclusive processes at the parton level. The tracking of the particles through 

the detector, taking into account the magnetic field and the interactions with the 

material of the apparatus, was done using the GEANT package [100], customized 

with a complete description of the E665 geometry and materials of the detectors. 

The stage-two Monte Carlo (MC2) simulated the response of the detector. The 

track information at the positions of the different detector -systems was used to pro­

duce wire-chamber hits, taking into account wire-chamber efficiencies and simulating 
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the effects of electronic noise [101]. 

The specifics associated with the Monte Carlo production for the run 1991 data 

analysis validation a.re given here. The Monte Carlo event generation used Lepto 

version 5.2 and Jetset version 6.3 from the LUND package and GEANT version 3.15. 

The structure functions used to generate the inclusive cross-section were constructe'd 

using the NMC F2 parameterization for the high W2 inelastic region [47], the low W2 

inelastic region parameterization from reference [103], the resonance region parame­

terization from (102] and the extrapolation of [104] to small-Q2 for high W 2 • The 

method of construction for the input Ff used in the event generation is described 

in reference [105]. The GAMRAD program used the Mo and Tsai formalism for 

radiative processes in lepton-nucleon interactions. The numerical integration for W 

was performed in 35 bins and for fJ in 8 x 30 bins ( equ. A24 of [106]). The res­

olution parameter ~ (soft photon emission) was set to 400 MeV. The elastic form 

factors used in the cross-section calculations were from [107]. The final state hadrons 

were generated using the Parton Distribution Functions (PDFs) from the GRV set 

HO citegrv. In principle, the same PDFs used in the hadronic final state generation 

should used to construct the F2 used in the inclusive construction generation. Since 

the E665 acceptance went lower in Q2 than any other previous experiment there were 

no valid PDF parametrizations for the kinematic region covered by E665. The F2 

used covered the whole E665 kinematic region and used the same data (NMC) that 

were included in the GRV fit for the higher Q2 region. The efficiency measurement 

of the chambers and their implementation to the MC2 is described in [64]. In the 

same reference a description of the upgrades to the trigger simulation done for the 

1991 Monte Carlo production. 

The MC events were processed using the same analysis chain that was used for 

the data and they were analyzed using the same n-tuple form. 
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Chapter 4 

Analysis 

4.1 Introduction 

4.1.1 Cross-section formulation 

Cross-section measurements involve a counting of the number of scattering events per 

incident beam fiux per unit number of scattering centers in a unit area in a region 

of the kinematical phase space. If the apparatus registers Nmea• events in a given 

elementary cell ~( w) of the kinematic domain, the experimental cross-section is: 

t:D ANmeaa 
~(w) = NAvgNbeamaPL~(w) 

(4.1) 

where A is the atomic weight of the target, L is the length and pis the mass density 

of the target, Nbeam• is the number of incident beam particles required to produce 

Nm•a• interactions and NAvg is Avogadro's number. 

The quantities appearing in equation 4.1 have to be determined, so the extraction 

of the cross-section involves the following measurements: 

• Beam counting (Nbeama)• 

• Target composition (p ). 

99 
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• Acceptance determination (Nmea.,Nbeam•)· 

• Efficiency (hardware) measurement (Nmea.,Nbeama)· 

• Efficiency (software) measurement (Nmea.,Nbeam•)· 

• Calibration, energy scale ( ~( w )). 

• Resolution (Nmea6 ). 

From the measured quantity Ll.{:) we want to extract the one-photon exchange 

cross-section. The experiment measures the total cross-section within its acceptance, 

which includes contributions from other processes (background) that need to be re­

moved. 

4.1.2 . Experimental cross-section 

The total measured cross-section, assuming no experimental losses (perfect acceptance 

and resolution), can be expressed as: 

tTtot = tT1-i X Kaum + tTrad-inel + tTquaai + tTooh + tTµ-e (4.2) 

where u1-i = UBorn is the 11' exchange cross-section we want to extract, Uradinel corre­

sponds to inelastic muon-nucleon scattering with the emission of external bremsstrahlung 

photons, Uqua•i corresponds to the coherent muon-nucleon elastic scattering and Uroh 

corresponds to the muon-nucleus coherent elastic scattering. The Kaum factor takes 

into account the contribution of soft photon emissions, as well as vertex and vacuum 

polarization corrections. 1 In order to obtain a common reference between experi­

ments it is customary to take the effects of the higher order electromagnetic processes 

into account as a correction to the experimental observed cross-section. The tT µ-• term 

of equation 4.2 is the contribution of the muon electron elastic scattering to the total 

1See page 28, chapter I 
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measured rate and it is not part of the muon-nucleon scattering cross-section, since 

it corresponds to a different process. The cause of this contribution is muons that 

scatter elastically off of the atomic electrons of the target material. Since this is an 

elastic process, its contribution appears at the value of :tlbj (zb; = m 0 /mp = 0.00054") 

that the elasticity constraint dictates. The following formulation of the radiative cor­

rection procedure requires the separation of the µ - e elastic events from the total 

measured event yield. 

Realistic experiments do not have perfect acceptance and resolution. In order to 

substitute "'•"'P' the total measured experimental cross-section, for o-101 of equation 4.2 

we have to correct for these experimental losses, because of the finite resolution and 

acceptance effects. These losses are not independent of the production cross-section 

( o-101 ), so the extraction of "'Born from the total measured event rate has to take into 

account all effects simultaneously. This can be easily seen in the expression that 

relates the measured event rates to the Born cross-section. In a given reconstructed 

( :t:B;,Q2 ) bin, after removing the µ - e contribution, and for a given target i, the 

number of events from that target N;uent• (with :tJ = :t:Bj ) is: 

N;uenta = J~ JJ DQ'Dz L;(P HSbm) {JJ DQ~D:r, K;(:t:, Q2
, :tli, QD A;(:t:t, QD X 

"""":a"q!'d'E,m dz1dQn dzdQ
2 
dP H sbm 

where, 

(4.3) 

1. :t:i, Q~ a.re the true ( unsmea.red by experimental effects) values of the measured 

:t:B;,Q2 variables. 

2. L;(PHSbm) is the overall normalization factor, where PHSbm a.re the beam 

phase space variables: the energy (Ebm), 3-momenta and position of the incom­

ing µ and position of the interaction vertex. 
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3. K;(x,Q2 ,z1,QD is a smearing function, which includes effects such as resolution 

and radiative corrections. 

4. A;(z1,QD is the overall acceptance and efficiency factor, including the recon­

struction efficiency. It is a function of the true variables because of effects 

that depend on the cross-section (charged track multiplicity effects for exam­

ple). Acceptance is usually determined as a function of the measured variables 

ZB;,Q2. 

The total number of events counted by the experiment when target i is in position 

( Nf0101 ) is expressed: 

(4.4) 

where the number N;•ent• corresponds to equation 4.3, evaluated for the target i 

and is the number of events that originated in the target, while Nbgnd is the number 

of events from out of target scatters that occurred while target i was in position. 

Since in the experiment we measure Nf0101 in order to use equation 4.3 to extract the 

single-photon-exchange cross-section we need to estimate Nbgnd· 

4.1.3 Cross-section ratio measurement 

In the measurement of the cross-section ratio, as opposed to the absolute cross-section 

measurement, the effects of some of the terms appearing in equations 4.1 and 4.3 are 

minimized. Taking a ratio results in much smaller corrections from the effects of 

quality /resolution cuts and acceptance, efficiency losses. The biggest contribution to 

the systematic uncertainty cancellation in the cross-section ratio measurement comes 

from the use of cycling H2,D2 and empty vessel targets. The following statements 

are based on the effects of target cycling: 

• Since the period of the target rotation is much smaller than the time scale of 

chamber performance changes (mostly chamber aging), any time dependence in 

the reconstruction efficiency cancels in the ratio. 
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• After beam phase space cuts the geometrical acceptance is the same for both 

targets. The beam phase space cuts are imposed to assure that the beam used 

transverses the target in its full length and the same cross sectional area is seen 

by the beam for both targets. 

As a result of these cancellations in the ratio measurement, we can simplify equa­

tion 4.3. We can choose the x,Q2 bins . so that the resolution part of the kernel 

K(x,Q2,z17Qn is a smooth function peaking in the corresponding bin, and such that 

we can substitute A(x,Q2
) in place of A(zt,Qn. If A(x,Q2) is a smooth function with 

little variation in each bin, and is the same for both targets, it can be pulled out of the 

integral and cancels in the ratio. This is an exact solution only if A(x,Q2) is constant, 

because even if it is the same function for both targets, the cross-sections and the 

smearing kernels could be different. Since A(x,Q2) includes the trigger acceptance 

the validity of this cancelation is subject to detailed checks, which will be presented 

in the following sections. 

As a consequence of the acceptance cancellation, the cross-section ratio measure­

ment reduces to the determination of the L(E1>m) factor (beam counting, target com­

position), the integration of the K(x,Q2,:z:17Qn kernel and the measurement of the 

event yield in each (zB;,Q 2 ) bin. Of course, the effects of the trigger acceptance have 

to be studied. The kernel integration can either be performed formally using a kernel 

that includes radiative correction factors or the radiative events can be removed from 

the measured Nevent. that enter equation 4.3. In this case, only the smearing part of 

the kernel needs to be included in the integration. 

4.1.4 Out of target event rejection 

Another important issue is the rejection of the events that originate outside of the 

target volume when the target is in place (Nbgnt events in equation 4.4). In order 

to remove these events it is not sufficient to simply impose the requirement that the 
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reconstructed vertex position be within the target, due to the firute resolution of 

the vertex position measurement. Instead of a vertex position cut, the data from the 

empty target vessel 2 are used to remove the out of target events on a statistical basis. 

The event yield from the empty target, properly scaled with the relative luminosity 

to the liquid target, and for every kinematic variable examined, is subtracted bin by 

bin from the event yield of each liquid target: 

where i refers to events either from H2 or D2 , N;,,,.. is the corrected for out-of­

target contribution event yield, Ni the uncorrected event yield, N/,.•m• the number 

of incident muons required to produce N' events, NMt the number of events from 

the empty vessel and Nf:!.1m• the number of incident muons required to produce NMt 

events. The same selection criteria apply to both the liquid target and the empty 

vessel events. The X v1,, distribution (in meters) for the three targets is shown in 

figure 4.1. The target position is between -13.0 m and -12.0 min the E665 coordinate 

system. For this method to work, the beam has to be well contained in the target 

volume. The out of target events are beams that scatter from components of the 

apparatus that are not part of the moving target system, so their contribution is the 

same independently of which target is in place. If the beam aperture is not contained 

within the target then some beams will scatter from the side of the target vessel. 

These events will not be properly accounted for by the empty target subtraction 

technique unless the x-y position of the liquid and empty targets is exactly the same. 

Unfortunately, this was the case for the run 91 data taking, with the beam scraping 

the target vessel. This is shown in figure 4.2, where the Yvt,, and Zvt:z: position are 

plotted for all interaction points with X v1., in the target volume. The enhancement 

towards the negative Yv1., axis is due to the beam scattering from the vessel wall. This 

is not an asymmetry of the beam phase space. In figure 4.3 the position that the 

~this method has a general applicability, it is not unique to the ratio measurement 
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beam intercepts the last plane of the last beam station (PBT4) is plotted and shows 

no asy=etry. To correct for this problem, the beam phase space of the accepted 

events is selected so that the target volume traversed by the beam is defined by a 

cross-sectional area of the x-y plane that is well contained in each target, through the 

full length of the target. The X v1,. distribution for both liquid targets a.fter the empty 

target subtraction procedure is applied shows no residual background (figure 4.4, the 

event yield per target was scaled with the relative luminosity before the subtraction). 

4.2 Normalization 

4.2.1 Beam counting 

The determination of the beam flux requires the counting of beams available for 

interaction during the live-time of the experiment. In this analysis we use randomly 

prescaled BEAM triggers (Rbeam) to sample the beam. The Rbeam triggers were 

formed by a coincidence of the physics trigger beam signal 3 and a randomly prescaled 

RF signal. On the average, every 2Q BEAM trigger is selected and recorded on tape, 

where a is the prescale exponent that controls the prescale factor Pf act of the hardware 

random number generator (the module allows a to be changed). In order to determine 

the total beam flux Ptact must be measured. 

The Rbeam trigger normalization method is very powerful since it has the ad­

vantage of providing all the information needed to account for beam reconstruction 

losses and beam phase space cuts. Since for this data analysis the requirement is that 

the beam for the physics trigger events is reconstructed and beam phase space cuts 

are applied, a simple beam counting with scalers will overestimate the actual flux. 

When the same selection criteria are applied on Rbeam events, the effect of these 

requirements in the cross-section normalization cancels. If em.am (Y) is the fraction 

3 RBEAM triggers, section 2.5 
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of Rbeam events rejected by the above requirements in a bin Y of the beam phase 

space, the same fraction ERbeam (Y) of physics trigger events will be rejected due to the 

failure of the beam of each event to pass these same requirements. The cross-section 

can be written: /7 ~ N•••nta/NRbeam• = (eRbeam(Y)N •• eni.)/(eRbeam(Y)NRbeama) = 
N ... ntaCut/NRbeamaCut, where N ••• nt•Cut and NRbeamaCut the number of physics and 

Rbeam trigger events after the selection criteria and N•••nta and NRbeam• the num­

bers before these criteria. 

The prescale factor is measured by comparing the number of BEAM triggers from 

the normalization event and spill scalers, integrated over some period of time, to the 

number of Rbeams over the same time period: 

The quantity 

Nacaler 
P Beams 

fact= N 
Rbeama 

N•caler 
log

2
( Beam•) 

NRbeam• 

corresponds to the prescale exponent a, where NJJ'':~':::. is the total num.ber of BEAM 

triggers from the scalers and NRbeam• is the number of Rbeams recorded on tape. To 

perform the measurement, information from both the spill scalers and event scalers 

(integrated per spill), is used. This information is part of the spill database for Run 

91, described in reference [69] and in chapter 2. The results from some of the scaler 

channels are shown in figures 4.5, 4.6 and 4. 7. 

The mean value of the prescale factor as a function of run block is evaluated 

in twenty Run Block intervals. To keep the statistical errors on the measurement 

Gaussian, the average number of Rbeams with its error and the average number of 

Beams with its error are measured in each interval and then the prescale factor ratio 

is formed. For the cross-section ratio measurement the relevant quantity is the ratio 

of the prescale factors for the two targets. The target rotation of once per spill makes 

it hard to create conditions that will give different Pfact for the two targets. This 

assumption is checked by measuring P1act per target and then taking the ratio of the 
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two quantities. Since different triggers have different beam definitions and different 

hardware associated with them , the prescale factors for the SAT and CAL triggers 

that are used in this analysis are measured separately. 

~x102r-rr"-,.~rr,...,..,.,,,..,,,,...,...,..,."..,...,,,...,...,.."-r-,..,...,,..,-, 
u 
.26000 
CD 
c 
~4000 
0 
~2000 
• 0 
~ 0 
~ 

a_ 

t --. 

21000 21200 21400 21600 21800 22000 22200 22400 22600 22800 

., 0 , Run dependence. Event Scalers-SAT, H, 
.,...,._,.."~..c,..,,,...,...,...,...,-"..,,,,...,...,..,...,..~..,...,~,...,...,...,.,,.,....;c.,.., • 

~5000 
0 

iD 
§4000 

"' ~2000 
• 0 

___ + t • L ! · -- ..,. ...... - ...................... - ---... +r .. ~- -....... -_ .. __ -

~ 0 ~~~~~~~~~~~~~~~~~~~~~ 
~ 21000 21200 21400 21600 21800 22000 22200 22400 22600 22800 

a_ 

~ 1.1 
u 

ffi 1.05 
c 
iii 
0 

~0.95 
0 

& 0.9 

• 0 
~ 
-~ 

Run dependence. Event Scalers-SAT, D, 

21000 21200 21400 21600 21800 22000 22200 22400 22600 22800 

Run dependence. Event Scalers-SAT D,/H, 

Figure 4.6: PJact for SAT from the Event Scalers 

The average value of the prescale factor for each target and of their ratio is de­

termined by a fl.at line fit over the time dependence of each quantity. The error from 

the fit is the systematic error assigned to the beam normalization procedure. The 

prescale factor ratio measurement shows good agreement between the two targets and 

has no time dependence. The results are summarized in Table 4.1, Table 4.2 and 

Table 4.3. The average value of the prescale factor integrated over the whole run is 

also given ( < P1ac1 >) with its statistical error. 
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Table 4.1: Prescale factor measurement for SAT from the Spill Scalers 

Pjact 5pf•ct from fit x2 a < P1act > D<PJact> 

H2 526800 840 19.007 526993 840 

D2 526200 894 19.005 526991 840 

D2/H2 0.9992 0.0025 1.33 0.9999 0.0025 

Table 4.2: Prescale factor measurement for SAT from the Event Scalers 

Pjact 5pf•c• from fit x2 a < P1ac1 > 5<P1a.cc> 

H2 526900 840 19.007 527108 840 

D2 526300 894 19.005 526451 894 

D2/H2 0.9990 0.0025 1.34 0.9988 0.0024 

Table 4.3: Prescale factor measurement for CAL from the Event Scalers 

P1act 5p10c1 from fit x2 a < P1act > 5<Ptoct> 

H2 536200 1049 19.03 539428 1010 

D2 542100 1146 19.04 544297 1074 

D2/H2 0.9955 0.0030 0.74 1.0090 0.0028 
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The same result is obtained, for both the spill and the event scalers, from all the 

different scaler channels used. The measured values agree with the setting of the 

prescale factor in the hardware. Due to the design of this Random Prescaler the 

agreement does not have to be absolute, but the above result confirms what has been 

observed in the previous data-run of the experiment. Since each different Rbeam 

trigger uses a different channel of the prescaler, the prescale factor can have different 

deviations from the hardware set value for different triggers. This is the reason why 

separate measurements are done for each different trigger. 

The final check on the accuracy of the determination of the relative beam nor­

malization is done using the out-of-target events (108]. These events correspond to 

scattering from the material outside the target vessel, which remains the same when 

the targets are interchanged. The ratio of the cross-section for the out-of-target 

events when target i is in position, over the cross-section for the out-of-target events 

when target j is in position (i #- j), is examined. If the beam counting is correc• this 

ratio must be one, since the amount of material in both cases is the same. In order 

to perform that check the following procedure is applied: 

• The ratios of the event yields for all three targets are formed as a function of 

the position of the vertex along the beam direction (X,1,,). 

• The ratio is then fitted to a fiat line for the events originated downstream of the 

target. This is done to avoid effects of the target material in the acceptance, 

since the targets have different interaction lengths and the tracks from the 

upstream of the target events have to penetrate the target. 

• The ratio is then multiplied with the inverse of the ratio of the Rbeam triggers 

that correspond to these event yields, in order to form the cross-section ratio. 

The event selection for the physics and Rbeam triggers is the same with the event 

selection for the physics analysis, as described in the following sections. Of course 
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the restrictio:O for the Xvtz position has been removed, in order to collect the out-of­

target events a.nd the Y,,1,, and z.1,, cuts are less tight (±0.04), in order to increase 

the statistics. The fiducial volume required for the beam penetration is defined to 

match the above values of the accepted vertex position. 

The results for the CAL trigger beam counting are presented in figure 4.8. The 

number of Rbeams on each target after the selection criteria is 308014 on H2 , 152067 

on D2 and 51919 on the empty vessel. The ratios examined are D2/ H2 and H2/MTliq 
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Figure 4.8: Out-of-target normalization. 

. 

and the fits are done for the events downstream of the target, as shown in figure 4.8. 

The results from the fit are: D2/ H2 = 0.49768 ± 0.00311 and H2/MTliq = 5.9420 ± 

0.05648. After correcting for the relative luminosities the cross-section ratios are: 
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f7D
2

/f7H, = 1.0080 ± 0.0064 and f7H2 /f7MTliq = 1.0015 ± 0.0099, where the errors 

include the contribution from the error on the fit and the statistical error on the 

bea.m count. This result confirms the a.ccura.cy of the relative normalization to the 

1% level. 

4.2.2 Target Composition and Density 

The target densities a.re derived indirectly from the measurement of the sa.tura.ted 

vapor pressure in the cryogenic liquid reservoir. The vapor pressure wa.s measured by 

a. pressure to voltage transducer a.nd recorded on ta.pe a.s a. function of time. Offiine the 

ra.w pressure wa.s adjusted according to the pressure transducer calibration da.ta.. The 

sa.tura.ted vapor pressure wa.s converted to density assuming equilibrium conditions 

a.nd by relating the measured pressure to temperature and the temperature to density. 

The chemical composition wa.s determined using a. boil-off test. The D 2 target 

wa.s conta.mina.ted with HD molecules, which complicated the density determination 

for D 2 from the measured pressure since this pressure is related to the mixture of the 

unpure D2 target. An iterative procedure wa.s followed to find the densities using the 

information from the chemical analysis, the molar densities and the chemical prop­

erties of D2 and HD. The density determination analysis, including the conversion 

formulas {pressure-temperature and temperature-density), results a.nd the error esti­

mate a.re described in Appendix A. The contribution to the error of the cross-section 

ratio measurement from the systematic uncertainty due to the target composition a.nd 

the density determination are also included. Note that there are two periods for the 

HD conta.mina.tion of the D2 target. These will be ca.lied Sample I a.nd Sample II . 

4.3 Beam Selection 

The bea.m selection criteria. a.re imposed in order to minimize problems in three dif­

ferent components of the f7'n/f7'p measurement: kinematic resolution, relative normal-
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ization and out of target event rejection. As discussed in the normalization section 
' 

the same criteria apply for both the physics and the Rbeam triggers. The description 

of the beam selection requirements is given in the following paragraphs. 

Reconstruction. All beam muons used in this analysis must be reconstructed. This 

is a quality cut on the resolution/ accuracy of the kinematic variables. 

Single Intime Beam. The incoming muon is required to be the only muon in the 

event and to be in the same RF bucket in which the trigger fired. The SBT 

schintilator planes are used to obtain the timing information on the beam muon. 

The requirement is that all the SBT counters intersected by the beam found 

in the PBT wire chambers fired. At least six SBT planes must be intersected. 

With this requirement the events selected will have one beam associated with 

the event and one and only one beam present in the spectrometer, avoiding sys­

tematic effects at the reconstruction level (assigning the wrong beam or forward 

spectrometer muon to the event). 

Beam Phase Space. The beam muons entering the experimental hall have a wide 

spectrum of energy. The distribution has a mean value ~ 465 Ge V and long 

tails (figure 4.9). 

Since the cross-section depends on the energy of the incoming particle and our 

beam is not monoenergetic, the accepted beam muons are required to have an 

energy in the range of 380 Ge V to 650 Ge V inclusive. There is also another 

reason why the very low momentum beams are removed. They might suffer the 

effect of multiple Coulomb scattering in the beam spectrometer, an effect that is 

not taken into account in the beam momentum calculation. In addition, in order 

to take into account the correct amount of target material in the cross-section 

normalization, each beam is required to traverse the target in its full length. 

Also to successfully deal with the out-of-target scatters (page 103), the events 

originated on the target vessel walls (radial dimension) must be eliminated. 
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The above requirements result to a fiducial volume cut that further restricts 

the acceptable beam phase space. The beam should transverse the target in the 

box defined by: 

1. -0.015m :$ Ybeam :$ 0.015m at Xbeam = -13.0m and at Xbeam = -12.0m 

2. -0.020m ~ Zbeam :$ 0.026m at Xbeam = -13.0m and at Xbeam = -12.0m 

The Ybeam, Zbeam beam particle coordinates are measured at PBT station 4 

(Xbeam = -12.5m) and then since the target is in an essentially magnetic field 

free region a straight line extrapolation is used to find where the track inter­

cepts the upstream and downstream target faces. The track slopes used in the 

extrapolation are those determined by the o:ffiine reconstruction/fitting process: 

This cut results to a ~ 30% rejection of beams, but it is necessary since in the 

91 data taking period the beam was not centered in the target. 

Software Simulation. In order to avoid systematic effects due to electronic noise, 

each beam has to satisfy in software its corresponding definition, using the 

information from all trigger elements that form that definition. This means that 

the combination of hodoscope elements that defines the beam in the hardware 

is verified in software, using the latch information. The software package for the 

SAT trigger simulation, which is the most complicated since it has to simulate 

the SAT floating veto, is described in [65]. 

The fraction of Rbeam events passing the beam definition cuts for RSAT trigger 

is listed in Table 4.5 (Sample I) and Table 4.6 (Sample II) and for RCAL trigger in 

Table 4.7 (only Sample II data for CAL trigger). The boundary between the two 

samples is run block 21601 (September 6, 1991), and it is defined by the change in 

the D2 target composition (page 116). In the above tables the fraction of events that 

belong to runs identified as problematic is also shown for completion. The criteria 

for a run block to be marked as bad are based on the target and magnet condition, 
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information taken from the 91 spill database [69] and listed in Table A.l. During 

these run blocks the data are taken only on one target. Since during the 1991 run the 

H2 target had more problems than the D2 target, the requirement that both targets 

were operational removed more D2 than H2 data. Another category of bad runs a.i:e 

the runs that the chambers were filled with unclean gas mixture. Table 4.4 lists the 

rejected run blocks. Also events that the calorimeter reported some decoder error 

Table 4.4: Run blocks removed from the Un/up analysis 

Run block range Comment 

21125-21330 Bad Gas I 

21305-21428 no H2 target 

21449-21463 no H2 target 

21296-21298 NMRE magnet high 

21600-21643 no D2 target 

21885-21943 Bad Gas II 

21990-22015 no H2 target 

are removed from both the physics sample and the Rbeams. Each line of the tables is 

inclusive, each cut is applied to the events passing the previous cut. The results 
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Table 4.5: Number of RSAT passing Beam Cuts. Sample I 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction 

Total 147755 100 % 116345 100 % 29933 100 % 

Acceptable Run 146455 99 % 72120 62 % 24218 81 % 

No CAL error 146362 99 3 72086 62 % 24206 81 % 

Reconstructed and 

Ebeam range 132805 90 % 65169 56 % 21770 73 % 

Target Penetration 92222 62 3 45188 39 % 15067 50 % 

Single Beam 87670 59 % 42939 37 % 14292 48 3 

Trig. Simulation 82520 56 % 40402 35 % 13488 45 % 

for the beam selection cuts applied on the physics triggers are listed in Tables 4.8 

and 4.9 for SAT trigger Sample I and Sample II respectively and in Table 4.10 for 

the CAL trigger. 

The beam selection criteria should result in a sample of selected Rbeam or physics 

trigger events that have the same distributions of the beam related variables for H 2 
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Figure 4.11: Beam Phase Space ROAL. Left hand side H 2 (line) and D 2 (bullets) 

superimposed. Right hand side D2f H2 
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Table 4.6: Number of RSAT passing Beam Cuts. Sample II 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction 

Total 433028 100 % 219580 100 % 78572 100 % 

Acceptable Run 422384 98 % 208780 95 % 71498 91 % 

No CAL error 422244 98 % 208717 95 % 71466 91 % 

Reconstructed and 

E1>eam range 369190 85 % 182717 83 3 62516 80 3 

Target Penetration 268661 62 3 133075 61 3 45623 58 % 

Single Beam 257045 59 % 127268 58 % 43636 56 3 

Trig. Simulation 252537 58 3 125144 57 3 42870 55 % 

and D2 • The distributions of the position at a fixed plane (PBT4), the slopes and 

the beam energy are compared and the ratio D2 / H2 is formed for each one of them. 

The results for RSAT triggers are shown in figure 4.10 (full sample) and for RCAL 

in figure 4.11. There is no dependence of the ratio in any of the examined variables. 

The beam illuminating both targets is the same after the beam phase space cuts. 

4.3.1 Physics Trigger Event Selection 

After reconstruction, a series of selection cuts are imposed to the physics trigger 

sample that is used in the ratio analysis. These cuts are applied in addition to the 

beam selection criteria described in the previous section. The beam selection cuts 

are applied to the reconstructed beam of each physics trigger event. The selection 

criteria that used to define the physics event sample are described below. 

-
-
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Table 4.7: Number of RCAL passing Beam Cuts. Sample II 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events ·Fraction 

Tota.I 423573 100 % 215664 100 % 77143 100 % 

Acceptable Run 412049 97 3 203664 94 % 69420 90 3 

No CAL error 411917 97 3 203596 94 3 69396 90 3 

Reconstructed and 

Ebeam range 360980 85 3 178025 83 3 60870 79 3 

Target Penetration 213353 50 3 105194 49 3 36052 47 3 

Single Beam 205439 49 3 101395 47 3 34725 45 3 

Trig. Simulation 202790 48 % 100062 46 3 34271 44 3 

Trigger. SAT or CAL trigger fired (hardware). 

Allowed kinematic region. The kinematic region is selected based on resolution, 

trigger acceptance and radiative correction effects that will be closely exam­

ined in the following paragraphs. The kinematic va.ria.bles a.re restricted in the 

following regions: 

1. Q2 > 0.1GeV 2 for the SAT trigger events and Q2 > 10-3 GeV! for the 

CAL trigger. 

2. 0.1 $ Yb; $ 0.8 

3. 0.0001 ::; Zbj ::; 0.99 for the SAT trigger events and 0.00001 $ Zbi < 0.99 

for the CAL trigger. 

4. v > 40 GeV 

5. 8.001 > O.OOlrad for SAT and 8.00 1 > O.OOOlrad for the CAL trigger 

l 
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Table 4.8: Number of SAT passing Beam Cuts. Sample I 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction 

Total 435476 100 % 472753 100 % 57002 100 % 

Acceptable Run 431788 99 % 284865 60 % 45288 79 % 

No CAL error 431222 99 % 284491 60 % 45242 79 % 

Reconstructed and 

E&eam range 409194 94 % 269573 57 % 42943 75 % 

Target Penetration 290538 67 % 196273 42 % 27127 48 % 

Single Beam 270796 62 % 182867 39 % 25260 44 % 

Trig. Simulation 255432 59 % 172574 37 % 23844 42 % 

The CAL trigger is accepted for lower Q2 and e.cat than the SAT because it 

does not trigger on the scattered muon, so its acceptance is not limited by the 

angular resolution of the SAT trigger elements. 

Vertex Cuts. ·This fiducial volume cut for the vertex is the equivalent to the fiducial 

volume defining the target penetration requirement for the beams. The X coor­

dinate is restricted to a range of two target lengths (it includes the target region 

plus half a target length on each end of the target). This will take care of vertex 

resolution effects in the empty target subtraction scheme that removes the out 

of target events on a statistical basis. The Y and Z coordinates are restricted 

to a range that excludes the scatters from the vessel walls (see page 103 for a 

more detailed discussion). The accepted range is : 

1. -13.5m $ X.1., $ -ll.5m 

-
-
-
-
-
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Table 4.9: Number of SAT passing Beam Cuts. Sample II 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction 

Total 1078029 100 3 755290 100 3 113574 100 3 
Acceptable Run 1054813 98 3 714719 95 3 102974 91 3 

No CAL error 1053533 98 3 713716 95 3 102857 91 3 

Reconstructed and 

Ebe.;.,. range 1014653 94 3 687373 91 3 99228 87 3 

Target Penetration 738126 68 3 519773 69 3 63433 56 3 

Single Beam 695027 64 % 489337 65 3 59660 53 3 

Simulation 682678 63 3 480967 64 % 58379 51 % 

2. -0.015m $ Y,,1,, $ 0.015m 

3. -0.020m $ z.1,, $ 0.026m 

Resolution cuts. This selection removes events where the kinematic variables are 

not well measured. 

1. The muon must have chamber information after the CCM magnet (either 

the drift chambers or the PSA on the scattered muon fitted track. This is 

the most important of these cuts. It assures that the fit of the scattered 

muon track is well constrained after the bending magnets. 

2. v/5,, > 4 

3. 5,, < l5Ge V 

4. 5,,,) Zb; < 0.5. This cut applies only to the CAL trigger due to the fact 

that the measured scattering angles are very small compared to the SAT 
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Table 4.10: Number of CAL passing Beam Cuts. Sample II 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction 

Total 463533 100 % 393721 100 % 41581 100 % 

Acceptable Run 447903 97 % 358034 91 % 37028 89 % 

No CAL error 445905 96 % 356442 90 % 36843 89 % 

Reconstructed and 

Ebeam range 438479 95 % 350644 89 % 36215 87 % 

Target Penetration 263061 57 % 215844 55 % 19523 47 % 

Single Beam 248746 54 % 204400 52 % 18427 44 % 

Simulation 246160 53 % 202289 51 % 18240 44 % 

trigger. 

5. X2 vertex probability > 0.001. The vertex used is that of the incoming 

beam, the scattered muon and all the :fitted hadron tracks. 

6. Positive scattered muon. Any negative scattered muon is considered to be 

a failure of the pattern recognition. 

The kinematic variables are shown in figures 4.12 and 4.13 for the SAT trigger 

and 4.14 and 4.15 for the CAL trigger, the arrows correspond to the cut values. 

The effect of each cut on the data is tabulated in tables 4.11, 4.12 and 4.13. The 

first entry is the number of events after the beam selection criteria applied (from 

tables 4.5, 4.6 and 4. 7). 
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Table 4.11: Number of SAT passing Event Selection. Sample I 

Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction 

Total after 

Beam Cuts 255432 100 % 172574 100 % 23844 100 % 

Resolution 174448 68 % 119051 68 % 15137 64 % 

Vertex in 

Target 74816 29 % 65193 37 % 974 53 

Kinematic 54722 22 % 48120 22 % 634 2% 

4.3.2 Monte Carlo validation 

The use of a Monte Carlo program for any kind of correction requires that the detector 

and the triggers have been well simulated. This has to be checked before we use the 

Monte Carlo to correct the data distributions. We have to demonstrate that all 

inclusive distributions from reconstructed Monte Carlo are similar to the measured 

distributions (data). This is not enough since even if all one-dimensional distributions 

are equal, the multivariate distribution need not be the same. In this analysis we 

will make the assumption that if all one-dimensional distributions show agreement 

between the data and the Monte Carlo, then the Monte Carlo describes the data 

reasonably well. 

To compare Data and the Deep Inelastic Scattering (DIS) Monte Carlo, the µ - e 

events have to be removed from the Data, since the Monte Carlo does not include 

them. Another way to do the comparison would be to mix DIS Monte Carlo with 

µ - e Monte Carlo events. For the Data and Monte Carlo comparison, and only for 

that, events are removed if: 
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Table 4.12: Number of SAT passing Event Selection. Sample II -

-Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction -
Total after 

Beam Cuts 682678 100 3 480967 100 3 58379 100 3 

Resolution 425821 62 3 302911 63 3 33151 57 3 

Vertex in ... 
Target 208454 30 3 182310 38 3 2431 43 

Kinematic 150048 22 3 132299 28 3 1524 23 -
... 

-
Table 4.13: Number of CAL passing Event Selection. Sample II 

... 
Cut H2 D2 Empty Liquid 

Events Fraction Events Fraction Events Fraction -
Total after -Beam Cuts 246160 100 3 202289 100 3 18240 100 3 

Resolution 195473 79 3 161364 80 3 14324 77 3 -Vertex in 

Target 103936 42 3 106690 53 3 1285 73 -Kinematic 91073 38 3 93674 45 3 1078 63 

-
-
-
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1. 0.00042 $ Zbj $ 0.00060. Remove the µ - e bin. 

2. No positive tracks and only 1 negative track having a calorimeter cluster asso­

ciated with it and momentum > 0.90 x v 

Also since the MC events are generated with Q2 > 0.2Ge V2 the same cut was applied 

to the Data. The Monte Carlo events were generated with beam distributions and 

hardware efficiencies that sample the run period as a function of time [64]. This is 

not absolutely necessary for the ratio measurement because of the cycling targets that 

cancel time dependent effects. The comparison for some of the inclusive distributions 

is shown in figures 4.16 - 4.18. The plots are normalized to the total number of entries. 

The open symbols are for the data points and the histogram for the Monte Carlo. 

The agreement is very good, apart from the multiplicity distributions in figure 4.18. 

This disagreement is not a problem with the physics generator, it is rather a problem 

with the sigmas used in the track fitting from the Monte Carlo. This results to a 

discrepancy between the track multiplicity distributions from Data and the Monte 

Carlo, since more Monte Carlo tracks appear to be fitted to the primary vertex. This 

is supported by the fact that the agreement between Data and the Monte Carlo is 

much better for the class of tracks defined as near tracks (plot of N,..0 , distribution, 

second raw of plots in figure 4.18). These tracks are classified according to their 

absolute distance from the vertex rather than the normalized distance to the vertex 

(using the sigma of the fit). 

4.3.3 Trigger acceptance-efficiency 

We will define the acceptance of the trigger as the fraction of the total events of any 

type in some region of the kinematic domain that the trigger registers in that region; 

assuming that the hardware has no inefficiencies. For a positive muon trigger that 

triggers on the presence of the scattered muon, this acceptance is the same for all 

classes of events. For veto muon triggers with a veto in front of the steel absorber, 

.. 
-
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-
-
-
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-
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-
-

-
-
-
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like the SAT trigger or for hadronic final state triggers like the CAL trigger, the 

previous statement is not by definition correct. Assuming that an event of type i is 

produced with some probability P; and detected with probability D;, then the ratio 

A; = D; · P;/ P; is the acceptance A; for that type of event in that domain (where 

i can be a DIS event, a radiative event, a µ - e event or even a class of DIS events 

with certain topology, and so on). The trigger acceptance A(:i:b;,Q2
) for the inclusive 

sample will then be: 

(4.5) 

with E; P; normalized to the total number of produced events. The trigger efficiency 

is defined .to be the combined effect of the scintillator efficiency, noise, timing and 

false vetoes caused by showers in the steel absorber. 

What we are interested in for the cross-section ratio measurement is the differences 

in trigger acceptance and trigger efficiency between the two targets. Furthermore, we 

are measuring the process muon-nucleon scattering, so theµ- e elastic scatters should 

be excluded. This is not just a matter of definition, because we are n~rmalizing the 

event yields per nucleon and the number of electrons per nucleon on H2 is two times 

that of the D2 • Also the acceptance for this process is different from the acceptance 

for DIS or radiative events. The CAL trigger is designed to exclude µ - e events 

and the SSA veto .element of the SAT is preferably vetoing these events because of 

the electron being in the same plane as the beam and scattered muons. Using the 

notation of equation 4.5, both P,._. and D.,._. are different between the two targets, 

and also D,._. is different from the D; of DIS and radiative events. We can see that 

this contribution should be excluded from the A(:i:b;, Q2
) measurement. The SAT 

acceptance for µ - e from the Monte Carlo is shown in figure 4.19 and should be 

compared with the same plot for muon-nucleon scattering from figure 4.21. The µ - e 

elastic is not a problem if we are using the Monte Carlo to determine the geometric 

acceptance of the trigger, since the process can be trivially excluded. It becomes 

important for the CAL trigger studies, since the CAL trigger is not simulated. In 
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tha.t ca.se we use a. sample of selected events from all the muon triggers and this 

selection excludes the µ - e elastic. It is also important when we use monitoring 

triggers (like SATPS) to examine the effect of the SSA veto on the SAT trigger. Due 

to the target cycling, the efficiency effects cancel to a. very good a.ppro.x:ima.tion in the 

ratio. The acceptance effects on the ratio a.re examined sepa.ra.tely for the SAT a.nd 

CAL triggers. 

SAT trigger There is no argument to support the idea. tha.t the geometrical accep­

tance of the trigger is different for each target, given that the bea.m phase space 

cuts constrain the bea.m to be well inside the target. What is different is the 

effect of the SSA veto in front of the steel absorber. This means tha.t differences 

in the topology of the final state will result in acceptance differences, given tha.t 

a final state particle can veto the event. The acceptance behind the absorber 

should not have any target dependent effects, since it just depends on the muon 

characteristics. We check the acceptance effects on the two targets from Monte 

Carlo. The quantity 
SATevents 
ALLevents 

is plotted as a function of Zb; and Yb; and then the ratio is examined for dif-

ferences. The results a.re shown in figures 4.20 and 4.21. Note tha.t the only 

event selection that defines the numerator of the previous expression is the SAT 

trigger requirement. To the level that the Monte Carlo correctly simulates the 

final state from the two targets, there is no difference in the trigger acceptance 

between H2 and D2 • This is only in the kinematic region a.hove Zbj > 10-3 and 

Q2 > 3Ge V 2 , where the pa.rton distributions used in the Monte Carlo generation 

a.re constrained by the data. entering the global fits. For the region of lower Zb; 

and Q2 the only check of the validity of the simulation is the agreement between 

Da.ta and the Monte Carlo in a comparison of the final state quantities. 

In order to enhance our understanding of the SAT trigger, we use Da.ta from 

the SATPS monitoring trigger. The SATPS ha.s the sa.me definition a.s the SAT 
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but with no SSA veto (see section 2.5). We define a clean sample of SATPS 

events and we form the quantity 

SAT0SATPS 
SAT PS 

Given that the only difference between the two triggers is the SSA veto, we 

can study its effect on the ratio of the acceptances for the two targets. The 

SATPS monitoring sample is defined applying the same physics trigger event 

selection described previously. Also we apply the calorimeter based selection 

that will be described in the next section, in order to remove the electromagnetic 

background, which has different acceptance than the inelastic events. This back­

ground includes µ. - e elastic scatters and hard target bremsstrahlung events. 

Since these cuts are applied, the conclusions about the acceptance effects of the 

SAT trigger in the <Tn/<Tp ratio measurement from this measurement are bound 

to be useful only for a sample defined with the exact same cuts. Using the 

formalism of equation 4.5 we see that this statement applies to the subset of 

processes i that the selection is retaining in the sample. The results for· differ­

ent kinematic quantities are shown in figures 4.22 and 4.23. The fit on the :z:b; 

dependence of the ratio of acceptances is done for the points below 10-3 • The 

answer is consistent with no dependence ( ~ 13 ± 13 ). 

CAL trigger The calorimeter trigger acceptance depends on the performance of 

the E665 calorimeter and its time dependence. This is because the gas gain 

changes its response as a function of time, while the voltage threshold that 

determines the trigger remains constant. This should not introduce any effect 

in the cross-section ratio measurement, since the event samples from the two 

targets are composed of the same statistical mixture. The CAL acceptance is 

checked versus a sample selected from the muon triggers SAT,SATPS,SVS using 

the quantity: 
CAL0 (SAT PS$ SAT$ SVS) 

(SAT PS$ SAT$ SVS)0 ROAL 
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The RCAL requirement in the denominator means that the beam for all events 

has to satisfy the calorimeter beam definition (RCAL). The requirements (se­

lection criteria) that define this test sample are the same requirements that are 

used to define the SATPS sample used for the SAT trigger studies (kinematic 

plus calorimeter cuts) and are described in the previous paragraph. 

The calorimeter trigger by construction excludes µ - e elastic and hard target 

bremsstrahlung events by triggering on the topology of the hadronic final state. 

To the approximation that inelastic, µ - e and bremsstrahlung event topology 

do not differ between the two targets, the trigger should not bias the ratio. We 

still have to establish that we can relate the partial cross-section ratio with the 

total cross-section ratio; this will be done in the following section. The two 

targets have similar lengths in radiation lengths, but D2 is ~ 2 times longer in 

interaction lengths, so the distribution of secondary particles is different. Also 

the D2 contributes coherent (from the nucleus) radiative events to the total 

cross-section, while H 2 does not have that component. The most important 

effect here is that of the difference in secondary interactions. The calorimeter 

trigger will fire if there is electromagnetic activity with some spread out of the 

scattering plane above some threshold. The source of these charged tracks or 

neutrals is not a parameter of the design. To the extent that we have established 

that the muon triggers are not sensitive to these effects, the results presented in 

figures 4.24 and 4.25 for the CAL trigger acceptance show that down to Zbi of 

10-4 the CAL trigger is not introducing any bias to the ratio measurement. One 

way to understand this insensitivity of the calorimeter trigger to the difference in 

secondary interactions between the two targets is to assume that the secondary 

particles produced by rescattering in the target have the same probability to fire 

the calorimeter trigger as the primary particle that produced them, if it were 

not rescattering in the target. Assuming then that the· primary particles from 

both targets have the same probabilities to fire the trigger, we end up with zero 
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net effect from the differences in interaction lengths. From the formulation of 
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Figure 4.25: Zbj CAL trigger acceptance from Data (muon triggers). 

equation 4.5 we see that for the components of the total cross-section that the 

trigger is sensitive to, the acceptance is the same. 
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4.4 Radiative Correction Application 

4.4.1 Electromagnetic Background and Inclusive measure­

ments 

Our objective is to measure un/ up, the ratio of the total neutron cross-section over the 

total proton cross-section in the single photon approximation. The only procedure 

that maintains a priori the definition of u;:-•••ured / u;•••ured as the total cross-section 

ratio is the application of calculated radiative corrections. This statement is true 

under the condition that the trigger used to select the sample has no bias based on 

the final state (in the ratio measurement acceptance biases to a large extend factorize 

and cancel). If this is not true then the radiative correction method fails to the level 

that the initial, uncorrected sample is biased. Assuming that the measured total cross­

section ratio is not biased, the problem of this method is that it requires the knowledge 

of the structure functions in the allowed region for photon radiation (see chapter 1). 

The data presented in this analysis extend to a region that the structure functions are 

not yet measured, complicating the radiative correction procedure. Another problem 

of course are the µ - e elastic events. They have to be removed, but the only cut 

that would be compatible with radiative corrections is a cut that is 1003 efficient 

and 1003 pure, since radiative correction techniques apply to total event rates. 

A different approach will be to identify and remove all radiative events, on an 

event-by-event basis, using the final state event properties. Experiment 665 has an 

Electromagnetic Calorimeter that allows identification of electrons and photons above 

its energy resolution cutoff. Furthermore, the Calorimeter trigger (triggering on the 

properties of the hadronic final state) has extended acceptance on the kinematic plane 

as compared to the acceptance of the muon triggers, and it is designed to exclude 

bremsstrahlung and µ-e elastic events. By definition any method that uses a cut or a 

trigger that selects events based on the topology of the event is not measuring the total 

cross-section. In order to use these techniques, corrections have to be applied on the 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-



151 

measured cross-sections. These corrections are based on the acceptance and efficiency 

studies for the selection, determined from Monte Carlo studies. Complementary to 

the Monte Carlo studies, another check for the calorimeter trigger is the study of the 

hadronic final state properties from the Data. This simply means the compariso~ 

of the distributions of the hadronic final state variables that the trigger probability 

depends on, between the two liquid targets, and that as a function of the kinematic 

variables. If these distributions are the sa.me, then to the extent that they define the 

trigger probability, the trigger performance is similar for the two targets. 

Our strategy for the measurement will be to use the calculated radiative correc­

tions technique in the region that is applicable. Then we will extend the range of the 

measurement using the other two techniques in the region where the systematic er­

rors are minimized. Fortunately this region corresponds to the small-:i:B; region, since 

there the cross-sections of the proton and the neutron are similar and cancellations 

of systematic effects are expected in the ratio measurement. 

4.4.2 Application of the Method 

In order to identify the non-radiative part of the cross-section in the cross-ratio mea­

surement we use three different techniques .. The first two involve the SAT muon 

trigger and the third the CAL trigger. 

SAT and Radiative correction calculated This method is applied by correcting 

the Data in an event by event basis using weights calculated at the exact kine­

matics of the event. The radiative correction factors were calculated according 

to the prescription of Mo and Tsai [106) and Tsai [109). These weights cor­

respond to the fraction of the deep inelastic scattering cross-section over the 

total cross-section. The computer program FERRAD [110), version 35, was 

used to perform the numerical integrations. This program has been developed 

by members of the EMC and NMC collaborations. A detailed description of 
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the program can be found in Reference [111]. The structure functions Ff and 

Ff are essential input in the calculation. The structure functions used in this 

analysis were constructed using the NMC F2 parametrization [47] for the high 

W2 inelastic region, the low W 2 inelastic region parametrization from {103], the 

resonance region parametrization from [102] and the extrapolation of [104] to 

small-Q2 for high W 2 • The construction of the input F!j used in the radiative 

correction calculation (and also in the Monte Carlo generation) is described in 

[105]. The elastic form factors used in the calculation were from [107]. 

The numerical integration (from equ. A24 of [109]) in W was performed in 280 

bins and for() in 8 x 30 bins. The resolution parameter~ (soft photon emission 

cutoff) was 500 MeV. The size of the radiative corrections on the ratio D2/ H2 

is shown in figures 4.26, 4.27 and 4.28, as a function of Ybi in Xbi bins. The 

procedure was applied as follows: 

• The radiative correction factors were calculated in a YBi and XBi grid 

(30 x 30), for H2 and D2 targets. 

• The Data were corrected in an event by event basis using the correction 

factor from the above grid. For each event a three by three table in YBi 

and XBi was defined from the closest points of the grid to the measured YBi 

and XB; of the event. The weight for the event was found by interpolation 

in that table. 

• The empty target contribution was measured separately for each target, 

using the event per event weight technique. This means that the empty 

target data were used two times separately, with different weights (once 

for each of the H2 and D2 targets) and the corresponding yields were 

subtracted from those of the liquid targets. To quantify this, let us examine 

the contribution in the event yield in a kinematic bin when target j is in 

position in front of the beam (j can be either the H2 or the D 2 target). 
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The number of events (Ni,,,.r) counted when target j is in position and 

after the radiative corrections, is given by the following expression: 

· N · '°'Nbg · 
N~r = Li wj + L-i wj 

were w~ is the weight for each i event in the kinematic bin, N the number 

of events coming from the j target, and Nbg the number of events coming 

from outside of the target when j target is in place (this will correspond 

to the empty target contribution, scaled with the relative luminosity). We 

determine the contribution to Ni,,,.r from the out-of-target events using the 

measured event yield from the empty target and the radiative correction 

weights for target j. If Nbg is the number of events from outside of the 

target when the empty target is in place, the number of the empty target 

events after the radiative correction weights are applied ( N :;;,.;) is given by 

the formula: 

N MT = '°'Nbg i. 
corr L.J; w, 

When the relative fluxes are scaled Nbg = Nbg and the subtraction will 

give the in target events, when target j is in place in front of the beam. 

The radiative correction method with calculated weights does not deal with the 

µ - e elastic contribution. 

SAT and Calorimeter Selection The calorimeter cuts are based on the topology 

of the hard target bremsstrahlung and the µ. - e elastic events (the electro­

magnetic (EM) background). From the kinematics of these processes, all the 

activity in the event is concentrated on the plane defined by the incoming and 

outgoing (scattered) muon 3-vectors, as opposed to a typical DIS event that 

has no preference on that plane. The event characteristics are discussed in the 
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following paragraphs. The standard E665 Monte Carlo is used to study these 

characteristics, with either theµ- e or the DIS (plus EM radiation) generators. 

The simplest case of a muon-electron elastic event is an event with only the 

scattered muon and the scattered electron in the final state. Since the process 

is elastic the electron track will be approximately coplanar with the incoming 

and outgoing muon tracks. For the purposes of this analysis the plane defined 

by the muon in-muon out vectors is identical with the bending plane of E665 

spectrometer. This is true because within the acceptance of the detector for 

µ - e events (figure 4.19) and for E665 beam energies, the scattering angles 

of the muon and the electron are smaller than ~ 4.8mrad [112]. We want 

to project the event to the calorimeter front face, which is ~ 13.5m from the 

interaction point, so the two planes will be very close. The result is that the 

spectrometer magnets preserved this coplanarity, since the bending angles were 

much larger than the scattering angles for the process. 

For the µ - e elastic events that pass the trigger requirement the electron will 

reach the electromagnetic calorimeter~ 100% of the time (from the µ-e Monte 

Carlo). The calorimeter in this case will report one large cluster of energy with 

its centre on the muon in-muon out plane. The size of the cluster is defined 

with respect to the 11 of the event (normalized cluster energy, zc1ua == Ec1ua/11). 

There are more complicated cases of muon-electron elastic events. These belong 

to the categories of radiative muon-electron scattering, where the electron is 

accompanied with a hard target bremsstrahlung from the muon, and events 

where the electron produces an electromagnetic shower as it passes through the 

experimental apparatus. To higher orders of complexity, a combination of the 

two previous cases can occur and also the bremsstrahlung photon can introduce 

showers with pair production. The first case of the more complicated muon­

electron elastic event is not modeled in the µ - e Monte Carlo. The topology 

of this type of event is not expected to have different properties from the ones 
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discussed above for the simple µ - e case. This is because the emission angle of 

the bremsstrahlung photon with respect to the incoming or the outgoing muon 

(initial or final state bremsstrahlung) is roughly~ Jm,,/E or~ Jm,,/E', so 

the event is still planar in the bending plane (muon bending angle much bigger 

than the scattering and the photon emission angles), with large calorimeter 

activity on that plane. The second case is the most co=on case and it is 

modeled in the µ - e Monte Carlo. The fraction of these events corresponds to 

~ 93.73 of the muon-electron events that pass the trigger selection. The event 

is still planar and the calorimeter activity large on the plane, since the shower 

has the direction of the electron (as the Monte Carlo studies suggest). 

The simplest case of a hard target bremsstrahlung event is an event with only 

the scattered muon and a hard photon in the final state. For kinematic rea­

sons the bremsstrahlung events are also planar on the muon in-muon out plane 

(given that the emission angle of the bremsstrahlung photon with respect to the 

incoming or the outgoing muon is ~ Jm,,/ E or ~ Jm,,/ E'). The calo~meter 
will report one large cluster of energy with its centre on the muon in-muon out 

plane. Since the reported energy loss of the muon ( 11 apparent) includes the ef­

fect of the bremsstrahlung emission, and since the actual 11 that is transferred to 

the target is very small because of the cross-section dependence on 11 (see chap­

ter 1, section 1.7), the normalized cluster energy (zc1u.)is very close to 1. The 

E665 Monte Carlo also models the cases of more complicated bremsstrahlung 

events, where the photon converts to an electron-positron pair and creates a 

shower. 

The calorimeter cut design is based on the properties of the background pro­

cesses discussed above. Its definition uses the normalized energy of the largest 

calorimeter cluster (Ec1u.i / 11) and the quantity Z11ow, which measures the 

spread of the EM energy out of the magnetic bend plane. For each event Z flow 

is defined: 
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The sum is over all the clusters in the EM Calorimeter. Zc1ua is the vertical dis­

tance of the center of the cluster from the center of the Calorimeter, Ec1ua is the 

energy of the cluster and ECAL10101 is the total EM energy in the calorimeter. 

The quantity log10 Z11ow is shown in figure 4.29 for both liquid targets. The 

histogram shows the distribution before the calorimeter cut and the solid sym­

bols the distribution after the cut described below. The cut is a 2 dimensional 
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Figure 4.29: log10(Z11ow)· Solid symbols after the calorimeter cut. 
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cut a.nd the event is removed if : 

Etargul cluster/V > 0.27 X (log(ZJ1ow)) + 0.8 

Figure 4.30 shows the effect of this cut. The events that a.re removed a.re seen 

to be clearly separated from the inelastic events. 
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Figure 4.30: Ec1usl / v vs log10(Z11ow)• SAT trigger 

The effect of this selection on events with different charged track multiplicities 

is shown in figures 4.31 and 4.32, for O, 1, 2 and more than 3 charged track 

multiplicity in the event, where the quantity EC AL1o10 if v is plotted for ea.ch 

selection. The histograms a.re the distributions before a.nd the solid symbols 

a.ft er the calorimeter cut. Note that a.s pa.rt of the calorimeter selection events 

-
-
-
-
-
-
-
-
-

-
-
-
-
-

-
-
-
-
-



• 161 

with zero calorimeter energy are included in the final sample, except if there 

was a calorimeter hardware error reported. In this case the event is removed. 

The fraction of the calorimeter hardware errors is 0.0006 and stable as function 

of run block, as has been reported in chapter 2. The calorimeter selectio,n 
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Figure 4.31: ECAL,0 ,ai/11 for different charged multiplicities. Solid symbols after 

calorimeter cut. H2 target 

as a radiative correction technique has the advantage of removing the µ. - e 

elastic events. This can be seen qualitatively in figures 4.33 and 4.34. In 

figure 4.33 the ZB; distributions of the events from the two liquid targets are 

plotted without the calorimeter selection. The large µ. - e peak centered at 

Zbj ~ m./mp = 0.000544 can be easily identified. A double gaussian plus a 
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first degree polynomial function is used to fit the µ, - e signal and the muon­

nucleon inelastic "background". In figure 4.34 the ZBj distributions are shown 

after the calorimeter selection has been applied. A fit is performed using the 

same function as in the case of no calorimeter cut. The values obtained ~y 

the fit without the calorimeter selection are used as the initial guess for the 

fit parameters after the calorimeter selection has been applied. There is no 

indication of a residual µ, - e signal after the calorimeter selection. On the 

52 . I 55 

~ 
4060.± 26.66 

4000 P2 -3.267 ± 0.1345E-03 
P3 0.2544E-01 ± 0.1247E-03 

3000 P4 519.9 ± 3.062 

/1 
P5 -2.571 ± 0.4745E-02 

2000 
P6 0.8400 ± 0.6280E-02 

I\ 
P7 1.256 ± 0.4249 
PS 40.64± 1.214 

1000 

0 
-4 -3 -2 -1 0 

LOG10(x.,) SAT, cuts 2 , H2 

'JC: d 92 . I 55 

~ 
P1 2288. ± 21.83 
P2 -3.267 ± 0.2109E-03 

2000 P3 0.2565E-01 ± 0.1887E-03 
P4 491.7 ± 1.620 

/1 
P5 -2.490 ± 0.3017E-02 
P6 0.7519 ± 0.4264E-02 

1000 
1 \ 

P7 2.493 ± 0.3071 
PB 24.10± 0.6321 

) L----""-· 
0 

-4 -3 -2 -1 0 

LOG,0(x.,) SAT, cuts 2 , 02 

Figure 4.33: log( Zbj) distribution before the calorimeter cut. Hz target top plot, D2 

target bottom plot. 

other hand the calorimeter selection only removes a fraction of the DIS radiative 

events, since the topology of these type of events is similar to that of a non 
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radiative DIS event. To complete this method a correction from the Monte 

Carlo is required, for the inefficiencies and the impurities of the selection. This 

study is presented in the next section. 

Calorimeter (CAL) trigger The CAL trigger is a hadronic final state trigger, se­

lecting events based on the spread of the calorimeter deposited energy (see 

section 2.5). The CAL trigger selects events based on the same ideas that 

defined the calorimeter selection above. In addition, since it does not require 

the scattered muon in order to trigger, it spans a larger region of the Kinematic 

space. In figure 4.35 the calorimeter quantities that define the offiine calorime-
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Figure 4.35: Ec1ua1 / II vs log10 ( Z flow). CAL trigger 

ter selection are plotted for both targets and from the calorimeter trigger. The 
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events selected with this trigger are compatible with our oflline definition of DIS 

events, based on the event topology. 

4.5 Uncertainties on the Radiative Correction 

Techniques 

4.5.1 Calculated Radiative Corrections 

From the three Radiative Correction techniques discussed in the previous section, 

the systematic effects for the first one (Calculated Radiative Corrections) has been 

discussed in detail in the literature [115), and in the E665 internal reports [113), 

[114). The conclusion is that assuming that the input structure functions used are 

realistic, the effects on the ratio measurement due to uncertainties on the theoretical 

model and the numerical integration are less than 0.5%. In these studies compar­

isons of the different theoretical approaches and their implementations are used to 

estimate the quoted uncertainty. Since E665 has a calorimeter an attempt was made 

(reference [116)) to estimate this uncertainty from the comparison of the absolute 

bremsstrahlung event rate, as measured with the calorimeter, to the one calculated by 

FERRAD. The same event weighting technique that is used in the DIS analysis was 

applied, but this time the weights were the fraction of the bremsstrahlung over total 

cross-section. The event selection for the bremsstrahlung events was the calorimeter 

cut described in the previous paragraph inverted (the negative requirement becomes 

positive). In addition all events with 0.00042 < zb; ~ 0.00060 were removed in order 

to remove the µ. - e elastic contribution explicitly, since it has a similar calorime­

ter signature to the bremsstrahlung events. The agreement between the calculated 

and the measured rates was at the 5% level. This uncertainty was dominated by 

the contamination of the bremsstrahlung sample with deep inelastic scatters and the 

error on the Monte Carlo correction applied to remove them. Similar results have 
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been reported by EMC [117] for the same comparison of calculated versus measured 

absolute bremsstrahlung event rates. The conclusion of these checks can be summa­

rized with the following statement: The Calculated Radiative Corrections technique 

is self consistent with 0.53 uncertainty on the ratio, while it has been checked exper­

imentally and found correct with an uncertainty at the 53 level on the absolute rate 

measurement. 

4.5.2 Electromagnetic Selection and SAT trigger 

The E665 Monte Carlo is used to study the EM selection (calorimeter cuts) from 

the SAT data sample. The efficiency for the µ - e elastic rejection is measured in a. 

straight forward manner. E665 Monte Carlo events, generated with the µ - e elastic 

process generator, and reconstructed with the standard pattern recognition filters, 

are subjected to the standard chain of physics analysis cuts. The quantities that 

define the calorimeter cut from this sample are plotted in figure 4.36. The line drawn 

represents the cut selection. The µ - e elastic rejection is ~ 99.9943 efficient. 

In order to measure the purity of the cut (what fraction of DIS events are removed) 

and its efficiency in removing radiative events, the E665 Monte Carlo with the DIS 

generator plus higher order EM processes (as described in chapter 2) is used. Before 

we continue with this study some Monte Carlo terminology definitions are needed: 

• True variables are the generated variables, before reconstruction. 

• At the true level the kinematic variables can be either calculated from the scat­

tered muon or from the virtual photon. In the first case, if there is radiation, 

then the kinematic quantities will not correspond to the 4-momentum trans­

ferred between the target and the muon. We define: 

1. Apparent are the kinematic quantities determined from the scattered muon. 

2. Actual are the kinematic quantities detemiined from the virtual photon. 
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• Following these definitions, the radiative events at the Monte Carlo analysis level 

are tagged using the condition: Vactual < Vapparent, where the subscript refers to 

the way that v was determined. Since the radiative photon spectrum in the 

E665 Monte Carlo starts at 400 Me V, this is the lower limit in the differen<;e 

of the two quantities for a radiative event. There is a slight mismatch if one 

wants to compare final state quantities between data and Monte Carlo, since 

the calorimeter resolution cutoff is higher than 400 Me V ( minimum 1 Ge V for 

a cluster). The calorimeter "sees" radiative photons above 5 GeV, while the 

Monte Carlo tagged spectrum starts at 0.4 GeV. This difference has no effect in 

the calorimeter cut studies. The radiative events can be further categorized as 

radiative DIS events and coherent (only for D2 ) or quasielastic radiative events. 

The true actual mass of the hadronic final state (w:~;::..; is used to differentiate 

between the 2 categories: 

1. w:~":.1 < 4.0 GeV. Resonance region. Coherent or Quasielastic event. 

2. w:;r,:01 > 4.0 GeV. Continuum. Radiative DIS event. 

We will use the above definitions to investigate the effects of the calorimeter cut on 

each different type of event. In figure 4.37 the composition of the event sample is 

shown, as a function of ;r;B;, before and after the calorimeter cut for both targets. The 

top curves on each plot are the fraction of the radiative events to the total number of 

events after the selection. The bottom curves are the DIS event fraction to the total. 

The fractions before the calorimeter cut are plotted with open symbols, and after the 

cut are plotted with solid symbols. The EM selection minimizes the contamination 

of the sample with radiative events. To go one step further in our study we need 

to quantify and determine the fraction of radiative events before and after the cut, 

and the fraction of DIS lost due to the cut. Let us write an expression for the total 

measured cross-section, using the extra information that the calorimeter can provide 

(identification of the radiative events) and then try to relate it with the terms in 
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equation 4.2 (utot = 0'1,, x Kaum + t1'radinel + t:Tquaai + Ucoh + O'µ-e)• Define u:i:r"adi~~ive' 
meaaured d meaaured th di t" di t" d · uradiatiue an uµ-e as e non-ra a ive, ra a ive an µ-e event cross-sections as 

tagged by the calorimeter. Then the total cross-section measured by the experiment 

is: 

meaaured + meaaured + meaaured 
t7 exp = (7' nonrodiative t7 radiative O' µ-e (4.6) 

When we apply the calorimeter cut analysis we remove the u';'r."d;!r[.,~d and u;;'!~•ured 

contributions. Since the u;;'!~•ured = u µ-e according to the Monte Carlo results pre­

sented above, we will drop the µ - e terms from the two relations. The measured 

quantities with the calorimeter selection can be related to the unbiased event rates 

with the following formulas: 

measured,i ( \ ) · K 
O' nonradiative = 1 - Ai + Ei ui.., X aum 

meaaured1i i · ( \ ) i K 
O'radiative = O'radinel + cr;uasi + Ai - fi O"l'i' X aum 

where A is the fraction of non-radiative cross-section lost to the total non radiative 

cross-section (which is u1., x Kaum), Eis the fraction of radiative events kept to the 

total non radiative cross-section, and the index i (i=l,2) indicates the different liquid 

t t Wh t . meaaured,D j meaaured,H hi h ·th th h 1 f th b arge S. a WC measure IS CT nonradiative O' nonradiative, W C WI e e p 0 ea OVC 

expressions gives: 

uf., x Kaum 

u{!, x Kaum 
(4.7) 

We will evaluate A and E as a function of ZBj from the Monte Carlo and then we will 

use. the values that correspond to the ZBj region where the calorimeter cut method is 

applicable. The dependence of E in ZBj, for the two targets, is shown in figure 4.38. 

Also shown is the value obtained from a flat line fit for ZBj < 0.005 (0.0058 ± 0.0023 

for H2 and 0.0056 ± 0.0021 for D2 ). The 1- A ZBj dependence is shown in figure 4.39, 

with the value of the flat line fit for the same ZBj region (0.0606 ± 0.0023 for H2 and 

0.0658±0.0022 for D2 , these are the A values). Using these four values in equation 4.7 

we obtain a value of 0.9949 ± 0.0025 for the expression ~=~!!~!. This means that 
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D 

below z 8 ; of 0.005 the correction on ~ from the calorimeter cut is 0.51 ± 0.25% of 
"1, 

the measured ratio. 

This very small bias from the calorimeter cut in the region of small-ZBj is coming 

from the fact that the calorimeter selection is very efficient in removing the coherent 

and quasielastic radiative events. It is not efficient in removing the radiative DIS 

events, but in the small-ZBj region the F2 differences are small for the two targets, 

and the radiative DIS rate is proportional to F2 • Most of the estimated correction 

on the calorimeter cut is due to the presence of radiative DIS events in the final 

sample. This can be seen in figures 4.40 and 4.41 for H2 and D2 respectively. The 

top plots are showing the number of radiative events before (histogram) and after 

the calorimeter selection, as a function of Wactual· The bottom plots are showing 

the fraction of the radiative events after the calorimeter cut to the total number of 

radiative events, also as a function of Wactual· In the resonance region there are no 

radiative events left, while in the DIS continuum region the cut has no significant 

effect. There is another contribution to the total cross-section that the calorimeter 

selection can not remove: the vertex and lepton self energy corrections. These are 

multiplicative corrections to the single-photon-exchange cross-section and they are 

of the order of ~ 1% [114]; since these corrections are combined with the residual 

effect from the shoft photon radiation, the magnitude of the correction depends on 

the infrared cutoff 4
• The vertex a.nd lepton self energy corrections cancel in the 

measurement of the cross-section ratio. 

4.5.3 Calorimeter Trigger 

There are two categories of effects that we have to investigate in order to understand 

the CAL trigger. The first is acceptance biases, and in this category effects such 

as secondary interaction differences are included. We have studied these effects in 

4These effects are discussed in chapter 1, section 1. 7 

-

-
-
-

-
-
-
-
-
-
-
-
-
-
-
-



W Radiative RAD events 

600 

• After cut 

400 - before cut 

200 

20 

TRUE actual W for rodiotiveSAT, cuts 2 , H2 

' ' 

10 20 

RAD ofter cut/ Rod Total , H2 

30 

-

. -. 

. 

-
. 

-

30 

Figure 4.40: MC: Calorimeter Selection as a function of Wact=I· H2 

175 



176 

800 

600 

400 

200 

--0 0 

0.75 

0.5 

0.25 

0 0 

W Radiative RAD events 

• After cut 

- before cut 

20 30 

TRUE actual W for radiativeSAT, cuts 2 , D, 

10 20 30 

RAD after cut / Rad Total , D, 

Figure 4.41: MC: Calorimeter Selection as a function of Wactual• D2 

-
-
-
.... 

-

-
-
-
-
-
-
-
-
-

-
-



177 

Section refs-trig in the region of overlap with the muon triggers. Assuming that we 

can smoothly extrapolate our results to the kinematic region where there is no overlap 

with other triggers, we see no effect on the ratio. The second category corresponds to 

the trigger bias in terms of the fraction of the total cross-section of each target that 

the trigger can "see". The calorimeter trigger, for example, does not fire on events 

that do not have particles reaching the calorimeter detector. In order to prove that 

there is no bias on the ratio, we have to establish that the losses are the same for 

the two targets. This is not a trivial statement for the high Zbj region, since this is 

the valence quark dominated region in the cross-section, and the neutron and proton 

are different. There is no reason to expect that the fraction of each type of event 

produced (tagged with its final state properties), will be the same. For Zbj values low 

enough that the cross-section is sea dominated the hadronic final states should be 

similar. We will study the final state differences for the two targets in that region. 

The implication discussed in the previous paragraph is not an acceptance problem. 

Even if for a given type of event the trigger probability is the same for. both targets, 

the probability to produce such an event does not need to be the same. In that 

case the fact that the trigger will not fire at all for certain types of events biases 

the results obtained with that trigger. What we want to establish here is that the 

fraction of the total non-radiative cross-section that corresponds to u;::;;:-:.uJ;~~iue for 

the CAL trigger is the same for the two targets. Since the CAL is triggering on 

the hadronic final state if the event topology is similar then the above argument is 

supported. The ratio ( H2/ D2 ) of the average values of the final state quantities that 

the calorimeter trigger probability depends on is presented in figures 4.42 and 4.43, 

as a function of Zbj. The average quantities plotted as a function of Zbj are Ec1uai. 

Z11ow, Eca1 - Ec1u61 , the number of positive N+ and negative N_ tracks and Nc1u., the 

number of calorimeter clusters. The ratios are then fitted to a flat line for Zbj < 0.005. 

All results deviate from unity by order of 1 % except for the ratio of the charged track 

multiplicities, for which the deviation is approximately double. The tracks used to 
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form this ratio are tracks associated with the primary vertex. Since the D2 target 

has double the interaction lengths of the H2 target, secondary interactions will reduce 

the number of tracks fitted to the vertex for the D2 events as compared to the events 

from H2 • This means that the difference in multiplicities does not have to be a 

difference in the production probability from the two targets. It can be the effect of 

the difference in interaction length between the them. This is an acceptance problem 

which we have already studied in Section 4.3.3 where we saw no overall acceptance 

difference. In order to examine that hypothesis we plot the same ratios for events 

, 
3 

Final State Difference H - D . SAT +SATPS+SVS AL cut 
· /n t 1. 4 l 1 
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Figure 4.44: D2 - H2 hadronic final state comparison 2. Muon triggers 

from the combined muon triggers data sample, with calorimeter cuts applied. We 

perform the same fits and the results are similar. These results support the idea that 
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the larger differences seen in the multiplicity ratios for the calorimeter trigger are not 

due to the difference of the cross-section fraction that the trigger "sees" between the 

two targets. 

4.6 Validation of the Reconstruction of the Event 

Kinematics 

Since the ratio measurement extends to very small values of the kinematic variables it 

is important to verify the precision with which the Pattern Recognition reconstructed 

the event kinematics. 

A straight forward method to check for biases due to the reconstruction techniques 

1s to reconstruct Monte Carlo events and compare the reconstructed values of the 

kinematic variables with the values of the true event kinematics. For any kinematic 

variable X we define the normalized residual NR: , 

N R(X) = Xapparenl - Xreconalrucled 

u(X) 

where Xapparent is the value of the apparent kinematic variable generated by the 

Monte Carlo, Xreconatructed is the value of the variable reconstructed by the Pattern 

Recognition and u(X) is the uncertainty in this reconstructed value computed by the 

Pattern Recognition. We use the apparent kinematics because here we want to study 

the smearing effects due to reconstruction only (the definition of the apparent true 

Monte Carlo kinematics can be found in the previous section). If the uncertainty u(X) 

describes correctly the instrumental uncertainties and there are no reconstruction 

biases, the distribution of the NR variable should follow a normal distribution. In 

figure 4.45 the distribution of NR is examined for the fJ and 11 variables as a function 

of (J and 11 respectively, and in figure 4.46 the distribution of NR for Q2 and ZBj 

is examined as a function of Q2 and ZBj respectively. For each bin of the kinematic 

variables the mean value and the spread of the NR distribution is shown. The results 
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are shown separately for the hydrogen and the deuterium targets. The distributions 

are flat, all the points are close to zero and the standard deviations in each bin are 

close to unity. In figures 4.4 7 and 4.48 the mean value of the NR distribution is 

plotted together with the error of the mean rather than the spread, as a function of 

(J and v, and Q2 and zB; respectively. There is no significant systematic deviation 

from zero. 

In addition to the use of Monte Carlo events, Rbeam events are used in order 

to check that the apparatus does not introduce any target dependent bias in the 

reconstructed event kinematics. In principle, straight through beams should not 

have a reconstructed scattering angle. Apparent small non-zero scattering angles can 

be introduced due to small alignment problems. Small angles can also be induced 

from multiple scattering in the target. Since the two liquid targets are similar in 

radiation lengths (there is a 143 difference) the multiple scattering effects should be 

approximately the same in the ratio measurement. In figure 4.49 the top plot shows 

the log( Q2) distribution of the reconstructed Rbeam triggers from the H2 and D2 

targets. The events are selected using the standard beam phase space cuts described 

in the previous sections. In addition, one forward spectrometer muon reconstructed 

in the PSA chamber is required. The bottom plot of in figure 4.49 shows the ratio of 

the log( Q2) distributions from the two targets. The ratio is fitted to a linear function 

in log( Q2). The result of the fit shows no target dependent reconstruction bias. The 

total number of Rbeam trigger events with reconstructed kinematics is 762425 from 

a total of 961226 Rbeam triggers for H2 (79.33), and 561309 from a total of 447887 

for D2 (79.7%). 

4. 7 Detector Smearing Effects 

The finite resolution of the detector smears the muon kinematics as they appear 

after the effects of electromagnetic radiation (apparent kinematics). Although the 
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Figure 4.49: Reconstructed Rbeam log( Q2) distributions from the H2 a.nd D2 targets 

(top plot), a.nd the log(Q2 ) distribution of the ratio D2/H2 (bottom plot). 
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resolution of the detector is similar for the hydrogen and the deuterium targets, the 

apparent kinematic distributions are different for the two targets, so detector smearing 

could introduce a systematic effect on the extraction of the single-photon-exchange 

cross-section from the total measured cross-section (see equation 4.3). In order to 

verify that there is no systematic effect introduced by the detector smearing, recon­

structed Monte Carlo events are used. The detector smearing function is evaluated by 

comparing the apparent muon kinematics at the true level with the apparent muon 

kinematics after the detector simulation and the reconstruction has been applied. 

The total number of events in each reconstructed kinematic bin has contributions 

from two sources: 

1. The events that were generated with true kinematics in the bin, and remained 

in the same bin after reconstruction. 

2. The events that were smeared into the bin due to detector resolution. 

The smearing function in a kinematic bin is defined as: (smearingfunctiur:)-1 -

Ntrue/Nrecin +Ntrue/Narnearin, where Ntrue is the number of events generated with their 

true kinematics in that bin, Namearin is the number of events that smear into that 

bin, and Nrecin the number of events that remained in the bin after reconstruction. 

The error on the first fraction is binomial, the error on the second is gaussian. The 

total error is the quadratic sum of the two. In figure 4.50 the (smearing function )-1 

is presented as a function of XBi for the H2 and the D2 targets (two top plots). The 

ratio of the two is presented in the bottom plot of the figure; there is no significant 

effect on the ratio due to detector smearing. 

-
-

-

-
-
-
-

-
... 

-
.... 

-
... 

... 

-
-



-

2 

2 

1.25 

103 102 10 1 

(Smearing functiont1
• H2 Xsj 

103 102 101 

(Smearing functiont', D2 Xsi 

103 102 101 

Smearing function D2/H2 Xe1 

.. 
i 

189 

Figure 4.50: The detector smearing as a function of XB; for the H2 and the D2 targets 

(two top plots) and for the ratio D2/ Hi (bottom plot). 



Chapter 5 

The neutron to proton structure 

function ratio-Results 

In this chapter the final results of the measurement of the neutron to proton structure 

function ratio are presented. The dependence of the ratio on the Bjorken scaling 

variable :r: is examined, averaged over Q2
• This measurement has high· statistics and 

small systematic uncertainty and covers the region 0.000004 < :r: < 0.3. These are 

the first high precision results in the region below :r: = 0.0004. In addition, the 

dependence of the ratio on Q2 for fixed :r: is presented. 

In the extraction of the structure function ratio the assumption is that there are 

no nuclear effects in the deuteron, Ff= HF2n + F2n), and that the structure function 

ratio R is the same for hydrogen and deuterium, Rd= RP. The assumption Rd= RP 

is supported by the existing experimental results (see the discussion at the end of 

chapter 1). With the above assumptions, the cross-section ratio u'j.,/uf.,, is equal to 

the structure function ratio F2n /Ff! (see equation 1.11). 

The structure function ratio is obtained using three largely independent analysis 

techniques to extract the single-photon-exchange cross section from the measured 

event rates. The first two techniques use data obtained with the Small Angle Trigger 

191 



192 

10 

t 
[ 

::' 

~.; ,. 
.~. 

~ 
" r-: 

_, 

.... ~~ ....... •·.:······~·-~-.. ~:­
_.:: 

' ..... 
" 

• 

____ CAL 

_SAT, EM rejection 

___ SAT 

--

Figure 5.1: The :c distribution for D2 • SAT trigger before and after the EM rejection 

and CAL trigger. 

-
-

-

-
... 

-
-

... 

-
.... 

.. 

... 

..... 

-



193 

(SAT) and either calculated radiative corrections or calorimeter based event selection. 

The third analysis technique uses the calorimeter (CAL) trigger (section 4.4.2). 

5.1 The final sample 

In this section the final statistics for each one of the three analysis techniques and for 

each target are presented. Both the number of incident muons and the final number 

of events after all cuts are summarized. 
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Figure 5.2: The :i: distribution for H2 • SAT trigger before and after the EM rejection 

and CAL trigger. 

The complete data sample for the muon Small Angle Trigger (SAT), before any 
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beam phase space cuts were applied, was obtained from 3.05 x 1011 muons incident 

on the H2 target. For the D2 target there were 1.76 x 1011 muons, and for the liquid 

empty target (MT) there were 0.57 x 1011 muons. After applying the beam selection 

criteria described in chapter 4, the number of useful beam muons on each target 

was 1. 75 x 1011 on the H2 target, 0.87 x 1011 on the D2 target, and 0.30 x 1011 on 

the MT target. The calorimeter (CAL) trigger data, without any beam cuts, were 

obtained from 2.22 x 1011 muons on the H2 target, 1.13 x 1011 muons on the D2 

target, and 0.40 x 1011 muons on the MT target. After the beam selection, for the 

CAL trigger there were 1.06 x 1011 muons on the H2 target, 0.52 x 1011 muons on the 

D2 target and 0.18 x 1011 muons on the MT target. These beam rates were calculated 

using the measured prescale factors tabulated in Tables 4.1-4.3 and the Rbeam counts 

from tables 4.5-4. 7. The resulting total number of events for the different analysis 

techniques and for each target is summarized in table 5.1. The first column gives the 

total number of SAT events after the kinematic selection, the second column gives 

the total number of SAT events after the Electromagnetic (EM) background rejection 

cuts, and the last column gives the total number of CAL trigger events (the three 

analysis techniques are described in chapter 4). The SAT event yield includes the 

contribution from both Period I and Period II samples 1 • The :i: distribution of the 

events for the three analysis techniques is shown in figure 5.2 for the H2 target and in 

figure 5.1 for the D2 target. The large effect of the muon-electron elastic scattering 

contribution is shown in the SAT sample with only the kinematic selection. The SAT 

data set with EM rejection and the CAL trigger data set show no effect, in agreement 

with the studies presented in chapter 4. 

1The division of the data in two periods because of the change in the D2 target composition is 

described in appendix A. The CAL trigger was active only during Period II 
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Table 5.1: Final statistics per target 

Total number of events 

Target SAT SAT CAL 

kinem. cut EM selection kinem. cut 

H2 205112 122354 91073 

Dz 180751 126841 93674 

MT 2160 1367 1078 

5.2 The x dependence of the ratio 

In order to study the z dependence of the ratio, the data were averaged over Q2 • The 

ratio is extracted using equation A.13, with the target composition corresponding 

to each data period determined by using the procedure described in appendix A (the 

results are tabulated in table A.3). 

The event yields from the two liquid targets are corrected for the contribution 

of the out-of-target interactions and the target vessel interactions. This is done by 

subtracting the empty target vessel data scaled with the relative beam fluxes, as 

described in chapter 4. The relative beam fluxes were calculated from tables 4.5-

4. 7; and for Period I SAT were H2 /MT = 6.1452, D2 /MT = 2.9989, and H2/D2 = 

2.0491. For Period II SAT they were Hz/MT = 5.8967, Dz/MT = 2.9146, and 

Hz/ D2 = 2.0231. The relative beam fluxes for the beam definition of the CAL 

trigger were Hz/MT= 5.9201, Dz/MT= 2.9275, and H2 /D2 = 2.0223. The size of 

the correction due to the empty target subtraction is of the order of 5 - 8% of the 

uncorrected event yield. 

The results of the structure function ratio measurement, F!! /Ff, as a function 

of z, obtained using each of the different analysis techniques, are shown in figures 
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5.3- 5.6. The F2n /Ff ratio measurements obtained from each of the two periods of 

the SAT data sample are compared in figure 5.3. Both the EM rejection method 

and the radiative correction calculation technique are shown. The ratio of the F; /Ff 
measurement from the two periods is also shown as a function of z for each one 

of the two analysis techniques. The overall differences are within the normalization 

uncertainties of the target composition determination discussed in appendix A. The 

results from the two SAT periods are combined by taking the weighted average of the 

structure function ratio in each z bin. The weighted average of the structure function 
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Figure 5.4: The ratio as a function of z from SAT. EM rejection. 

ratio, r = F2/Ff, in each bin of the z variable is given by r = L,;(ri/sn/E;(l/sn, 

where r; and s; are the ratio and the statistical error on the ratio for period i = I, I I. 
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The uncertainty on each value of r is given by 8 = 1 I L;;( 1 I sn. The results from the 

combined SAT sample using the EM rejection technique are shown in figure 5.4. The 

combined SAT results using the calculated radiative correction technique are shown 

in figure 5.5. Because of the large muon-electron elastic scattering effect, which can 

be identified at the value :c ~ 0.00055, the calculated radiative correction method 

breaks down below :c of 0.0008. Finally, the ratio obtained with the CAL trigger 

technique is shown as a function of :c in figure 5.6. 

0.75 
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Figure 5.5: The ratio as a function of :c from SAT. Calculated radiative corrections. 

The results of the three analysis techniques, including the event yields for each 

target, are listed in tables 5.3- 5.7. The first column of these tables gives the bin 

edges of each :c bin, the next six columns give the event yields for the three targets 
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before and after the empty target correction, and the last two columns give the F2 /Ff 

ratio and the statistical error on the measurement. The results from the SAT with 

the EM rejection technique are given in table_s 5.~ and 5.4 for the SAT periods I and 

II respectivdy. The results from the SAT with the calculated radiative correction 

technique are tabulated in tables 5.5 and 5.6, one table for each of the two periods. 

The structure function ratio results as a function of z obtained with the CAL trigger 

are given in table 5.7. The averaged results of both SAT based analysis techniques 

are presented in table 5.8. In this table the combined F2" /Ff ratio and the statistical 

error from each technique is given for each z bin. Since the F2" /Ff ratio has been 

obtained assuming no nuclear effects in the deuteron, the corresponding ratio of the 

per nucleon structure function of the deuteron to that of the proton, Ff/ Ff, can be 

extracted from the tabulated results using the simple relation 

while the error of the Ff/ Ff measurement is half the error of the F2 /Ff measurement. 

The systematic uncertainty and its sources are summarized in table 5.2 for each 

one of the three analysis techniques. The systematic uncertainty includes the ef­

fects of relative normalization (chapter 4 and appendix A), the trigger acceptance 

differences for the different targets, the calorimeter event selection, and the calcu­

lated radiative corrections. The trigger acceptance differences are caused because of 

hadronic final state differences that affect the veto clement of the SSA in front of the 

muon absorber, and the performance of the CAL trigger. The analysis of the contri­

bution from different sources to the systematic uncertainty is presented in chapter 4). 

The total systematic uncertainty of each method is obtained by adding in quadrature 

the values of the systematic errors that are rdevant to the method. The resulting 

total systematic error is less than 3.5% in the region of applicability of each analy­

sis technique (see chapter 4 and table 5.2). In addition, an independent check of 

the systematic uncertainty on the ratio has been performed using the muon-electron 
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elastic scattering events. The result of this study is presented in appendix D and is 

consistent with the value of the systematic uncertainty quoted here. 

Table 5.2: Summary of the systematic errors on ratio. 

Analysis technique Source 

CAL SAT and EM rejection SAT and radiative corrections 

z < 10-3 z < 10-2 8 x 10-4 < z 

±0.5% ±0.5% ±0.5% Beam NRM 

±0.85% ±0.85% ±0.85% Target 

< ±0.53 Rad. Cor. 

< 2.0% < 2.0% SAT veto 

0.6% CAL cut 

<3.5% Final ~tate 

The final F; /Ff results from each one of the three different methods a.re com­

pared in figure 5.7. The ratio value from each method is plotted in the z region 

where the systematic errors for this method a.re minimized. There is very good agree­

ment between the results from the different techniques in the region of overlap. The 

systematic uncertainty of the result is represented by the shaded band at the bottom 

of the plot. The z dependence of the structure function ratio measurement is also 

compared with the results from the NMC experiment [46). The NMC results shown 

a.re also averaged over Q2 , and the assumptions made in the extraction of the struc­

ture function ratio a.re the same as those made in this analysis (no nuclear effects 

in the deuteron, and R"=RP). The agreement between the two experiments is very 

good. The value of the ratio is systematically below unity in the whole z region 

that the data cover and it is constant for z < 0.01 (the flat line drawn at the value 
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Figure 5.6: The ratio as a function of :z: from CAL trigger. 
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F2/ Ff= 1 is to guide the eye). The a.vera.ge Q2 values in ea.ch z bin for the E665 

de.ta. a.re la.rger tha.n the corresponding NMC values [118] in the z bins where both 

0.75 

Solid Symbols E665 0 2 averaged 

0.5 T Colorimeter trigger 

• Small angle trigger, EM rejection 

• Small angle trigger, radiative corrections 
0.25 

t::,. NMC Phys.Rev.050 1 (1994) o' averaged 

o~~~~~~~~~~~ 
106 105 104 103 102 161 

x 

Figure 5. 7: The ra.tio a.s a. function of z. Comparison of the three techniques. 

experiments ha.ve de.ta.. The a.vera.ge Q2 values per bin a.re given in ta.ble 5.9. The 

agreement of the measurement from the two experiments indicates tha.t there is no 

significant Q2 dependence of the ra.tio in the region of overlap in z. The measured 

Q2 dependence from the E665 de.ta. is discussed in section 5.3. 
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Table 5.3: F2 /Ff averaged over Q2 as a function of :i:. SAT with EM rejection, Perio'd 

I 

:i: Event yield Empty subtracted F2/F!f error 

bin center H2 D2 Empty H2 D2 stat. 

0.000150 100 87 2 88 81 0.65 0.28 

0.000250 448 427 7 405 406 0.80 0.14 

0.000400 1187 1275 10 1126 1245 . 0.98 0.09 

0.000550 666 715 8 617 691 1.01 0.12 

0.000695 1160 1231 9 1105 1204 0.95 0.09 

0.000895 1196 1262 19 1079 1205 1.00 0.09 

0.001500 4897 5052 49 4596 4905 0.91 0.04 

0.002500 3634 3814 53 3308 3655 0.98 0.05 

0.003500 2925 2829 26 2765 2751 0.78 0.05 

0.005000 3838 4059 44 3568 3927 0.97 0.05 

0.008000 4054 4249 45 3777 4114 0.95 0.05 

0.015000 3780 3965 58 3424 3791 0.99 0.05 

0.030000 2304 2389 26 2144 2311 0.93 0.06 

0.050000 913 1006 15 821 961 1.10 0.11 

0.080000 815 816 14 729 774 0.90 0.11 

0.125000 389 400 7 346 379 0.96 0.16 

0.175000 186 199 1 180 196 0.95 0.21 

0.250000 142 146 1 136 143 0.89 0.24 
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Table 5.4: F2 /Ff averaged over Q2 as a function of :c. SAT with EM rejection, Period 

II 

z Event yield Empty subtracted F2/Ff error 

bin center H2 D2 Empty H2 D2 stat. 

0.000150 242 260 2 230 254 0.98 0.19 

0.000250 1178 1229 8 1131 1206 0.91 0.08 

0.000400 3249 3301 34 3049 3202 0.88 0.05 

0.000550 1769 1837 20 1651 1779 0.93 0.07 

0.000695 3128 3256 36 2916 3151 0.94 0.05 

0.000895 3314 3468 38 3090 3357 0.95 0.05 

0.001500 13346 13620 138 12532 13218 0.89 0.03 

0.002500 10028 10385 121 9315 10032 0.93 0.03 

0.003500 7415 7955 74 6979 7739 0.99 0.04 

0.005000 10559 11008 100 9969 10717 0.93 0.03 

0.008000 11096 11366 114 10424 11034 0.90 0.03 

0.015000 10143 10776 116 9459 10438 0.98 0.03 

0.030000 6527 6891 80 6055 6658 0.97 0.04 

0.050000 2738 2866 35 2532 2764 0.96 0.06 

0.080000 2375 2381 26 2222 2305 0.86 0.06 

0.125000 1226 1120 13 1149 1082 0.68 0.08 

0.175000 543 513 4 519 501 0.73 0.11 

0.250000 480 413 8 433 390 0.61 0.12 

-
-
-
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Table 5.5: F2n /Ff averaged over Q2 as a function of :i:. SAT with radiative corrections, 

Period I 

z Event yield Empty subtracted F.n / F,P 2 2 error 

bin center H2 D2 Empty H2 D2 stat. 

0.000150 126 109 5 97 89 0.64 0.27 

0.000250 554 509 9 496 473 0.71 CJ..11 

0.000400 2935 2380 36 2714 2257 0.49 0.04 

0.000550 10358 6546 59 9994 6354 0.13 0.02 

0.000695 1669 1575 24 1518 1497 0.77 0.07 

0.000895 1282 1313 22 1148 1244 0.94 0.09 

0.001500 5031 5218 61 4657 5028 0.94 0.04 

0.002500 3745 3921 56 3404 3751 0.98 0.05 

0.003500 2962 2909 29 2783 2819 0.82 0.05 

0.005000 3909 4139 48 3612 3992 0.98 0.05 

0.008000 4110 4296 47 3821 4154 0.95 0.05 

0.015000 3798 3992 56 3457 3824 0.98 0.05 

0.030000 2309 2391 29 2132 2305 0.94 0.07 

0.050000 911 996 15 816 949 1.09 0.12 

0.080000 800 818 13 722 779 0.94 0.12 

0.125000 388 404 7 348 384 0.98 0.18 

0.175000 189 207 2 177 201 1.03 0.23 

0.250000 155 159 1 149 157 0.88 0.23 
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Table 5.6: F2 /Ff averaged over Q2 as a function of :i:. SAT with radiative corrections, 

Period II 

:i: Event yield Empty subtracted F"/FP 2 2 error 

bin center H2 D2 Empty H2 D2 stat. 

0.000150 299 306 5 272 287 0.89 0.14 

0.000250 1438 1457 19 1324 1383 0.87 0.07 

0.000400 8078 6561 99 7496 6235 0.48 0.03 

0.000550 28770 18338 176 27733 17784 0.13 0.01 

0.000695 4696 4355 54 4380 4187 0.71 0.04 

0.000895 3494 3665 48 3209 3515 0.96 0.05 

0.001500 13742 14101 155 12828 13633 0.90 0.03 

0.002500 10203 10650 121 9490 10290 0.94 0.03 

0.003500 7594 8135 80 7121 7897 0.99 0.04 

0.005000 10665 11201 102 10062 10899 0.94 0.03 

0.008000 11236 11502 116 10552 11160 0.90 0.03 

0.015000 10183 10847 119 9482 10497 0.99 0.03 

0.030000 6531 6863 79 6063 6629 0.96 0.04 

0.050000 2710 2846 32 2521 2752 0.96 0.06 

0.080000 2373 2381 24 2231 2310 0.85 0.06 

0.125000 1221 1155 12 1149 1119 0.74 0.08 

0.175000 551 517 5 523 503 0.72 0.12 

0.250000 498 433 9 446 407 0.63 0.14 

... 
• 
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- Table 5.7: F2n/Ff averaged over Q2 as a function of z. CAL trigger, Period II 

z Event yield Empty subtracted F.n / F,P 2 2 error 

bin center H2 D2 Empty H2 D2 stat. 

0.000007 2263 2273 25 2115 2200 0.86 0.06 

0.000020 11248 11484 108 10609 11168 0.89 0.03 

0.000040 8467 8723 101 7869 8427 0.92 0.03 

0.000075 12959 13403 137 12148 13002 0.92 0.03 

0.000150 13318 13759 198 12146 13179 0.94 0.03 

0.000250 7426 7572 120 6716 7221 0.93 0.04 

0.000400 8650 8796 90 8117 8533 0.88 0.03 

0.000550 2801 2951 36 2588 2846 0.97 0.06 , 
0.000695 3972 4018 41 3729 3898 0.87 0.05 

0.000895 3007 3137 39 2776 3023 0.95 0.06 

0.001500 7477 7641 71 7057 7433 0.89 0.03 

0.000250 3237 3450 31 3053 3359 0.97 0.05 

0.003500 1830 1898 17 1729 1848 0.91 0.07 

0.005000 2107 2162 26 1953 2086 0.91 0.07 

0.008000 2088 2073 19 1976 2017 0.83 0.06 

0.015000 2014 2079 30 1836 1991 0.94 0.07 

0.030000 1469 1454 26 1315 1378 0.88 0.08 

0.050000 624 649 8 577 626 0.94 0.12 

0.080000 462 509 7 421 489 1.09 0.15 

0.125000 231 177 2 219 171 0.39 0.15 

0.175000 75 85 0 75 85 1.03 0.33 

0.250000 67 52 0 67 52 0.38 0.26 
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Table 5.8: F2 /Ff averaged over Q2 as a function of :c. SAT Period I and II combined -

:z: F2/Ff error F2/Ff error 

bin center CAL cut R.&dCor 

0.000150 0.876729 0.158876 0.838817 0.124753 -0.000250 0.880088 0.0715525 0.824822 0.0578545 

0.000400 0.908709 0.0440922 0.482129 0.0228881 ... 
0.000550 0.952012 0.0614078 0.131025 0.00947129 

0.000695 0.942613 0.0456672 0.72214 0.0344202 -0.000895 0.961809 0.0457547 0.959382 0.0455448 

0.001500 0.896405 0.0216909 0.91286 0.0218553 -0.002500 0.943888 0.0261097 0.952262 0.0265019 

0.003500 0.921745 0.0289859 0.934459 0.0293811 -
0.005000 0.939295 0.0248158 0.952204 0.0252583 

0.008000 0.911621 0.0240092 0.90919 0.0243973 -
0.015000 0.981364 0.0262125 0.98571 0.0271438 

0.030000 0.961476 0.0324948 0.955106 0.0337592 -
0.050000 0.989617 0.051934 0.984882 0.054412 

0.080000 0.86909 0.0522792 0.872088 0.0546184 -
0.125000 0.733488 0.0693039 0.784332 0.0746243 

0.175000 0.778318 0.100553 0.784425 0.106676 -
0.250000 0.666615 0.109564 0.695666 0.119213 

... 

-
.. 
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Table 5.9: Average Q2 in each z bin. SAT and CAL trigger. 

z Average Q2 (GeV2) 

CAL trig. SAT 

0.000004-0.00001 0.002 

0.00001-0.00003 0.005 

0.00003-0.00005 0.011 

0.00005-0.0001 0.022 

0.0001-0.0002 0.043 0.115 

0.0002-0.0003 0.072 0.145 

0.0003-0.0005 0.115 0.201 

0.0005-0.0006 0.154 0.252 

0.0006-0.00079 0.196 0.293 

0.00079-0.001 0.252 0.344 

0.001-0.002 0.373 0.437 

0.002-0.003 0.631 0.561 

0.003-0.004 0.867, 0.668 

0.004-0.006 1.250 0.857 

0.006-0.010 2.034 1.277 

0.010-0.020 3.853 2.383 

0.020-0.040 7.845 4.928 

0.040-0.060 12.858 8.125 

0.060-0.100 20.863 12.219 

0.100-0.150 32.917 18.634 

0.150-0.200 50.957 24.143 

0.200-0.300 74.440 35.588 
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5.3 The Q2 dependence of the ratio 

In order to examine the Q2 dependence of the F2 /Ff ratio in each z bin the data were 

fitted with a linear function of In( Q2
), ~(z;, Q2

) = .Bo(z;) + .B(z;) x In(Q2
), where i is 

2 

the bin index. The fit parameters were obtained using a x2 minimization procedure. 

The In( Q2
) dependence of the F2 /Ff ratio obtained using the CAL trigger data set 

is shown in figures 5.8- 5.10; each plot in the figures corresponding to a different 

z bin. The In( Q2) dependence of the SAT data set with electromagnetic rejection 

cuts is presented in figures 5.11- 5.13. In each one of the plots in these figures the 

ln(Q') dependence - CAL trigger 
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Figure 5.8: Logarithmic Q2 dependence for fixed z - CAL trigger. 
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value of :z: at the center of the corresponding :z: bin. The results from the two analysis 

techniques are consistent; and within the statistical power of the measurement, there 

is no significant Q2 dependence observed. 
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Figure 5.9: Logarithmic Q2 dependence for fixed :z: - CAL trigger. 

The measured logarithmic Q2 slope is shown as a function of :z: in figure 5.14. The 

slopes ;3( :z:;) obtained from the analysis technique with the smallest systematic and 

statistical error in each :z:; bin are plotted at the center of that bin. The E665 results 

are compared with the results of NMC (118), which are also consistent with no Q2 

dependence in the small-z region where both experiments have statistical power. The 

flat line plotted at the value /3 = 0 is drawn .to guide the eye. The NM C results show 

significant negative slopes in the higher :z: region, 0.1 < :z: < 0.4. 
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Figure 5.10: Logarithmic Q2 dependence for fixed z - CAL trigger. 
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The results from the CAL trigger and the SAT with EM rejection analysis tech­

niques are given in tables 5.10 and 5.11. For each technique the measured slopes 

(,8), the intercepts at Q2 = lGeV2 (,80 ), and the x2 per degree of freedom of the 

fit are given for each :i:; bin. In addition, the x2 per degree of freedom from a fl.~t 

line fit is included (fit after setting ,8 = 0). The logarithmic Q2 dependence of the 

Ff/ Ff ratio can be obtained from that of the F!f /Ff ratio. Since Ff/ Ff= F,"/~f+I, 

the logarithmic Q2 slope ,Bd and the intercept ,Bg of the Ff/ Ff ratio are given by the 

relations ,Bd = 1/2,8 and ,Bg = (,80 + 1)/2. 

In order to verify that the apparatus did not introduce a target dependent bias 

in the Q2 measurement, a series of tests have been performed. Reconstructed Monte 

Carlo events and reconstructed straight through beams were used to demonstrate that 

there are no systematic biases in the Q2 measurement (section 4.6). In addition, the 

electron mass has been measured as a function of Q2 from both targets, and this also 

showed no target dependent effect (appendix D). 
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Figure 5.11: Logarithmic Q2 dependence for fixed z - SAT with EM rejection. 
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ln(Q2
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Figure 5.13: Logarithmic Q2 dependence for fixed z - SAT with EM rejection. 
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Figure 5.14: Logarithmic Q2 slopes, as a function of z. The NMC result 1s also 

plotted. 
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Table 5.10: F; /Ff as a function of Q2 , using the CAL trigger. 

CAL trigger ... 
z (3 f3o x2 /ndof x2/ndof 

(3 = 0 

0.000004-0.00001 0.508 ± 0.274 4.09 ± 1.75 0.69 0.98 

0.00001-0.00003 0.098 ± 0.052 1.41±0.28 0.40 0.53 

0.00003-0.00005 0.141 ± 0.076 1.54 ± 0.34 1.10 1.20 

0.00005-0.0001 0.051 ± 0.050 1.10 ± 0.19 0.62 1.52 

0.0001-0.0002 0.014 ± 0.053 0.89 ± 0.17 0.73 0.68 

0.0002-0.0003 0.085 ± 0.082 
r 

1.14 ± 0.21 0.38 0.42 

0.0003-0.0005 0.002 ± 0.063 0.86 ± 0.14 1.42 1.37 

0.0005-0.0006 0.352 ± 0.183 1.58 ± 0.33 0.79 1.00 -
0.0006-0.00079 -0.022 ± 0.112 0.83 ± 0.18 0.66 0.62 

0.00079-0.001 -0.074 ± 0.130 0.81±0.18 0.63 0.60 ... 
0.001-0.002 0.105 ± 0.068 0.96 ± 0.08 1.55 1.57 

0.002-0.003 -0.033 ± 0.120 0.91±0.08 1.00 0.94 

0.003-0.004 -0.003 ± 0.260 1.14 ± 0.11 0.52 0.47 

0.004-0.006 0.163 ± 0.340 0.99 ± 0.13 0.54 0.50 

0.006-0.010 -0.012 ± 0.358 1.1 ± 0.30 1.16 0.92 

0.010-0.020 -0.028 ± 0.298 1.1±0.44 0.88 0.75 

0.020-0.040 0.906 ± 1.320 -0.7 ± 2.55 1.90 1.20 -
... 

-
... 
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Table 5.11: F!j /Ff as a function of Q2 , using the SAT. 

SAT 

z (3 f3o x2/ndof x2/ndof 

(3 = 0 

0.0002-0.0003 -0.405± 0.539 1.16 ± 0.30 0.31 0.38 

0.0003-0.0005 0.175± 0.186 0.83 ± 0.39 0.69 0.70 

0.0005-0.0006 -0.047± 0.277 1.07 ± 0.19 1.20 1.04 

0.0006-0.00079 0.135± 0.545 1.09 ± 0.16 0.76 0.75 

0.00079-0.001 0.137± 0.140 0.84 ± 0.05 0.53 0.55 

0.001-0.002 -0.052± 0.049 0.95 ± 0.04 1.78 1.73 

0.002-0.003. 0.046± 0.051 0.88 ± 0.04 0.64 0.63 

0.003-0.004 0.034± 0.052 0.89 ± 0.03 1.33 1.29 

0.004-0.006 -0.029± 0.042 0.89 ± 0.03 1.86 1.78 

0.006-0.010 -0.015± 0.039 0.89 ± 0.03 11.95 1.80 

0.010-0.020 0.045± 0.043 0.91 ± 0.04 0.81 0.81 

0.020-0.040 -0.098± 0.056 1.08 ± 0.09 0.74 0.82 

0.040-0.060 -0.090± 0.138 1.13 ± 0.28 0.50 0.49 
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Chapter 6 

Summary and Conclusions 

In this chapter the physics results of the measurement of the neutron to proton 

structure function ratio are summarized. The results are· compared with predictions 

from models that include shadowing effects in the deuteron. The implication of the 

measurement to the experimentally estimated value of the Gottfried sum rule is also 

discussed. 

6.1 Summary and Comparison with Shadowing 

models 

The x and Q2 dependence of the structure function ratio, F2 /Ff, from scattering 

of 470 GeV muons on hydrogen and deuterium targets, has been measured in the 

region 0.000004 < x < 0.3 and Q2 > 0.001GeV2• The ratio was extracted assuming 

no nuclear effects in the deuteron, F2 /Ff = 2Ff /Ff - 1, where Ff is the the per 

nucleon structure function of the deuteron. It was also assumed that Rd = RP, 

where R is the ratio of the longitudinal to transverse polarization cross-sections of 

t'he virtual photon. With this assumption, the ratio of the deuteron to proton single­

photon-exchange cross-sections is equal to the structure function ratio Ff/ Ff. The 
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ratio Fi/ Ff was found to be constant for :i: < 0.01 and to have no significant Q2 

dependence. 

. ' 't' ; y di .,. . I,~ '2 •O • ~ 

0.75 

¢ 
0.5 

~ ,. E665 02 averaged 

0 NMC 02 averaged 
0.25 

0 
106 105 104 103 102 101 

x 

Figure 6.1: F2n /Ff ratio versus :i:, using the best points from each method. The solid 

line is the ratio prediction from Badelek and K wieciiiski, including the shadowing 

effect, and the dashed line is a straight line fit to the E665 data, for :i: < 0.01. 

In order to obtain the constant value of the ratio for :i: < 0.01, the measurement 

from the analysis technique with the smallest systematic and statistical error was 

used in each :i: bin. The results are shown in figure 6.1. The NMC points from [46] 

are also plotted, in order to emphasize the quantitative agreement between the two 

data sets. The value obtained from a straight line fit for :i: ~ 0.01 is 0.935 ± 0.008 

(statistical error), with a x2 per degree of freedom of0.83 (dashed line in figure 6.1). 
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Since Ff/ Ff= F;/~f+I, the ratio Ff/ Ff for :i: < 0.01, is then 0.968±0.004 (statistical 

error), which means that the per nucleon structure function of tlie deuteron is 3.23 

smaller than the structure function of a free nucleon. The data are compared to 

the prediction of the model of Badelek and Kwiecmski, [11], which calculates the 

effects of nuclear shadowing in the deuteron. The curve in figure 6.1 (solid line) 

is from (43], where the prediction of the model for the ratio Fi/ Ff including the 

shadowing effects is given in the E665 kinematic range. There is good agreement 

between the prediction of the model and the E665 data. Similar behaviour of the 

structure function ratio has been predicted by the model of Melnitchouk and Thomas 

(10]. In both models the shadowing effects in the deuteron are introduced by using 

the double-interaction formalism (see discussion in chapter 1). The vector meson 

contribution and the partonic contribution are both included. The two models differ 

in the way that the high and low Q2 regions are connected, see (10] for a discussion. 

The prediction of the model of Melnitchouk and Thomas for Ff/Ff from (10] is 

shown in figure 6.2, and it is compared with the E665 results. 

The :i: and Q2 dependence of the structure function ratio Fi/ Ff from the analysis 

techniques with the smallest systematic and statistical uncertainties are summarized 

in table 6.1. For each :i: bin the table includes the value of the ratio Fi/ Ff with the 

statistical and systematic uncertainty, the average Q2 for each bin, the Q2 slope, and 

the method with which the measurement was obtained (the legends for the method 

are: CLT for the CAL trigger, STC for the SAT trigger with EM rejection, and 

STR for the SAT trigger with calculated radiative corrections). The ratio of the 

per nucleon structure function of the deuteron to that of the proton, Ff/ Ff, can be 

obtained using the relation Fl/ Ff= F2/;f+I. 
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1' E665 Q2 averaged 

x 

Figure 6.2: Ff/ Ff ratio versus z, using the best points from each method. The solid 

line is the ratio prediction from Melnitchouk and Thomas, including the shadowing 

effect, and the dashed line is a straight line fit to the E665 data, for z < 0.01. 
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Table 6.1: F;/Ff as a function of z and Q2• Ff/Ff= 1'2/;f+1
• 

:I: F.nf FP 2 2 < Q2 > error method f3 error 

stat. syst. 

0.000004-0.00001 0.862 0.002 0.061 0.027 CLT 0.508 0.274 

0.00001-0.00003 0.886 0.005 0.027 0.028 CLT 0.098 0.052 

0.00003-0.00005 0.919 0.011 0.033 0.029 CLT 0.141 0.076 

- 0.00005-0.0001 0.918 0.022 0.026 0.029 CLT 0.051 0.050 

0.0001-0.0002 0.944 0.043 0.027 0.030 CLT 0.014 0.053 

0.0002-0.0003 0.927 0.072 0.036 0.029 CLT 0.085 0.082 

0 .0003-0 .0005 . 0.909 0.201 0.044 0.021 STC 0.002 0.063 

- 0.0005-0.0006 0.952 0.252 0.061 0.022 STC 0.352 0.183 

0.0006-0.00079 0.943 0.293 0.045 0.022 STC -0.0~2 0.112 

- 0.00079-0.001 0.959 0.344 0.045 0.021 STR -0.074 0.130 

0.001-0.002 0.913 0.437 0.022 0.020 STR -0.052 0.049 

0.002-0.003 0.952 0.561 0.027 0.021 STR 0.046 0.051 

0.003-0.004 0.934 0.668 0.029 0.021 STR 0.034 0.052 

0.004-0.006 0.952 0.857 0.025 0.021 STR -0.029 0.042 

0.006-0.010 0.909 1.277 0.024 0.020 STR -0.015 0.039 

0.010-0.020 0.986 2.383 0.027 0.022 STR 0.045 0.043 

0.020-0.040 0.955 4.928 0.033 0.021 STR -0.098 0.056 

0.040-0.060 0.985 8.125 0.054 0.022 STR -0.090 0.138 

0.060-0.100 0.872 12.219 0.055 0.019 STR 0.196 0.175 

0.100-0.150 0.785 18.634 0.074 0.017 STR 

0.150-0.200 0.784 24.143 0.107 0.017 STR 

0 .200-0 .300 0.700 35.588 0.119 0.016 STR 
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6.2 Discussion and conclusions 

In the first chapter of this thesis we examined the theoretical issues involved in the 

interpretation of the structure function ratio F2 /Ff in muon-nucleon inelastic scatter­

ing. In the high four-momentum transfer ( Q2
) limit, where the quark-parton model is 

valid, the F2 /Ff ratio is related to the ratio of the down- and up-quark momentum 

distributions, and it can be used to measure the Gottfried sum rule that provides 

information about the light-:flavor isospin symmetry of the nucleonic sea. The low-:i: 

measurements are of great importance, since most of the contribution to the sum 

rule comes from the low-:i: region. Furthermore, in this regime perturbative Quantum 

Chromo-Dynamics (pQCD) predicts that the Q2 dependence of the structure func­

tion ratio can be at most logarithmic. This is a consequence of the logarithmic Q2 

dependence of.the nucleon structure functions, as calculated within the framework of 

pQCD (see discussion in chapter 1). Even in the case of differences in the Q2 evo­

lution due to the different :flavor contents of the neutron and the proton, the F2 /Ff 
ratio will have a slow logarithmic Q2 dependence. 

The above picture becomes more "colorful" if we allow Q2 to become small enough 

that the strong coupling constant a. becomes large. In this case the interactions 

among the partons in the nucleon during the scattering process become important, 

introducing a stronger ·Q2 dependence to the structure functions (higher-twist effects, 

~ l/Q2n-2 , equation 1.23). The higher-twist effects are not calculable in pQCD and 

from their origin are :flavor dependent, thus introducing a Q2 dependence to the ratio. 

H Q2 becomes even smaller, the perturbative expansion breaks down altogether and 

the Vector Meson Dominance (VMD) inspired 1 phenomenological description of the 

structure functions is the only one available (equation 1.26). This again introduces 

a strong Q2 dependence to the structure functions and possibly to the ratio, in the 

low Q2 region. In addition, the issue of nuclear shadowing in the deuteron, which 

1This includes also the Generalized VMD (GVMD) models 
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arises naturally in the VMD picture and is a low-:i: phenomenon, has to be resolved. 

Also, Regge phenomenology predicts the equality of the neutron and proton structure 

functions in the low-:i: limit (cf. equation 1.30 and the discussion in chapter 1). 

The previously existing high precision data from the NMC experiment (118] 

covered the region :i: > 0.002 and Q2 > 0.1GeV2 • The NMC measurement of the 

Gottfried sum rule (using a Regge inspired extrapolation ior the unmeasured :i: re­

gion) indicates that the nucleonic sea is not isospin symmetric [ 46]. The :i: region 

covered did not allow NMC to investigate deuterium shadowing. The measured Q2 

dependence in the NMC data (see figure 5.14) shows some higher-twist contribu­

tion in the higher-:i: region, but it is consistent with no effect in the lower-:i: region 

(:i: < 0.1) ( [118] for a discussion). 

The E665 results from the measurement presented in this thesis cover the region 

0.000004 < :i: < 0.3 and Q2 > O.OOlGe V2 , three orders of magnitude lower in :i: than 

NMC, and with higher average Q2 in the overlap region. The structure function ratio 

Fr/ Ff was obtained from the single-photon-exchange cross-section ratio assuming 

that Ii!' = R:', where R is the ratio of the longitudinal to transverse polarization 

cross-sections of the virtual photon. The structure function ratio F2n /Ff, extracted 

without any consideration of nuclear effects in the deuteron, is constant for :i: :S 0.01, 

and is found to be 0.935±0.008±0.034, where the first number is the statistic error and 

the second the systematic error 2
• The ratio of the per nucleon structure function of 

the deuteron to that of the proton for :i: :S 0.01, is then Ff/ Ff = 0.968±0.004±0.017. 

This implies that the per nucleon structure function of the deuteron is smaller than 

the structure function of a free nucleon by 3.2% ± 1. 7%. This can be an indication of 

shadowing of virtual photons on the deuteron. The E665 data match the predictions 

of phenomenological models that calculate the effect of nuclear shadowing in the 

deuteron ( [11], [10]). Unfortunately, this is not the end of the story. These models 

2The systematic error assigned is the largest value of the z dependent total systematic error 

presented in table 5.2 and in figure 5. 7 
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rely on parametrizations of inclusive diffractive processes to calculate shadowing, so 

they .are valid to the extent that Regge phenomenology concepts are valid. Of course, 

in that case we already have a prediction for the difference of the structure functions 

of free nucleons, Ff - F2n - z 1- 0·5 , so assuming that we have readied the Regge 

limit (see chapter 1) our measurement is indeed a confirmation of the existence of 

nuclear effects in the deuteron. In this case, the shadowing calculations should be 

used to correct all F!f measurements extracted from the deuteron (the size of the 

effect depends in general on z and Q2). Since the shadowing effects decrease the 

structure function of the bound neutron compared to the structure function of the 

free neutron, the shadowing correction to the measured neutron structure function 

from the deuteron increases its value. Since the Gottfried integral is defined to be 

Sa = f~ dz Ff{z):F;j'(z), the shadowing correction will decrease the integrand, thus 

reducing the value of the Gottfried sum rule. If the NMC data that were used to 

extract the Gottfried sum rule are corrected for shadowing, then the value of the sum 

rule will further decrease by - 12% [43]. This implies that the sea quark distributions 

are not :flavor symmetric. This conclusion will affect the results of global analyses 

that extract parton distribution functions using structure function measurements, 

which will in turn affect the calculation of hard scattering cross-sections in ep, pp 

and pp collisions. The importance of the measurement of the ratio F2n /Ff on the 

determination of the parton distribution functions can be seen clearly in figure 6.3. 

In this figure a comparison of the NMC, BCDMS, and EMC data with the ratio 

F!f /Ff constructed from existing parton distribution functions is shown (from [119]). 

The ratio is plotted at Q2 = M?i,, where M?i, is the mass of the W boson. It can be 

seen clearly that older sets of parton distribution functions whicli were not constrained 

by the recent NMC data, can be easily ruled out. 

If, on the other hand, we choose to interpret our results as the measured difference 

of the free neutron to proton structure functions (disregarding nuclear effects in the 

deuteron), then our measurement shows that the neutron structure function is smaller 
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Figure 6.3: F2n /Ff ratio. Comparison with Parton Distribution Functions from Global 

Structure Function Analysis. 
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than the proton structure function, thus the value of the sum rule will increase. In 

order to make the last statement, we use the measurement of the Q2 dependence of 

the structure function ratio. Since our results, and the NMC results, are consistent 

wjth no Q2 dependence at the low z region, we can extrapolate our measurement to 

a high Q2 value, where the structure functions have a parton-model interpretation. 

In this case the integral performed at fixed Q2 will get a positive contribution from 

our result, and the sum rule value will increase. 

The current sum rule picture could be clarified in the future by performing Drell­

Yan experiments wjth protons on deuterium and hydrogen targets. The ratio Avy = 
.. ,,~:•· is directly related to the difference d - ii. [120). Also, if deuterons are used 
tTpp pn 

in the HERA collider, then the same low-z measurements will be performed at much· 

higher Q2
, possibly further resolving the shadowjng issue. 
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Appendix A 

Liquid Targets for Run91 

A.1 Density determination 

A.1.1 Chemical composition 

Different orientations of the two nuclear spins in the diatomic molecules of D 2 and 

H2 give rise to the molecular modifications designated by the prefixes ortho and para. 

The equilibrium composition is temperature dependent. Close to the boiling point 

of liquid hydrogen (20.4 deg K ) the concentrations are : ortho ~ 0.21 % and para 

~ 99.79 % (equilibrium H 2 ). At 20.4 deg K the deuterium composition is ~ 98 % 

ortho (equilibrium D2 ). Most of the physical properties like vapor pressure, density 

of the liquid, etc. are mildly dependent upon the composition. The boiling point 

temperature in deg K for equilibrium H2 is 20.27, for equilibrium D2 is 23.52 and for 

hydrogen deuteride (HD) is 22.13 (at atmospheric pressure) from [121 J. 

A.1.2 Measuring the E665 Liquid Target Densities 

The target densities are derived indirectly from the measurement of the saturated 

vapor pressure in the cryogenic liquid reservoir ( a description of the target setup and 
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geometry can be found in [60) ). The vapor pressure was measured by a pressure to 

voltage transducer. The raw pressure has to be adjusted according to the pressure 

transducer calibration data [123). The raw pressure values were recorded on the E665 

raw data tapes from the EPICURE data logger. This datum is part of the 91 Spill 

Database record [69). The information from each tape and for each spill is merged to 

create an n-tuple and it is checked for readout failures [94). The data integrated over 

all Run blocks and after the transducer calibration correction are shown in figures A.1 

and A.2, for D2 and H2 respectively. 
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Figure A.1: D2 Pressure 
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Figure A.2: H2 Pressure 

The Run dependence of the pressure values is shown in figure A.3 and figure A.4. 

The big ftuctuations shown for some run blocks correspond to periods that either one 
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of the targets ha.d problems. This wa.s verified from the information found in the 

logbook of the experiment (Table A.1). 
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Figure A.3: D2 Pressure vs Run 
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Figure A.4: H2 Pressure vs Run 

The target pressures are converted to temperatures using the parametrization 

for D2 in equilibrium ( from reference [121] ) a.nd the temperatures to density us­

ing the parametrizations from [124) a.s described in references [94] a.nd [123]. The 

parametrizations for D2 a.re: 

(A.l) 

where P a.nd Tare the pressure a.nd temperature (mm Hg, deg Kelvin), a0 = 4.7367, 
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a_1 = -58.4440, and a1 = 0.02670. 

p = (bo - T)/b1 (A.2) 

where p and T are the density and temperature (gr/cm3
, Kelvin) and bo = 86.981 

and b1 = 389.97. For H 2 the parametrizations used are: 

p = cco+c;/(T+c,)+ci xT 
a (A.3) 

where P and T are the pressure and temperature (atm, Kelvin) and Ca = 10.,eo = 

2.00062, C; = -50.09708, Cb= 1.0044 and Ct= 0.01748495. 

p =Pc+ a1 x fi°.38 + a2 x 5 + a3 x 5L33333 + a4 x 51.6666667 +as x 52 (A.4) 

where pis in mol/cm3 , 5 =Tc - T, Tc is 32.976 degrees Kelvin and Tis in Kelvin, 

Pc=0.01559 mol/cm3, a1 = 7.3234603 x 10-3 ,a2 = -4.407426X10-4 ,a3 = 6.6207946 x 

10-4, a4 = -2.9226363 x 10-4 and as= 4.00844907 x 10-s. 

The conversion factors for pressure units are: 1 mm Hg --> 1 atm 1.3157895 x 10-3 and 

atm --> psi 14.6960. It is worth emphasizing the fact that the densities are insensitive 

to small pressure changes. The slope for H2 is 0.00025 gm/ cm3 /psi and for D2 is 

0.00055 gm/ cm3 /psi. The measured densities are shown in figure A.5 and figure A.6. 

The Run dependence is shown in figures A. 7 and A.8. The arrows correspond to the 

bad Run Blocks listed in Table A.1 for either H2 or D2 • 

A.1.3 Results 

After the Run blocks listed in Table A.1 are removed, the density distributions for 

the two targets are fitted to a gaussian shape. The result of the fit for the H2 density 

is: 

p = 70.598 ± 0.79164 x 10-3 with up= 0.0160 ± 0.40909 x 10-4 (in g/cm3). 

The result of the fit for the D2 density is: 
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Figure A.5: D2 Density 
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Figure A.8: H2 Density vs Run 

p = 162.27 ± 0.17169 x 10-3 with <Tp = 0.023666 ± 0.52230 x 10-4 • The values 

are in g/cm3
• 

The measured mean values of the pressures a.re P = 15.409 ± 0.00024 for H2 (in 

psi) and P = 15.522 ± 0.00021 for D2 (psi). The number of points entering these fits 

is "' 670000, since the Spill Database contains one pressure m~asurement per 'spill. 

A.1.4 Systematic Errors 

• Pressure to Density conversion. The resulting uncertainty of the conversion due 

to the different parametrizations is of the order of 0.3 % for D2 and 0.04 % for 

H2 ([124]). 

• Pressure Transducer. The accuracy is quoted to be 0.11 % of the full reading 

(50 psi) ([123]). This gives a relative error in the density measurement "' 0.01 

% for H2 and D2. 
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A.2 Measuring the Target Composition - Effects 

on the D2 rate 

A.2.1 Temperature determination 

The chemical contents of the targets were analyzed using a boil-off test. Hydrogen 

deuteride (HD) in the D2 target is the only impurity causing concern. The results 

for the D2 composition from the Argonne Chemistry Lab are tabulated in Table A.2. 

The big difference between the last two measurements and the first one ( and also the 

value for the 1990 Run Period) can be blamed on the D2 target failure of the 6th of 

September 1991. For the 1991 Run Period the procedure used for the D2 target was 

to collect the liquid in a tank and then reuse it to fill the target. The explanation 

for the large HD contamination after the 6th of September is that this tank was 

contaminated when the target liquid was collected after the target failed. 

Since the D2 is not pure the D2 density computed from the measured vapor pres­

sure is not correct since the pressure really corresponds to the D2 and HD equilibrium 

mixture. The following procedure determines the correct D2 density: 

• A temperature T; is obtained from the measured vapor pressure Pm••., using 

the D2 P to T relation (equation A.I). 

• This temperature is used with the parametrization (for HD) 

55.2495 
log10PHD = 5.04964 - T + 0.01479 x T (A.5) 

from [121) to find the vapor pressure PHD (in mm Hg). Note that NMC [111) 

is using the same parametrization from [125] . 

• The actual D2 vapor pressure is computed from nPm••• = nHDPHD + nD,PD,, 

(n = nHD + nD2 with n, nHD and nD2 being the number of moles). The HD 

molar volume is given by 

UHD = 24.886 - 0.30911T + 0.01717T2 (A.6) 
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in cm3/mole from [125] and nD, is from equation A.2 converted to moles/cm3• 

Note that the number of moles in the determination of the number n are con­

verted to molar densities (dividing with the constant target volume V). 

• From PD, a new T is found from equation A.1 and the procedure is repeated, 

until HD and D2 are found to have the same T. 

The first T measurement (T;) was 23.718 deg K with Pm••• = 15.522 psi. After a 

few iterations, for the first period (HD contamination of 4.2 %) the temperature is 

evaluated to be 23.602 deg K with PD, = 15.061 psi. The molar density from that 

value is 0.040346 moles/cm.3 and the mass density is 0.16225 gm/cm.3 • For HD the 

molar density at 23.602 deg K is 0.039644 moles/cm.3 • 

The values for the second period (averaging the HD from the second and third 

measurements of Table A.2 ) starting with values T = 23.718 deg K and Pm••• = 

15.522 psi are: T = 23.38163 deg K, PD, = 14.049 psi and molar density 0.040487 

moles/cm.3 and the mass density 0.16309 gm/cm.3 for the target D2. For HD the 

molar density is 0.039788 moles/cm.3
• The error from averaging measurements 2 and 

3 of Table A.2 is ~ 0.53 % . The results for the two periods (after the iterative 

procedure ) are presented in Table A.3. 

A.2.2 neutron scattering rate from the D2 target 

Two terms (a and (3 in the following formula ), which are related to the deuterium 

target composition are required in order to obtain the relation between the scattering 

rate (RD,) from the target, as well as <rp and <rn, the proton and neutron cross sections 

(see [126]). The molar densities of electrons, protons and neutrons in the ta.rget are: 

n. = np = 2(1 - f)nD, + 2/nHD (A.7) 

nn = 2(1 - f)nD2 + lfnHD (A.8) 

.. 
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where nv, a.nd nHD are the molar densities of D2 a.nd HD respectively a.nd f is the HD 

fraction per volume in the target. These are evaluated from equation A.2 converting 

to molea/on3 and equation A.6, using nHv=l/UHD· 

Assuming that tr from the actual D2 target is the sum of tTp a.nd tTn (weighted 

with the molar densities for p a.nd n in the target), the scattering rate is: 

(A.9) 

where n0 = 2nv,. 

The results for the two different periods ( the first period a.nd the average of the 

second a.nd the third periods as defined in Table A.2 ) are given in Table A.3. 

A.2.3 Systematic error from the target composition deter­

mination 

The total systematic error due to the target quantities in the cross-section measure­

ment has a contribution from the pressure to density conversion ( calibi:ation, conver­

sion parametrizations - section 1 of this appendix) and a contribution from the HD 

contamination correction (measurement off - section 2). This last error affects both 

the determination of nv, and np, nn from equation A.9. The fractional errors on each 

quantity are given below. 

• 5nH,/nH, = 0.05%. This is the error of the H2 molar densisty. 

• 5nv,fnv2 = v'0.31% + 0.53% = 0.58%. This is the error of the D2 molar 

densisty. The second number is the effect of the HD contamination correction 

(see section 2 of this appendix). The 2 errors are independent, so they add in 

quadrature. 

• 51/ f = 6.0%. This is the error assigned to the evaluation of the HD per volume 

fraction. The assumption is that there are 2 periods in the D2 target compo­

sition, before and after the target problems. There are 2 measurements of the 
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target composition for period 2 (the 2 last 1991 values from Table A.2). The 

mean value is used as the f value for period 2 and the error on the mean as the 

error inf due to the chemical analysis method (51 = 0.006). 

From equations A.7 and A.B, the error in the number of neutrons and number of 

protons in the D2 target depends on the error inf and the error in nv,. The errors 

are correlated since the value of nv2 depends on f. 

c (Ch; c )2 ( Ch; c )2 2 Ch; Ch; c c 
On; = 8f OJ + Ehn, Onv, + 8f Ehv, UJOnv, (A.10) 

with i=p or n, ::;;, = /::;, = 2(1- /), ~ = -2nv, + 2nHD and ~ = -2nv, + nHD· 

Substituting these expressions in equation A.10, results in: 

5,,P = J((-2nv, + 2nnv)51)2 + (2(1 - J)5,,v)2 + 8(1 - 1)(-nv, + nHv).51.Snv 

(A.11) 

.Snn = V((-2nv, +nnv).51)2 + (2(1-/)5nv)2 +4(1- f)(-2nv, +nHv).515,,D 

(A.12) 

The result is .Snp = 0.0004275moles/cm3 and .Snn = 0.00019moles/cm3 • ·These 

errors correspond to .Sa = 0.24 % and 513 0.53 % . In order to find the normalization 

error from equation A.9 we need to know rrp and 11'n· For the rrn/<Tp ratio, with NH 

and Nv the number of events from each target, Nf and Nf the number of beams, 

and given the equal lengths of the 2 targets we have (nH = 2n8 ,): 

u,,/rr = ~(NvnHNf) - {3 (A.13) 
P a NHnoNf a 

Calling A = ~(1::,,::;f) and r = <Tn/<Tp, the error due to the determination of the 

target composition is given by: 

(A.14) 

Note that the no that appears in equation A.13 is a scale factor. The effect of the error 

in the no measurement has been taken into account in the a and {3 error calculation. 
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- Th d · t' a- (A- 2 ) a- / a- (A+.!!) e enva 1ves are: a. = -~, ~ = -1 a and a.H = ~· Substituting these 

expressions to equation A.14 we get: -
- ((A - /3) Da)2 + (/3 D[j)2 +((A+ /3) OnH )2 + +2(A - /3 )/3 Do. O[j 

a a a /3 a nn a a a /3 (A.15) 

which for A,..., 2 and ~ ,..., 1, gives 5,,./,,, ,..., .85%. 

Table A.l: Run 91 Liquid Target Performance vs Run Block 

- Run Blocks Time H2 status D2 status 

20935-21304 07jul91-12aug91 OK OK 

21305-21382 12aug91-20aug91 no no 

21383-21428 20aug91-24aug91 no OK 

21429-21449 24aug91-25aug91 OK OK 

21450-21463 25aug91-27aug91 no OK 

21464-21600 27aug91-06sep91 OK OK 

21601-21642 06sep91-15sep91 OK no 

21643-21990 15sep91-21oct91 OK OK 

21991-22009 2loct91-25oct91 no OK 

22015-22726 25oct91-08jan92 OK OK 

15oct91 move targets 2cm east 

18nov91 swap targets -

-
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Table A.2: Run 91 D2 Target Composition 

Date H2 HD (f) D2 

06sep91 0.0042 0.032 0.963 

15nov91 0.0080 0.088 0.906 

08jan92 0:0021 0.100 0.898 

run 90 0.0006 0.044· 0.955 

... 

Table A.3: Density and Scattering rate 

Period nH, nv, nHD a f3 
moles/cm3 moles/cm3 moles/cm3 

I 0.035022 0.040346 0.039644 0.98372 0.99944 

II 0.035022 0.040487 0.039788 0.95219 0.99838 

; ... 

-
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Appendix B 

Normalization Database Structure 

The 1991 Normalization Database files (91DBS) contained four different types of 

records. There was one header record (*WDxxxx, xxxx was the tape number ) and 

one Summary record (*ED). For each spill there was an EPICURE record (*EP) and 

a Scaler record (*SC). The contents of these records were as follows: 

1. Header: Tape name (from the PTMVE input control file), Run Number (NRUN), 

Spill Number {NSPILL), date and time. 

2. Epicure (*EP): NRUN, NSPILL, time, the current readings of the CCM, CVM 

and NMRE magnets, and the target pressure readings of the H2 and D2 targets. 

These pressure measurements were recorded both at the supply line and at the 

ventilation line. Also recorded were the reference pressure and the currents 

of the beam collimator (HNM3CH) and the beam stop (HNM2BS), and the 

monitoring current for the magnets. 

3. Scaler (*SC): NRUN, NSPILL, decoder errors, spill scaler channels, the event 

scaler channels integrated over the Spill and per target event statistics. The 

event scaler resets were compared to the trigger bit information, and if they 

did not match errors were flagged. All the event scaler channels were recorded 
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(integrated over the spill). There were several channels recorded from the spill 

scalers. These included all information corresponding to the event scalers, the 

gated and ungated beam signals the prescaled RF signal and the number of 

Rbeam triggers [69). The number of events per trigger and per target were also 

reported. 

4. Summary (*ED): Reported the total count of partially concatenated events per 

trigger and a summary of all decoder errors per trigger and per target. 

The 91DBS software used the trigger mask to identify the different type of data 

acquisition events and the synchronization wa.s done with the Begin Of Spill (BOS) 

events [69]. 
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Appendix C 

PTMVE n-tuple Structure 

The physics trigger n-tuple was filled if either 11 > 25 GeV or 8 > 0.0002 rad and 

611 I II < 0.5, II > 0. 

The contents of each ntuple word and the name tag of each word are given in 

the following list. For entries where more than one quantity is packed in a word, the 

number of bits used for each quantity are given in parentheses. 

Physics ntuple (ID = 1) 

1. NRUN: Run number. 

2. NEVENT: Event number. 

3. NSPILL: Spill number (bison 64). 

4. TRIGGER: Trigger bits. 

5. TGTBIT - bitted -

• TARGET: (1-4) Target/beam tune. 

• NVTX: (5-8) Number of vertices. 

• FSMUON: (9-12) Number of Forward Spectrometer muons (including scat­

tered muon. 
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• LPROY: (13-16) Number of Y projections in the Muon Detector. 

• LPROZ: (17-20) Number of Z projections in the Muon Detector. 

• BMSIGN: (21) Charge of beam track (0=-,1=+). ... 
• MUSIGN: (22) Charge of muon track (0=-,1=+ ). 

6. SBTBIT - bitted -

• SBTl: (1-4) Number of SBT hits on the 1st beam track. 

• SBT2: (5-8) Number of SBT hits on the 2nd beam track. 

• SBT3:. (9-12) Number of SBT hits on the 3rd beam track. 

• SBT4: (13-16) Number of SBT hits on the 4th beam track. 

• SBT5: (17-20) Number of SBT hits on the 5th beam track. 

• NBEAM: (21-24) Number of beam tracks. 

7. TOFBIT - bitted -

• TOFTOP: (1-12) TOF top. ... 
• TOFBOT: (13-24) TOF bottom. 

8. GBSAT: Gated SAT beam since last SAT trigger. 

9. GBSVS: Gated LAT beam since last SVS trigger. 

10. GBSVW2: Gated LAT beam since last SVSWAM2 trigger. 

11. GBCVT: Gated LAT beam since last CVT trigger. 

12. GBCAL: Gated CAL beam since last CAL trigger. 

13. EBEAM: Beam momentum. 

14. Q2: Q2 of the event. .. 
-
.. 
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15. NU: 11 of the event. 

16. THETA: 6 of the event. -
17. PHI: <f> of the event. 

-
18. YBJ: YB; of the event. 

- 19. XBJ: za; of the event. 

20. W2: W 2 of the event. 

21. EREBEAM: Error on the beam momentum of the event. 

22. ERQ2: Error on Q2 of the event. 

23. ERNU: Error on 11 of the event. 

- 24. ERTHETA: Error on 6 of the event. 

25. ERPHI: Error on <f> of the event. -
26. ERYBJ: Error on 'YB; of the event. 

27. ERXBJ: Error on za; of the event. 

- 28. ERW2: Error on W 2 of the event. 

29. VTXBIT -bitted --
• VTXTYP: (1-5) Primary vertex type. 

• NFTPO: (6-10) Number of positive fitted tracks (no cuts). 

• NFTNO: (11-15) Number of negative fitted tracks (no cuts). 

• NCLPO: (16-20) Number of positive close tracks (no cuts). 

• NCLNO: (21-25) Number of negative close tracks (no cuts). 

-
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30. XVTX: X position of vertex. 

31. YVTX: Y position of vertex. 

32. ZVTX: Z position of vertex. 

33. ERXVTX: Error in X position of vertex. 

34. PROBVX: Vertex probability. 

35. MXVTX: µ. - µ. only vertex X position. 

36. MERXVT: µ. - µ.only vertex X position error. 

37. MPROBV: µ. - µ. only vertex probability. 

38. YBEAM: Y of beam at X=-16.000 m ( Extrapolate the beam track from the 

last keyplane to X=-16.000 mm). 

39. ZBEAM: Z of beam at X=-16.000m. 

40. YPBEAM: Y' of beam at X=-16.000m. 

41. ZPBEAM: Z' of beam at X=-16.000m. 

42. YPMUIN: Y' of beam at vertex. 

43. ZPMUIN: Z' of beam at vertex. 

44. YPMUOUT: Y' of muon at vertex. 

45. ZPMUOUT: Z' of muon at vertex. 

46. XMULAST: X of muon at last keyplane on track. 

47. YMULAST: Y of muon at last keyplane o~ track. 

48. ZMULAST: Z of muon at last keyplane on track. 

-
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49. YPMULAST: Y' of muon at last keyplane on track. 

50. ZPMULAST: Z' of muon at last keyplane on track. 

51. YMUPTM: Y of muon at X=lS.400 ( Extrapolate the muon detector tra~k 

associated with the scattered muon to X=18.400m ). 

52. ZMUPTM: Z of muon at X=18.400m. 

53. YPMUPTM: Y' of muon at X=18.400m. 

54. ZPMUPTM: Z' of muon at X=18.400m. 

55. TRKBIT -bitted-

• NCLPl: (1-5) Number of positive close tracks (after cuts). 

• NCLNl: (6-10) Number of negative close tracks (after cuts). 

• NNRPl: (11-15) Number of positive near tracks (after cuts). 

• NNRNl: (16-20) Number of negative near tracks (after cuts). 

• NHALO: (21-24) Number of halo tracks. 

Near track definition: fitted (using normalized distance to the vertex) OR dis­

tance of closest approach less than 1 cm. Halo definition: track momentum 

larger than 999.9 GeV and for the close tracks track momentum larger than the 

beam momentum OR (distance x track momentum> 5 and track momentum 

> 100 GeV). 

56. LHADP: Signed momentum of the leading hadron. 

57. LHADPT: Transverse momentum of the leading hadron. 

58. LHADDC: Distance from the closest calorimeter cluster. 

59. LHADEC: Energy of the closest calorimeter cluster. 
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60. NCLBIT -bitted-

• NCLUS: (1-5) Multiplicity number of the calorimeter clusters. 

• ECAL: (6-24) Total energy in the calorimeter. 

61. ECLBIT -bitted-

• ECL USl: (1-12) Energy of the most energetic calorimeter cluster. 

• ECALC: (13-24) Total calorimeter energy corrected for saturation. 

62. EBIG: Sum of the energy of clusters with Ecai/11 > 0.35. 

63. ZFLOW: 'E~1 z; x E;/ Ecai. where the sum runs over the number of calorimeter 

clusters, Z; is the Z-coordinate of the center of the cluster and E; is the energy 

of the cluster. 

(}\" xP; ).P ," ~ ~ h h 64. PLNRTY: ID \•~ 11P~·11P•.••
1

1 , where Pi..am a.nd P1. are t et ree-momentum of the 
C-beam I• ciu•l 

beam and scattered muon and Pc1:a1 is the three-momentum of the largest re-

constructed calorimeter cluster (assuming that the origin was at the interaction 

point. 

65. PLNBITl: Bit map showing chamber planes on the muon track. 

• bits: 1-16 VDC 

• bits: 17 PCV 

• bits: 18 PCN 

• bits: 19-23 PCF 

• bits: 24 PSC 

66. PLN~IT2: Bit map showing chamber planes on the muon track. 

• bits: 1-2 DCA/B 

... 

-

... 

.... 
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• bits: 3 PSA 

• bits: 4 MUON 

• bits: 5 PBT 

• bits: 6 VA PROCESSOR 

• bits: 7 VB PROCESSOR 

• bits: 8 VD PROCESSOR 

• bits: 9 VS PROCESSOR 

67. HODBIT: Bit map showing hodoscopes planes on the muon track. Bit map: 

1-7 SBT,8-9 SUM,10 SYS, 11-18 SMS,19-22 SPM 23-24 SSA. 

68. PBTBIT -bitted-

• NPBTUN: (1-5) Number of unused PBT hits. 

• CLUSlY: (6-13) unsigned Y position of largest cluster in cm. , 
• SIGNlY: (14) sign of Y position of largest cluster. 

• CLUSlZ: (15-22) unsigned Z position of largest cluster in cm. 

• SIGNlZ: (23) sign of Z position of largest cluster. 

69. DECBITl: Bits reporting the decoder errors. 

70. DECBIT2: Bits reporting the decoder errors and the match type of scattered 

muon. 

71. TRGBIT: Software trigger simulation information (bitted). 

72. CHSQMAT: x2 of the muon match. 

73. SLRSML: Bits about the spill monitor 24 buckets. 

74. SLRLNG: Bits about the spill monitor 184 buckets. 



252 

75. YMUPSA: Y of muon at last keyplane on the muon track. 

76. ZMUPSA: Z of muon at last keyplane on the track. 

77. YPMUPSA: Y' of muon at last keyplane on track. 

78. ZPMUPSA: Z' of muon at last keyplane on track. 

79. BITSEG: matched and unmatched VDC segments and Forward Spectrometer 

lines. 

80. BITFVT: SAT trigger floating veto fingers. 

Rbeam ntuple (ID = 2) 

1. NRUN: Run number. 

2. NEVENT: Event number. , 
3. NSPILL: Spill number (bison 64). 

4. TRIGGER: Trigger bits. 

5. TGTBIT - bitted -

• TARGET: (1-4) Target/beam tune. 

• NVTX: (5-8) Number of vertices. 

• FSMU 0 N: (9-12) Number of Forward Spectrometer muons (including scat­

tered muon. 

• LPROY: (13-16) Number of Y projections in the Muon Detector. 

• LPROZ: (17-20) Number of Z projections in the Muon Detector. 

• BMSIGN: (21) Charge of the beam track (0=-,1=+ ). 

• MUSIGN: (22) Charge of the muon track (0=-,1=+ ). 

... 

.. 

-

-

-
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6. SBTBIT - bitted -

• SBTl: (1-4) Number of SBT hits on the 1st beam track. 

• SBT2: (5-8) Number of SBT hits on the 2nd beam track. 

• SBT3: (9-12) Number of SBT hits on the 3rd beam track. 

• SBT4: (13-16) Number of SBT hits on the 4th beam track. 

• SBT5: (17-20) Number of SBT hits on the 5th beam track. 

• NBEAM: (21-24) Number of beam tracks. 

7. TOFBIT - bitted -

• TOFTOP: (1-12) TOF top. 

• TOFBOT: (13-24) TOF bottom. 

8. GBRSAT: Gated SAT beam since the last RSAT trigger. , 
9. GBRLAT: Gated LAT beam since the last RLAT trigger. 

10. GBRCAL: Gated CAL beam since the last RCAL trigger. 

11. EBEAM: Beam momentum. 

12. Q2: Q2 of the event. 

13. NU: 11 of the event. 

14. THETA: 8 of the event. 

15. PHI: f/J of the event. 
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16. EREBEAM: Error on the beam momentum of the event. If no primary vertex 

found, then report the error on the momentum of the first beam track. 

17. ERQ2: Error on Q2 of the event. 
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18. ERNU: Error on v of the event. 

19. ERTHETA: Error on ()of the event. 

20. ERPHI: Error on <fl of the event. 

21. YBEAM: Y-coordinate of the beam. The beam track was extrapolated from 

the last keyplane to X=-16.000m. The beam reported is the one :fitted to the 

primary vertex; if no vertex was found then use the :first beam found. 

22. ZBEAM: Z of beam at X=-16.000m. 

23. YPBEAM: YP of 1st beam at X=-16.00m. 

24. ZPBEAM: ZP of 1st beam at X=-16.00m. 

25. YMUPTM: Y of muon at X=18.400 ( Extrapolate the muon detector track 

associated with the scattered muon to X=18.400m ). , 
26. ZMUPTM: Z of muon at X=18.400m. 

27. YPMUPTM: Y' of muon at X=18.400m. 

28. ZPMUPTM: Z' of muon at X=18.400m. 

29. EBMLSTF: Momentum of the beam attached to the primary vertex. If no 

vertex was found, the :first beam found was used. This is information from the 

track fitting phase (LSTF bank). 

30. EMULSTF: Momentum of the Forward Spectrometer muon attached to the 

primary vertex. If no vertex was found, the :first muon found was used. (LSTE 

bank). 

31. PLNBITl: Bit map showing chamber planes on the muon track. 

32. PLNBIT2: Bit map showing chamber planes on the muon track. 

.. 

' .. 
... 
.... 

' ... 
... 

.. 
-
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33. HODBIT: Bit map showing hodoscope planes on the muon track. The bit map 

for the last 3 entries is the same as the bit map for the physics n-tuple described 

above. 

34. PBTBIT -bitted-

• NPBTUN: (1-5) Number of unused PBT hits. 

• CLUSlY: (6-13) unsigned Y position of the largest cluster in cm. 

• SIGNlY: (14) sign of Y position of the largest cluster. 

• CLUSlZ: (15-22) unsigned Z position of the largest cluster in cm. 

• SIGNlZ: (23) sign of Z position of the largest cluster. 

35. DECBITl: Bits reporting the decoder errors. 

36. DECBIT2: Bits reporting the decoder errors and the match type of the scattered 

muon. 

37. TRGBIT: Software trigger simulation information (bitted). 

38. SLRSML: Bits about the spill monitor 24 buckets. 

39. SLRLNG: Bits about the spill monitor 184 buckets. 
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Appendix D 

M non-electron elastic scattering 

cross-section ratio 

The large muon-electron elastic scattering contribution to the measured inclusive 

event rate can be used to validate the relative target and beam normalization mea­

surements 1 • H the normalization is accurate, then the ratio of the muon-electron 

(µ - e) elastic scattering cross-section measured using the deuterium target to that 

measured using the hydrogen target, should be one. Furthermore, the apparatus 

may be cliecked for any target dependent reconstruction bias by measuring the Q2 

dependence of the measured electron mass (m.) as a function of the target. 

The procedure to perform the above measurements is simple. Since the process is 

elastic, the kinematics are constrained: 1 = Q2 /2m0 v. In the inclusive :i: distribution, 

theµ- e events are expected to appear as a peak centered at :i: = m 0 / M = 0.000545, 

where M = 0.93827GeV is the mass of the proton 2 • The width of the distribution 

1The muon-electron elastic events can also be used to check absolute cross-section measurements. 

An analysis using the data from the 1990 run of the experiment is presented in reference [127]. 

2This is because we define the Bjerken scaling variable, z = za; = Q2 /2Mv, for the muon­

nucleon scattering process (ie. we use the mass of the proton) 
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corresponds to the experimental resolution plus the effects of bremsstrahlung photon 

radiation. The total event yield from µ. - e elastic scattering can be determined from 

a fit to the :i: distribution around the position of the peak; and the mass can be 

determined from the position of the center of the peak. 

The SAT data set from Period II was used for this study. The events were selected 

using the same selection criteria as those used for the SAT sample described in chapter 

4. In addition, the following cuts were applied in order to enhance the µ. - e content 

of the sample a.nd to remove the contribution of µ. - e radiative events that distort 

the event kinematics: 

• 1 negative and 0 positive tracks were required in the event. 

• The negative track was required to be a.ss_ocia.ted with a calorimeter cluster. 

The center of the cluster was required to be within a distance of 3 cm of the 

track projection in the calorimeter. 

• The energy of the track was required to be a.t lea.st 953 of the total available 

energy in the event ( 11). 

After ma.king all cuts, the event distribution as a. function of :i: obtained from both 

the H 2 and the D2 targets, is shown in figure D.1. A double ga.ussian function is fit 

to the data, the results of the fit are given in the figure. Using the para.meters of the 

gaussia.n that corresponds to the µ. - e peak to determine the number of events from 
• 

each target we obtain the cross-section ratio(± statistic ±systematic error): 

uIJ ND x N,H x nH "n-• = jf" 7iam ~ = 1.017 ± 0.012 ± 0.013 
u,._0 N,._0 x N,,.am x n. 

Here N,._0 is the number of µ. - e events, and N&eam is the number of muons and is 

determined from the number of RSAT beams from table 4.6. The electron molar 

density n. is taken from table A.3. The systematic error is the taken from the nor­

malization analysis presented in chapter 1 and appendix A. The beam normalization 

-
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uncertainty is added in quadrature to the target normalization uncertainty. This re­

sult confirms the accuracy of the relative beam and target normalization of the two 

targets. 

The same double gaussian fits are performed to the z distributions of the t~o 

targets for five different Q2 bins. The bin edges are: 0.1, 0.14, 0.2, 0.27, 0.37, 0.5, in 

GeV2
• The results are shown in figures D.2 and D.3 for the H 2 target, and in figures 

D.4 and D.5 for the D2 target. The measured electron mass from the two targets is 

shown in the upper plot of figure D.6 as a function of Q2 {the mass of the electron 

is obtained from the mean of the gaussian corresponding to the peak and the mass 

of the proton, M). The ratio of the measured mass as a function of Q2 is shown in 

the bottom plot of figure D.6. The ratio is fitted to a linear function in Q2 and the 

results of the fit are given in figure D.6. The ratio measurement shows no significant 

Q2 dependence. 
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Figure D.6: The Q2 dependence of the measured electron mass for H2 and D2 (upper 

plot) and for the ratio D2f H2. 
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Appendix E 

Glossary 

This Appendix contains a glossary of terms that are specific to the 665 experiment, 

and a few acronyms commonly used in high energy physics. The acronyms or terms 

that are used only locally in a chapter section are not included. All the detectors and 

triggers used by the 665 experiment are described in chapter 2 (table 2.1 contains a 

summary of the characteristics of each detector). 

Beam Spectrometer: The component of the E665 apparatus which measured the 

momenta of the incoming muons, before their interaction with the experimental 

target. 

CAL: The Electromagnetic Calorimeter. 

CAL trigger: A trigger based on the Electromagnetic Calorimeter. 

CCM: The Chicago Cyclotron Magnet. A dipole magnet used in the E665 Forward 

Spectrometer. 

CVM: The Cern Vertex Magnet. A dipole magnet used in the E665 Forward Spec­

trometer. This was the magnet closest to the experimental target. 

DC: Drift chambers. 
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DIS: Deep Inelastic Scattering. Inelastic scattering where the 4-momentum transfer 

squared and the energy transfer are very large compared to the mass squared 

of the target nucleon and the mass of the target nucleon respectively. 

E665: Fermilab Experiment 665. 

ECAL or EC AL101a1: The total energy reported by the Electromagnetic Calorimeter 

in an event. 

ECLUSl or Ec1u.i : The value of the energy deposited in the largest Calorimeter 

energy cluster in an event. 

EM: Electromagnetic. 

FERRAD: A computer program used to calculate QED radiative corrections. 

Forward Spectrometer: The Spectrometer located downstream of the experimen­

tal target. The Forward Spectrometer measured the momenta of the outgoing 

particles. 

FS: Forward Spectrometer. 

MT: Empty target vessel. 

MTliq: Empty liquid target vessel. 

MWPC: Multiwire Proportional Chamber. 

NMRE: The dipole magnet used in the Beam Spectrometer to bend the trajectories 

o{ the incoming muons. 

PBT: Beam Tagging Proportional Chambers. The MWPCs used in the Beam Spec­

trometer to reconstruct the trajectories of the incoming muons. 

-
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PC, PCF, PCN, PCV: MWPCs used in the Forward Spectrometer (see chapter 

2). 

PSA: A small MWPC responsible for covering the tracking of charged particles that 

remained close to the beam phase space region. 

PTM: Proportional Tubes for the Muon identification. Used in the Muon detector 

downstream of the hadron absorber, in order to reconstruct muon tracks. 

PTMVE: Pattern Recognition, Track Fitting, Muon Matching, Vertex Finding, and 

Electromagnetic Calorimeter analysis. The E665 offline reconstruction program. 

QCD: Quantum Chromo-Dynamics. The quantum field theory that describes the 

Strong Interactions. 

QED: Quantum Electro-Dynamics. The quantum field theory that describes the 

Electromagnetic Interactions. 

RBEAM: Random Sampling of the Beam trigger (prescaled). 

RCAL: Random Sampling of the Beam of the CAL trigger (prescaled). 

RF: Radio Frequency. The Fermilab accelerator uses RF cavities with a frequency 

of 53.1 MHz. 

RSAT: Random Sampling of the Beam of the Small Angle Trigger (prescaled). 

SAT: Small Angle Trigger. An E665 muon veto trigger. 

SBT: Beam Tagging Scintillators. Scintillator arrays that were part of the Beam 

Spectrometer. The SBTs were used in the trigger logic, and in the determination 

of the timing of the incoming muons. 
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SMS: Small Muon Scintillator. Scintillator array located downstream of the ab­

sorber. The SMS detector covered the beam region and it was used in triggering 

and in identifying muons that remained in the beam profile. 

SPM: Large Muon Scintillators. Scintillator array located downstream of the ab­

sorber. The SPM detector covered the region outside of the beam profile and 

it was used in triggering and muon detection. 

SSA: Small Scintillator Array. The SAT veto element located in front of the hadron 

absorber. 

SUM: Scintillator Upstream Muon. Scintillator Array located upstream of the ab­

sorber. The SUM detector was used in triggering. 

SVS: Small Veto Scintillator. Scintillator Array located downstream of the absorber. 

The SVS was used in triggering. 

Zc1ual The Z coordinate of the center of a calorimeter energy cluster. 

ZFLOW or Z11o.,,: A quantity that measures the calorimeter energy :fiow out of the 

bending plane of the E665 spectrometer. Z flow = E"Jl'&{j1
••

8
c

1
•• • The sum is 

total 

over all the Nclus calorimeter energy clusters. 

VDC: Vertex Drift Chambers. Drift Chambers located inside the CVM magnet. 
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