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ABSTRACT

This thesis describes a measurement of the rare decay �0 ! e+e�. The �0's studied were

produced in a neutral kaon beam via the decay in 
ight of KL ! �0�0�0. We have observed

nine events consistent with �0 ! e+e�, and we measure

BR(�0 ! e+e�; (
mee

m�0
)2 > 0:95) = (7:6+3:9�2:8(stat)� 0:5(syst))� 10�8;

over and above the contribution to this rate from Dalitz decays (�0 ! e+e�
). This mea-

surements probes the �0

 decay vertex and limits non-Standard-Model processes that can

contribute to this decay.
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CHAPTER 1

INTRODUCTION

The neutral pion is the lightest known hadron, and electrons are the lightest charged leptons.

No fundamental symmetry prohibits the direct decay of the �0, which is after all a quark-

antiquark pair, into e+e�, a lepton-antilepton pair. However, models for this decay predict

the rate for �0 ! e+e� to be more than a factor of 107 smaller than that for �0 ! 

, the

most common �0 decay.

Why is such a rare process an interesting subject of study? In general, rare processes are

forbidden or suppressed because they violate exact or approximate conservation laws. When

this suppression is large, the rare decay can become an e�ective laboratory for detecting

small violations of the symmetries from which these conservation laws arise. For example,

the unexpected violation of the discrete symmetry CP was discovered with the observation of

the rare decayKL ! �+�� [2]. Measurements of rare processes can also o�er an opportunity

to test accepted models in new ways. In the rare decay of interest here, �0 ! e+e� can be

used to measure the structure of the �0

 vertex in di�erent kinematic regions from those

probed in previous measurements.

The �0 ! e+e� decay is expected to be suppressed because it is presumed to proceed

through the �0 ! 

 intermediate state. The Feynman diagram representing this process

is shown in Figure 1. Because of the vector nature of electromagnetic interactions, helicity is

conserved at each ee
 vertex. This has an e�ect on the �nal state electron spins, as shown

in Figure 2. If the electron were massless, the helicity conservation would be equivalent

to a conservation of Sz, the electron spin along the decay axis. This would result in an

S = 1 two-electron �nal-state, which is forbidden by conservation of angular momentum

and parity. However, because the electron is massive, there is some overlap between a given

helicity state and the opposite spin state. This results in a factor of (1��) at one of the ee

1



2

π0
e+

e-

Figure 1. Feynman diagram for �0 ! e+e�through the �0 ! 

 intermediate state

e+e-

γ γ

Sz

e+e-

γ γ

Sz

Favored by Helicity Conservation

Disfavored by Helicity Conservation

Figure 2. An illustration of the e�ect of conservation of helicity on the �nal-state electron
spins.
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Table 1. Decays of the �0

Final State Branching Fraction Reference



 (98:798� 0:032)% [3]

e+e�
 (1:198� 0:032)% [3]

e+e�e+e� (3:14� 0:30)� 10�5 [4]

�� < 8:3� 10�7, 90% C.L. [5]




 < 3:1� 10�8, 90% C.L. [6]





 < 2� 10�8, 90% C.L [6]

e+�� + e��+ < 1:7� 10�8, 90% C.L. [7]

vertices, where � is v=c of the electron in the �0 rest frame. This gives a helicity suppression

factor of �
2me

m�0

�2
:

Also, relative to �(�0 ! 

), �(�0 ! e+e�) is reduced by two factors of �EM, one from

each ee
 vertex. However, if other types of interactions exist which contribute to the rate

for �0 ! e+e�, these suppression factors will not necessarily be present. Therefore, an

accurate measurement of the branching ratio can serve to detect or to limit other such

possible interactions.

1.1 Decays of the �0

A list of observed �0 decays, aside from �0 ! e+e�, along with limits on other decay

channels are shown in Table 1. By far the most common decay of the �0 is its decay into

two photons. In some sense, this is the only �0 decay, since all other known decays of the

�0 are consistent with proceeding through a two-photon intermediate state. If this picture

of the �0 decay were correct, the only things to measure would be the �0 lifetime and the

structure of the �0

 vertex. Unfortunately, the decay �0 ! 

 is not a good place to

observe this vertex structure since it occurs at a �xed kinematic point, namely the point

where the two photons are on mass shell.
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The only observed decays of the �0, other than �0 ! 

, are the so-called \Dalitz"

decays which involve the internal conversion of photons into e+e� pairs. The single-Dalitz

decay (�0 ! e+e�
) rate and e+e� invariant mass spectrum can be evaluated in a straight-

forward QED calculation [8][9], assuming no structure in the �0

 vertex and including

only the lowest order diagram shown in Figure 3. De�ne

� � �(�0 ! e+e�
)

�(�0 ! 

)
:

In calculations neglecting radiative corrections, the calculated ratio of rates obtained is

denoted here by �0, and

� � �0 + �rad:

The di�erential rate for Dalitz decays with respect to the e+e� invariant mass is calculated

to be [9]
d�0
dx

=
2�EM
3�

1

x
(1� x)3

�
1 +

r

2x

�r
1� r

x
;

where x is (mee=m�0)
2, and r is the minimum value of x, (2me=m�0)

2. Note that the e+e�

invariant mass spectrum is sharply peaked at low invariant mass. The total rate calculated

in this manner is given by [8]

�0 = 0:01185;

which is in agreement with branching ratio measurements [3].

The e�ects of including higher-order (virtual and radiative) QED processes in this total

rate have been calculated analytically [10][11][12] and numerically [13] with the result that

the e�ect on the total branching ratio is extremely small,

�rad � 1:04� 10�4:

E�ects in the di�erential rate, d�rad=dx, however, are signi�cantly larger, and distort the

observed e+e� invariant mass spectrum.

Another possible deviation from the above calculation can result from structure in the

�0

 vertex. Such non-pointlike behavior can result from diagrams like the one shown in

Figure 4 where there are intermediate vector mesons. However, because the mass-scale for

these e�ects is much larger than masses of the virtual photons in Dalitz decays, these e�ects
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e+

e-

γ*

π0
γ

Figure 3. The Feynman diagram illustrating the lowest order QED contribution to �0

Dalitz decay

ρ, ω, φ

e+

e-

γ

γ*

π0

Figure 4. The Feynman diagram illustrating the vector meson contribution to Dalitz
decay
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are expected to be small. Independent of models, one parameterizes the e�ects of structure

in the �0

 vertex by a form-factor, which is a function of the square of the four-momenta

of the three particles at the vertex. This form-factor is denoted by

F (k21; k
2
2;m

2
�0);

where k1 and k2 are the four-vectors of the two emitted photons. By convention, this

form-factor is normalized so that

F (0; 0;m2
�0) � 1:

In a Dalitz decay with one real photon, k22 = 0, so one can write

F (k21; 0;m
2
�0) � F (x):

As �rst pointed out by Berman and Ge�en [14], the analyticity of the form-factor, coupled

with its expected small size from strong interaction e�ects, allows the form-factor e�ect in

the di�erential Dalitz decay rate to be approximated by

F (x) � (1 + ax):

In the Dalitz decay rate, this form factor enters into the di�erential rate as

d�

dx
=

d�QED
dx

� jF (x)j2 : � d�QED
dx

(1 + ax)2

Theoretical predictions for the form-factor slope, a, in di�erent models are summarized in a

recent review by Landsberg [15]. The most successful model in other similar systems appears

to be a Vector Meson Dominance (VMD) model, which predicts a to be approximately

the square of the ratio of the masses of the �0 and the intermediate vector meson, a �0

for example. Thus, VMD predicts a = (m�0=m�)2 � 0:03. Baryon Loop Models [16]

predict very low form-factor slopes, in contradiction with experiments measuring form-

factor slopes in other pseudoscalar meson decays. Potential models [17] and Non-local

Quark Models (NQM) [18] still are viable competing candidate models. The latter model

makes a prediction for the form-factor e�ect in �0 decays which di�ers somewhat from the

VMD model.
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The form-factor does not produce measurable changes in the predicted �0 ! e+e�


branching ratio. However, the e�ect of a form-factor slope can be observed by looking

at the di�erential e+e� invariant mass spectrum in these decays. The history of such

measurements is shown in Figure 5. A distinction is made between experiments which use

a \rate analysis", which measures the rate of decays in high mass part of the e+e� mass

spectrum, normalized to the number of �0's produced, and those experiments which use

\shape" analyses which attempt to �t the shape of the e+e� invariant mass spectrum from

Dalitz decay. The best single experiment [25] obtains a = 0:025� 0:014(stat)� 0:026(syst).

Measurements of this same form factor were performed by the CELLO collaboration in a

di�erent kinematic region using the reaction e+e� ! e+e��0 [27] which translates to a

form-factor slope in Dalitz decays of a = 0:0326 � 0:0026, much more precise than any

measurement from Dalitz decays.

The branching ratio for �0 double-Dalitz decay, �0 ! e+e�e+e�, can also be calculated

and compared with experiment. However, more interesting in this decay is the examination

of �nal-state angular distributions. Because the e+e� are emitted preferentially in the plane

of the electric-�eld vector of the parent photon, correlations between the planes of e+e�

pairs in �0 ! e+e�e+e� decay allow a determination of the relative polarities of �nal-state

photons in �0 ! 

 decay. This decay provides the only direct measurement of the �0

parity (which is negative) in �0 decay [28].

1.2 The Decay �
0
! e

+
e
�

The role that the rare decay �0 ! e+e� might play in measurements of the �0 form factor

was �rst discussed by Drell in 1959 [29]. The calculation of the decay rate for the process

shown in Figure 1 in terms of the �0 form-factor, F (k21; k
2
2;m

2
�0), is completely straightfor-

ward. Following the notation of Bergstr�om, Mass�o et al. [30],

�(�0 ! 
�
� ! e+e�)

�(�0 ! 

)
= 2

s
1� 4m2

e

m2
�0

�
�EM
�

me

m�0

�2
jRj2 ;

where R, which contains the dynamical aspects of the decay, is given by

R � � 2{

�2m2
�0

Z
d4k1

q2k21 � (q � k1)2F (k21; (q � k1)2;m2
�0)�

k21 + {"
�
[(q � k1)2 + {"] [(k1 � p)2 �m2

e + {"]
;
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where q and p are the four-vectors of the �0 and the outgoing electron, respectively. The

imaginary part of R, which is the contribution to the amplitude corresponding to two real

photons, is independent of F (which is normalized to 1 at the point where the photons are

real), and is given by

ImfRg = � �

2��
log

1 + ��
1� ��

;

where �2� = 1� 4m2
e=m

2
�0 . This implies a bound on jRj2,

jRj2 � (ImfRg)2 ;

which is known as the \unitary limit" for this decay mode. Therefore,

�(�0 ! 
�
�! e+e�)

�(�0 ! 

)
> 4:75� 10�8:

However, in the limit of a pointlike interaction at the �0

 vertex, (i.e. constant F ), the

real part of R diverges logarithmically. Therefore, there must be a \cut-o�" point beyond

which the form-factor becomes small for the real part of R to not diverge. Drell interpreted

this cut-o� in F as corresponding to a \pion size", and wrote

F (0; 0;Q2) =

8><
>:

1 Q2 < �2

0 Q2 > �2
:

This leads to a prediction for the real part of the amplitude of

jRefRgj =
�
log

�

m�0
log

�

me

�
:

This cut-o� corresponds to a \pion size" in the sense that one might expect contributions

to this vertex to fall o� at sizes greater than, say, the nuclear Compton wavelength, 1=MN ,

where MN is the mass of a nucleon.

More \realistic" models for the form-factor can, of course, produce di�erent results for

the rate of �0 ! e+e�. A summary of results from various models is shown in Table 2.

Most theories predict a smaller contribution from the real portion of the amplitude than

from the imaginary part. These predictions suggest

5:2� 10�8 <
�(�0 ! 
�
�! e+e�)

�(�0 ! 

)
< 7:2� 10�8;
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Table 2. Di�erent theoretical predictions for the real part of the amplitude for �0 ! e+e�

jRefRgj
jImfRgj Model Ref.

0:81 if � =MN Unsubtracted Dispersion Relation with [29]

Phenomenological Cuto� F (0; 0;Q2) = �(�2 �Q2)

0:53 if � =MN Phenomenological Cuto� [14]

F (k21; k
2
2;m

2
�0) = �2=(�2� k21 � k22)

0:63 Vector Meson Dominance (�; !; �) [31]

0:53 VMD (Dominance of Quark Triangle Anomaly) [32]

0:56 VMD with asymptotic behavior from QCD [33]

0:59� 0:03 VMD [34]

1:40 Nucleon Loop Model [16]

0:28 Nucleon Loop Model (correction) [35]

0:36 Non-Local Quark Model [36]

3:2 A Once-Subtracted Dispersion Relation [37]

(Criticized because the F obtained is unphysical) [38]

0:48 Quark Triangle Loop (QTL) Model [35]

in Soft Meson Limit

0:72 QTL, mq = 100 MeV [39]

0:47 mq = 350 MeV

0:53 \Q2 Duality": results are relatively insensitive [30]

to details of model, and only depend on cut-o�.

Thus, same results for VMD and QTL

0:5-0:8 Chiral Perturbation Theory Calculation [40]

based on BR(� ! ��) [41]
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with the VMD and Quark Triangle Loop (QTL) models favoring values of

�(�0 ! 
�
� ! e+e�)

�(�0 ! 

)
� 6:5� 10�8:

It has been pointed out [30] that one expects many of these seemingly di�erent approaches

to produce similar results. In particular in the case of VMD models and constituent quark

models, the results are quantitatively similar because the real part of the amplitude is

mostly sensitive to the value of the cut-o� in the form-factor, and not to the details of the

model.

A recent calculation [40] has used the measured process � ! �+�� as input to a form

factor model-independent calculation using Chiral Perturbation Theory. This results in a

prediction of

�(�0 ! 
�
� ! e+e�)

�(�0 ! 

)
= (7� 1)� 10�8;

which is consistent with the model-dependent results quoted above.

1.2.1 Non-Standard Model Contributions to �0! e+e�

Of course, this need not be the entire story. Because of its large suppression in the Standard

Model, the decay �0 ! e+e� has been considered as a possible candidate system for viewing

non-Standard e�ects. In particular, this decay could have large components from certain

types of direct lepton-hadron coupling, or from �0 mixing with some exotic pseudoscalar

capable of coupling to leptons.

The �rst suggestions that �0 ! e+e� might be a good place to look for non-Standard

Model interactions came with the discovery of the increase with increasing energy of

R =
�(e+e� ! hadrons)

�(e+e� ! �+��)

at CEA in 1973 [42]. One possible explanation for such an e�ect is a direct electron-hadron

coupling. With the hindsight of history, of course, we now know that this rising cross-

section was due to the e�ects of the as yet undiscovered charm quark. Nevertheless, it was

suggested at the time by Mel Schwartz [43] that if such a direct coupling were responsible

for this e�ect, it might also be observable in decays of pseudoscalars into electron pairs.
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This idea was further developed in the context of the CEA and similar SPEAR results [44]

and later generalized [45].

Suggestions have also been made that the decay �0 ! e+e� could be sensitive to e�ects

from light pseudoscalar Higgs particles [46] or from certain types of axions [47]. Limits

that can be placed on exotic contributions will be discussed in the conclusions drawn in

Chapter 9.

1.3 Radiative Corrections to �
0
! e

+
e
�

An important complication for any measurement of �0 ! e+e� are the e�ects of �nal-state

radiation. These e�ects can not only change the total observed amplitude, but also will

introduce a radiative tail in the e+e� invariant mass spectrum from internal bremsstrahlung.

Since distinguishing �0 ! e+e� from �0 ! e+e�
 requires cutting tightly on the e+e�

invariant mass and removing events with extra photons, the presence of this tail will reduce

the number of identi�ed �0 ! e+e� events. Thus, it is important to account for radiative

e�ects in extracting an experimental measurement of the rate for this process.

The model chosen for calculating radiative e�ects [48] assumes a pointlike pseudoscalar

constant coupling at a �0e+e� vertex. This results in a model-independent treatment of

the radiative e�ects. One might ask if this is a good approximation for contributions from

the intermediate �0 ! 

 state because it neglects photon emission from the internal elec-

tron line. This assumption is argued [48] to be reasonable since this electron will be far

o� the mass shell for the loop momenta which dominate the electromagnetic amplitude for

�0 ! e+e�. Because bremsstrahlung is only prominent for particles near mass shell, the

radiation from this internal electron can safely be neglected. Also note that the assump-

tion of a constant coupling independent of the �nal state e+e� invariant mass is probably

not such a good approximation for very hard bremsstrahlung emission. The bulk of the

bremsstrahlung is, however, soft, so any error from this approximation is probably quite

small in any observable rate. This model results in three diagrams which contribute at

order �EM which are shown in Figure 6.

The matrix element for the bremsstrahlung processes shown in Figure 6 is
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π0

e+

e-

γ

π0

e+

e-

π0

e+

e-

γ

Figure 6. Diagrams considered in calculating radiative corrections to �0 ! e+e�
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M = �egu(p�)
�
6� {

6p�+ 6k �me + {"

5 + 
5

{

� 6p++ 6k �me + {"
6�
�
v(p+);

where g is the strength of the pseudoscalar coupling, p+ and p� are the four-momenta

of the positron and electron and k and � are the four-momentum and polarization of the

bremsstrahlung photon. This matrix element was then evaluated in a straightforward man-

ner to calculate the bremsstrahlung diagrams, and the vertex correction diagram was cal-

culated using a subtracted dispersion relation [48]. The results are that the total rate for

the radiative diagrams relative to the tree-level diagram is given by

�rad

�0ee
=

�EM
�

"
3

2
log

1� ��
1 + ��

+
9

4
+O

 
m2

e

m2
�0

!#
;

which is a fairly small negative correction, approximately 3%. The e�ects in the di�erential

rate from bremsstrahlung are larger, however, and are given by

1

�0ee

d�rad

dx
=

�EM
�

"
x2 + 1

1� x
log

1� �(x)

1 + �(x)
� 2x�(x)

1� x

#
;

where �(x) =
q
1� 4m2

e=xm
2
�0
.

Once one includes radiative corrections, the distinction between Dalitz decays and

�0 ! e+e� begin to blur. The addition of a bremsstrahlung photon to the latter can,

after all, make it have the same �nal state as the former. To be clear then, by �0 ! e+e�


or Dalitz decay, I mean the process shown in Figure 3 which involves an internal photon

conversion. By �0 ! e+e�, I mean diagrams which can procedure a photon-free �nal state if

the electrons do not radiate, such as the one shown in Figure 1 or a direct �0e+e� coupling.

The di�erential rate as a function of x is shown in Figure 7 for three processes that

contribute to �0 ! e+e�
 at O(�EM), �0 Dalitz decay, �0 ! e+e� with radiation and the

interference between the two [48]. �0 ! e+e� appears as a small bump at the endpoint of the

Dalitz e+e� invariant mass spectrum. The magnitude of the interference between the two

processes cannot be determined because the phase of �0 ! e+e� is unknown. However, even

assuming the maximum possible magnitude, the interference between the two is negligible

in any region of x because the two processes populate di�erent regions of phase space.

However, it is worth noting that integrated over all x the total rate for interference can

actually greater that the total rate from �0 ! e+e� itself!
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Figure 7. BR(�0 ! e+e� + photons) as a function of x from Dalitz decay,
�0 ! e+e�+
brem, and their interference
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1.4 Previous Measurements of �0! e
+
e
�

Before this search, there were several experimental e�orts to look for �0 ! e+e�. The

results of these past experiments are shown in Figure 8. The most striking feature of these

results is the apparent discrepancy between the two early observations of �0 ! e+e�from

the Geneva-Saclay and LAMPF groups with a combined determination of BR(�0 ! e+e�)=

(19+6�5) � 10�8, and the limit from the SINDRUM collaboration of BR(�0 ! e+e�)< 13 �
10�8 at 90% con�dence level. The minimum �2 for the consistency of these three results is

4, and therefore the three experiments are consistent at only the 5% con�dence level. Thus

it makes no sense to combine all of the available data to obtain a \best-�t" result.

The two production techniques used in previous experiments were the decay in 
ight

of K+ ! �+�0 and interactions of ��'s in a target, producing �0's through the reaction

p�� ! n�0. Since the �0 has a very short lifetime, c� � 25 nm, the �0 decay is e�ectively

instantaneous, and thus the e+e� pair in �0 ! e+e� is created at the point of �0 production.

There are advantages of each of these two production techniques. Both methods allow

for a tagged production of the �0, by detecting the �+ in K+ decay and by detecting

the neutron from the target in charge-exchange. However, in decay in 
ight of the K+,

there is less material through which the �nal-state electrons must pass than in the case of

charge-exchange production in a target. This results in a better measurement of the initial

e+e� invariant mass with less smearing from multiple scattering and bremsstrahlung, which

then allows a better rejection of backgrounds from �0 ! e+e�X . On the other hand, if

the incident �� beam is stopped in the production target as was done in the SINDRUM

measurement, the kinematics of the decay are completely determined, and the neutron time

of 
ight can be used to discriminate between �0 production and background processes not

involving �0's. The biggest problem, however, with both techniques is a potentially severe

background problem from non-resonant e+e� production in the processes K+ ! �+e+e�

and p�� ! ne+e� which are indistinguishable from the signal if me+e� = m�0 .
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1.5 Measurement Technique

This new measurement of �0 ! e+e� was undertaken as part of the E799 experiment at

Fermilab. This experiment was one of a series of experiments using essentially the same

detector and beamline, all concerned with high statistics measurements of neutral kaon de-

cays. Previous experiments using this apparatus, E731 and E773, were designed to measure

CP and CPT violating parameters in the KL;S ! �� system. E799, by contrast, was a

dedicated experiment to search for and study rare decays of the KL.

�0's in E799 were produced through the decay in 
ight KL ! �0�0�0. In addition

to having a large branching fraction, this decay also produces three �0's, any of which can

decay to e+e�, thus tripling the �0 production. This decay has the advantages of the similar

K+ decay in 
ight production in that the decays occur in a vacuum and in that the �0 decay

can be tagged by the full reconstruction of the parent KL decay. One disadvantage relative

to the K+ production technique is the six body �nal state of the KL decay, with two �0's

each decaying to 

 and one to e+e�. This high multiplicity �nal state results in a lower

geometrical acceptance for full reconstruction of the decay. However, a huge advantage of

the KL production is that there are no common KL decays with two electrons in the �nal

state. The branching ratio for the continuum e+e� production process, KL ! �0�0e+e�,

is expected to be 2 � 10�8 with an e+e� invariant mass spectrum mostly well below the

�0 mass [53]. This means that backgrounds to �0 ! e+e� will be entirely from �0 decays

which makes the experimental situation much more clean than in previous measurements.

The full reconstruction of KL ! �0�0�0, �0 ! e+e�, requires good multi-body accep-

tance, photon calorimetry, good e+e� invariant mass resolution, and of course a large

number of KL decays. The production of KL's and the detector will be described in Chap-

ter 2, and then the data set acquired in E799 and experimental triggers will be discussed

in Chapter 3. Chapter 4 will then describe the reconstruction of photons and electrons

in the detector. In Chapters 5 and 6 the calibration of the spectrometer and calorimeter,

respectively, are described, and the detector simulation is discussed in Chapter 7. Finally,

the search for �0 ! e+e� is described in Chapter 8, and conclusions based on the extracted

measurement of �0 ! e+e� are drawn in Chapter 9.



CHAPTER 2

THE DETECTOR

Like following life thro' creatures you dissect,

You lose it in the moment you detect.

|Alexander Pope

In the previous chapter, the principle of measuring �0 decays by fully reconstructing

KL ! �0�0�0 decays was introduced. The details of the production of the neutral KL

beam and of the apparatus used to observe these decay products are given in this chapter.

2.1 The KL Beam

E799-I was run in the Meson Center beamline at Fermilab during the 1991 �xed target

run. In the �xed target operation, the Fermilab Tevatron produced a beam of 800 GeV

protons. This beam was delivered to the �xed target experiments in a 22 second \spill"

during each 58 second machine cycle, resulting in a beam delivery duty-cycle of 38%. In

each spill,protons arrived grouped in radio frequency (RF) \buckets", approximately 2 ns

wide and separated by 18:9 ns.

Although in principle the Tevatron should have produced uniformly populated buckets

of protons, this was, in fact, not the case. During the run, we monitored this e�ect by

observing coincidences between our accidental counter (described in Section 2.2.3.3) and the

MU2 muon trigger plane (see Section 2.2.3.2). Since these two detectors viewed di�erent

angular regions from the target, it was extremely unlikely that the same particle could

interact in both the accidental counter and MU2. Coincidences between these two counters

then should occur randomly. Therefore, if the bucket population is uniform, the rate of

19
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coincidences between these two counters in the same bucket should be the same as the rate

of coincidences between, for example, the accidental counter being hit several buckets later

than the MU2 trigger. The ratio of in-time to out-of-time coincidences,

R =
hI(t)I(t)i

hI(t)I(t+ 6 buckets)i ;

where I(t) is the bucket occupancy as a function of time, t, is a measure of the \Bucket

Occupancy Autocorrelation" (B.O.A.),

B:O:A: =
hI(t)I(t)i
(hI(t)i)2 :

R and the B.O.A. are only strictly equal if there is no correlation in the occupancy of a

bucket with the occupancy in the bucket 6 RF cycles later. The B.O.A. provided a measure

of the increase in average accidental activity that occurred because of the non-uniformity of

the proton population in the buckets. Because accidental activity was a major source of loss

of acceptance in the detector, it was important to keep the B.O.A. as low as possible during

data-taking. Typically during E799, the measured R ranged from 2 to 3. An illustration

of the e�ect of a non-trivial B.O.A. is shown in Figure 9. When it rose signi�cantly above

this range, the accelerator operators were able to make adjustments which reduced R.

During the spill, the protons extracted from the Tevatron were fanned out to many

experiments, including E799. During the running of the experiment, the average primary

beam intensity for good spills was 1:39� 1012 protons per spill on target.

2.1.1 KL Production

Kaons were produced from interactions of the protons in a one nuclear interaction length Be

target, a square rod measuring approximately 3:2 mm on a side and 36:2 cm long mounted

on a ceramic target stand. As the proton beam pro�le was approximately Gaussian with

a 0:4 mm width, it was typically well contained within the target. The primary beam was

monitored during the data-taking by a small wire chamber (SWIC) located approximately

3 meters upstream of the target, and �nal corrections to the beam position at the target

were made using two steering dipole magnets located approximately 30 m upstream of the

target. The targeting angle with respect to the secondary beam-line, 4:8 mrad, was chosen
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as a compromise between the maximization of kaon 
ux, which occurs at small angles, and

the minimization of the neutron to kaon ratio, which is lowest at large angles. Downstream

of the target were several sweeping magnets which swept charged particles away from the

secondary beam path, leaving neutral particles like KL's, KS 's, neutrons, photons, �
0's and

�0's.

The energy spectrum of kaons produced at the target was measured precisely by exper-

iment E731, which ran in the Meson Center beamline in an earlier �xed target run with an

identical production geometry and a similar detector. The spectrum was similar to what

one predicted by relating the well-measured K+ and K� production spectra, parameterized

by Malensek [54], to K0 and K0 production based on quark content. Corrections on the

order of 40% to this spectrum were determined from the KL spectrum of the vacuum beam

of E731 [55]. The energy spectra used in the Monte Carlo for K0 and K0 production were

d�K0

dpd�
=

sin�

800

 
B1

X(1�X)A1(1 + 5e�D1X)

1 + q2=M1
2)4

+B2
X(1�X)A2(1 + 5e�D2X)

(1 + q2=M2
2)4

!
F (p)

Figure 9. An illustration of the beam Bucket Occupancy Autocorrelation using acci-
dental triggers. The MU2 trigger source TDC is plotted in these triggers; note the excess
of MU2 triggers in the same bucket as the accidental trigger.
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and
d�

K0

dpd�
=

sin�

400

 
B2

X(1�X)A2(1 + 5e�D2X)

(1 + q2=M2
2)4

!
F (p);

with

A1 = 2:924 A2 = 6:107

B1 = 14:15 B2 = 12:33

D1 = 19:89 D2 = 12:78

M1 = 1:079(Gev=c2) M2 = 1:048(Gev=c2);

where X is the ratio of kaon to proton energies, p is the kaon momentum, q is its transverse

momentum, � is the production angle, and with

F (p) = 1 + w1p+ w2p
2 + w3p

3 + w4p
4;

w1 = 6:033� 10�3(GeV=c)�1 w2 = �4:283� 10�6(GeV=c)�2

w3 = �1:106� 10�7(GeV=c)�3 w4 = 1:802� 10�10(GeV=c)�4:

The resulting KL production spectrum is shown in Figure 10.

Figure 10. The energy spectrum of produced KL's
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2.1.2 Formation of The Neutral Beam

Secondary particles leaving the target were formed into a neutral beam by a series of col-

limators and sweeping magnets. The entire upstream beam-shaping apparatus is shown

in Figure 11. Immediately after the target, were sweeping magnets to bend the path of

charged particles produced in the target. Nine meters downstream of the target, a 5:8 m

thick copper collimator with two tapered beam channels performed the initial formation of

the secondary beams. Because of the sweeping magnets, the bulk of charged particles in

the beam were not able to follow the secondary beam channel and were dumped into the

collimator. Downstream of this initial collimator was a 3 inch thick (0:44 interaction lengths

or 14 radiation lengths) absorber made of lead, which was designed to convert the photons

in the beam so the resulting e+e� pairs could be removed by the downstream sweeping

magnets. Following the absorber, there was a slab collimator, for de�ning the edges be-

tween the two beams and eliminating cross-over from one beam into another, and then a

sweeping magnet to remove charged particles produced in interactions with the collimators

or in the lead absorber. The next group of collimators was located 20 meters downstream

of this magnet: a �nal slab collimator, two sets of jaw collimators, one oriented horizontally

and one vertically, which de�ned the outer edges of the two beams, and a �nal sweeping

magnet. Thirty meters downstream of these collimators were the last two sets of jaw colli-

mators for the �nal outer edge de�nition of the neutral beam. The e�ective decay volume

in E799 began just a few meters downstream of these last collimators. Figures 12 and 13

show the positions of each collimator along with the �nal beam edges in order to illustrate

where each edge was de�ned.

Short-lived particles in the neutral beam, like theKS (c� � 2:7 cm) and to a lesser extent

�0's and �0's (c� � 7:9 cm and 8:7 cm, respectively), decayed before reaching the KL decay

volume about 90 meters from the target. The very long-lived neutrons (c� � 2:7� 1010 m)

practically never decayed in 
ight. They passed through the detector, and were dumped

into the Back Anti veto counter and the muon �lter. Most of the KL's (c� � 15:5 m) did

so also, but a small fraction, about 3% at 70 GeV, did decay in the decay volume.

In the precursor experiments to E799, there was a 20 inch Be absorber (1:25 interaction
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Figure 12. Formation of the beam by the collimation in horizontal (x̂) view. The
collimator positions shown are those used in the Monte Carlo simulation of the collimation
(see Sections 5.5.5 and 7.1).
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Figure 13. Formation of the beam by the collimation in vertical (ŷ) view
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Table 3. E�ects of Be absorbers in the beam on hadron and KL 
ux

Inches of Be Hadron Flux KL Flux Average Calorimeter Energy

(relative units) (relative units) Deposition (GeV)

20 1 1 0:83

8 2:1 1:9 n/a

none 3:6 3:0 1:44

The hadron 
ux was measured using rates in the last longitudinal layer of the Back Anti

The kaon 
ux was measured from rates of reconstructed KL ! �0�0�0 and

KL ! �+���0 decays

lengths) in the neutral beam located just upstream of the lead absorber. This absorber was

in place to reduce preferentially the neutron content of the beam relative to the kaon content.

However, because the primary beam intensity allocated to our beamline was limited, these

absorbers had to be removed in order to obtain increases in the kaon 
ux. Before the �nal

decision was made to remove these absorbers, the e�ect of these absorbers on kaon 
ux and

total hadron 
ux was studied. The results are shown in Table 3. The total hadron 
ux was

studied by looking at rates in the most downstream portion of the Back Anti photon veto

counter (Section 2.2.3.1) into which the hadron beam was dumped, and the kaon 
ux was

studied by looking at rates in triggers designed to �nd all-neutral and two-track kaon �nal

states. These results indicate that the neutron to KL ratio did not increase drastically as a

result of removing the Be absorbers. The neutron and KL beam rates could be calculated

approximately from scaler rates in the Back Anti photon veto, which measured the total

hadron 
ux into the beam dump, and from the total 
ux of kaons which was measured

by reconstructing of kaon decays in the data. The average bucket occupancy of hadrons

triggering the last layer of the Back Anti was 0:09; the average number of KL which either

decayed in 
ight or reached the Back Anti was approximately 0:05 per RF bucket.

2.1.3 The Decay Volume
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The decay volume is shown in Figure 14. By the time the neutral kaons in the beam

had reached the �nal collimators, 85 meters downstream of the production target, the KS

component had e�ectively decayed away. The fractional contamination of KS 's from the

target after 85 meters was less than 10�3 for even the highest energy kaons (220 GeV)

observed in our detector. The vacuum in the decay region was maintained below 15 mTorr

throughout the run. An interaction length in the residual gas was greater than 3:7 �
106 meters, thus making regeneration of KL's into KS 's in the vacuum system a negligible

e�ect. The end of the decay volume was de�ned by a 48 inch diameter vacuum window just

before the �rst drift chamber.

2.2 The Detector

The detector is shown in Figure 15. It consisted of a decay volume, surrounded by veto

counters, a charged-particle spectrometer, a lead-glass calorimeter, and muon identi�cation

counters.

For future reference, it is useful to de�ne a global coordinate system when discussing

the elements of the detector. The origin of the detector coordinate system is the production

target, and the line from the production target to the center of the lead-glass calorimeter is

de�ned as the ẑ-axis, which is approximately parallel to the beam direction. \Upstream"

and \downstream" will be used to denote the negative and positive ẑ-directions, respectively.

The positive ŷ direction is approximately \up". Strictly speaking, it was de�ned as the

direction parallel to the vertical edges of the calorimeter blocks. Requiring a right-handed

coordinate system, the positive x̂ direction is then towards the left side of the calorimeter

when viewed from upstream.

The individual elements of the detector are discussed below.

2.2.1 The Charged Spectrometer

The primary measurement apparatus for charged particles was a charged spectrometer

which consisted of four drift chambers, two on each side of an analyzing magnet. The

spectrometer allowed measurement of a charged particle's path through the detector and
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a measurement of the momentum from the bend angle at the analyzing magnet. With

multiple charged particles observed in the �nal state, the location of the decay vertex could

be determined by extrapolating tracks upstream to a common origin. Thus information

from the spectrometer played many important roles in the analysis.

The drift chambers consisted of a gas �lled volume, bounded by two wire-supported

Aclar windows and strung with �eld-shaping and sense wires. When charged particles

passed through the gas, they produced a trail of electron-ion pairs with a mean separation

of 300 �m. The high electric �eld between the �eld-shaping and sense wires caused the

electrons to drift towards the sense wires, while the ions drifted towards the �eld wires.

Because of the competing e�ects of acceleration of the electrons from the �eld and the

collisions of the electrons with the gas, the electrons drifted with a velocity that was roughly

o o o o o o
o o o o o o

x x x x x x
o o o o o o

o o o o o o
x x x x x x

o o o o o o
o o o o o o

x

o

Sense Wire
Field Shaping Wire

beam direction12.7 mm

Figure 16. The sense and �eld wire geometry in half of a drift chamber (one view) is
shown. Each sense wire was surrounded by a hexagonal group of six �eld-shaping wires.
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constant over much of the active chamber volume. The �eld-shaping and window support

wires were 100 �m thick gold-plated Cu-Be, and the sense wires were 25 �m gold-plated

Tungsten. When the electrons came very close to the thin sense wires, the very high electric

�elds accelerated electrons in between collisions to su�cient energies that they could create

more electron-ion pairs. This avalanche e�ect resulted in an ampli�cation of the electron

signal reaching the sense wire.

Each of the four drift chambers consisted of four planes of sense wires, two each in the

x̂ and ŷ views. The sense wire spacing was 12:7 mm in each plane, and the two planes in

the same view were o�set by half of a wire spacing. This allows a dual measurement in

each chamber-view to resolve the left-right ambiguity that results from ionization drifting

towards the nearest wire, rather than in a speci�c direction. These two planes of sense

wires in the same chamber-view are often referred to as \complimentary planes". The �eld-

shaping geometry was hexagonal (see Figure 16), with equal spacing between every plane

of wires in the beam-direction. The four chambers were of di�erent sizes (see Table 4), with

the largest downstream, to increase acceptance for the high angle tracks. A high voltage of

�2650 Volts was maintained on the �eld wires during data-taking. To reduce dark currents

and potential aging e�ects in the chambers, this voltage was reduced by 20% in between

spills.

The drift chamber gas used was a mixture of 50% Argon, 50% Ethane. With the op-

erating voltage of �2650 Volts, the drift velocity was about 50 �m/ns. The drift velocity

was almost independent of the local �eld in the range of �elds across the drift region of the

cell, varying by less than 15% in �elds from 50 V/mm to 500 V/mm. A small admixture

(about 1%) of ethyl alcohol was added to the chamber gas for its quenching properties in

order to reduce aging in the chambers. At one point during the run, several gas cylinders

contaminated with Hydrogen Sul�de were delivered to our beamline and this gas was 
owed

through our chambers. Because H2S acts to quench ionization, the e�ciencies of our drift

chambers decreased substantially, an e�ect that was apparent from online monitoring. Mix-

tures containing some H2S were 
owed through the chambers over a 13 hour period. After

the bad gas was discovered, these cylinders were removed and we resumed running with no

apparent permanent damage to the drift chambers.
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Table 4. Drift chamber sizes, measured in wires per sense plane

Chamber Number View Number of Sense Wires Per Plane

1 X 101

1 Y 101

2 X 128

2 Y 112

3 X 136

3 Y 128

4 X 140

4 Y 140
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The signal from each sense wire was discriminated at the chambers and sent to a repeater

card from which copies of the signal were sent to both the chamber TDCs (Time-to-Digital

Converters) and the track processor front-end boards. The chamber TDCs used were com-

mercially available LeCroy 4291B TDCs with a common stop provided by the Level 1 trigger

signal. Once the TDC received a signal, it was dead for approximately 250 ns, the double-

pulse resolution time of the TDCs. This long resolution time had the advantage of ensuring

that secondary pulses in the analog signal shape from the sense wire, such as re
ections on

the chamber wire, would not cause the TDCs to restart.

By converting the drift time measured at the TDCs to a drift distance, a position mea-

surement can be made from each chamber wire hit with an accuracy of about 100 �m. The

details of how the chambers were aligned and calibrated, as well as the chamber perfor-

mance, are discussed in Chapter 5.

The 100D40 analysis magnet was a dipole magnet with a vertical �eld of approximately

4 KGauss. The transverse dimensions of the magnet aperture measured 2:53 m � 1:46 m,

and the pole faces extended 3:37 m in the ẑ-direction. The current to the magnet was

monitored and written to tape each spill. Past experience [56][57] showed that problems with

the magnet power supplies could be correlated with changes in the magnet �eld strengths;

however, during E799, the power supply system was stable and required no repair. The

determination of the �eld-strength and mapping of the magnet is described in Section 5.6.

The magnetic �eld imparted a momentum kick, approximately 200 MeV, in the x̂-direction.

The magnet's �eld was negligible at the second and third drift chambers, and was very

small in the horizontal direction; therefore, to a good approximation, the entire e�ect of

the magnetic �eld was to simply bend the straight x-view tracks between chambers 2 and

3. This bend angle was used to measure the momentum of charged particle. The locations

along the beam axis of the spectrometer elements are given in Table 5. Because of the

addition of Transition Radiation Detectors (TRDs) for the E799 run, the distance between

Chamber 3 and Chamber 4 is approximately 2 meters shorter than that between Chambers

1 and 2. This had the e�ect of degrading the momentum resolution somewhat because of

the reduced lever arm in measuring downstream tracks. However, the resolution was still

dominated by multiple scattering over most of the relevant momentum range.
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Table 5. Distance from the target to elements of the charged spectrometer

Spectrometer Element Distance from Target to Element Midpoint (m)

(Vacuum Window) 158.946

Chamber 1 159.287

Chamber 2 165.861

Magnet Bend Plane 168.864

Chamber 3 171.856

Chamber 4 176.200

(Lead-Glass Face) 180.886

2.2.1.1 Material In the Spectrometer

For Monte Carlo simulation of multiple scattering, bremsstrahlung and photon conversions,

it was important to understand the amount of material through which decay products pass.

In particular, material upstream of the spectrometer contributed signi�cantly to the invari-

ant mass resolution, and the multiple-scattering in the material internal to the spectrometer

largely determined the momentum resolution. Therefore, a good deal of attention was paid

to reducing and then measuring the material contributed by each detector element. For

example, to reduce multiple scattering in the air between drift chambers, helium-�lled bags

were placed between drift chambers, and then the sizes of the remaining air gaps and bag

material were carefully measured. The total material, in radiation lengths, for every ele-

ment in the beam between the end of the decay volume and the lead-glass is listed in Tables

6 and 7. Special cases where calculation of the radiation lengths is not straightforward are

discussed below.

The vacuum window at the end of the decay volume was the most signi�cant single piece

of material upstream of or inside the spectrometer. It consisted of 23 mils of a Kevlar-29

woven �ber fabric (in a \basket weave" according to the manufacturer) and 5 mils of Mylar.

The radiation length of Kevlar-29 (C14H10N2O2) was calculated to be 41:29 g/cm2 by mass

weighting of the elemental radiation lengths, and the Kevlar fabric weave used had a sheet
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Table 6. Radiation lengths of material upstream of or inside the spectrometer

Detector Element Material Thickness(cm) Radiation Lengths

Vacuum Window Kevlar-29 Fibers 0.058 0.00114

Mylar 0.013 0.00045

Air Gap Air 39.1 0.00129

Chamber 1 Windows, Gas 8.2 0.00084

Wires (average) n/a 0.00060

Air Gap Air 35.6 0.00117

Helium Box Mylar Windows (2) 0.005 ea. 0.00019 ea.

Polyethylene Bag (2) 0.014 ea. 0.00029 ea.

He 587 0.00103

Air Gap Air 26.4 0.00087

Chamber 2 Windows, Gas 8.2 0.00084

Wires (average) n/a 0.00060

Air Gap Air 24.1 0.00079

Helium Bag Polyethylene Bag (2) 0.014 ea. 0.00029 ea.

He 537 0.00095

Air Gap Air 30.0 0.00099

Chamber 3 Windows, Gas 8.2 0.00084

Wires (average) n/a 0.00060

Air Gap Air 21.8 0.00071

Helium Bag Polyethylene Bag (2) 0.014 ea. 0.00029 ea.

He 379 0.00067

Air Gap Air 25.4 0.00083

Chamber 4 Windows, Gas 8.2 0.00084

Wires (average) n/a 0.00060
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Table 7. Radiation lengths of material downstream of the spectrometer

Detector Element Material Thickness(cm) Radiation Lengths

Air Gap Air 80 0.0026

TRD 1 Windows, Gas,

Wires, Radiators 13 0.012

Air Gap Air 30 0.0010

TRD 2 Windows, Gas,

Wires, Radiators 13 0.012

Air Gap Air 30 0.0010

TRD 3 Windows, Gas,

Wires, Radiators 13 0.012

Air Gap Air 150 0.0049

C-Bank Scintillator 1.0 0.024

B-Bank Scintillator 1.0 0.024

Air Gap Air 120 0.0039

density of 0:0469 g/cm2. Therefore, the entire vacuum window represented 1:6� 10�3X0 of

material.

A second signi�cant contribution to the material inside the spectrometer was the pres-

ence of air gaps in between the vacuum window and the chambers and in between the

chambers and the helium bags. Since the radiation length of air is relatively short, only

304 meters, a small amount of air could contribute signi�cantly to the total radiation length.

The gaps between chambers and helium bags were measured at �ve points: the center of the

chamber and at the four corners. Each helium bag face has a roughly spherical bulge, but a

single \average" gap length was actually used in the Monte Carlo. This average was de�ned

as 3=4 of the center gap plus 1=4 times the average of the four corner gaps. For the distance

between the vacuum window and the �rst chamber, 3=4 of the maximum bulge (10:9 cm at

1 atmosphere pressure di�erence) was used to obtain an \average" gap length. The air gaps
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ranged from 20 to 50 cm and accounted for a large fraction of the material internal to the

spectrometer. It is also worth noting that the Helium bag radiation lengths were calculated

assuming pure Helium in the bag without considering any possible admixture of air.

Finally, the chambers themselves contained signi�cant material. Each chamber had

two outer windows, consisting of 1 mil Aclar, 0:00019X0 each, and 82 mm of Ar-Ethane,

0:00046X0 total. Each chamber also has window wires, �eld wires and sense wires. In

the Monte Carlo simulations of bremsstrahlung and multiple-scattering, these wires were

treated as discrete points of material, with a certain interaction probability depending on

their thickness. For photon conversion however, the wires were treated as a single thin sheet

of material in the chambers. In the approximation of the wires as thin sheets of material,

the wires contributed 0:00060X0 to the total radiation length.

Given these radiation lengths, one can calculate the contribution to momentum reso-

lution from multiple scattering. The primary e�ect of multiple scattering is to change the

bend angle measured at the magnet. For the purposes of this approximation, only mate-

rial located between the midpoint between Chambers 1 and 2 and the midpoint between

Chambers 3 and 4 was considered to contribute to the change in the bend angle. (Mate-

rial between Chambers 2 and 3 will contribute fully to this e�ect; material between the

other chambers will contribute less because some of the change in angle is measured by the

drift chambers.) The total considered material was 0:94% of a radiation length. The RMS

multiple scattering angle from a thin sheet of material is given by [3],

�ms =
0:0136

p

p
t [1 + 0:038 loge t] ;

where p is the track momentum in GeV/c, and t is the material thickness is radiation

lengths. The RMS \momentum kick" from multiple scattering is then 1:1 MeV in this

approximation. This then contributes a momentum-independent term in the momentum

resolution of 0:55%. This is to be compared with the error from the 100 �m position

resolution of the chambers of 0:011p%, where p is the momentum in GeV/c. For many-

body �nal-state decays such as those investigated in this analysis, p < 50 GeV typically, so

the multiple-scattering term will dominate the momentum resolution.
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2.2.2 The Electromagnetic Calorimeter

The electromagnetic calorimeter consisted of 804 blocks of Schott F-2 lead-glass, 5:8�5:8�
60:2 cm3 each. The blocks were oriented with the long axis parallel to the beam direction

and stacked in a roughly circular array with two holes in the center through which the

hadron beams could pass (see Figure 17). The radiation length of Schott F-2 lead glass is

3:21 cm, so each block was approximately 18:8 radiation lengths in depth.

The �Cerenkov light produced in electromagnetic showers in the lead-glass was observed

using phototubes mounted on the back of each block. The phototubes used were Amperex

2202 ten-stage tubes with bialkali cathodes which were operated at approximately 1200 V,

providing for gains on the order of 105. The tubes made optical contact with the blocks

using a silicon gel whose index of refraction (1:45) was in between that of the lead-glass

(1:6) and the phototube window (1:4). Embedded in the gel was a Wratten 2A �lter which

cut o� the part of the �Cerenkov spectrum where the absorption in the lead-glass was large

(below 400 nm). As will be discussed in Chapter 6, this absorption introduced a signi�cant

non-linearity to the glass response and also degraded the resolution. This �lter then played

an important role by minimizing this absorption. Each block was individually wrapped in

0:5 mil aluminized mylar to increase light collection and optically isolate each block from

its neighbors.

In order to monitor phototube gains, each lead-glass block viewed light from a xenon


ash lamp (the \
asher") with a quartz window through a system of optical �bers, one of

which was mounted on the front face of each block. The lamp provided light in a spectrum

similar to that of �Cerenkov radiation with each tube viewing light approximately equivalent

to the amount of light created in a 40 GeV shower. By monitoring each block during these


ashes, changes in tube gain could be monitored and then corrected by changing the high

voltage on the tube. Because previous experiments had found that the phototube gains

changed by as much as 10% as the incident particle 
ux increased at the beginning of each

spill, these same �bers were used to transmit a constant low level of LED-produced light to

the face of each block. This low level of ambient light was su�cient to eliminate this e�ect.

The entire array was enclosed in a special \glass house". The glass house was kept
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20 cm

Figure 17. The lead-glass array. Outlined in the heavy lines are the boundaries of the
lead-glass adders.
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light tight, in order to avoid damage to the phototubes or noise from ambient light, and

climate controlled by a system of air conditioners, fans and a household thermostat. During

E799, this climate control system was able to keep the temperature at the phototube bases

constant to within 1:5�C, which e�ectively limited gain 
uctuations due to temperature

variations.

The signal from each phototube was carried by an 80 meter RG-58 cable (which pro-

vided su�cient delay for formation of the Level 1 trigger) to a FASTBUS Le Croy 1885

ADC (Analog-to-Digital Converter) module. Although �Cerenkov light itself was produced

promptly, the signal at the ADC has a substantial time-spread due to broadening in the

cables and because of some scintillation in the lead-glass. The ADC integrated the photo-

tube signal over a 100 ns gate, and then converted the integrated pulse height to a digital

readout using a 12-bit ADC in the module which was operated in two di�erent ranges.

The �rst of these ranges, \low range", was used for smaller pulse heights; for pulse heights

corresponding to more than approximately 3700 ADC counts in low range, a second \high

range" was used instead with an input signal attenuation of a factor of 8 before digitization.

This e�ectively extended the dynamic range of the ADC module to that of a 15 bit ADC.

With our gate and phototube gains, each low-range ADC count corresponded to between

6 and 7 MeV for most lead-glass blocks. However, several of the blocks closest to the

hadron beam-holes su�ered severe radiation damage during the run, and for these blocks

the low-range gains were as high as 15 MeV/count.

A small portion of the lead-glass analog signal was diverted for use in fast lead-glass

energy sums. Using electronics located just outside the glass house, the analog signals

from the blocks were added together into 92 groups of approximately nine blocks each

(see Figure 17). These signals were then sent on cables similar to the lead-glass block

signal cables to ADC modules which used a 30 nsec gate. This narrower gate allowed for a

comparison of the adder energies with the energies in the lead-glass blocks to identify events

with out-of-time energy in the lead-glass. A small part of each of the adder signals was

tapped to form analog energy sums for the lead-glass quadrants, and the quadrant signals

were added to form a total lead-glass energy sum, Et. Three copies of the Et signal were

also sent to the same ADC module as the adder signals with three di�erent cable lengths in
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order to form a digitized Et-early, Et-late and Et-in-time quantities. The analog quadrant

sums and Et were also discriminated near their point of formation to make trigger signals

which were sent to the Level 1 trigger electronics.

During the experiment, a signi�cant radiation dosage was absorbed by the blocks around

the pipes through which the hadron beams passed (the \pipe blocks"). Figure 18 shows

estimates of the dosage received per block for various parts of the lead-glass based on

radiation monitors located immediately behind blocks of the lead-glass array during two

weeks of typical running. The e�ect of this radiation damage on the Lead-Glass was to

Block Location Estimated Dosage During the Run

A 23 krad

B 5.6 krad

A

B

Figure 18. The radiation dosage per block in the lead-glass calorimeter is shown as
estimated using radiation monitors during a typical two-week running period.
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increase the absorption of �Cerenkov light produced in electromagnetic showers. To attempt

to \cure" this damage in the pipe blocks, ultraviolet light from two 400 Watt mercury

vapor lamps was shone upon the front of the central blocks of the Lead-Glass array for

about twelve hours after approximately every two weeks of beam-time. During a one week

accelerator downtime in the middle of the run, the UV lamps were used for a three-day

\mega-cure", in order to correct the rapidly increasing absorption. Past performance in

lower intensity experiments using the Lead-Glass array, such as E731 [55] and E773 [58],

showed that this curing procedure did reverse approximately 90% of the damage to the

lead-glass. In E799, the rate of damage in the pipe blocks was so large that the damage

steadily worsened from calibration to calibration despite any temporary improvements from

curing.

2.2.3 Other Detector Elements

Aside from the spectrometer and calorimeter, there exist a number of other detector el-

ements which fall into two major categories. There are several photon vetoes which are

designed to detect photons or charged particles escaping the �ducial volume of the detector

and a number of scintillator trigger planes used for forming fast triggers and for particle

identi�cation. These two categories of detectors are discussed below.

There were also several test detectors installed in E799 which did not play a role in the

event reconstruction. At the beginning of the run, two beamhole calorimeters, one made

of PbF2 and one of BaF2 were placed behind the lead-glass beamholes in an attempt to

increase acceptance. These were not used during the bulk of the run, however, because they

caused neutral hadrons from the beam to interact in trigger counters downstream of the

lead-glass and also because the BaF2 calorimeter was severely radiation-damaged within a

very short time [1]. There were also three transition radiation detectors (TRDs) installed

for E799 which were designed to lessen the probability of misidentifying charged pions as

electrons. These, unfortunately, were not operational for much of the run, thus limiting

their e�ectiveness in analysis.
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2.2.3.1 Photon Vetoes

The photon vetoes come in many varieties, but all have the basic goal of detecting charged

particles and photons which escape the �ducial volume of the calorimeter or the spectrom-

eter. Several|the Vacuum Antis (VA's), numbered -1 through 4, and the Decay Region

Anti (DRA)|were located inside the evacuated decay volume, bolted to the vacuum pipe

wall. The Magnet Anti (MA) shadowed the magnet aperture. Two|the Lead Glass Anti

(LGA) and the Iron Ring|surrounded the outer edge of the lead-glass array, and the Back

Anti (BA) was positioned to detect photons escaping down beamholes in the center of the

lead-glass. The diverse positioning of the vetoes also implied a geometric diversity as shown

in Figures 19, 20 and 21.

There was also a diversity of composition in the di�erent vetoes. All of the Vacuum

Antis, the Magnet Anti and the Lead Glass Anti consisted of a scintillator layer for de-

tection of charged particles, followed by two modules of three radiation-length lead-lucite

sandwiches for detection of photons (see Figure 22). The Decay Region Anti was two planes

of scintillator counters with a lead sheet between them in order to convert photons. The

Iron Ring (shown in Figure 23) consisted of a 2:9 radiation length thick ring of rusty iron

hung about 30 cm in front of the B and C scintillator banks, designed to convert photons

that would otherwise have missed both the lead-glass and the LGA so the resulting shower

could be observed in the scintillators. Finally the Back Anti counter was a segmented 48

layer lead-lucite sandwich, 28:1 radiation lengths deep. UV transmitting light pipes com-

bined the light from eight di�erent layers in the same view together and delivered it to the

72 readout phototubes. The segmentation divided the counter into three regions of depth,

and into 1 inch strips in alternating horizontal and vertical lucite planes. Because of the

coarse longitudinal segmentation, the BA could distinguish electromagnetic from hadronic

showers by checking for signi�cant energy deposition in the most downstream portion of

the counter which should not be present in electromagnetic showers.

The total coverage for escaping photons given by the Photon Veto system is illustrated

in Figures 24 and 25.
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Photon Veto xi (m) yi (m) xo (m) yo (m) Distance from Target (m)

VA -1 * 0.0947 0.1782 0.2050 0.2863 122.873

VA 0 * 0.0947 0.1721 0.2050 0.2889 125.175

DRA 0.249 0.310 radius 0.605 m 140.948

MA 0.908 0.743 1.057 1.067 166.836

*Had a 3:5�tilt in the x̂-ŷ plane with respect to the axes

yi

yo

xi

xo

Figure 19. The geometry of the \square" photon vetoes. The segmentation of counters
varies. The MA segmentation is shown.
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Photon Veto ri (m) ro (m) Distance from Target (m)

VA 1 0.303 0.595 132.172

VA 2 0.303 0.595 135.933

VA 3 0.502 0.885 149.291

VA 4 0.606 0.889 158.273

LGA 0.908 1.403 178.710

Iron Ring 0.848 0.931 179.266

ri

ro

Figure 20. The geometry of the \round" photon vetoes. The segmentation of counters
varies. The VA0 segmentation is shown.
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Photon Veto x (m) y (m) Distance from Target (m)

BA .298 .502 185.047

y

x

Figure 21. Schematic of the Back Anti counter
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PMT PMTPMT

Scintillator Lead-Lucite Sandwiches

z

Figure 22. Cross-Section of a lead-scintillator photon veto counter
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20 cm

20 cm

Lead Glass Anti Iron RingOuter Ring of
Lead Glass Array

Figure 23. The location of the iron ring is shown with the positions of the outer lead-glass
blocks and the LGA superimposed. The iron ring was designed to convert high-angle
photons in the gap between the lead-glass and the LGA.
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Figure 24. The coverage of the photon vetoes as a function of decay vertex and photon
angle is shown for photons created at the center of the upper beam, traveling in the �ŷ
direction.
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Figure 25. The coverage of the photon vetoes as a function of decay vertex and photon
angle is shown for photons created at the center of the lower beam, traveling in the �ŷ
direction.
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Table 8. Summary of trigger and particle identi�cation scintillator banks

Bank Material Nuclear Interaction Distance from

Lengths the Target (m)

(upstream face of element)

C 179.536

B 179.635

Lead-Glass Array 1.7 180.886

Lead Wall 0.7 183.2

MU1 184.0

Muon Steel 20.0 186.0

MU3 189.55

MU2 189.91

2.2.3.2 Trigger Planes

Planes of scintillator counters were very important in the E799 trigger because of their

e�cient detection of charged particles and fast response. By placing scintillator planes

downstream of absorbing material, they can also be used to distinguish electrons from

charged pions from muons at trigger level. A list of the positions of the scintillator banks

and the intervening material is shown in Table 8.

For triggers selecting �nal states with charged particles, two banks were placed in front

of the lead-glass, the C bank with horizontally-oriented counters and the B bank with

vertical counters. The geometries of the B and C banks are shown in Figures 26 and 27,

respectively. These banks were �nely segmented in order to allow the trigger to require hits

in separate counters without a large loss in acceptance. The two-track triggers, for example,

required hits in two di�erent scintillators of both the B and C banks. There were also two

small trigger scintillators placed behind the beamholes of the lead-glass array referred to

as the Beamhole Counters, which were used primarily for triggers on �0 decays to detect

high-momentum protons going down the beamhole.
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Figure 26. Geometry of the B scintillator bank
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Figure 27. Geometry of the C scintillator bank
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Figure 28. Geometry of the MU1 scintillator bank
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For particle identi�cation, the three banks MU1, MU2 and MU3 were used both at

trigger level and in the �nal analysis cuts. MU1 (see Figure 28) was located downstream of

the lead-glass and a wall of lead bricks which together comprised a 41 radiation length shield

from any electromagnetic showers starting in the lead-glass. Leakage of electromagnetic

energy into this bank was extremely small; showers from charged pions, however, are much

less well-contained in the lead and will often deposit large amounts of energy in the MU1

scintillator bank. In the trigger, the analog sum of the MU1 counters was required to

be below a signal roughly equivalent to that of three minimum ionizing particles. The

probability of a single pion initiating a hadronic shower before the end of the lead wall is

about 60%. Studies show a 75% rejection of KL ! �+���0 decays at trigger level using

the MU1 bank; therefore, one concludes that the probability of rejecting a charged pion

which showers before the MU1 bank is approximately 80%. Downstream of a 3 meter thick

steel muon �lter are two muon identi�cation trigger planes, MU2 and MU3. MU2 is a large

bank of overlapping scintillator counters designed primarily for the positive detection of

single muons passing through the spectrometer. MU3 is a smaller bank of non-overlapping

vertically-oriented scintillator counters, 
ush against the muon �lter, equipped with special

electronics to trigger on the presence of muons in two non-adjacent counters. Further details

of the use and calibration of these banks can be found elsewhere [59][1].

2.2.3.3 The Accidental Trigger

It is important in Monte Carlo simulations of the detector response to include some model of

the activity in the detector not caused by the actual decay of interest. This activity occurs

in two varieties: activity caused by protons interacting in the target (called \accidentals"),

and activity uncorrelated with any real particles incident on the detector (called \noise").

The method used to simulate both types of activity is to imbed all events generated in

our Monte Carlo inside real detector events take with some low-bias trigger. If one only

wished to include noise in this simulation, the trigger could be essentially random; however,

the desire to include \accidentals" as well forces a trigger to be chosen which selects events

with protons interacting in the target. Such a trigger must be totally independent of the

rest of the detector to avoid biasing this sample. Therefore, a special accidental counter was
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{
D/A

primary
beam

Accidental
Trigger

Figure 29. The accidental trigger counter. When the counter detects a muon from the
target, the data acquisition system records the activity in the detector.
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installed to select events with muons originating in our target, but which are well outside

the �ducial volume of the detector. The muon telescope used to form this trigger, shown

in Figure 29, was placed about 30 m from the target at an angle of 25 mrad away from

any active element of the detector. It was very unlikely that a single muon could interact

in both this accidental trigger muon telescope and in any other part of the detector, thus

eliminating bias in the selection of these events.

2.3 The Experimental Trigger

Central to the success of the experiment was the triggering apparatus used to select in real

time which events would be written to tape. The design of the trigger was complicated to

allow for many di�erent triggers which re
ected the diversity of physics topics, and because

of the need for the maximum possible rejection over undesirable events. The basic structure

of the trigger was two-tiered: the Level 1 trigger provided a decision for each RF bucket

using information available from fast detectors, and then the Level 2 trigger, started by a

positive Level 1 decision, made decisions based on information from the lead-glass and from

the drift chambers before selecting the event to be written to tape.

2.3.1 The Level 1 Trigger

The Level 1 Trigger consisted of a set of trigger \sources" which were fed into a series

of Memory Lookup Units (MLU's) that produced trigger decisions based on their program-

ming. The trigger sources were produced by a wide variety of detector elements, as shown in

the list in Table 9. The trigger sources were strobed by an RF signal synchronous with the

53 MHz bucket structure of the beam. Among the sources were two prescaled RF signals,

which allowed for high prescales to be imposed on frequently satis�ed trigger conditions

(such as those of the Accidental or Single Muon triggers) in order to reduce their rates

to acceptable levels. However because these prescales operated by reducing the frequency

of the RF signal instead of by counting events, they were potentially susceptible to bias

because of variations in RF bucket occupancy. Therefore, these prescaled RF sources were

not used to provide the precision prescales necessary for normalization or signal modes.
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Table 9. Summary of Level 1 trigger sources

Detector Element Source Name Description

B Bank 1B one or more counters in the bank hit

2B two or more counters in the bank hit

3B three or more counters in the bank hit

BE one or more counters in the east half of bank hit

BW one or more counters in the west half of bank hit

C Bank 1C one or more counters in the bank hit

2C two or more counters in the bank hit

3C three or more counters in the bank hit

CU one or more counters in the upper half of bank hit

CD one or more counters in the lower half of bank hit

B and C Banks BCPH requires a hit in a central counter of each bank

Lead-Glass Et Low Rising edge above low (� 6 GeV) threshold

Et High Rising edge above high (� 50 GeV) threshold

Q1,Q2,Q3,Q4 one quadrant of glass above low threshold

Photon Vetoes VA -1, VA0 a hit in the veto scintillator

VA1-4, DRAC a hit in the veto scintillator

LGA signal above threshold in the LGA lucite counters

BA12 signal above � 2:5 GeV in X-view of �rst 2=3 of BA

BA3 signal above � 5 GeV in X-view of last 1=3 of BA

MU1 MU1 signal above threshold in analog sum of counters

MU2 MU2 a hit in any counter

MU3 MU3 hits in two non-adjacent MU3 counters

Accidental Trigger ACCID a coincidence in the Accidental muon telescope

Beamhole Counters UPBM a hit in the counter in the upper beamhole

DNBM a hit in the counter in the lower beamhole
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The MLUs which made the trigger decisions were programmed remotely using an en-

vironment which was able to interpret FORTRAN code containing the logic for various

triggers. Eight trigger sources were placed into a single MLU, and a wide variety of log-

ical operations were performed on these sources to produce 16 outputs for each MLU,

corresponding to the sixteen available Level 1 trigger sources. The outputs from the six

MLU's were then combined with a logical AND to form the �nal Level 1 trigger decisions.

This structure did place some limits on possible trigger combinations, but by appropriate

grouping of trigger sources in the �rst layer of MLUs, all needed trigger logic could be

implemented.

The �rst level trigger also contained a precision prescaling capability in addition to the

rough prescaling provided by the prescaled RF trigger sources. An additional module was

able to provide integral prescaling factors between 2 and 16 by counting unprescaled Level 1

decisions.

The Level 1 trigger system returned a trigger decision each bucket for each of up to

16 pre-programmed triggers, 12 of which were available for physics uses. If one or more of

the triggers was satis�ed, the Level 2 trigger processors and digitization of the lead-glass

and drift chamber information was started, and the Level 2 trigger system was informed of

which Level 1 triggers had been satis�ed.

2.3.2 The Level 2 Trigger

The Level 2 trigger consists of two sets of hardware trigger devices, the track processor and

the hardware cluster �nder (HCF). The �nal Level 2 decision typically took about 30 �sec

to reach, limited by the speed of the HCF which was triggered for each event even if its

decision was not used in the trigger. However, if one of the elements of the track processor

was able to reject an event before the HCF information was available, a Level 2 abort signal

was generated in order to reduce deadtime from the Level 2 trigger processing. Triggers

could use information from either the Zuma or Plotin track processor boards, from the hit-

counting module of the track processor, and an HCF count of clusters. During the Level 2

processing, the trigger system was dead, or unable to process any more incoming triggers.

The elements of the track processor and the HCF are described below.
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2.3.2.1 The Track Processor

The \track processor" was the name given to a loose confederation of di�erent systems which

all used information from the drift chambers as their inputs. These three di�erent triggering

devices, the Zuma board, the Plotin board, and the hit-counting system, were electronics-

based trigger processors. All of the electronics shared some common physical characteristics:

all boards were housed in a FASTBUS crate and could communicate via FASTBUS protocol

with a host PDP-11 which was used to test and initialize boards. The input information

for all boards was also supplied via special repeater boards which intercepted the digital

drift-chamber signals before the TDCs and made an extra copy of these signals for the

track processor. The repeater boards also rearranged the signals for convenient cabling and

produced a \wire-or" signal which was the logical OR of sixteen adjacent wires in the two

planes of one view of a drift chamber, dividing each chamber-view into between 14 and 18

such wire-ors.

The Zuma board [56], which was used as the primary track-processor triggering device

in E773, used the wire-ors produced by the repeater boards as inputs and was designed

primarily for simple pattern recognition. At the heart of the Zuma board, was a series of

of programmable memories which used the inputs of the wire-ors as an address at which

was stored a trigger decision. The Zuma memories were divided into nine lookup tables,

the �rst eight of which contained a �rst level decision based on a subset of the wire-ors,

First Level Memories
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2
bits
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2R

2
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2R

2
bits
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4L

2
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4R

2
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3R

4L

2
bits

3R

4R

2
bits

Second Level Memory

Trigger Decision

Figure 30. The use of the memories on the Zuma boards. The letters outside the �rst
level inputs signify the inputs used in that memory. In \3L" for example, the \3" indicates
the inputs come from chamber 3 and the \L" from the left half of the chamber wire-ors.
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and the last of which was a second level memory. The details of this structure are shown in

Figure 30. Two identical Zuma boards were used in trigger decision, one for the X view and

one for the Y view. As a matter of practice, the boards were programmed such that the

�rst level memories returned the number of observed segments in each subset of wire-ors,

and the second level memories checked for a su�cient total number of segments. In E799,

the Zuma boards were used in the four-track trigger. In the X view, one segment on each

side in the upstream chambers were required, and the downstream chambers were required

to contain at least three segments which were compatible with the upstream pattern. In

the Y view, at least two upstream segments anywhere in the chambers were required, along

with at least three compatible downstream segments. The decision from the Zuma board

was returned quite quickly, approximately 100 ns after the gate for the chamber information

ended.

The Plotin board was designed speci�cally for the � triggers and used drift chamber

information to select high-momentum tracks down the center of the chamber. The board

used the 20 center wires from the X view of each chamber as its inputs, where the 10 wires

from each of the two sense planes were correctly interleaved with those of the complimentary

plane. The board then required a \road" in the chambers with at least one wire hit per

chamber. The tracks of interest for this trigger were high-momentum protons from the �

decays, and these were typically straight through the chamber system with only a very small

bend at the magnet. Track segments upstream and downstream of the analyzing magnet

were found using the requirement that the wire number hit in one chamber di�er by no more

than one from the wire number hit in the neighboring chamber. The upstream segment was

then matched to the downstream segment by requiring that the same wire number be hit

in Chambers 2 and 3. Careful initial chamber alignment was thus key to the operation of

the Plotin board. In order to select protons preferentially over anti-protons, a small o�set

(about 4 mm, the bend distance of a positively-charged 200 GeV track) was added during

the chamber-positioning process to the position of the fourth drift chamber. The minimal

processing requirement on this board made it quite fast as well, comparable in speed to the

Zuma boards.

The �nal, and most complicated portion of the track processor was the hit-counting
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system. The electronics used to perform the hit-counting was originally designed to be part

of a more grandiose track-processor with the capability of �nding tracks in the drift chamber

at trigger level. Figure 31 shows the 
ow of information among the boards in the originally-

planned track processor. However, because the immense number of person-years required

to construct such a device, only the controller and front-end sparse readout portions of the

total system were functional at the start of the E799 run. These completed portions of the

track processor were useful in the Level 2 trigger, however, because they allowed trigger

requirements to be placed on the number of hits in each chamber and because of the precision

prescaling boards attached to the controller modules. This hit-counting con�guration of the

track processor, as used in the E799 run, is shown in Figure 32. The electronics used to

perform the hit-counting, prescaling and control functions occupied 31 full-sized FASTBUS

boards, 24 for the front-end readout, and 7 for the prescaling and controller functions. The

boards were physically located next to the drift chamber TDCs, in three FASTBUS crates
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Figure 31. The original track processor design
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equipped with water cooling to disperse the nearly 5 kWatts of power consumed by the fast

ECL-standard electronics.

The front-end boards which carried out the hit-counting function were originally de-

signed to perform a sparse readout of the drift chamber hits for a set of track-�nding

hardware processors; therefore, the architecture of these boards was somewhat more in-

tricate than what would have been actually required to simply count hits. A triplet of

front-end boards served each pair of sense planes in a single chamber-view. The functions

of these triplets could be divided into two broad categories: the \slave" functions of reading

drift chamber hits into latches and then reading back that same information on demand,

and the \master" functions that controlled the 
ow of information from the latches onto an

internal readout bus. Of the three boards in each front-end triplet, two of them|named

\Spartacus" boards|contained the logic necessary only to perform slave functions; the

third|called the \Crassus" board|contained a small block of slave logic, plus all the logic

necessary to carry out the master functions.
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Figure 32. The hit-counting portion of the track processor as used in E799
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The slave logic was simple and mostly local. Signals from the drift chamber wires

were fanned out to blocks of latch chips. Also distributed to these latches was a gate

signal, generated by dedicated hardware triggered by a positive Level 1 decision. If a signal

appeared on a drift chamber wire during this gate, the latch at the corresponding location

was set. The drift chamber wires from the two complimentary planes in each chamber-view

were interleaved before determining the hit location, and a pair of hits in the same chamber

cell were considered as a single hit; hits without a corresponding hit in the complimentary

chamber plane were assigned to locations in between the locations of the two cells they

bordered (see Figure 33 for examples). After the gate was closed, the slave logic then

enabled a sparse readout of the hits. The lowest numbered hit in each block of latches

would broadcast its location on an internal bus; a similar system tied all the di�erent latch

blocks from a triplet of boards together, thus enabling a readout of the �rst hit location in

the chamber-view. Once this address was read out, the latch corresponding to this hit would

reset itself, and this readout sequence would repeat until no more latches were set. A special

interface to the FASTBUS backplane allowed for the manual loading of hits via the PDP-11

interface for board testing, and also allowed the disabling of latches not corresponding to

any physical wire. The boards were tested rigorously before the run and during downtimes

in the middle of the run to ensure proper functioning of the latches and readout logic.

o o ox o o ox o o ox ox o o

o ox o o o o o o ox o o o

ooooooooxoooooooooooooxoooooooooooooxooxooooooooooo

Drift Chamber Wires

Track Processor Hit Locations

Figure 33. Illustration of track processor front-end hit location assignment
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The master logic was somewhat more complicated, and used a hardwired sequencer

driven by a 70 MHz clock to orchestrate the readout process. Basically, the role of master

logic was to facilitate and direct the readout described above. In addition to the directing

the normal 
ow of the readout logic, the Crassus board was also capable of aborting the

readout sequence, resetting the front-end latches, and broadcasting a hit-count and status

at the end of the readout sequence to higher level processors. Although most of the logic

required for readout was local to each slave board, the master logic was responsible for

controlling communications among the di�erent slave boards and for issuing commands

from the master to the slaves that were required to initiate or abort readout. A special bus

was installed in the FASTBUS backplane to allow this communication between the boards

without the use of the comparatively slow FASTBUS protocol. To facilitate board testing,

the Crassus sequencer could be run in a special single-step mode, so that logical signals

could be checked on the board during the board's readout cycle. Because the higher-level

processors to which the Crassus board fed the sparse readout of hits did not exist, the signal

from the next level board to proceed with readout was provided by a cable which connected

the send and acknowledge signals of the hard-wired hand-shaking protocol on the Crassus

boards.

The controller module communicated with the rest of the Level 2 trigger system, per-

formed the readout of the hit-counts from the Crassus boards, and implemented the preci-

sion prescaling available with the Agrippa boards. The logic of the controller boards was

implemented primarily using a programmable sequencer which allowed for the use of the

board in a more limited role than the role of controlling the Level 2 trigger system for which

it was originally designed. The operation of the controller module in E799 is best described

sequentially. The controller �rst received a list of valid Level 1 triggers from the trigger

system. At this point, it sent this list to the Agrippa prescaling board, which returned

a new set of the Level 1 triggers satis�ed after taking their prescales into account. This

prescaled set of triggers was then sent to the Level 2 logic for use in decisions involving

the faster Zuma or Plotin boards. The controller then polled the Crassus boards as they

�nished their readout to get the hit-count in each chamber view. Cuts on these hit-counts

were then applied, based on the requirements of each Level 1 trigger type, and then those



67

trigger types whose hit-counting requirements were satis�ed, if any, were passed back to

the Level 2 trigger for use with the HCF decision. If at any time no valid Level 1 triggers

remained after cuts, the Level 2 trigger could be aborted by the controller. Similarly, if a

decision from the Zuma or Plotin boards was negative, or if Level 2 trigger was aborted for

any other reason, the controller order the Crassus boards to abort the readout and reset its

latches.

As actually used in the trigger, the hit-counting implemented cuts requiring at least

two hits per chamber-view in most of the triggers designed for modes with two �nal state

particles, as well as a cut requiring four hits per chamber-view (except for Chamber 1, Y-

view, where three hits were required) which was used in a four-prong trigger. The precision

prescaling of the Agrippa board was also used in several of the normalization triggers in

order to obtain necessary prescales beyond the factor of 16 available in the Level 1 trigger.

The trigger decision, for an unaborted full cycle of the hit-counting, was typically returned

within a few �sec of the Level 2 trigger.

2.3.2.2 The Hardware Cluster Finder

The Hardware Cluster Finder (HCF) has been described in great detail elsewhere [60][61],

and so will be only be described brie
y here.

The HCF was designed to �nd and count clusters in the lead-glass calorimeter at trigger

level. As its input, it took a small portion of the charge from lead-glass phototubes which it

then ampli�ed, integrated over a 30 ns gate and digitized with 
ash ADCs. This digitized

value was then required to be over a certain threshold, and all such blocks above threshold

were stored as HCF hits on the processing boards. Clusters were identi�ed by grouping of

HCF hits together if they were in neighboring blocks. (Blocks which shared one corner were

counted as neighbors.) The logic of the HCF hardware started each cluster with a \seed"

block, and this seed block, along with all the other HCF hits were read out into the data

stream for accepted events. The most important HCF output, however, was the number

of clusters found, which was used in the �nal Level 2 trigger decisions.. The HCF was the

slowest of the hardware Level 2 trigger processors, taking about 25 �sec to process a typical

four-cluster event.
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Table 10. Typical rates at each stage of the trigger

Stage Rate

RF 53 MHz

After Level 1 32 kHZ

(includes some prescaling)

(includes deadtime)

After Track Processor 2:3 kHZ

(includes some prescaling)

After HCF 450 Hz

(rate to tape)

47% Deadtime (all sources)

1:43� 1012 protons per spill

Previous experiments had found that the HCF injected a small amount of charge into

the lead-glass ADCs when it was triggered. In E799, the HCF was triggered every event,

whether or not it was used in the trigger decision. This avoided the problem of having the

HCF a�ect di�erent triggers di�erently and ensured that this charge injection would cancel

out in calibration.

2.3.3 Trigger Performance

Table 10 shows typical trigger rates during E799 running. At the nominal primary beam

intensity, the system was unable to accept new trigger approximately 50% of the time. It

is di�cult to estimate the deadtime from each individual element of the trigger and data

acquisition systems, partly because of the widely varying time required to make track-

processor decisions, depending on whether the event was rejected because of a prescale,

because of a fast decision from the Zuma or Plotin boards, or because of the hit-counting.

It is known from runs without the track processor portion of the trigger that the average

dead time from digitization and event readout was approximately 950 �s, dominating the
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Table 11. Contributions to dead time

Source Fraction of Time Dead Due to Source

Level 1 Trigger none

Track Processor .04

HCF .07

Data Acquisition .42

observed deadtime. Using this to estimate the contribution to dead time from the data

acquisition system, one reaches the conclusions regarding the sources of deadtime shown in

Table 11. More details of the performance of each individual trigger are given in Chapter 3.

2.4 Data Acquisition

Once an event was accepted by the trigger, all the information in an event was gathered

and written to tape. Once all digitization was completed, data was read via FASTBUS

and CAMAC interfaces, and a FASTBUS crate which contained crate controllers, the event

builder, and memories for storing the event data. From this fastbus crate, the event builder

shipped completed events to a VME controller crate which controlled the writing of the

data to tape. All data was written onto 8mm tapes using a system of four Exabyte drives

running in parallel. All four drives wrote almost continuously during data-taking, and

spent the time between spills emptying the bu�ers which had been �lled up during the

spill; however, since the event-builder was busy building events during the spill, the rate at

which it sent events to the VME crate slowed substantially. The data writing rate of this

four drive system, approximately 150 kbytes/sec per drive, placed an upper limit of 12000

on the maximum number of events which could be written during 40 usable seconds of the

58 second spill cycle.
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2.4.1 The Event Content

The bulk of the information in an event that was written to tape were latched, discrimi-

nated signals from scintillator banks or digitized data from various detector elements. The

digitized data from ADCs or TDCs were written in a sparse readout format since the vast

majority of detector channels were empty in any given event. This had the disadvantage of

requiring pedestals to be subtracted in hardware and requiring a threshold to be imposed

on all channels to reduce noise entering the data stream. However, such a sparsi�cation was

absolutely necessary to limit event size and the time required to read out the event. The

data written out from each detector element is shown in Table 12.
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Table 12. Summary of detector information written into the data stream

Detector Information Written Out

VA -1, VA 0 The Scintillator Latches

VA 1-4 Lucite ADCs

MA, LGA

DRA The Upstream Scintillator Latches and ADCs

The Downstream Scintillator ADCs

Drift Chambers TDCs from each wire

B-Bank Counters Latches(B1-B30) and ADCs(all)

C-Bank Counter Latches

Lead-Glass Each Block ADC

Each Adder ADC

Et ADC

MU1 Counter ADCs

BA ADCs

MU2 Counter Latches

MU3 Counter Latches, ADCs and TDCs

TRDs Each Wire ADC

Level 1 Latches

Trigger Sources TDCs

Track Processor Hit Counts and Diagnostic Information

HCF Cluster Counts, Seed Blocks,

and All Blocks Above Threshold





CHAPTER 3

THE DATA

Where is the Life we have lost in living?

Where is the wisdom we have lost in knowledge?

Where is the knowledge we have lost in information?

|T.S. Eliot

This chapter describes the data written to tape during the running of E799. The running

conditions, experimental triggers used, special runs, and the data handling are described

below.

3.1 The Data Set

The E799 data set was accumulated over a 14 week running period at the end of 1991. The

�rst twenty days of the run were devoted to the switchover from the previous experiment that

ran in the Meson Center beamline, FNAL-E773, and startup for E799. During this startup

period, many beam studies were performed; the e�ects of installing beamhole calorimeters

were studied; the experimental triggers were �nalized, and the �nal �xes were made to

new equipment installed for E799. After this period, there were approximately 9 weeks

of running with the \standard" E799 triggers. The accelerator was down for one week in

the middle of the run for magnet repair, and eight days of running time were devoted to

KL ! �0

 special runs.

During the run, approximately 400 Million physics triggers were written onto 1330

8mm tapes. Under optimal running conditions, approximately 6:5 � 105 triggers could be

written to tape per hour. Over the 9 weeks of running, the accelerator delivered 60% of

73
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the requested primary beam intensity. Our experiment spent about 70% of this available

accelerator time writing physics events. The remainder of the beam time was spent on

special runs, equipment repair, lead-glass cures and calibrations, and normal operational

downtimes.

3.2 The Triggers of E799

E799, though conceived originally as an experiment to search for the rare decay KL !
�0e+e�, actually had quite general capabilities for the detection of rare KL decays. Because

of the large angle acceptance of the calorimeter and spectrometer, acceptance for multi-body

�nal states is quite good compared to experiments making dedicated searches for two-body

KL �nal states like KL ! ��e�. This allows for a large variety of di�erent decays to be

studied, and �nal states with up to eight particles were triggered on and studied. The

high multi-body acceptance was of course key to the idea of �0 tagging via KL ! �0�0�0

discussed in Chapter 1.

Because of its high 
ux and good multi-body acceptance, E799 was in principle in a

position to make improved measurements on all non-two-body rare KL decays. However,

the realities of the trigger rates in a high-
ux environment and the bandwidth of the data

acquisition system forced certain compromises along the way. For example, in modes with

charged pions the trigger rates were too high in order to enable e�ective triggering. This

was because of two problems that result from charged pions. First, the rates from the semi-

leptonic decays KL ! ��e�� and KL ! ����� provided a formidable background, at least

at trigger level, to any such search. In modes without charged pions, the trigger rate was

kept manageable by the use of the MU1 veto; however, such a veto was obviously unusable

in modes involving charged pion �nal states. Second, a charged pion in the lead-glass would

frequently leave no clusters above the threshold of the hardware cluster �nder, but could

occasionally leave one or more such clusters due to the large transverse spread typical of

hadronic showers. This made using the HCF to count multiplicity of �nal state particles

in the decay very ine�cient. These two factors caused triggers to search for decay modes

such as KL ! �0��e�� and KL ! �0����� to have prohibitively high trigger rates for
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implementation in E799. In fact, the only rare modes with charged pions which could be

triggered on were four-track modes where the hit-counting capability of the track processor

was able to provide a large rejection at trigger level over background from semi-leptonic

decays.

All-electromagnetic �nal states, particularly those with high particle multiplicity in the

glass, and two-muon �nal states were signi�cantly less costly to trigger on, and such modes

made up the bulk of the physics agenda of E799. A secondary line of physics investigations

attempted in E799 were studies of �0 beta decays. Although these decays were typically

low multiplicity and contained charged hadrons in the �nal state, the trigger rate was kept

manageable because of the special geometry of these decays. Since the �0 lifetime is fairly

short, c� � 7:9 cm, only very energetic �0's, typically between 200 and 400 GeV, survive

to decay in a region of high acceptance. Because most of the decaying �0's momentum

is carried o� by the daughter proton, the presence of a high momentum proton was a

distinctive �0 decay signature. Therefore the trigger required a hit in the scintillators

behind the beamholes of the lead-glass, and a sti� track detected by the Plotin board of the

track processor. This tracking requirement in conjunction with the requirement that the

proton not hit the lead-glass not only greatly reduced the backgrounds from sources other

than �0 decays, but also allowed the use of the HCF to count multiplicity of the remaining

decay products since there was no proton shower in the glass.

The list of \physics" triggers and the associated decay modes is shown in Table 13.

Because the data acquisition system typically ran 50% dead, triggers were at a premium.

The prescales listed in Table 13 re
ect a desire to balance the rate of various triggers against

their perceived importance. During typical running conditions, the number of triggers of

each type written per spill is shown in Table 14. These numbers were highly variable

depending on running conditions such as the primary beam intensity on target and the

Bucket Occupancy Autocorrelation, discussed in Section 2.1.

The requirements implemented in the various triggers will be discussed in detail in the

following sections.
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Table 13. Rare KL decays and the associated experimental triggers

Trigger Decay Modes Written

Two-Electron KL ! �0e+e�

(4,6,7,8 Clusters in Glass) KL ! e+e�e+e�

KL ! �0�0�0, �0 ! e+e�

KL ! �0�0e+e�

KL ! �0�0
, �0 ! e+e�


KL ! �0�0�0, �0 ! e+e�


KL ! �0�0�0, �0 ! e+e�e+e�

Dalitz (prescale of 14) KL ! e+e�


(3 or 5 Clusters in Glass) KL ! �0�0, �0 ! e+e�


Dimuon KL ! �0�+��

KL ! e+e��+��

KL ! �+��


Four-Track (prescale of 10) KL ! �+��e+e�

KL ! �+���0, �0 ! e+e�


Neutral (prescale of 16) KL ! 



KL ! �0�0

KL ! �0�0�0

e� KL ! �0��e�

KL ! �0�0�0, �0 ! ��e�

�0 Beta Decay (prescale of 2) �0 ! pe��

�0 Muon Beta Decay (prescale of 16) �0 ! p���

�0 ! p� (prescale of 600) �0 ! p��

Minimum Bias (prescale 3600) KL ! �+���0

KL ! �+��
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Table 14. Triggers per spill written from each trigger

Trigger Triggers Written per Spill % of

(50% dead, 1:5� 1012 protons per spill) Total

Two-Electron 4000 33%

Dalitz 950 8%

Dimuon 1400 12%

Four-Track 1500 13%

Neutral 500 4%

e� 1050 9%

�0 Beta Decay 1900 16%

�0 Muon Beta Decay 150 1.2%

�0 ! p� 100 0.8%

Minimum Bias 300 2%

One-Track Trigger 100 0.8%

Accidental Trigger 100 0.8%

3.2.1 Two Electron Triggers

The Two Electron trigger and the Dalitz trigger were designed to select events with at least

two electrons plus extra photons or electrons in the �nal state. Electrons were selected

by requiring hits in the B and C scintillator banks, by counting HCF clusters from the

electrons, and by requiring two hits per plane per view in each drift chamber using the

hit-counting. In the Dalitz trigger, in which the physics modes of interest had two electrons

typically close together, the hit-counting requirement was changed so that only one hit was

required in the Y-view of chamber 1. In order to pick out events with all electron or photon

�nal states, the high Et threshold (about 55 GeV) in the lead-glass was required, and the

MU1 hadron veto counter was placed in veto. Since the Dalitz trigger was to allow a search

for KL ! �0�� in which much of the �nal state energy is undetected, the Dalitz trigger

used the low Et threshold. In the unprescaled Two Electron trigger, a hardware cluster
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�nder multiplicity of four, six, seven or eight clusters was required; for the prescaled Dalitz

trigger, three and �ve clusters were selected. Vetoes on the photon veto scintillators, and

BA
 (BA
 � BA12 � BA3) were in place to reject events with charged particles escaping

the detector �ducial volume or with photons in the beam hole, respectively. Finally, the

MU3 dimuon trigger plane was in veto in the Two Electron triggers for historical reasons

involving early problems in the Level 2 trigger handling of events satisfying both the Two

Electron and Dimuon Level 1 triggers. The �nal triggers requirements in the Two Electron

and Dalitz triggers were then

2B � 2C � EtHigh �MU1 � PHV �MU3 �BA
 �Hitcnt2track �HCF(4; 6; 7; 8);

and

2B � 2C � EtLow �MU1 � PHV �MU3 � BA
 �HitcntDalitz �HCF(3; 5);

respectively, where

PHV = VA� 1 �VA0 �VA1 �VA2 �DRAC �VA3 �VA4 � LGA:

It is interesting to study the e�ect of each element of the trigger on the rate. In the

Two Electron trigger, after the base trigger of 2B � 2C � EtHi, the MU1 veto reduced the

Level 1 trigger rate by approximately a factor of 3, while the photon vetoes cut the rate

an additional 30%. The hit-counting requirements added another factor of 3 rejection over

the Level 1 trigger rates, and the HCF multiplicity requirement further reduced the rate a

factor of 8. These rejection factors are quoted for typical running conditions, and could vary

signi�cantly depending on primary beam intensity and Bucket Occupancy Autocorrelation.

3.2.2 The Dimuon Trigger

The Dimuon Trigger was designed to select events with two muons and one or more photons

in the calorimeter. Muon selection was done by requiring a dimuon trigger in the MU3 bank,

two hits in each of the B and C banks, and by requiring a two track trigger from the hit-

counting. Events with photons were selected by requiring Et in the calorimeter above the

low (6 GeV) threshold. To reduce backgrounds from decays with charged pions, the MU1
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bank was placed in veto, and the photon veto scintillators and the BA
 veto were also used

to reject backgrounds with extra particles. The trigger is then

2B � 2C � EtLow �MU3 �MU1 � PHV �Hitcnt2Track:

3.2.3 The Four-Track Trigger

The Four-Track trigger was intended to select candidates for the four-prong KL decay mode

KL ! �+��e+e�. Those modes with four tracks containing at least two electrons or at

least two muons and no charged pions could be found in the Two Electron and Dimuon

triggers, respectively. The basic trigger required three hits in each of the B and C banks

including a signal from each half of each bank, su�cient calorimeter energy to satisfy the

low Et threshold, and between two and eight HCF clusters in the lead-glass. The core of the

trigger requirement, rejecting almost a factor of 100 in trigger rate, were requirements of

four hits in each view of each drift chamber with the hit-counting boards, and a four-track

topology requirement using the Zuma boards. Since a Zuma board decision was required in

this trigger and since Zuma and Plotin decisions could not be considered in the same event

due to limitations of the Level 2 trigger logic, it was imperative that no events satisfy both

the Level 1 Four-Track and �0 triggers. To avoid any overlap with the �0 Beta Decay and

�0 Muon Beta Decay triggers, MU1 was required to �re in the Four Track trigger. Because

the rate was still prohibitively high for this trigger, it was prescaled by a factor of 10. The

Four-Track trigger was then

3B � 3C �BE �BW � CU �CD � EtLow �MU1 � PHV � Zuma �Hitcnt4Track:

3.2.4 The Neutral Trigger

A Neutral Trigger was taken to study the KL ! 

 decay, as well as to provide a sample of

KL ! �0�0�0 decays for glass studies. The base trigger was simply the high Et requirement,

along with a requirement that there be energy in two opposite quadrants of the glass. In

veto were the photon veto scintillators, BA
 , the B and C scintillator banks, the MU1

hadron veto and the MU2 muon veto. Events were also required to have two, four, six,
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seven or eight hardware clusters. Because studies of neutral triggers did not require all the

available 
ux, the trigger was prescaled by a factor of 16. The Neutral Trigger was then

EtHi � [(Q1 �Q3) + (Q2 �Q4)] � 1B � 1C � PHV �MU1 �MU2 � BA
 �HCF(2; 4; 6; 7; 8):

3.2.5 The e� Trigger

To study the lepton-
avor-number violating decays KL ! �0��e� and �0 ! ��e�, tagged

by KL ! �0�0�0, an e� Trigger was taken. This trigger was similar in all requirements to

the Two Electron trigger, except that the muon was not expected to contribute a cluster to

the lead glass, and the MU2 trigger bank was required, with the veto on the MU3 dimuon

bank dropped. Explicitly, the e� Trigger required

2B � 2C � EtHi �MU2 �MU1 � PHV �BA
 �Hitcnt2track �HCF(3; 5):

3.2.6 The �0 Triggers

Studies of �0 beta decays �0 ! pl�� with electrons or muons required three triggers, one

to take electron beta decays, one for muon beta decays and one for �0 ! p�� decays for

normalization and polarization studies. All three triggers shared the common requirements

of two hits in the B and C banks, a sti� track found by the Plotin board, the hit-counting

two-track trigger, and a veto on hits in the photon veto scintillators. The �0 ! p��

normalization trigger also had a veto on three hits in both the B and C banks, to avoid

Level 1 overlap with the Four Track trigger, as discussed in Section 3.2.3. The �0 ! p���

trigger required a hit in the MU2 muon trigger plane, zero clusters in the hardware cluster

�nder, a veto on the low Et threshold, the MU1 hadron veto, and a hit in one of the two

beamhole scintillators. Finally, the �0 ! pe�� trigger, which had an electron in the lead

glass, required exactly one hardware cluster, enough energy in the lead glass to satisfy the

low Et threshold, and lead-glass energy above this threshold in only one quadrant with a hit

in the matching B and C bank quadrant. Like the muon beta decay trigger, the �0 ! pe��

trigger also required a hit in one of the two beamhole scintillators. The three triggers,

�0 ! p��, �0 ! p���, and �0 ! pe��, were then

Lambda � PHV � (3B � 3C);
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Lambda � (UPBM+DNBM) �PHV � EtLow �MU1 �MU2 �HCF(0);

and

Lambda � (UPBM+ DNBM) � PHV �MU1 � EtLow � (9!Qn) �HCF(1);

respectively, where

Lambda = 2B � 2C �Hitcnt2track � Plotin:

Because of constraints on the trigger rates, the �0 ! p�� trigger was prescaled by a factor

of 100, the �0 ! p��� by 16, and the �0 ! pe�� trigger by a factor of 2.

3.2.7 Minimum Bias Trigger

Finally, there was a two-track Minimum Bias trigger, which essentially required two hits in

the B and C banks, plus a two-track hit-counting trigger from the track processor, along with

the standard veto on photon veto scintillators. This trigger had a precision counted prescale

of 3600, of which a factor of 16 was provided by the Level 1 trigger and a factor of 225

provided by the track-processor Agrippa board. It was designed to collect KL ! �+���0

decays for normalization of the physics modes in the Dimuon and e� triggers. This trigger

also accepted KL ! �+�� decays which were used to study the momentum scale of the

charged spectrometer (see Section 5.6.1). Explicitly the Minimum Bias trigger requirement

was

2B � 2C �PHV �Hitcnt2track:

3.2.8 Other Triggers

There were a plethora of other, \non-physics" triggers also taken during the run for the

purpose of monitoring the data. One such trigger was the Accidental trigger, designed

to supply a sample of events uncorrelated with kaon decays in the detector in which to

embed Monte Carlo events. The hardware which supplied this trigger was described in

Section 2.2.3.3, and a prescale of 200, supplied by a prescaled RF trigger source of the Level 1

trigger, was used to suppress the rate to a reasonable level. A One-Track trigger was also

taken with a prescale of 7� 104, again supplied by a prescaled RF source, requiring one hit

each in the B and C banks and with MU1 in veto. These One-Track events were written to



82

tape for studies of track processor e�ciency, and therefore no track processor requirement

was used in the trigger. For studies of changes in the lead-glass gains, Flasher triggers

coincident with 
ashes of the Xenon monitoring lamp (see section 2.2.2) were written both

during and in between spills. Finally, in between spills, the hardware ADC pedestals were

written out during a special Beginning-of-Spill event, and scalers from the trigger sources

and the track processor prescaling module were written during an End-of-Spill event.

3.2.9 Performance of E799 Triggers

It is of some interest to examine the trigger rates from each of the E799 triggers at each

stage of trigger processing. Shown in Table 15 is this information for selected E799 triggers.

Note the wide variety of rejection required from the Level 2 trigger system depending on

how stringent the Level 1 trigger requirements are for each trigger.

3.3 Special Runs

Aside from the normal data-taking of E799, frequent special runs were performed to provide

additional monitoring of the detector. The most frequent of these were the muon alignment

runs, taken daily with the analysis magnet o� and a loose muon trigger in order to have

a sample of straight tracks with which to align the drift chambers. These runs typically

lasted only 10 spills, during which approximately 1:5 � 105 events were written to tape.

Another class of special muon runs was taken for location and e�ciency determinations

of the muon trigger bank. Because it was of paramount importance to have a pure muon

sample for these studies, the beam was not steered into our target, but rather was dumped

into a beam-stop to ensure no hadrons would be present in our beamline. These beam

dump muons were written to tape, using a loose trigger, with the analysis magnet on, so

they could be momentum-analyzed. Typically this data was taken during periods when

a part of the detector other than the chambers was being repaired or during cures of the

lead-glass, and a total of approximately 107 such \beam-stop-closed" muon triggers were

written during the run.

For calibration and monitoring of the lead-glass, special electron calibration runs were
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Table 15. Rate at each level of the trigger for each experimental trigger

Trigger Level 1 Level 1 Level 2 Rate After Rate After

Prescale Rate (Hz) Prescale TRKP (Hz) HCF (Hz)

(50% dead, 1:5� 1012 protons/spill, 21 sec spill, rates deadtime corrected)

Two-Electron 9500 3100 400

Dalitz 14 670 220 95

Dimuon 360 140 140

Four-Track 10 15000 150 150

Neutral 16 180 180 38

e� 1300 420 100

�0 Beta Decay 2 5700 200 170

�0 Muon 16 140 13 11

�0 ! p� 600 400 9:0 9:0

Minimum Bias 16 29000 225 29 29

One-Track 105 9:0 9:0 9:0

Accidental 300 7:1 7:1 7:1

ALL TRIGGERS 62000 4400 1100

performed at six points during the run. Typically, the calorimeter was calibrated with

electrons at one point during each curing cycle. To produce electrons for calibration, the

beam was run at low intensity with the lead absorber removed to increase the photon

content of the beam. Just downstream of the last sweeping magnet, a sheet of 0:09 radiation

lengths of Copper and 0:02 radiation lengths of Titanium was inserted in order to convert

some fraction of the photons in the beam. The electron-positron pairs were separated

by the AN1 and AN2 magnets, located 120 meters and 140 meters downstream of the

target, respectively, and di�erent illuminations of electrons at the glass could be achieved

by tuning the �elds in these magnets. Approximately 1:5 million good electrons in the glass

were collected in each calibration run. After calibrations, cures, and voltage changes in the
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lead-glass phototubes, special Flasher Trigger runs were also taken in order to have good

statistics with the Flashers to determine instantaneous gains for monitoring the change in

lead-glass response.

Finally, about ten days of beam time were devoted to an experiment designed to search

for the rare decays KL ! �0

 and KL ! �0�0
. This experiment involved the use of

a pre-shower detector which was placed in front of the lead-glass calorimeter in order to

reduce backgrounds in the two modes from KL ! �0�0�0with two photons su�ciently close

in the calorimeter so that they \fuse" into a single photon in the clustering algorithm. A

more complete description of the pre-shower detector and the searches for KL ! �0

 and

KL ! �0�0
 can be found elsewhere [62].

The pre-shower detector would have also had bene�ts for other rare decay searches, but

several complications contraindicated its use in the bulk of E799. First, the presence of the

pre-shower detector did degrade the energy resolution of the glass, although the available

position resolution was superior. Second, there were no electronics for implementing the pre-

shower detector in the trigger, and the presence of the pre-shower detector greatly reduced

both the e�ciency and background rejection of the calorimeter Et triggers and the HCF.

Third, the presence of the material in the pre-shower detector in front of the lead-glass

could potentially have increased the radiation damage in the lead-glass. For these reasons,

the pre-shower detector was only used in these special runs, separate from the bulk of the

data taking.

3.4 Online Monitoring

During the run, the functioning of the detector and the quality of data written to tape

was constantly being monitored. Low-level detector characteristics, such as drift chamber

gas 
ows and voltages, scintillator bank phototube voltages and currents, in
ation of the

constantly-leaky Helium bags between the drift chambers and residual gas in the vacuum

tank were checked three times per day. In addition, scalers which recorded the rates of all

trigger sources and primary beam intensity for each spill were checked for any variation

which could indicate detector or trigger problems.
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The most powerful tool available for monitoring the data being written to tape was an

online monitoring package, which was able to analyze events as they were written to tape.

In parallel with the process of writing an event to tape, the event was hoisted from a bu�er

to a VAXStation 3200 which then could run the standard analysis code on each event. The

speed of this procedure was limited by both the data transfer rate to the VAXStation and

the time required to execute the analysis code. Typically about 100 events per spill could

be fully analyzed with this system. This allowed for quick detection of dead channels in

detector elements by looking at illuminations in each detector, and for online monitoring of

trigger e�ciencies, of instantaneous kaon yields and of other relevant quantities.

As mentioned in Section 2.1, there was also a set of scalers installed for the second

half of the run to monitor the Beam Occupancy Autocorrelation. These scalers counted

coincidences between Accidental Triggers and MU2 triggers in the same bucket, and also

counted coincidences with the MU2 trigger signal delayed by 7 buckets. This provided a

measurement of the uniformity of the spill, and allowed our experiment to provide feedback

to accelerator physicists when they attempted to correct the problem.

3.5 The Split

After the data taking was completed, the �rst step in data analysis was to separate the

di�erent triggers on tape. Because all triggers were written simultaneously, the di�erent

triggers were mixed together on the raw data tapes. The meant that in the data reduction

procedure for each trigger, each tape would need to be read many times (once for each

trigger) as physics data from each trigger was analyzed. Concern about loss of data due

to failure of the 8mm tapes after many readings dictated that the data should be initially

split o� into di�erent streams and written onto separate tapes for subsequent analysis.

Fortunately, the observed 8mm tape failure rate, even after many readings, was negligible,

so in retrospect this procedure was probably an unnecessary precaution. The split did

however simplify the process of initial data set reduction immensely, especially for streams

with relatively small amounts of data.

The split was performed on two VAXStation 3200s at Fermilab, each with six 8mm
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Exabyte drives. Eight streams of output were created from the original data tapes, and the

contents of each stream are listed in Table 16. As the split progressed, tapes were made

available for the initial analysis of each data set. The split took approximately 3 months to

complete.

After this, the data was ready for physics analysis. However, before the analysis could

proceed in earnest, the calibration of the detector has to be completed. The next two

chapters describe the calibration of the spectrometer and the lead-glass respectively.
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Table 16. The streams of the split

Stream Triggers Included Fraction of Data

In Split Stream

Two-Electron Two-Electron 39%

Dalitz

�0 �0 Beta Decay 14%

�0 Muon Beta Decay

�0 ! p��

Muon Dimuon 21%

e�

Minimum Bias

Four-Track Four-Track 34%

Dimuon*

Two-Electron*

Neutral Neutral 6%

Minimum Bias Minimum Bias 3%

One-Track

Accidental Accidental 3%

Calibration Flasher 2%

Beginning of Spill

End of Spill

* For events in these triggers to be included in Four-Track split stream, the hit-counting
was required to have found 2 hits per plane in Chamber 1, 3 hits per plane in Chamber 2,

and 4 hits per plane in Chambers 3 and 4.





CHAPTER 4

CLUSTER AND TRACK

RECONSTRUCTION

This chapter describes the algorithms used in the basic building-blocks of the data analysis:

cluster-�nding in the lead-glass, tracking in the drift chambers, and the matching of tracks

to clusters. The algorithms described in this chapter were those used in the analysis of data

collected in the Two Electron trigger. For other data samples, di�erent algorithms more

appropriate to those analyses were often used in place of these, particularly for cluster-

�nding and the track-cluster matching.

4.1 Cluster-Finding Algorithm

The algorithm for �nding clusters in the lead-glass made ample use of information from the

Hardware Cluster Finder (HCF). Because the HCF was used in the Two-Electron trigger to

select events with exactly the number of �nal state particles expected in the lead-glass for a

given decay mode, it was important to identify each �nal state particle with a cluster found

by the HCF. Fortunately, the readout of the HCF provided a list of the seeds of all clusters

found; by using this list of HCF clusters as the starting point for searching for lead-glass

clusters, the clustering algorithm was guaranteed to �nd the clusters selected by the online

trigger.

To locate clusters, the local maximum is found using a \walking" search algorithm,

starting from each HCF seed block. From a starting block, the search proceeds to the

one of the eight neighboring blocks containing the maximum energy. If the starting block

contains more energy than the most energetic neighboring block, than that block is identi�ed

89
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as a local maximum. The procedure is iterated until the local maximum corresponding to

each HCF seed block is found.

After a cluster center had been found for each HCF seed block, the HCF clusters were

then checked for fusions. Because the HCF operated by searching for disjoint clusters of

blocks above a �xed threshold, it was possible for the HCF to �nd only one cluster when

more than one cluster above the HCF threshold was present, as illustrated in Figure 34. To

identify such candidates, the search for local maxima was repeated, this time using every

block found above the threshold of the HCF. If new local maxima were found, a new cluster

corresponding to this local maximum was added to the list of clusters. In the Two-Electron

trigger, such a fusion occurred in approximately 7% of events. Most of these fusions were

due to nearby electrons or photons from KL decays, although charged pion showers and

accidental e�ects played a role also.

With the complete list of cluster centers, one could �nd the cluster position using the

algorithms described in Section 6.4 and then assign a preliminary energy to the cluster using
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Figure 34. Illustration of an HCF Cluster Fusion. The numbers shown in each block
correspond to the block energies in GeV. The heavily outlined blocks are those above the
HCF threshold.
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the sum of the energies in the nine center blocks as described in Section 6.2. Corrections

to this energy had to wait until the matching is completed, so clusters can be corrected as

either candidate electrons or photons.

4.2 Tracking Algorithm

The next step was to �nd tracks in the drift chambers. The tracking algorithm was very

complex, and attempted to use all information available in the drift chambers when selecting

tracks. Because of the high-rate environment in E799, the probability of �nding extra tracks

or extra drift chamber hits in an event was high. The approach of rejecting as many hits,

segment candidates and track candidates as possible by using the timing information at early

stages in the track-�nding helped to reduce backgrounds and losses in the track-�nding from

accidental activity in the E799 chambers.

The tracking algorithms di�ered substantially between the x̂-view and the ŷ-view of the

drift chambers because of the track bend at the analyzing magnet in the x̂-view. Tracking in

both views began by identifying and classifying drift chamber hits. In the x̂-view, upstream

and downstream segments were then identi�ed, and these segments were matched at the

magnet to form complete tracks. In the ŷ-view, more stringent requirements could be

imposed on track candidates because these tracks formed a straight line through the four

chambers. The x̂-view tracks included an a priori unknown bend angle at the magnet. The

steps of the track-�nding algorithm are discussed in detail in the remainder of this section.

First, the hits in the drift chambers were sorted and classi�ed as either single hits or hit

pairs. These classi�cations were useful because the double measurement of hits in the drift

chambers by the two planes in each chamber-view (or the isolation of a single hit) provided

useful information in addition to the measured position. For example, hits in the chamber

without a complimentary hit in the other chamber plane were rare since typical average

uncorrected chamber e�ciencies were 98% (see Section 5.7). The probability of �nding

a track with many such missing hits was then very small, and a track-�nding routine

could discriminate against such tracks. If hits were present in both planes, the position

measurements from the two hits could be checked for consistency by calculating the sum of
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the distances between the wires and the point where the charged particle passed through the

chamber. If this sum-of-distances (SOD) was signi�cantly higher than the known spacing

between the two wires in the complimentary planes (6:35 mm), this suggested a track which

arrived in an RF bucket before the formation of the trigger.

If the SOD was low, this suggested a late out-of-time track; however, there was another

common occurrence which could also cause a low SOD. Passage of charged particles through

the material outside or inside the chambers can produce �-rays, energetic knock-on electrons.

If these �-rays were su�ciently energetic, they could produce their own ionization in the

chamber at some distance away from the primary track. If they were soft, they could also

disrupt the measurement by traveling some distance in the chamber before being stopped

through collisions with the gas, and then drifting like a secondary electron. If both the

primary charged particle and the �-ray passed through the same drift chamber cell, the

e�ect was that each chamber wire saw �rst the ionization from the closest ionization track,

either the primary or the �-ray. Because of the 250 nsec double-pulse deadtime of the

chamber TDCs (Section 2.2.1), only the �rst observed signal registered in the common-

stop TDCs. The net result was a low SOD measurement from �-rays, an e�ect which can

be easily observed in plots of the sum-of-distances (see Figure 44). Contributions from

accidental chamber hits also tended to lower the SOD because only the earlier hit was

measured by the TDC. The treatment of chamber hits in the early part of the tracking

then attempted to di�erentiate between all these di�erent categories, based on SOD and

isolation.

Hits in each drift chamber were classi�ed according to the following scheme. First, pairs

were identi�ed, in order of the di�erence between their SODs from the nominal chamber

cell size. The chamber hits forming each identi�ed pair were then removed from the list of

available hits. Pairs with a SOD greater than 1:5 mm from the cell size were identi�ed as

being out-of-time. (The typical width of a sum-of-distance distribution was about 150 �m.)

However, tracks with a low SOD were treated di�erently because of the possibility of one

of the hits measuring the true position of an in-time track, while the other resulted from a

�-ray or a second track. The pair was stored in a list of hits for tracks, but the individual

hits of the pair were stored as well. Finally, once all pairs of hits were removed from the
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Table 17. The tracking algorithm's classi�cation of chamber hits

Classi�cation SOD Requirement Status Code

In-Time Pair jSOD� dcellj < 1:5 mm 0

Late Pair (SOD � dcell) < �1:5 mm individual hits were

stored with status code

1; the pair with 3

Early Pair (SOD� dcell) > 1:5 mm 3

Isolated Single Hits n/a 2

Single Hits Next n/a 1

To a Pair

Single Hits Between n/a 2

Two Pairs

list of chamber hits, any remaining chamber hits were classi�ed as individual hits. The list

of classi�cations for chamber hits and the associated \status codes" is shown in Table 17.

For hits with a status code of 1 | i.e.: those hits that were part of a late out-of-time pair,

or single hits adjacent to a pair of hits | there was no left-right ambiguity because the side

with the adjacent hit was overwhelmingly preferred over the side with no neighboring hit.

For these hits then, the preferred side of the wire was recorded, and the degree of freedom

allowed by the left-right ambiguity was not allowed.

Note that this algorithm included a sensible procedure for large groups of adjacent hits

in the drift chambers, as shown in Figure 35. For this topology which was common in low

mass electron pairs from photon conversions, the pairs with the best sums-of-distances were

chosen. For every classi�cation of chamber hit, the location at the chamber of the hit or

hit pair was stored for use in the segment �nding. In the subsequent tracking algorithms,

no out-of-time pairs were considered in forming segment or track candidates.

Once the chamber hits were classi�ed, they could be used as the building blocks for

segments in the x̂-view tracking. Using the list of paired hit locations from the two upstream
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or the two downstream chambers, all possible segment combinations were considered. Then,

for each segment candidate the status codes of the component pairs were summed, and only

those segments with a summed status code of less than 3 were considered. In other words,

two single hits could only form a valid segment if neither of them had a left-right ambiguity

associated with them; otherwise, at least one in-time pair of hits was required.

To reduce backgrounds from segments not likely to have originated from reconstructible

decays in the beam, several aperture cuts were made. For the upstream segments, tracks

were required to extrapolate within the boundaries of the vacuum window, and the Magnet

Anti counters. In addition, a track angle requirement was imposed such that tracks must

have been consistent with originating from the beam. This was implemented by requiring

that a track more than 10 cm from the beam center at the vacuum window not point

upstream away from the beam with an angle greater than 1 mrad. (The beam size at

the vacuum window was approximately 9 cm.) Segments in the chambers downstream

of the magnet were required to extrapolate to the lead-glass array. For tracking in an

electron sample where a cluster in the lead-glass was required for every track, an additional

requirement on the downstream segments was imposed requiring that the track extrapolate
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Figure 35. An example of the treatment of pair-�nding with large groups of adjacent
hits. In the triplet of hits, the pair with the best sum-of-distances is chosen, and the
remaining hit is classi�ed as a hit with status code 1 because of the left-right ambiguity
is resolved by the presence of neighboring hits. In the quintuplet of hits, however, the
remaining hit is between two pairs, so the left-right ambiguity remains.
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Figure 36. The track-�nding algorithm for �nding segment candidates is illustrated
using an event from the Two-Electron trigger. Note that the segment �nding produced a
dizzying array of potential segments, many of which were disquali�ed by aperture cuts or
cluster cuts. In the case of isolated single hits, two segments candidates were identi�ed using
that hit, one associated with each resolution of the left-right ambiguity. For the record, this
amount of accidental activity in this event was signi�cantly below average | typically the
segment-�nding produced many more candidates than in this case.
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Figure 37. The track-�nding algorithm for �nding track candidates is illustrated. Of
the segments found in Figure 36, only a small number have a su�ciently small o�set at
the magnet to qualify as track candidates. Of the four closely grouped track candidates
sharing the hit near the center of Chamber 2, the ambiguity resolution procedure chose the
candidate with the minimum o�set at the magnet bend plane. In this case, the magnet
o�sets of the four candidates ranged from 180 �m to 6 mm.
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in the x̂-view to within 5 cm of the x-position of a cluster in the glass. This requirement

greatly reduced the number of downstream segment candidates in a typical event, and

helped to ensure that the real electron tracks could be found, even in an event with many

accidental hits. Examples of sample hit locations in the upstream and downstream chambers

along with allowable segments are shown in Figure 36.

For each allowable upstream and downstream segment candidate then, a straight-line

�t was performed to the hits used in the segment candidate, and the extrapolated position

at the magnet bend plane was stored, along with the sum of the status codes (see Table 17)

for the chamber hit locations used to form the track. Note that for isolated single hits in

the drift chamber, there were two possible segments that can be drawn through each hit

because of the left-right ambiguity. In such cases, both segments were identi�ed as possible

candidates, as shown in Figure 36.

The next step was to match the upstream and downstream segments to form a complete

x̂-view track in the drift chambers. The quality variable used in this matching is the o�set

of the two segments at the magnet. For all successful track candidates, this o�set was

required to be less than a loose cut of 1 cm (10 times the resolution for a 3 GeV track).

The �nal step in the track-�nding was the \ambiguity resolution" among all the track

candidates which was required because of the propensity of track candidates to share hits in

the drift chambers. At this point, the total pair status codes for the hits in each track were

added to make a summed status code for the track. The minimum such summed status code

among all candidates was found, and only track candidates with a track status code within

2 units of this best track candidate were considered for further analysis. For example, in

an event with a perfect track | all eight hits present and a perfect sum of distances for

each pair | all other track candidates must not have had more than one missing hit, or

more than two single hits from low SOD pairs. Then, the remaining track candidates were

sorted in order of the magnet o�set distance. The lowest o�set track candidate was chosen

as a \track", and then all other track candidates which shared any hits with this selected

track candidate were eliminated. This procedure was repeated until no track candidates

remained.

There was one exception to the harsh letter of the law in this ambiguity resolution
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procedure. If a selected track candidate shared hits with tracks with a magnet o�set within

1 mm of its own, and if there were either two such endangered tracks with an equal summed

status code, or one such track with a better summed status code, then the ambiguity

resolution algorithm was re-run forcing this track to not be considered. If this second pass

of the ambiguity resolution found a greater number of tracks, the the result of this second

pass was used. This complicated embellishment to the algorithm reduced the likelihood of

a single fake track which shared hits with many of the real tracks in an event causing the

real tracks to not be found. There were options in the tracking to allow tracks to share hits

in the �rst and second drift chambers without being removed by the ambiguity resolution

algorithm. An example of track-�nding and ambiguity resolution for the track segments

of Figure 36 is shown in Figure 37. With the end of the ambiguity resolution, the x̂-view

track-�nding was complete.

The ŷ-view tracking used many of the same principles, but was fundamentally di�erent

because it looked for one straight track through four chambers. The ŷ-view tracking �rst

found a \segment" between Chambers 1 and 4. Similar aperture cuts to those described in

the x̂-view tracking above were imposed on the candidate segments, including cuts on the

vacuum window and glass apertures, a looser version of the track angle cut described above,

plus the cut requiring consistency with the locations of clusters. An example of this segment

�nding is shown in Figure 38. Once all the Chamber 1 to Chamber 4 segment candidates

were identi�ed, the next step was to search through the list of hit pairs in Chambers 2 and

3. Any hit pair or single hit located within a loose cut of 1:5 cm from the interpolated

track position was considered for inclusion in the track. No ŷ-view track candidate with

a summed status code greater than 4 was considered, so only a maximum of two isolated

single hits were allowed in any track. For these isolated single hits, there was still a left-right

ambiguity to resolve. For such events, the track was �t given each possible resolution of the

ambiguity, and the track �2 was computed for each scenario, where

�2 =
X
hits

(y�t � yhit)
2:

Note that this \�2" was not normalized to the expected resolution. For the single-hit

resolution of approximately 100 �m, the mean �2 should be 6 � 10�8 m2. The resolution
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Figure 38. The track-�nding algorithm for �nding segment candidates is illustrated
using an event from the Two-Electron trigger. All segment candidates connecting hits in
Chamber 1 and 4 are shown. In the case of isolated single hit in Chamber 1, two segments
candidates are identi�ed using that hit, one associated with each resolution of the left-right
ambiguity, and the resulting in the best �t �2 once all hits are considered will be chosen.
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Figure 39. The track-�nding algorithm for �nding track candidates is illustrated. Of
the segments found in Figure 38, only three make reasonable track candidates. The best
resolution of the left-right ambiguity in Chamber 1 has been chosen, and the only remaining
issue is which of the tracks sharing hits in Chambers 1 through 3 will be chosen. The selected
track has a �t �2 of 6:41� 10�8 m2, much smaller than the 6:77� 10�6 m2 of its rival.
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of the ambiguity or ambiguities resulting in the lowest �2 was chosen for the ŷ-view track

candidate.

The �nal step in the ŷ-view tracking was the ambiguity resolution. This proceeded

via a similar process to that used in the x̂-view tracking, except that the variable used

to rank track quality was no longer the o�set of upstream and downstream tracks at the

magnet, but the �2 from the �t to each track candidate. The summed status codes from

all track candidates were compared, and those with summed status codes more than 2

above the minimum summed status code of the best track candidate were removed from

consideration. Track candidates were then chosen to be \tracks" in order of �2, removing all

other candidates which share hits with the selected track. This process was then repeated

until no track candidates remained. An illustration of the ambiguity resolution for the

segments found in Figure 38 is shown in Figure 39.

This algorithm was very e�cient in �nding tracks, even in the presence of acciden-

tals. In Monte Carlo simulations which included chamber ine�ciencies, the e�ciency for

reconstructing two tracks in each view for KL ! �0�0�0, �0 ! e+e�, decays was 99:3% if

accidental e�ects were not included, and 96:7% when accidental activity in the chambers

was simulated.

4.3 Track-Cluster Matching

Once tracks and clusters have been found, the next step was to identify the clusters from

electrons by matching tracks to clusters in the lead-glass. The optimal track-cluster match-

ing routine varied with the number and types of �nal-state particles; the one described here

was used in �nal states where the only charged tracks were two electrons.

The procedure was to consider all possible combinations of two x̂-view tracks, two ŷ-

view tracks and matching clusters, and to �nd the combination with the smallest distances

between tracks and clusters. Because of the possibility of two partially-overlapping tracks

in the ŷ-view resulting in only one track found by the tracking algorithm, the matching of a

single ŷ-view track to multiple x̂-view tracks was permitted. For all combinations of tracks

and clusters, the quantity
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D = (x
(1)
track � x

(1)
cluster)

2 + (x
(2)
track� x

(2)
cluster)

2 + (y
(1)
track � x

(1)
cluster)

2 + (y
(2)
track � y

(2)
cluster)

2

was calculated, and the combinations were ranked according to this distance variable. A

loose cut on the maximum considered D of (7 cm)2 was applied. (The worst case resolution

in the position measurement of a lead-glass cluster was 6 mm.) If no successful match of

two tracks to two distinct clusters was found, the event was removed from the sample.

Given a matching of tracks and clusters, the full set of lead-glass energy corrections

could be applied since each cluster was now identi�ed as either an electron or a photon.

With this done, the ratio of the cluster energy and track momentum for electrons, the E=p,

could be calculated and compared with the expected value of 1 for electrons. In the initial

data set reduction of the Two-Electron stream, a cut was made requiring 0:65 < E=p < 1:35

for each electron candidate. If the candidates failed the cut, then the next-best matching

of tracks to clusters was considered by re-doing the cluster energy corrections based on the

new matching and recalculating E=p. If no acceptable match was found with D < (7 cm)2

which satis�ed the E/p cut, the event was rejected.

With these three basic routines, the reconstruction of photons, electrons, and other

charged particles can be done in the detector. This allows calibration of the detector and

analysis of the data to proceed.



CHAPTER 5

CALIBRATION OF THE

CHARGED SPECTROMETER

AND DETECTOR ALIGNMENT

Take thou of me smooth pillows, sweetest bed;

A chamber deaf to noise and blind to light,

A rosy garland and a weary head

|Algernon Sidney

In this chapter, the process of calibrating the charged spectrometer and the related task

of aligning the detector elements are discussed. The essential goal is two-fold. First, one

wishes to obtain the best possible momentum and direction measurements from the drift

chambers. This requires optimization of the single-hit resolution in the drift chambers,

accurate measurement of the �eld strength of the magnet, and internal alignment of the

chamber system. Second, this well-de�ned chamber coordinate system can then be ex-

panded into a global coordinate system by measuring positions of various detector elements

relative to the chamber positions. A consistent global coordinate system is important in

order to correctly simulate the e�ects of the detector geometry, as well as to make possible

extrapolation of tracks found in the drift chambers to other detector elements for energy

measurement or particle identi�cation. Clearly then, the alignment and calibration of the

charged spectrometer are among the most fundamental tasks required to understand the

detector, and they have direct impact on every physics measurement in this experiment.

103
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5.1 Survey Information

The starting point for detector alignment was the information available from surveys done

of the detector and beamline elements. In the directions transverse to the beam (the x̂

and ŷ-directions), the drift chamber positions must be known a priori to approximately

one cell-size (6:35 mm) in order to �nd tracks through the chambers at a crude level.

Once this is accomplished, transverse alignment of the detector can proceed through track

reconstruction. However, in the direction along the beam, the shallow angles of tracks

through the drift chambers (typically less than 50 mrad) severely limit the sensitivity to

these positions from track information, and here the surveyors' results for locations in the

direction along the beam (the ẑ-direction) provided the most precise measurement. Thus,

the information from these surveys is crucial to the alignment of the detector.

A survey of the key detector elements was done both before and after the E799 run, and

a more comprehensive survey was performed approximately three months after the end of

the run. Although one might expect some motion of the experimental apparatus to occur

during or after the run, in many detector elements this motion is expected to be small if

these elements are heavy and not easily moved. Furthermore, the positions of many of

these elements are not crucial, and need to be measured only to about 1 mm accuracy.

Ironically, the drift chambers were among both the most easily moved detector elements

and also the most sensitive to small motions. Therefore, when it was necessary to move the

drift chambers for detector work during the course of the run, surveyors were called in the

re-position the chambers after the work was completed.

Comparing measurements of immovable detector elements from di�erent surveys gives

some measure of the accuracy of such numbers. Table 18 contains a list of such comparisons.

From this, one concludes that the individual z-position measurements were accurate to

approximately 1 mm. For even the most sensitive detector element, the drift chambers,

this determination of the z-position was adequate. As a check that these accuracies are

su�cient, consider the error introduced from this uncertainty in measuring the opening

angle between two tracks, which is proportional to the two-track invariant mass for light

particles like electrons. The opening angle between two tracks is given by
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Table 18. Locations along the beam direction of \immovable" detector elements from dif-
ferent surveys in feet. The zero point is arbitrary.

Detector Element 10/91 Survey 1/92 Survey 4/92 Survey

Separator Magnet 1838:423� N/A 1838:417�

(Downstream End)

Vacuum Window 1965:670� N/A 1965:669�

Analyzing Magnet 1996:520� 1996:522� 1996:526�

(Upstream End of Lower Face)

PbG Block 665 2037:654� 2037:652� 2037:658�

(Upstream Face)

�12 � tan �12 =
r2 � r1
z2 � z1

where ri is the track separation and zi is the z-position at chamber i. This chamber

separation z2�z1 was known from survey information to 0:02% of itself. Thus, the surveying

inaccuracies introduced a potential invariant mass scale error of 0:02%, which was negligible

for measurements in E799.

5.2 Calibration of the Drift Chamber TDCs

Once the survey information has provided location along the beam direction of the drift

chambers and preliminary measurements of positions along the directions transverse to the

beam, one can perform track �nding at the crude level of drawing \roads" through cells in

the drift chambers (see Section 4.2). However, for precision tracking with the chambers, one

needs to be able to exploit the precise determination of drift distances that one gets from

measuring the drift time in the chambers. The drift chamber TDCs were self-calibrating

so that it was known that each TDC count corresponded to 1 ns. However, in order to

obtain drift distances from the outputs of the chamber TDCs, it is �rst necessary to know

the TDC value for each wire that corresponds to zero drift distance. Then, by knowing
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the relationship between the drift distances and drift times (the \X(t) Relation"), one can

make precise position measurements in the chambers.

There are several mechanisms that might introduce wire-to-wire variations in the TDC

value corresponding to a zero drift-distance. For example, varying cable lengths, di�erent

pulse heights or shapes, and channel-to-channel or module-to-module variations in the TDCs

can all give timing di�erences between wires. In order to remove such di�erences, a very

simple technique was used. Because the level one trigger, which provided a timing reference

for the TDCs, was correlated with activity in the drift chamber, one could use the absolute

position of the timing edge in the raw TDC distribution that comes from the charged

particles passing very close to a wire (Figure 40) to measure the zero drift TDC value. By

comparing the position of the edge for each individual wire, a set of timing o�sets for each

wire were generated. This method had the advantage of not even requiring that tracks be

found in the chambers since, in general, chamber activity was highly correlated with the

experimental triggers. Therefore, this timing o�set measurement technique could be used

before any chamber alignment had been performed.

Figure 40. The raw distribution of TDC values for all wires in plane 16. Note the sharp
edge from charged particles passing very close to a sense wire at high TDC values. The
trigger provided a common stop for the TDCs.
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The actual procedure for calculating these timing shifts was to compare the shape near

this timing edge for an individual wire with the edge from the sum of the 16 wires in its cable,

and similarly to compare each of the 7-9 cables in each sense plane with the overall shape

for the whole plane. By sliding these two timing edge distributions past one another and

looking for a minimum in the �2 for the two distributions to match, one could then �nd the

correct timing o�set for that wire or cable (see Figure 41). This o�set was determined in 1 ns

bins, and no attempt was made to interpolate this o�sets to improve this measurement. The

o�set was determined for each wire and for each cable when there were su�cient statistics

to support this technique, using data taken in the Two Electron trigger. Wire timings from

two-track triggers in a previous experiment [56] were used for edge wires without su�cient

statistics to determine a timing edge in E799 data. This procedure was iterated several

times since a change in wire timing constants changed the shape and position of the timing

edge for the overall cable or plane.

The wire timing o�sets determined here were consistent with timings determined in

a previous experiment [56]. Wire timings were computed using this technique at various

points during the E799 run, and found to be consistent with each other, except in the case

of a few wires. The time dependence of the wire timing o�sets will be discussed further in

Section 5.3.3. The wire timing o�sets used in the analysis were determined using a large

block of data from the middle portion of the E799 data set.

5.3 Translation of Drift Times to Distances

Once any wire timing o�sets had been removed, the chamber was treated as a unit for

the purposes of relating drift times to drift distances (the \X(t) relation") in the chamber.

This was a valid approximation because parameters which a�ect this relation, such as the

cell geometry, voltages and gas mixture, were identical for each sense wire in the chamber.

Because the X(t) relation was treated as independent of location in the chamber, it is

possible to determine this relation without using tracking. Any sample of real hits in the

drift chambers from charged particles in-time with the trigger will be approximately uniform

in distance from the nearest sense wire, so one can simply use the distribution of drift times
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Figure 41. The determination of the wire timing o�set wire 105 of plane 16. The �2

for each timing shift is shown, along with the timing edge for the card containing this wire
and the wire itself. The two timing distributions shown above were compared to produce
the plot of �2 vs. timing shift.
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in this sample to extract the X(t) relation. However, in practice it was necessary to use

hits on tracks for the X(t) determination in order to avoid backgrounds from out-of-time

hits and from chamber noise.

The sample used for this measurement were events that passed the Two Electron crunch.

This sample has several checks built in to ensure that the tracks in the drift chamber were

from the same bucket as the trigger. In particular, tracks were required to point to HCF-

seeded clusters in the lead-glass with a good E/p in order to pass electron identi�cation

cuts. Cuts were also placed on the TDC values of the B-bank and C-bank triggers in order

to eliminate any residual out-of-time tracks from the sample. Approximately 50000 events

passing all cuts were used to generate the X(t) relation in each run.

Once events were selected for this sample, a distribution of drift times was collected for

each plane of the drift chambers. Since there is some correlation between wire e�ciency and

hit location, a correction had to be made for this e�ect in order not to bias the drift time

distribution. Therefore, when a track did not leave a hit in a given plane, the drift time of

the hit was recorded in the complimentary plane of the same chamber in the same view.

When another event was found with that same TDC value in the complimentary plane and

a hit in the original plane, the drift time in the original plane was stored in a histogram

as the reconstructed distribution of drift times for missing hits. This histogram of drift

times for the missing hits was then added to the histogram of raw drift times to produce a

corrected distribution of drift times (Figure 42). This distribution was then integrated, and

by assuming uniform illumination across the cells, one could then assign each TDC value

to a location within the cell (Figure 43). Explicitly, the position as a function of drift time

is calculated to be

X(t) = Lc

Z t

0
N(t

0

)dt
0

Z tmax

0
N(t

0

)dt
0

where Lc is the cell size and N(t
0

) is the number of events with at drift time t
0

. This

procedure was iterated a few times since the track-�nding algorithm depends weakly on the

X(t) tables implemented in the analysis code.
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Figure 42. The missing hit correction applied to the raw drift time distribution for the
X(t) Determination. Shown is the raw distribution of missing hit \drift times" along with
the total corrected distribution of drift times for the downstream plane of Chamber 4Y.
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5.3.1 Variation of X(t) Relation with Time

Since it was unknown how the X(t) relation would vary with time, a separate X(t) �le was

made from data for each run with su�cient statistics, resulting in about 120 separate X(t)

tables. It is interesting to study how much the X(t) tables varied from run-to-run, both

as a measure of the precision of the determination of the X(t) relation, and as a study of

how often X(t) tables need to be generated for future experiments using these chambers.

To measure the similarity between two X(t) tables, de�ne

�x =
1p
2

D
(X1(t)�X2(t))

2
E
;

where X1(t) and X2(t) are two X(t) relations, and the average is taken over drift distances.

If these two X(t) relations are ideally equal, then �x measures the average error in the

measurement of x from the statistical and systematic errors in determining theX(t) relation.

The contribution of statistical error in the X(t) measurement to �x was about 10 �m.

If one believes that the X(t) relation should not vary with time, then the �x measured

from two runs adjacent in time should be the same as the �x between any two runs from the

data set, on average. Table 19 shows a test of this hypothesis. In this table, the average �x

from comparing X(t) measurements from adjacent runs and the average �x from comparing

Figure 43. A typical X(t) relation, determined from the drift-time distribution in Figure
42.
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each X(t) measurement to a single measurement made from data in the middle of the run

are tabulated for each sense plane. One concludes from this comparison that the X(t)

relation does vary with time, since the deviations were so much smaller when comparing

runs adjacent in time.

It is interesting to note that �x between adjacent X(t) relations has large jumps with

�x
>
�80 �m at several points in the run. However, in no case could a sudden change in the

X(t) relation be associated with any changes in gas mixture, voltages or condition of the

chambers as noted in records kept during the run. Records were not kept of temperature

and atmospheric pressure variations which may have caused some of this e�ect. Given the

data available to us, one concludes that the run-by-run X(t) relation measurement was

necessary to maintain chamber resolution since sudden jumps in the X(t) relation occur

that could not be correlated with any recorded change in conditions. This point will be

discussed further in Section 5.8.

5.3.2 Evaluation of Chamber Resolution

After determining the X(t) relation, a number of corrections were made on an event-by-

event basis to improve the chamber position measurements. The drift time was corrected

for propagation time along the sense wire (6 ns along the whole length of the longest sense

wires), and a correction was made for sag of wires in the y-view which is as large as 60 �m in

the center of the largest chamber. At this point also, a correction was made for a small o�set

in time between the arrival of decay products from our beam and the RF signal provided by

the accelerator which was used to strobe our trigger. Given the chamber resolution and drift

velocity of 50 �m/ns, each pair of hits in complimentary chambers provides a better than

3 ns measurement of this timing shift. A perfect two-track event provides 16 independent

measurements of this quantity, so typically this correction can be determined to better than

1 ns.

With each iteration of X(t) determination, progress was monitored by plotting the sum

of the distances of the two measurements in a single chamber-view of a track. A typical sum-

of-distance distributions is shown Figure 44. The low-side tail is due to �-rays produced

when the tracks passed through material inside or outside the chamber which created a
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Table 19. A study of run-to-run X(t) variations

Upstream or �x �x

Chamber View Downstream (�m) from (�m) from

Plane Adjacent Runs a Fixed Run

1 X U 41 70

1 X D 43 79

1 Y U 38 60

1 Y D 42 64

2 X U 29 67

2 X D 31 49

2 Y U 29 61

2 Y D 29 54

3 X U 26 50

3 X D 28 44

3 Y U 26 53

3 Y D 27 48

4 X U 31 59

4 X D 26 47

4 Y U 27 59

4 Y D 29 54
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second track through the chambers. This had the e�ect of lowering the measured sum-of-

distances since each wire �rst observed a signal from the closer of the two tracks to that wire.

This sum-of-distance distribution could be �tted to a Gaussian to obtain a measurement

of the single-hit chamber resolution. The resolution of each pair of planes in the chamber

was measured on a run-by-run basis, and these resolutions were used as input to the Monte

Carlo. These resolutions varied between 90 �m and 120 �m and were largely constant with

time. The only observed signi�cant variations corresponded to problems with chamber pre-

ampli�er power supplies and changes in chamber readout thresholds. Chambers 1 and 4

showed, on average, a resolution of approximately 110 �m, while chambers 2 and 3 averaged

105 �m and 95 �m, respectively. It is important to note that the correction described above

for the di�erence between the event time and the strobe from the accelerator RF signal had

the e�ect of arti�cially narrowing this sum-of-distance distribution since the sum-of-distance

itself is used in the correction. However, because the many sum-of-distance measurements

in a given event were used to determine this correction, this narrowing e�ect was only a few

percent, and was removed by hand before quoting the resolutions given above.

Figure 44. The sum-of-distances distribution in Chamber 4, Y-view
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5.3.3 Time Dependence in TDC Calibration

When examining the sum-of-distances distribution for each individual cell in the drift cham-

ber, some signi�cant shifts in the mean as a function of time were observed. In particular, it

was often the case that a large shift was observed in two adjacent cells, suggesting that the

shift was caused by an o�set in the timing for the wire shared by those two cells. Therefore,

in the cases where 3� shifts in the mean sum-of-distance of adjacent cells was observed, a

correction was applied to the wire timing o�set. Although these corrections to the timing

o�sets were only implemented based on data from a single run, the o�sets were checked

using a lower statistics sample from each run. One amusing consequence of this procedure

was that six wires were observed to have sudden jumps in the timing o�set, like the one

shown in Figure 45. One wire (wire 26 in the downstream plane of chamber 1, the ŷ-view)

was observed to cause a double-peaked sum of distance distribution in both of its cells, and

hits on this wire were not used in the analysis.

Figure 45. The timing o�set for wire 56 of the downstream ŷ-view plane in chamber 1
as a function of time.
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5.4 Internal Chamber Alignment

With both the wire timings and the X(t) relation determined, precision position measure-

ments could be made using the chambers, and one could then begin the task of aligning

the chamber system. Two data samples were used to do this alignment. First, approxi-

mately once per day during the run, a special run of 105 Single-Muon triggers was taken

with the analysis magnet o�. Using these straight muon tracks, one could determine the

o�sets in x̂ and ŷ and rotations in the x̂-ŷ plane of the inner two drift chambers relative

to the positions of the outer two chambers. As a second alignment procedure, a sample of

KL ! �+���0 decays from the Two Electron trigger was used in order to �nd the relative

rotation between chamber 1 and chamber 4 in the x̂-ŷ plane. Such a rotation can not be

observed with single muon tracks. However, in events with two tracks originating from a

common vertex, this rotation causes an apparent separation of tracks at the vertex. By

measuring this separation, one can infer the existence of and correct for this rotation.

Displacements in the ẑ direction and rotations in the x̂-ẑ and ŷ-ẑ planes were not cor-

rected for in the alignment procedures. As was discussed above, the measurements of the

chamber z-positions were done through detector surveys, and were accurate to approxi-

mately 1 mm. Based on the z-positions of all four corners of the chambers as measured in

surveys, any rotations in the x̂-ẑ and ŷ-ẑ planes were determined to be less than 1 mrad,

and were not important in the analysis.

5.4.1 Alignment with Straight-Through Tracks

In order to perform the alignment with straight-through muons, tracks are found using the

standard tracking algorithms, but only considering chambers 1 and 4. Cuts are made on

the lead-glass adders and the B-bank, C-bank and MU2 bank TDCs to ensure that the

candidate muon passed through the detector in the same RF bucket in which the trigger

was formed. Typically a sample of 15000 muons passing all cuts was used for the alignment.

With each muon in this sample, the muon track is interpolated to each chamber plane in

chambers 2 and 3. The o�set between the interpolated position and the measured position

at the chamber is then calculated, and stored in bins of x- and y-position at the chamber.
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Gaussian �ts are made for the o�sets in each bin, and the mean o�set is plotted versus the x-

and y-positions of each bin. The resulting graphs of o�set versus chamber positions are then

�tted to lines, where an overall o�set indicates a translation of the chamber, and a slope

corresponds to a rotation of the chamber. Sample �ts are shown in Figure 46. Typically,

about 15000 reconstructed straight-through muons were su�cient to obtain 1 �m statistical

errors on the �ts.

In principle, this procedure could be performed independently on each sense plane of

Figure 46. Chamber alignment �ts using muon data. Shown is the x-o�set versus the
y-position and the y-o�set versus the x-position. The mean o�set from each �t corresponds
to a chamber o�set, and the slope corresponds to a rotation of the chambers in the x̂-ŷ
plane.



118

chambers 2 and 3; however, it was observed in the data that all planes in a single drift

chamber tended to move together in time as one coherent body. Therefore, only one set

of relative o�sets and rotations among the four planes in each chamber needed to be de-

termined. To determine the relative o�sets and rotations among the planes in chambers 1

and 4, the same muon data was re-analyzed, but this time using tracking information only

from chambers 2 and 3 and extrapolating the tracks to chambers 1 and 4. The information

extracted from the data was found to be consistent with that measured from the chambers

in the lab.

From the set of �ts generated in this manner, the o�sets in the x̂ and ŷ directions and the

x̂-ŷ plane rotations for chambers 2 and 3 were extracted. Along with the relative o�sets and

rotations of individual planes within each chamber, this information is used as a correction

in the tracking analysis.

5.4.2 Corkscrew Rotations

There is a further degree of freedom in the internal chamber system that can be removed.

While the above procedure does �x the internal rotations of the chamber coordinate system,

it does not remove rotations of the four chambers in the x̂-ŷ plane where the angle of

rotations between any two chambers is proportional to the distance between them (thus

the name \corkscrew" rotations). The physical e�ect of this remaining rotation that one

can observe in the data is shown in Figure 47. Because there still exists a rotation between

chambers 1 and 2, the tracks will not meet at the decay vertex, and the separation between

the tracks can be shown to be

s�� = r1r2��;

where s is the track separation at the vertex, �� is the opening angle between the two tracks,

rn the track separation at chamber n, and �� the corkscrew rotation between chambers

1 and 2 (measured in radians per meter along the ẑ-direction). In order to measure this

rotation, the vertex separation of a sample of two-track events, KL ! �+���0 decays,

taken as closely as possible to each muon straight-through alignment run, is studied as a

function of r1r2. The vertex separation, scaled by ��, is plotted versus r1r2, and a linear
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�t is performed to extract the slope, �� (Figure 48). A sample of approximately 5000

KL ! �+���0 decays was used for each �t.

5.4.3 Quality of Internal Chamber Alignment

Because all four planes in a single drift chamber move as a coherent unit with the frame

of the chamber, it is easy to measure the quality of the measurement of each o�set and

Actual position
of track hits

Apparent position
of track hits if

corkscrew rotation
is not known

Figure 47. Illustration of the e�ect of corkscrew rotations. The mismeasurement of the
tracks at the second chamber caused by the uncorrected rotation results in a displacement
of tracks at the decay vertex.
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rotation by comparing independent measurements of the same quantity in di�erent planes.

For the chamber o�sets, comparing measurements of the two complimentary planes in each

chamber-view typically gives an uncertainty of only 1 �m on o�sets. Similar comparisons

give an error on the determination of the chamber rotation in the x̂-ŷ plane of 5 �rad.

In the case of the corkscrew rotations, the statistical error of the �t result itself is quite

large, approximately 6 �rad/m, and probably is an accurate representation of the error in

measuring this rotation.

5.4.4 Changes in Chamber Alignment with Time

Although these quantities are measured approximately once per day, they are clearly con-

tinuously time-varying quantities. One contribution, then, to the error in determining these

rotations and o�sets is how rapidly they vary in between alignment runs. The time history

of the alignment o�sets and rotation of Chamber 2 relative to Chambers 1 and 4 is shown in

Figure 49. After having removed the large jumps in alignment o�sets and rotations which

occurred when chamber 4 was repositioned after work on the TRDs, one could study the

Figure 48. Linear �t to measure the corkscrew rotation. The slope corresponds to the
magnitude of the relative rotation between chambers 1 and 2 in radians/meter of chamber
separation in the ẑ-direction.
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run-to-run changes in alignment constants to measure the rate at which they change (see

Figure 5.4.4). Typically, the chamber o�sets changed by 20 �m per day (RMS), and this ef-

fect contributed to the e�ective chamber resolution observed in the experiment. The e�ects

of the 7 �rad per day rotation drift were much smaller. One could also do a similar analysis

of the time-dependence of corkscrew rotations, and an RMS drift rate of 8 �rad/m/day was

found, comparable with the statistical error on a single measurement (Figure 51).

Figure 49. The time dependence of the Chamber 2 alignment constants. The positions
and rotation shown are relative to Chambers 1 and 4. The dotted lines indicate times when
chamber 4 was moved and subsequently reset into position by surveyors.
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Figure 50. The change in the alignment constants of Figure 49 between adjacent runs.
The large changes due to chamber repositioning have been removed. The remaining changes
were most likely due to motion of the chambers. From these plots, one measures a second
\drift velocity" of about 15 �m/daya for each drift chamber!

aThis RMS velocity is astonishingly small. If the chambers moved at a constant velocity, rather than in
a random walk, such a drift velocity would be �ve times smaller than the typical growth rate of toenails in
50-year-old, male professors at the University of Chicago [63].
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Figure 51. The time dependence of the measured corkscrew rotation. The change in
corkscrew rotation between adjacent runs is also shown.
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5.5 Transverse Alignment of The Detector

Once the internal alignment of the drift chambers was complete, the task of locating other

detector elements in the now well-de�ned chamber coordinate system could be done. Two

points of special interest for the global coordinate system were the target, which de�ned the

origin of the coordinate system, and the lead-glass, which was centered around the ẑ-axis

and whose array was on a grid parallel to the x̂- and ŷ-axes, by de�nition. In e�ect then,

global o�sets and rotations must be applied to the aligned chambers in order to force the

target and lead-glass to be at their de�ned positions. As with the corkscrew rotations,

�ts to the target and glass positions were performed using data taken near each alignment

straight-through muon run, in order to correct for the time-varying chamber motion.

Once this was accomplished, the global-coordinate system was set, and one could begin

the process of measuring the positions of other detector elements. Particularly important

to align correctly were the scintillator banks used in the trigger, the photon vetoes which

served as detector apertures, other pieces of inactive material which acted to limit detector

acceptance and �nally the collimators which shaped the neutral kaon beam.

5.5.1 Target

The most straightforward detector element to align was the target itself. In principle, since

all particles in the neutral beam originate from the target, it is trivial to �nd. One can fully

reconstruct any decay of a particle in the beam, and the momentum vector of the parent

particle will point back to the target. In practice, however, certain decays lend themselves

to this procedure more easily than others. A particularly good source of decays for this

measurement comes from the copious �! p�� decays found in our beam (see Figure 52).

Because the � has a relatively short life-time (c� � 7:89 cm), the requirement that the decay

products be observable in our detector selected particularly high-momentum �'s (typically

>
�200 GeV), and the protons in particular typically had very high momentum. This reduced

the multiple-scattering contributions to the error in �nding the target location on a given

event, so typically only about 2500 reconstructed � ! p�� decays were used to obtain

a target position with a statistical error of about 50 �m. As was the case with chamber
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o�sets above however, there was signi�cant time variation of this measured target position.

The RMS change of the measured target position between adjacent alignment runs was

approximately 400 �m per view.

The �gure of merit used to evaluate the error on the target position is the e�ect of

this uncertainty on the calculation of p2t of an event. If the target is o�set by �x in the

x̂-direction and �y in the ŷ-direction, the apparent transverse momentum of this event will

be

j~ptj = j~pj
p
(�x)2 + (�y)2

z

where ~p is the parent particle momentum, and z is the distance from the decay vertex to

the target. For the highest momentum and most upstream observed kaon decays, 250 GeV

and 100 meters from the target, the amount of e�ective j~ptj introduced by uncertainties in

target position is less than 2 MeV, which is much less than errors resulting from multiple

scattering or lead-glass resolution.

Figure 52. mp� for the candidate �! p�� decays used for target location
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5.5.2 Lead-Glass

Since the lead-glass could measure positions of electromagnetic clusters with a resolution of

only about 4 mm, locating the array in the chamber coordinate system is straightforward

in principle. A sample of electrons from the Two Electron trigger is selected by requiring

good-quality tracks with 0:8 < E=p < 1:2 that do not point into the radiation-damaged pipe-

blocks. The resulting sample of about 10000 electron candidates used in each �t contained

about 90% electrons, while the remaining 10% are charged pions from KL ! �+���0 and

KL ! ��e�� backgrounds to the Two Electron trigger. These electron candidates were

then binned by x- and y-position, as was done in the muon chamber alignment, and the

o�set between track and cluster positions in the x̂- and ŷ-directions were compared as a

function of position. Results from a sample �t allowing for o�sets and rotations of the glass

array in the x̂-ŷ plane are shown in Figure 53. The o�sets were well-measured using this

procedure, with a statistical error of about 35 �m.

The issue of relative rotations between the chambers and the glass is somewhat more

subtle, however. Because the measured cluster position depends weakly on track angle and

because of correlations between track position and track angle, the method used above does

not provide a reliable measure of the rotation. It does, however, provide a crude estimate

of the maximum rotation present between the glass and the chambers, and limited possible

chamber rotations to be <
�500 �rad. Is this sort of rotation important to correct for in

E799? There are two reasons to want to �x the angle between the chamber coordinates

and the glass. First, one wants to be able to accurately measure positions at the glass.

However, even at the far ends of the chamber, a 500 �rad rotation corresponds to only

a 500 �m shift in cluster position, which was only a small fraction of the measurement

error in cluster position. Therefore, this did not cause a problem for photon position

measurements. Second, one wants a stable chamber coordinate system in the experiment.

It is safe to assume that changing chamber-glass rotations are due to moving chambers and

not due to rotations in the lead-glass array. In particular, when attempting to �nd aperture

edges, one usually needs to use the highest statistics samples available which are usually

accumulated over long periods of time. Therefore, a time-varying overall chamber rotation
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relative to other detector elements is potentially problematic. However, in E799 there were

no apertures where uncertainties in position at the few hundred �m level could drastically

change physics results. (This is in contrast to the situation in an experiment like E731

where precision understanding of acceptances was crucial [57]). Therefore, changes in the

overall chamber system rotation of 1 mrad were not important. The chamber-glass relative

rotations were then ultimately left uncorrected simply because a sophisticated treatment of

the issue was not warranted by the needs of this analysis.

Figure 53. The �t to measure the location of the lead-glass array in the chamber
coordinate system
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5.5.3 Scintillator Banks and Photon Vetoes

Location of the scintillator banks and photon vetoes was straightforward. Since the banks

are active, a large sample of muons written to tape in a special run with the primary beam

dumped away from the target was used to point at the scintillator edges in order to locate

them. In the case of the photon vetoes, all that was needed was a measurement of the

overall position of the counter banks, since the shapes and dimensions of the vetoes were

well-measured before installation. For the B and C trigger banks, knowledge of the locations

of the dead regions between adjacent counters was important in order to simulate possible

position-dependent ine�ciencies in the trigger. Therefore, during the E773/E799 switch-

over, a large sample of beam-stop-closed muons was written with a (1B �1C+1B �1C) �MU2

trigger in order to select events with a muon in an ine�cient portion of the counter. The

positions determined with this run were be used for both the E773 and E799 Monte Carlo

simulations and trigger veri�cations of the B and C banks. The net e�ect proved to be

fairly small, since less than 1% of the active area of each bank was dead. The problem

of locating and simulating the muon trigger banks (MU2, MU3 and MU1) were somewhat

di�erent because of the large amounts of material between the chambers. The locations of

these banks were not relevant to this analysis however. The details of their alignment are

discussed elsewhere [1].

5.5.4 Iron Ring

Finding the iron ring with the data proved to be a somewhat more subtle problem. Unlike

the other photon vetoes, there was no active element available with which to locate the

ring itself; therefore, it was impossible to �nd using muons. However, in the KL ! �0�0�0,

�0 ! e+e�
, sample, the e�ect of the ring is large because in such a seven-body �nal state,

the probability of one of the �ve photons being at such a large radius is enhanced. In

fact, comparing a plot of the maximum photon radius at the iron ring in data and Monte

Carlo for this sample, one could see a pronounced di�erence in these distributions due to

the presence of the iron ring in the data and not in the Monte Carlo (Figure 54). The

radial position of the ring edge was measured using this data to Monte Carlo comparison
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in di�erent angular slices around the ring, and a �t to the ring shape was performed to

determine if the ring was o�-center in the chamber coordinate-system. The ring center was

then measured to be at

(x; y) = (+3� 2 mm;+4� 2 mm);

essentially consistent with zero o�set. In the analysis, events containing photons at a

radius of greater than 0:835 m, the minimum distance to the ring edge from the ẑ-axis,

were removed.

5.5.5 Beam Collimators

Another set of important detector elements which needed to be aligned were the collimators

used to shape the beam. In the Monte Carlo detector simulation for E799, KL's were

generated at the target and then propagated downstream through the collimators in order

to produce a simulation of the beam shape seen in the data. While it was not extremely

crucial that the �ne details of the beam be reproduced for the measurements in E799, the

gross features were worth modeling.

The approach taken for measuring collimator positions was to use only information

Figure 54. Illustration of the loss of large radius photons from the Iron Ring in
KL ! �0�0�0, �0 ! e+e�
, sample. The cut used in the analysis is shown.
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from survey data to measure the change in collimator positions between E773, where the

positions were determined using the copious K0 ! �+�� decays, and E799. During the

changeover form E773 to E799, the collimator positions were surveyed as found in E773 and

then again as set for the larger beams of E799. By comparing these two surveys, one could

simply apply shifts in the collimator positions to the results of the E773 beam shape studies.

The resulting beam shape agreement in data and Monte Carlo is shown for KL ! �0�0�0,

�0 ! e+e�
, decays in E799 in Figures 55 and 56.

5.5.6 Upstream Pipes

A set of potentially important detector apertures which could not be easily observed in

studies of the data were those imposed by the small pipes in the upstream portion of the

decay volume, particularly the pipe through the BM109 magnet (see Figure 57). These

apertures have signi�cant implications for the level of KL ! �0�0�0 background to all-

photon �nal states, such as studies of KL ! �0

 decays. If one wishes to attempt an

absolute normalization of the background, it is important to determine the positions of

these pipes in some independent way.

At the 1 mm level, it is possible to measure these pipe positions from survey data

collected after the end of the E799 run. The complications, however, were myriad in at-

tempting to tie transverse positions from survey information to the chamber coordinate

system. The surveyors worked in a coordinate system where a nominal \beam-centerline"

formed the ẑ-axis and absolute elevations above sea-level de�ned the y-coordinate. However,

it was possible to relate the two coordinate systems by using measurements of the two-hole

collimator and lead-glass array positions in surveying coordinates, and then relating those

to their known locations in the chamber coordinate system. Amusingly enough, the curva-

ture of the earth results in a 2 mm shift in elevation between the two-hole collimator and

the glass, and this e�ect had to be removed when converting between the two coordinate

systems. In the end, this survey information on the positions of the pipes was used in the

Monte Carlo, along with measurements of the inside dimensions of the pipes, to simulate

any e�ect from these apertures.
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Figure 55. The upper beam intensity as a function of x̂ and ŷ position compared in data
and Monte Carlo
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Figure 56. The lower beam intensity as a function of x̂ and ŷ position compared in data
and Monte Carlo
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5.6 Alignment and Field Strength of the Magnet

The �nal element of the spectrometer to be considered is the magnet itself. The transverse

momentum kick of the magnet allows the determination of the momentum of each charged

track by measuring the bend angle in the magnet aperture. The change in momentum of a

charged particle passing through the magnet is given by

�~p /
Z
path

~B � d~l

= x̂

Z
path

Bydlz � ẑ

Z
path

Bydlx

where ~B is the magnetic �eld which is oriented along the ŷ-direction (other small components

are neglected). This results in a momentum kick predominantly along the x̂-direction, with

a small component in the ẑ-direction. These components are related to each other by the

115 116 117 118 119 120 121

Distance from Target (m)

BM109 Magnet✱ ✱ ✱ ✱

Figure 57. Schematic of the upstream vacuum pipes in the decay volume. The stars
indicate the location of the apertures used to simulate the pipes in the Monte Carlo.
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average angle in the x̂-direction, (�ux + �dx)=2, where �x is the angle that the projection

of the track vector onto the x̂ � ẑ plane makes with the x̂-axis, and where the u and d

subscripts denote the upstream and downstream segments of the x track. The bend angle

in the x̂-direction is related to the momentum kick by

�dx � �ux +
�3dx
2
� �2ux�dx

2
+O(�4) = �px

pz
:

Thus the total track momentum is given by

j~pj = pkick
(1 + 1

2�
2
ux +

1
2�

2
y � 1

2�
2
dx � 1

2�dx�ux + O(�3))
�ux � �dx

;

where pkick is the nominal transverse momentum kick of the magnet, which is de�ned as

the kick given to an in�nite momentum particle traveling parallel to the ẑ-axis. Note that

in the analysis code, none of the above corrections to O(�2) were used.

5.6.1 Field Strength

In order to make a momentum measurement from the above formula, it was necessary to

know the nominal pkick of the magnet. There was some variation of the magnetic �eld as

a function of position across the magnet aperture. For previous experiments [57], a map

was made of the magnetic �eld on a 5:1 cm grid which found variations of about 2% across

the aperture and measured these to an accuracy of 0:1%. Corrections to the �eld strength

based on this map were applied in the analysis code.

To normalize the overall �eld strength, the sample of KL ! �+�� decays taken in E799

was analyzed. Unfortunately because these events could only be found in the Minimum

Bias Trigger which was prescaled by 3600, there were only 4000 such events available for

study. This made it very di�cult study variations in the �eld strength as a function of

time. However, this sample (see Figure 58) was su�ciently large to allow a determination

of the average momentum scale to good precision since the �+�� mass is determined to

0:007% of itself. A correction to pkick was then applied based on the shift observed from

the value for the KL ! �+�� mass measured in a sample of Monte Carlo decays generated

with a KL mass equal to the measured K0 mass given by the Particle Data Group [3] of

(497:671� 0:031) MeV/c2. Because the �+�� invariant mass is given by
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m2
�� = 2m2

�

�
1 +

p1
p2

+
p2
p1

�
+ 2p1p2(1� cos �) +O

 
m4

�

p2

!
;

where pi is the momentum of the ith pion, a momentum scale shift can be related to a KL

mass shift by

�pkick
pkick

� mKq
m2

K � 2m2
�

�mK

mK

� 1:09
�mK

mK
:

Shown in Figure 59 is a plot of the mean �tted KL mass from KL ! �+�� decays

for twelve roughly equal data samples during the run. No evidence is seen for a shift in

the momentum scale as a function of time, so only one overall correction, with a statistical

accuracy of 0:012% was applied for the entire run. It should be noted that this correction

Figure 58. m�� for candidate KL ! �+�� decays in data and Monte Carlo. The data
and Monte Carlo are both background subtracted using sidebands in p2t .
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is tangled up with any uncertainty on the measurement of the opening angle that comes

with the error on the separation between chambers 1 and 2. Recall from the discussion of

survey data (see Section 5.1), that there is an error of approximately 0:02% in the invariant

mass of two light (m � mK) particles. So, although this study does �x the error on the

invariant mass of two light particles to be 0:012%, the error on the momentum scale itself

is actually the sum of the uncertainties from the opening angle and from the KL ! �+��

mass study, or 0:023%.

In addition to measuring the momentum scale, this study with the KL ! �+�� decays

also allows a study of momentum resolution. In Figure 58, the data has an additional

(0:27 � 0:02)% Gaussian smearing above what is seen in the Monte Carlo. The reasons

for this smearing are not understood, and the e�ect of such an unexpected smearing was

studied as a source of systematic error. One could also use this plot to place limits on

allowed non-Gaussian smearing, for use in systematic studies.
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Figure 59. Variation of the momentum scale with time as measured in KL ! �+��

decays
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5.6.2 Location of the \Bend Plane"

One subtle issue which has little e�ect on the momentum determination of a track, but which

may be important in track quality parameters is the position of the \bend plane" of the

magnet. In the momentum calculations and in the matching of upstream and downstream

x̂-view segments, the momentum kick of the magnet was treated as though it were applied

all at once and in a constant z-position. This plane of constant z at which magnet kick

occurs in this approximation is referred to as the \bend plane". It is possible to make a

reasonable determination of this z-position from survey data by assuming it will be at the

midpoint of the magnet pole faces. However, since the o�set at the magnet is the parameter

used in the upstream-downstream x̂-view track matching to measure how \good" a track

candidate is, it is important to check this approximation independently. An error in the

z-position of the bend plane of 2 cm for a 3 GeV track would result in an apparent o�set

at the magnet on about the same order as the resolution.

To do this, a sample of muons from the beam-dump, taken with the analysis magnet

on, was analyzed. For each event, the apparent bend-plane position where the upstream

and downstream tracks met was plotted versus location at the magnet and track angles. A

8:4 mm shift from the expected bend plane z-position obtained from the survey data was

found, and this shift was incorporated into the analysis code. This o�set is shown below as

a function of the bend-angle (see Figure 60).

5.7 Determination of Chamber E�ciencies

In order to understand the e�ciencies of trigger and reconstruction algorithms using the

chambers, it was necessary to measure the e�ciencies of wires in the drift chambers. This

was done using a very simple algorithm. Events from the output of the Two Electron

crunch with two identi�ed electron tracks were checked for tracks with missing hits in the

chambers. The tracking algorithm used in this check was slightly di�erent from that used

in the Two Electron crunch and the rest of the E799 analysis in that explicit cuts were not

placed on the sum of distances in this modi�ed tracking algorithm to avoid a bias from

�-rays or accidental hits in determination of the e�ciencies. Every track found with this
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new algorithm was checked for missing hits. If a missing hit was found, the wire on which

that hit would have been was inferred using the remaining track information. E�ciencies

were calculated for each wire by simply calculating the fraction of missing hits on that wire

compared to the total number of hits observed. If the observed ine�ciency was signi�cantly

di�erent at the 4� level, from the overall plane e�ciency, that wire was labeled as ine�cient.

Once a wire was so selected, its contribution to the overall plane ine�ciency was removed,

thus giving a corrected ine�ciency. Both the overall plane ine�ciencies and the individual

wire ine�ciencies were written out to a special �le for use in the Monte Carlo simulation of

the detector. This procedure was repeated for each run with su�cient data statistics.

A sample plot of chamber ine�ciencies by wire is shown in Figure 61. In general,

chamber e�ciencies did not vary signi�cantly by run, with the exception of a small number

of wires. The plane e�ciencies, once corrected for the ine�cient wires, were typically above

99%|the worst single plane e�ciencies, found in the inner planes of chamber 1, were still

above 98:3%. These corrections for ine�cient wires could be quite dramatic (Figure 62),

especially when the ine�cient wire was located in the center of the chamber.

This method of measuring chamber ine�ciencies did have limitations. In particular, in-

Figure 60. The mean o�set of tracks at the magnet shown as a function of the bend
angle. The linear dependence shows a small shift in the apparent location of the magnet
bend plane.
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Figure 61. The chamber wire ine�ciencies from one run in the upstream plane of
Chamber 2Y.

Figure 62. The corrected and uncorrected (shown in the broken line) plane e�ciency
for the downstream plane of Chamber 4X. Note the large e�ect of a two wires which were
very ine�cient over a period of several runs.
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e�ciencies in the hit-counting trigger of the track processor could have biased this e�ciency

determination. Also, there was no attempt to study the ine�ciencies of the hit-counting

with this technique. A more re�ned discussion of the treatment of these issues can be found

in Section 8.2.1.

5.8 Theoretical Calculation of the Chamber Resolution

A great deal e�ort was put into improving the single-hit resolution of the drift chambers.

It is interesting to compare the measured chamber resolutions of 95 to 110 �m with the

fundamental limits of resolution in the drift chamber.

One major contribution to the drift chamber resolution was the stochastic nature of the

primary ionization process. Because electron-ion pairs are produced in discrete interactions

separated on average by some macroscopic distance, the distance drifted will often not be

the distance of closest approach of the charged track. The primary interaction rate in

many common gasses has been shown to be proportional to their atomic number [64], and

by using this proportionality, one estimates the primary interaction density in 50%-50%

Argon-Ethane to be 2:9 interactions/mm. This means that the mean distance between

the point of closest approach of the track to the wire and the closest primary interaction,

denoted by �, is 170 �m. The RMS contribution to the position resolution introduced by

this statistical e�ect is, in closed form, 1

�PI =

s
x2 + 2�2 � x4�2

4�2

�
H1

�
x

�

�
�N1

�
x

�

��2
;

where x is the distance of closest approach of the track to the wire, H1 is the Struve function

of order 1, and N1 is the Neumann function of order 1. In the limit as x ! 0, the Struve

and Neumann functions diverge; however, �PI approaches � in this limit. This contribution

to the chamber resolution is shown in Figure 63.

A second major e�ect contributing to intrinsic chamber resolution was di�usion of elec-

trons during the drift time. As the electrons moved through the drift region of the chamber,

1My thanks go to Arthur Kosowsky and Peter Shawhan, former members of the fearsome Washington
University Putnam Mathematics Examination team, for their assistance in evaluating the particularly nasty
integral involved. This Struve function is for you, Arthur!
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Figure 63. Contributions to the calculated chamber resolution



142

they di�used at a rate which was largely independent of variations in the electric �eld. Mea-

surements of the di�usion rate for 50%-Argon, 50%-C2H6 gas mixtures using test chambers

[65] and calculations from Monte Carlo simulations [66] predict an RMS one-dimensional

di�usion rate to be

�D = 8:5
p
t (in ns) �m;

where t is the drift time, assuming a 50 �m/ns drift velocity. The
p
t dependence results,

of course, from the random-walk nature of the di�usion process. However, this e�ect was

somewhat mitigated by the large number of electron-ion pairs produced by the ionization

track. For our gas mixture, the mean number of electron-ion pairs produced at each pri-

mary interaction was 3:3 [64], and at large distances from the wire, electrons from several

primary interactions arrived essentially synchronously. The e�ective factor by which the

RMS di�usion is reduced for n drifting electrons is [64]

�

2
p
3 logn

;

and an approximate expression for the mean number of electrons which arrived within one

standard deviation (�D) of the arrival time of the closest primary interaction is

n �

8><
>:

3:3 if x < 300 �m; or

3:3

�p
2x�D(x)
170 �m

�
otherwise;

where x is the distance of closest approach of the charged track to the sense wire. The

contribution to the resolution from di�usion, including this correction is shown as a function

of x in Figure 63.

Finally, there were other contributions to the resolution, due to the electronics and

remaining calibration uncertainties. The TDCs used have 1 ns granularity in their time

measurement, contributing a 15 �m term to the resolution. Similarly, the zero-drift time, as

determined in the calibration procedure described in Section 5.2, also has a 1 ns granularity,

and contributes another 15 �m. The error on the event-time correction, calculated from

the sums of distances in the drift chamber, contributes an additional 26 �m term to the

resolution. Systematic and statistical errors in the X(t) determination were evaluated at

between 41 �m and 26 �m, depending on the chamber plane. Finally residual alignment
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uncertainties were evaluated at 20 �m. All of these contributions except the last contribute

to the single-hit resolution in the chamber as measured by the sums of distances, and the

net contribution from these e�ects, between 43 and 53 �m, is shown also in Figure 63.

The contributions to the resolutions discussed here explain much of the observed single-

hit resolution as observed in the chambers. Other possible e�ects contributing to the reso-

lution include changes in macroscopic parameters a�ecting the chamber drift velocities or

gains For example, in our chambers, analytic models of chamber response predict variations

of drift velocity with atmospheric pressure of about 0:2 �m/nsec/Hg inch, and variations

with temperature of 0:03 �m/nsec/�C [67]. Since average drift times were about 65 nsec

in our chambers, rapid changes in temperature or pressure could have signi�cant e�ects on

chamber response. For reasonable changes in atmospheric pressures and temperatures over

one day, 0:5 Hg-inch and 5 �C, one estimates an e�ect that would change position mea-

surements by about 15 �m on average. Similarly, variations in temperature or atmospheric

pressure a�ected the intrinsic gain of the chambers as well. Since the discrimination of the

signal from the chamber was done using constant threshold discriminators, and since the

analog chamber signals had a �nite rise-time, timing variations could result from these gain

changes. In addition to these macroscopic e�ects, small variations in cell geometry, drift

�eld changes from broken �eld-shaping wires and small variations in gas mixtures could all

cause resolution e�ects in the chambers.

5.9 Conclusion

With the completion of these tasks, the charged spectrometer and chamber-based coordinate

system were well-understood. Chamber performance was more than adequate in E799.

Chamber single-hit resolution was close to the intrinsic resolution limits. For most multi-

body decay modes, multiple-scattering rather than chamber resolution ultimately limited

the momentum resolution, and any variations in alignment uncorrected by the calibration

procedures were su�ciently small so as to not cause observable e�ects in the data.





CHAPTER 6

CALIBRATION AND

MODELING OF THE

LEAD-GLASS CALORIMETER

Get thee glass eyes;

And like a scurvy politician, seem

To see the things that thou dost not.

|William Shakespeare, King Lear

The physical characteristics of the lead-glass calorimeter have already been described

in Section 2.2.2. This chapter discusses both the framework used to model the lead-glass

response, and the calibration procedure for the calorimeter based on this model.

Careful calibration and simulation of the calorimeter was necessary to understand pho-

ton or electron response in the lead-glass, and this understanding had a direct impact on

physics measurements. In the case of photons, the calorimeter provided the only measure-

ment of energy and position at the calorimeter. This information, along with the decay

vertex location, is su�cient to measure the momentum vector of a photon. A typical use of

the lead-glass for candidate photons is to measure the invariant mass of a pair of photons

and compare it to the mass of a hypothesized parent �0. For a case such as KL ! �0�0�0,

�0 ! e+e�, or KL ! �0e+e�, where the decay vertex has been measured from the charged

tracks, the candidate �0 mass is given by

m2
�0 = (E
1 + E
2)

2 � j ~p
1 + ~p
2j2
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= 2E
1E
2 (1� cos(�
1
2))

� E
1E
2

 
r
1
2

zPbG � zdecay

!2
;

where r
1
2 is the distance between the two photons at the lead-glass and zPbG � zdecay

is the distance between the lead-glass showers and the decay vertex. In order to optimize

the �0 mass resolution, then, it is clear that good energy and position information from

the lead-glass were needed. Also, understanding the energy and position resolution of the

lead-glass will allow the Monte Carlo simulation to accurately predict the e�ciencies for

kinematic and particle identi�cation cuts.

6.1 Model of Lead-Glass Response

When high-energy electrons pass through material, they lose energy primarily by produc-

tion of bremsstrahlung photons. High-energy photons in turn interact with matter primarily

through pair production or Compton scattering, and both of these processes produce high-

energy electrons. These multiplicative processes produce what is referred to as an \elec-

tromagnetic shower" from the interaction of a single primary electron or photon. While

high-energy particles produce multiple low-energy particles in the shower process, lower

energy particles lose energy in non-multiplicative processes. For electrons, these losses oc-

cur dominantly in collision processes; for photons, the photoelectric e�ect is the dominant

energy loss mechanism. Thus, as the shower develops deeper into the lead-glass medium, it

�rst grows in particle multiplicity and energy loss, reaching a \shower maximum". Then as

the shower particles become lower in energy deep into the medium, multiplicity and energy

loss decrease and the shower decays with increasing depth.

As the relativistic electrons in a shower pass through the lead-glass, they emit �Cerenkov

light. �Cerenkov radiation is emitted when a charged particle passes through a medium

whose phase velocity is less than the velocity of the charged particle, or

� >
1p
�(!)

;

where � is v=c of the electron, and �(!) is the dielectric constant of the medium at the

frequency of the emitted radiation radiation [68]. �Cerenkov radiation also has a �xed angle
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of emission with respect to the path of the incident charged particle given by

cos �c =
1

�
p
�(!)

:

For a diamagnetic medium like the lead-glass,
p
�(!) � n in the optical frequencies, where

n is the index of refraction of the lead-glass. We know then that the �Cerenkov angle,

�c, is always less than the maximum incident angle of total internal re
ection, 1=n. For

an electron traveling at an angle in the block with � � 1 then, there was some �Cerenkov

radiation which did not re
ect back into the block. This, however, was a small e�ect because

the block geometry ensured that most of the �Cerenkov light from a charged particle traveling

at a small angle with respect to the block axis would still be collected. The loss of �Cerenkov

light because of this e�ect was consequently neglected in the Monte Carlo simulations.

Because the �Cerenkov angle is large in lead-glass, 51:3� for � = 1, the �Cerenkov light

typically re
ected many times in the block, so any absorption of �Cerenkov light in the block

was averaged over the transverse dimensions. This eliminated the need to treat variations

in absorption of �Cerenkov light over transverse slices of the lead-glass blocks.

Even before being radiation-damaged, the lead-glass had some absorption in the region

of the �Cerenkov spectrum selected by the Wratten 2A �lter (�>�420 nm), typically between

1 and 2% per radiation length. When the lead-glass was exposed to large radiation doses

(see Figure 18), this absorption increased substantially, so it is important to account for

the absorption in the model of the lead-glass response. Denote the e�ective absorption per

radiation length (X0) for �Cerenkov light by �, and note that

� = �c cos �c;

where �c is the physical absorption length for �Cerenkov light in units of 1=X0, and �c is the

�Cerenkov emission angle de�ned above. This rescaling of the absorption length accounts

for the extra path length of the �Cerenkov light relative to the length of the lead-glass block.

Note also that this absorption has been assumed to be independent of the position within

the block. This was a reasonable approximation for the dimensions transverse to the beam

direction due to the many re
ections of �Cerenkov light mentioned above; however, the

assumption that the e�ective absorption was independent of depth (the direction parallel

to the beam direction), has not yet been justi�ed. This will be discussed further below.
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We denote the distribution function of the produced �Cerenkov light by f(E; t), where

E is the total shower energy and t is the depth into the block in units of radiation lengths,

and f(E; t) is normalized such that Z 1

0
f(E; t)dt = 1:

One can then express the total light observed at the phototube by

I(E; �; t) = g0E

Z L

0
f(E; x)e�(

L�t�x
� )dx; (6:1)

where g0 is the gain constant in photoelectrons=GeV, and L is the total length of the lead-

glass block. Fluctuations in longitudinal shower shape changed the shower distribution

function and thus the light output. Furthermore, these 
uctuations worsened the inher-

ent resolution of the calorimeter. Typical 
uctuations in shower shape are illustrated in

Figure 64.

The average longitudinal shower pro�le also varied as a function of the shower energy.

Higher energy showers typically deposited more energy deeper into the block, as shown

in Figure 65. A parameterization, based on �ts to EGS Monte Carlo showers (see Sec-

tion 6.1.1), of the mean depth of the point of maximum shower energy deposition (\shower

max") as a function of energy was performed with the result that

tmax(E) � 3:05 + 1:00 logE + 0:017(logE)2;

where tmax(E) is the depth of the shower max in radiation lengths (see Figure 65). The

dependence of the depth of energy deposition on energy combined with the absorption

introduces an inherent non-linearity in the lead-glass energy response. One can estimate

the size of this non-linearity by assuming that

f(E0; t) � f(E; t+ tmax(E
0)� tmax(E)):

The non-linearity in light response in this approximation is then

I(E0; �; t)

I(E; �; t)
� e�(tmax(E

0)�tmax(E))

�
�
E0

E

��1+��1:00+0:017log E0
E

��
:

The actual non-linearity in the data is shown in Figure 66 for data from special electron
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calibration runs. This parameterization of the non-linearity was a reasonable approximation

for small absorptions, but began to fail at larger values of � where the shower 
uctuations

deep in the block became increasingly important in comparison to the location of the shower

maximum.

6.1.1 Corrections for Non-Linearity in the Response

Corrections to this non-linearity were implemented using information from showers gen-

erated using the EGS4 electromagnetic shower Monte Carlo [69]. EGS simulates the full

development of electromagnetic showers, including pair production, bremsstrahlung, and

M�oller, Compton and Bhabha scattering. For studies of the lead-glass in past experiments,

a library of EGS showers in lead-glass was generated, and this same shower library was

Figure 64. The shower distribution function for three di�erent EGS Monte Carlo gen-
erated showers at 2 and 32 GeV.
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Figure 65. The average longitudinal pro�le is shown for EGS Monte Carlo showers of
1 GeV, 4 GeV, 16 GeV and 64 GeV. A �t to the location of the shower max as a function
of energy is also shown.
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Figure 66. logE vs. log p shown without the absorption correction in order to illustrate
the inherent non-linearity of the lead-glass. The two lines show the expected result without
absorption, and a prediction for the non-linearity based on the �t in Figure 65.
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used for simulations of the lead-glass in E799. More detailed descriptions of the EGS

shower simulations can be found elsewhere [55]. Each shower was generated in a large block

of lead-glass, and once a shower was generated, the block was divided into cells measuring

0:36 � 0:36 X2
0 � 0:5 X0 in depth (5 � 5 bins transverse to the beam direction, and 38

longitudinal bins per lead-glass block). The number of charged particles in each cell was

stored for each shower, weighted by the probability for �Cerenkov emission,

1� 1

n2�2
:

Showers were generated at 18 energies between 0:25 GeV and 90:51 GeV in evenly spaced

increments of logE. The Monte Carlo statistics were poorer for high-energy showers than

for low-energy showers because the latter were much more CPU intensive, but at least 210

showers were generated at each energy.

With Monte Carlo shower simulations to provide information about the shower distribu-

tion function, f(E; t), one could extract correction factors for showers in the data. The �rst

of these corrections was used to relate the observed light to the incident electron energy.

De�ne

C(E; �; 0)� hI(E; �; 0)i
g0E

e�(L�s);

where, as above, I(E; �; t) is the light yield, g0 is the gain constant, and s is an empirical

value, s = 5:157, such that C(E; �; 0) is approximately 1 forE = 1 GeV. From the de�nition

of I(E; �; t) (Equation 6.1), one can write C(E; �; 0) more simply as

C(E; �; 0) =

*Z L

0
f(E; t)e��(s�t)dt

+
:

This equation makes more evident the bene�ts of using of the EGS Monte Carlo. With

potentially large absorptions in the lead-glass, it was important to average over light re-

sponse rather than to simply average over shower distribution functions (f(E; t)). The full

shower simulation took into account 
uctuations in shower shape at large depths which

comprised a large portion of the response for high absorption blocks. Once the C(E; �; 0)

values had been calculated (see Figure 67), the non-linearity for electron response could be

corrected using the relation
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EC(E; �; 0) =
1

g
I(E; �; 0);

where g is the gain constant given by

g = g0e
�(s�L);

and I is the light response, proportional to the observed signal in the glass ADCs.

Figure 67. The non-linearity correction (C(E; �)) for electrons as a function of energy
for di�erent absorptions (�)
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6.1.2 Corrections for Photon Response

Once electron response was well-understood, modeling the response of the lead-glass to

photons was simple. Photons convert to an electron-positron pair at some depth in the

glass governed by the probability distribution,

P (t) =
9

7
e�

7
9 t;

where t is the conversion depth in radiation lengths. The spectrum of produced electrons

is given by the Coulomb-corrected Bethe-Heitler spectrum [70],

P (�) � �2 + (1� �)2 + �(1� �)

�
2

3
� a

�
;

where the electron energies are �E and (1 � �)E and a is a material-dependent constant,

a � 0:0297 in the lead-glass. This information is su�cient to allow transformation of the

EGS electron shower information into a simulation of photon response also.

Although the showers from photons began deeper in the lead-glass, they had lower-

energy primary constituents than showers from electrons of equal energy. Thus, the energy

correction for photon showers was close to unity and relatively independent of �. Neverthe-

less, it was important to include this several percent correction in the data. Consider the

response to an average photon shower, I
(E; �; t0), in terms of the electron response,

I
(E; �; t0) = hIe(�E; �; t0) + Ie((1� �)E; �; t0)i� ;

where t0 is the photon conversion depth, and h� � �i� denotes an average, weighted by the

Bethe-Heitler spectrum, over all �. The average photon response is then given by

hI
(E; �)i= h hIe(�E; �; t0)i+ hIe((1� �)E; �; t0)i i�;t0 ;

where the averages without subscripts are understood to be over all shower distribution

functions. From the de�nition of C(E; �; t) above, one can write this as

1

R(E; �)
� hI
(E; �)i
hIe(E; �)i =

�
�C(�E; �; t0) + (1� �)C((1� �)E; �; t0)

C(E; �; 0)

�
�;t0

;

which can be easily computed from the already tables of C(E; �; t) already extracted from

the EGS Monte Carlo showers. This R(E; �) correction function is applied to photon cluster

energies in the data. Plots of R(E) for various values of � are shown in Figure 68.
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Figure 68. The electron-photon response di�erence (R(E; �)) as a function of energy
for di�erent absorptions (�)
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6.1.3 Photostatistics

Another contribution to the response of the lead-glass was the smearing of the expected

response due to statistical 
uctuations in the number of electrons produced at the photo-

cathode of the phototubes. This smearing could be quanti�ed in a straightforward manner

using the 
asher signal (Section 2.2.2). By measuring the RMS 
uctuation observed in

the response to this constant signal, it was possible to extract a conversion between the

number of photoelectrons and the light output at the phototube. A di�erent g0 (de�ned

in Equation 6.1) could then be determined for each lead-glass block, and the mean g0 was

536 photoelectrons=GeV. Note that this constant is independent of �, the phototube gain

and the ADC response.

Recall that the number of photoelectrons produced in a shower is related to the energy,

E, by

gEC(E;�; 0) = I(E; �; 0):

The Gaussian width introduced by photostatistics, �p, is then

�p
E

=
1p

I(E; �; 0)

=
1p

gEC(E; �; 0)

=
4:3%p

EC(E; �; 0)
e�(L�s)=2:

It is clear that the photostatistical smearing gets signi�cantly worse as the block absorption

increases, but note that the quanti�cation of this e�ect relies heavily on the assumption that

the � of the block is uniform with depth. However, the most damaged blocks where this

uniform � approximation would be most likely to break down tended to have the highest

energy clusters. Because of this, the e�ect of photostatistics was very di�cult to observe

in the high � blocks, and therefore it was not possible to use the observed photostatistical

smearing as a test of the uniform � model of lead-glass response.

6.1.4 Energy Resolution

Plots of the RMS energy resolution from shower 
uctuation as measured from the EGS

Monte Carlo and from photostatistics as parameterized above are shown in Figures 69 and
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Figure 69. �E=E from shower 
uctuations and from photostatistical smearing as a
function of energy for di�erent absorptions (�)
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Figure 70. �E=E from shower 
uctuations and from photostatistical smearing as a
function of absorption (�) for di�erent energies
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70. Traditionally, calorimeter resolution is parameterized as �E=E = a � b=
p
E, where the

constant term comes from shower 
uctuation e�ects and the second comes from photostatis-

tics. This parameterization, however, makes little sense in E799 for several reasons. First,

the \constant" term was not constant as a function of energy, particularly at high absorp-

tions. Second, the photostatistics term did not vary as 1=
p
E but as 1=

p
EC(E; �; 0), and

C(E; �; 0) could vary by almost a factor of 2 over the electron energy range (see Figure 67).

Third, there was a signi�cant correlation between electron energy and � in the glass block

hit. Since the most damaged blocks were close to the beam, and since the highest energy

products of kaon decays tend to travel nearly parallel to the beam because of their high

forward Lorentz boost in the lab frame, the highest energy decay products tended to be

observed in the blocks with the highest absorptions. This resulted in the average resolution

for highest momentum electrons actually being worse than that for lower energy electrons,

Figure 71. Electron energy resolution versus p for electrons from KL ! �0�0�0,
�0 ! e+e�
, decays
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as shown in Figure 71. Therefore, I have chosen to quote here an \average" electron energy

resolution of 4:4% as measured in KL ! �0�0�0, �0 ! e+e�
, decays.

6.2 Determining the Energy of a Lead Glass Cluster

The energy deposited in each lead-glass block was de�ned to be

Eblock = gblocknblock;

where nblock is the number of ADC counts in a block and gblock is the block gain that

was measured in the calibration. For an electromagnetic shower, the bulk of the energy

(typically 98%) was contained in a 3 � 3 array of blocks with the maximum energy block

as the center. The baseline energy calculation then assigned the shower energy to be

Eshower =
X
3�3

Eblock:

However, there were important corrections to be made to this energy calculation. In addition

to the non-linearity and electron-photon di�erence corrections described above, corrections

must be made for leakage of shower energy outside of the 3� 3 array and leakage o� of the

edge of the lead-glass array. Corrections were also necessary for the ADC threshold in the

glass and for the energy loss due to electron bremsstrahlung in the material upstream of

the lead-glass. These corrections will be described in the order in which they were made in

the data.

6.2.1 Leakage O� the Edge of the Array

If at least one of the blocks from the 3�3 was missing from the array, either from the inner

edge (beamholes) or outer edge of the glass, a correction is made to the energy. If the cluster

center was not within one-half block width of any edge of the array, a constant fraction of

the observed energy in the cluster was added to correct for the missing block. For a corner

block (see Figure 72), the correction was 0:6%, and for an edge block the correction was

1:1%. This additive correction was applied based on a cluster energy with a preliminary

correction for threshold and pedestal shift e�ects.
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In the case of a cluster within half a block width of the beamholes, a di�erent approach

was used. After all other corrections described in this section, a �nal scaling factor was

applied to the cluster energy, based on the cluster position. The factor was determined

using electron calibration data with electrons hitting the pipe blocks [1]. The e�ect of the

this correction for photons is shown in Figure 73.

6.2.2 Rate Dependent Pedestal Shift

Although the pedestals for the lead-glass ADCs were hardware-subtracted, small variations

in the actual pedestal were observed as a function of event rate. These could be understood

primarily as small variations in the ADC response as a function of the time since the last

time the ADC was triggered. These variations caused an e�ective shift in the pedestal

as a function of the time since the last Level 2 trigger. Since this time was recorded for

each event, the shift could be corrected for as a function of this time on an event-by-event

basis. This shift was studied by examining the variation of the pedestal during full readout

C

E

C

E

X

E

C

E

C X Center

E Edge

C Corner

Figure 72. De�nition of the center, edge and corner blocks of the central 3� 3 blocks of
a lead-glass cluster
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accidental triggers in four unused ADC channels in each of the ten ADC modules [71]. A

correction to the block energies for this pedestal shift was then applied, parameterized as

a function of the time since the last Level 2 trigger and the ADC module in which a given

block was read out. Energy corrections were typically smaller than 200 MeV per cluster

(3 ADC counts per block), and the sign and magnitude of the correction was di�erent for

each lead-glass ADC module.

6.2.3 Threshold Correction

Because of the 5 count lead-glass ADC readout threshold, the 3 � 3 energy was often

arti�cially small when blocks containing small amounts of energy were below threshold.

This e�ect was most noticeable in low energy clusters. A cluster energy correction was

applied as a function of energy and the e�ective lead-glass threshold after accounting for

pedestal shifts. The correction was determined using special electron calibration data taken

Figure 73. m

 � m�0 and the m

 resolution in KL ! �+���0 decays before and
after the energy correction in the inner half of the pipe blocks [1]. The original masses and
resolutions are shown in dotted lines with the corrected in solid, plotted as a function of
distance from the block edge in units of block widths.
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with the lead-glass ADCs in full-readout mode [71]. Corrections were typically no greater

than 50 MeV per cluster.

6.2.4 Leakage Outside of the 3� 3

The EGS Monte Carlo predicts that the fraction of energy of a shower outside the center

3� 3 of a lead-glass cluster was about 2:2%, and roughly independent of energy. This was

checked in the data with electron clusters, and a signi�cant deviation from this behavior at

low energies, below 4 GeV, was observed. For example, the correction for 2 GeV electrons

was 2:8%, and for 3 GeV electrons it was 2:5%. This correction was applied to both photon

and electron clusters, and was applied independent of cluster position in the lead-glass

block.

6.2.5 The Non-Linearity Correction

The non-linearity correction discussed above was applied at this point. Recall that

EC(E; �; 0)/ I(E; �; 0)/
X
3�3

Eblock :

Therefore, one wanted to divide the sum of the block energies by C(E; �; 0) in order to

get the non-linearity correction. Because C(E; �; 0) was potentially large, and because it

depended on the incident shower energy and not the observed energy, it was necessary to

estimate the energy to be used for the correction. This estimation was performed using the

power law �t to C(E; �; 0) described below in Section 6.3.

6.2.6 Electron-Photon Di�erence

At this point, the correction for the response di�erence of photons from electrons, R(E; �)

of Section 6.1.2, was made if the cluster was not matched to an drift chamber track. This

correction was fairly small, less than 5%, and relatively independent of energy.

6.2.7 Bremsstrahlung Correction

Clusters matched to tracks were treated as electron candidates. In passing through the

material in front of the lead-glass array, primarily the B and C banks, incident electrons
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Table 20. Glass Calibrations in E799

Date Calibration/Cure Fraction of Two-Electron Data

10/10 Calibration 27 7%

10/15 Cure (13 hours)

10/21 Calibration 28 16%

10/29 Cure (12 hours)

11/06 Calibration 29 12%

11/12 Cure (12 hours)

11/14 Mega-Cure (72 hours)

12/02 Calibration 30 26%

12/03 Cure (14 hours)

12/16 Calibration 31 25%

12/18 Cure (12 hours)

12/23 Calibration 32 14%

01/08 End of Run

lost some of their energy in the form of low energy bremsstrahlung photons. Although these

photons landed on top of the electron cluster, they decreased the e�ective cluster energy

slightly because these low energy photons showered earlier in the glass. An increase in

energy of 0:28% was applied to all electron clusters to compensate for this e�ect.

6.3 Electron Calibration Procedure

The lead-glass calorimeter was calibrated using a sample of electrons produced in special

calibration runs which were described in Section 3.3. Using this sample, measurements were

made of both the gain and absorption in the lead-glass blocks. Six calibrations were per-

formed during E799; dates, fractions of the data in which a particular calibration was used,

and other signi�cant events in the history of the glass are shown in Table 20. In between
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calibrations, the variations in gains were tracked using the 
ashers (see Section 2.2.2); no

allowance was made for variations in the absorptions between calibrations.

The calibration procedure was essentially to take the ensemble of all electrons with

clusters centered in a given block and to �t the observed energy, after all corrections, to a

power law in the measured electron momentum, i.e.

E = Gp�;

where G represents a gain factor at 1 GeV, and � the power-law dependence. The power-law

coe�cient � contained any residual non-linearity in the glass response which to be related

to uncorrected absorption. Consider the e�ect of correcting a block with absorption � as

though it had an absorption �0. Then the extracted energy, E0, would be related to the

correctly-extracted electron energy, E, by

E 0

E
=

C(E; �; 0)

C(E; �0; 0)

If C(E; �0; 0) can be well-�t by a power law dependence, as suggested by Figure 67, then

� = �(�)� �(�0);

where

C(E; �; 0)� E�(�):

A previous analysis [55] determined the best-�t power law coe�cient (for undamaged blocks)

to be given by

�(�) � :0058 + :9000�;

and this parameterization is used in the calibration procedure.

Although this �t was good to approximately 5% for the reasonable energy range in

most blocks, in the high energy response for the most damaged blocks, it could deviate

from C(E; �; 0) by as much as 30% (Figure 74). However, even such a large deviation

from power-law behavior was not fatal to the �tting procedure because the �t procedure

was inherently iterative. Recall from above that all clusters that were centered in a given

block were grouped together for the calibration. Obviously, however, the energy of a cluster
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depends on more than just the response for the center block. By iterating this �tting

process, both the multi-block nature of clusters and the deviations from a power-law of

C(E; �; 0) could be accommodated.

Because of limitations in statistics, not all parameters could be extracted from �ts to the

available data, and some external input had to be used. In particular, the amount of data

in the \high range" of the glass bilinear ADCs (described in Section 2.2.2) was extremely

limited in electron calibration data. Therefore the \high range slopes", de�ned as the ratio

between the high range and low range gains, were determined from studies done using

Figure 74. Deviations of the non-linearity correction (C(E; �; 0)) from its power law
parameterization
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KL ! ��e�� data taken in E773. Similarly, the electron calibration data did not provide

a su�cient range of energies or statistics for determination of the non-linearity in blocks

far from the beam holes; therefore, for any block greater than 50 cm from a beam hole,

the absorption was determined from KL ! ��e�� studies in E731. Although, in principle,

these blocks could have been damaged after the E731 determinations of the absorptions,

any radiation damage in these high radius blocks should have been small. The mean �,

by radius in the lead-glass, is shown in Figure 75; the observed discontinuity at the border

between determinations of � from the electron data and from E731 KL ! ��e�� data was

small for all calibrations.

It is interesting to use the time-evolution of the glass absorption constants to study

the radiation damage in the lead-glass. It is clear that the central blocks of the lead-

glass degraded steadily and dramatically during the running of E799, despite the attempts

to cure the damage with UV light. A plot of the rate of increase in � in each block is

shown in Figure 76. The damage su�ered by the lead-glass had several important e�ects

in the E799 data. First, the resolution of the most damaged blocks degraded dramatically

as the absorption increased and the e�ects of shower 
uctuations were ampli�ed. Second,

because the damage also increased the glass non-linearities, the lead-glass trigger thresholds

Figure 75. Mean absorptions (�) of lead-glass blocks as a function of distance from a
beam hole
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Figure 76. The rate of increase of absorption (�) for each less-glass block
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were a�ected. In particular, the distribution of total kaon energies required to satisfy

the EtHigh Level 1 trigger source became broader and more dependent on the fraction

of energy deposited in the most damaged blocks. Third, because of the extreme damage

experienced in the pipe blocks, these blocks became less useful for energy measurements,

particle identi�cation and position measurements. Furthermore, because these blocks so

often contained a photon or electron in high-multiplicity �nal states, the consequences for

acceptance and backgrounds were severe.

One particularly desirable feature of using the electron calibration data for glass calibra-

tion is that the electron energy spectrum roughly matches that of high �nal-state multiplic-

ity Kaon decays, such as KL ! �0�0�0, �0 ! e+e�
, as shown in Figure 77. This feature

lessens the dependence upon details of the model used to simulate lead-glass, particularly

the assumption of uniform absorption as a function of depth. Because the data probes

roughly the same region of shower depth as is present in the calibration electron sample,

the value of � extracted in the �t will correspond roughly to the e�ective � at the shower

depths of interest.

Comparisons of the results of the glass response after calibration and corrections with

the Monte Carlo simulation of this response can be found in Section 7.3.2.

The same data used to calibrate the lead-glass was also used for a calibration of the lead-

glass adders. The goal was for the sum of ADC values in the lead-glass blocks comprising

a certain adder to be equal to the measured response in that adder. Gain constants for the

adders were determined by plotted the ratio of these two quantities for adders with blocks

hit by calibration electrons. The adder gains were then adjusted so that this distribution

of this ratio for each adder was centered at 1. This calibration allowed this comparison of

the adder response to the lead-glass response to be made for each cluster in the lead-glass

in order to identify out-of-time clusters.

6.4 Cluster Position Measurements

Two algorithms were used in E799 to measure the position of electromagnetic particles

using lead-glass information, using essentially the same method. Once the central block of
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Figure 77. Energy spectrum of calibration electrons in di�erent regions of the lead-glass,
compared with the spectrum of �nal state particles from KL ! �0�0�0, �0 ! e+e�
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a cluster was determined by searching for the maximum block energy in each cluster, the

block energies in the surrounding 3 � 3 of the cluster were used to extract the position of

the electron or photon within the central block.

For clusters with all nine blocks of the 3 � 3 existing (i.e., clusters not centered in the

pipe blocks or in outer edge blocks), the cluster position in the x̂ and ŷ directions were found

independently using the following technique. The block energies of the 3�3 were summed in
columns and in rows, as shown in Figure 78. The maximum row and the maximum column

ratio were then used to determine the cluster position by using this ratio as the index to

a lookup table. This table was generated using calibration electrons whose positions were

known by extrapolating the downstream track segments in the drift chambers to the lead-

g

d

a

h

e

b

i

f

c T=a+b+c

M=d+e+f

B=g+h+i

Y=max{T/M,B/M}

L=a+d+g
C=b+e+h

R=c+f+i

X=max{L/C,R/C}

Figure 78. Energy ratios used in the lead-glass cluster position algorithm
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glass. The z-position of the lead-glass, for the purposes of this extrapolation, was taken to

be 20:3 cm downstream of the face of the block, which is the shower maximum position of a

20 GeV electron shower, since the shower will be centered closer to the shower maximum of

the cluster rather than the position on the glass face at which the electron or photon enters

the glass. The RMS cluster position resolution is, on average, 2:8 mm, and gets worse as

the cluster position moves from the edge of a glass block to the center.

Since the pipe blocks were such an important component of the lead-glass acceptance,

separate position algorithms were developed for use in these blocks. A similar method was

used, although the missing blocks in the 3�3 of the cluster caused the position of the clusters
in the two dimensions to become coupled, thus complicating the problem immensely. Details

of this heroic e�ort are discussed elsewhere [1]. These improved algorithms were developed

using calibration electrons within one half-block of the beam hole. (Electrons further from

the beam holes had position resolutions comparable to those in the rest of the glass.) For

pipe blocks sharing a side with the beamhole, the RMS position resolution in the direction

perpendicular to this shared side was 6:0 mm, and the resolution was 4:4 mm in the parallel

direction. For pipe blocks sharing only a corner with the beamhole, the RMS resolution

was 4:4 mm in both directions.

This position e�ectively measured the distance of a cluster center from the side of a

lead-glass block. However, there were non-trivial variations in the locations of these edges

within the array due to a spread in the block sizes. A correction was applied to the cluster

position based on both measured block sizes and information from electron data which was

used to locate o�sets in the block edges introduced during the stacking of the array.

6.5 Fusion of Clusters

One e�ect which could potentially cause gross mismeasurement of cluster energies and

positions was the overlap of multiple showers in the lead-glass. If two electromagnetic

showers were located su�ciently close to each other in the glass, it was possible for only

a single local maximum to be found in the lead-glass because of the coarse transverse

segmentation in the array. This e�ect was referred to as the \fusion" of clusters. In practice,
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two clusters separated by less than one block-width almost always fused in the glass, and

often clusters separated by as much as two-block widths could still fuse. Fusion is not a

serious problem in electron clusters, since the position and momentum of the electron are

measured using the information from the electron's track. Fake electrons, however, could

result from a cluster fusion between a charged pion's hadronic shower and an extra cluster

which caused the pion shower to appear su�ciently energetic to pass the E=p electron

identi�cation cut. For photons, where the lead-glass provides the only measurement of

energy and position, fusions could be even more disastrous. It is worthwhile, then, to

understand what tools could be used to identify fusions.

The signature of fused clusters in the lead-glass was a transverse pro�le of energy in

the lead-glass that appears inconsistent with that of a single electromagnetic cluster. There

were three di�erent algorithms used to detect fusions in E799: a search for extra energy in

the 5� 5 ring of blocks surrounding the cluster center, comparison among the column and

row ratios for inconsistencies, and a comparison between energies of corner and side blocks

in the cluster 3� 3.

The �rst and most powerful algorithm looked for anomalously large energy deposits in

the 5� 5 ring of blocks around the cluster center. First, it discarded any blocks known to

belong to the 3� 3 of another cluster. Then, all adjacent pairs of the remaining blocks in

the 5� 5 were checked for a large energy deposition. Any event with greater than 0:8 GeV

in a pair of blocks was tagged as a fusion candidate. Figure 79 shows an example of fusion

candidate found with this algorithm.

The second check was referred to as the \column" fusion algorithm, and was based on

the same technique used to �nd lead-glass positions. The energies in the cluster 3� 3 were

summed in rows and columns as in the position algorithm (Figure 78). However, in this

case, information from both the minimum and maximum row or column ratios was used.

The cluster was identi�ed as a fusion candidate if

Rmax(Rmin � 0:02) > 0:025 (if Ecluster > 20 GeV)

> 0:015 (if 20 GeV > Ecluster > 4 GeV);

where Rmax is the maximum column or row ratio, and Rmin is the minimum column or
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Figure 79. A cluster fusion found in the KL ! �0�0�0,�0 ! e+e� data sample, located
because of the excess energy in the cluster 5� 5. A subset of the lead-glass array is shown
with the energies shown in GeV for each block above threshold. The 3� 3 of the cluster is
outlined in a heavy box, along with the neighboring blocks in the 5� 5 ring which contain
more than 0:8 GeV
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Figure 80. A cluster fusion found in the KL ! �0�0�0,�0 ! e+e� sample, using the
\column" fusion algorithm. The cluster 3� 3 and the columns which fail the column ratio
cut are outlined in heavy boxes.
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row ratio. In the case of separately identi�ed clusters with overlapping center 3� 3 blocks,

these blocks were excluded from column or row ratios. A fusion candidate found using this

technique is shown in Figure 80.

The �nal algorithm searches for \corner" fusions, events with anomalously large deposits

of energy in the corner blocks of the 3 � 3 (see Figure 72). For this study, the energy in

each corner block not part of the central 3 � 3 of another cluster was compared with the

energy of the adjacent edge blocks. If any corner block was found with more than twice the
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Figure 81. A cluster fusion found in the KL ! �0�0�0,�0 ! e+e� sample, using the
\corner" fusion algorithm. The 3 � 3 of the fused cluster and the corner and edge block
with suspect energy depositions are outlined in heavy boxes.
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energy of an adjacent edge block, this event was classi�ed as a fusion candidate. Such an

event is shown in Figure 81.

6.6 Conclusion

The model used to describe the lead-glass calorimeter has been discussed, and applications

to the glass calibration and data corrections have been shown. Algorithms for extracting

cluster positions and rejecting fused clusters were also discussed.

The glass performed reasonably well in E799. However, the blocks near the beamholes

of the array su�ered serious radiation damage during the run and became increasingly less

useful during the course of the data taking as their resolution and electron identi�cation

capabilities degraded.

With the calibration of the glass completed, the detector was su�ciently well-understood

to allow measurements on the data sample. Information obtained in calibration also allowed

for a realistic simulation of the lead-glass response, which is discussed in the next chapter.





CHAPTER 7

MONTE CARLO SIMULATION

OF THE DETECTOR

Dans les champs de l'observation le hasard ne favorise

que les esprits pr�epar�es

|Louis Pasteur

This chapter discusses the Monte Carlo simulation of the E799 detector. Monte Carlo

simulations are an important tool commonly used in experimental high-energy physics to

increase understanding of physics processes and detector response. In E799, the Monte

Carlo was used in the early stages of the experiment to optimize detector design, and

to create experimental triggers. The Monte Carlo also provided a measure of the loss in

acceptance from experimental cuts, and thus was valuable in helping to choose these cuts.

In the extraction of the branching ratio of �0 ! e+e�, the Monte Carlo was used to relate

the number of observed decays to the rate at which the decay occurred. If we observe

N(�0 ! e+e�) decays in the �nal event sample, the decay rate is given by

�(�0 ! e+e�)

�(�0 ! all)
=

N(�0 ! e+e�)

N(�0 ! all)
� 1

A(�0 ! e+e�)
:

A(�0 ! e+e�) is the \acceptance" for the decay �0 ! e+e�, or the number of decays ob-

served in the detector divided by the total number of decays which occurred in the decay

volume. This acceptance includes e�ects from both the the response of the detector and also

the algorithms used to search for such events. To measure N(�0 ! all), the total number

of �0 decays in the decay volume, a decay of the �0 with a previously measured branching

179
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ratio was also analyzed in parallel with the �nal event sample. For the �0 ! e+e�analysis,

the \normalization sample" was �0 ! e+e�
 decays. The �0 ! e+e� rate was then given

by
�(�0 ! e+e�)

�(�0 ! all)
=

�(�0 ! e+e�
)

�(�0 ! all)
� N(�0 ! e+e�)

N(�0 ! e+e�
)
� A(�0 ! e+e�
)

A(�0 ! e+e�)
:

The last term in this expression, the ratio of acceptances, is the the term determined by

the Monte Carlo.

An important point to consider is that the Monte Carlo was only used directly in the

measurement to predict the ratio of acceptances of di�erent decay modes. Therefore, it was

desirable to pick a normalization decay which was as similar as possible to the signal decay

in order to minimize dependence on the Monte Carlo. For example, in this analysis both

the decay and signal mode have two electrons in the �nal state. Therefore, one expects

analysis biases from tracking cuts to be approximately the same for the two decays. Any

correction for these biases made in the ratio of acceptances will be small, and thus it is

not important for the Monte Carlo to reproduce the details of this bias. This point will be

discussed further in Chapter 8.

The Monte Carlo was also used in this analysis to simulate backgrounds to �0 ! e+e�.

This led to a better understanding of the sources of these backgrounds and ultimately gave

a prediction of the amount of background to the signal mode in the data sample.

The E799 Monte Carlo incorporated production of the KL beam, decays of KL's and

daughter particles, the 
ight of decay products through the detector, and the detector

response. This was intended to provide a complete model for what was seen in our detector,

including the physics of KL production and decay. Both data and Monte Carlo generated

event samples could be treated with the same analysis procedures for comparison. The

details of the mechanisms of each component of the Monte Carlo are supplied below.

7.1 Production and Decay

As an input to the Monte Carlo, the range of generated parent KL momenta to be used

was speci�ed, along with the limits of the decay region in meters from the target. These

limits were chosen to be well outside the range observed in the data samples. The shape
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of the production spectrum was given by the modi�ed Malensek spectrum discussed in

Section 2.1.1. This spectrum depended on the production angle, so the energies chosen

varied somewhat as a function of position within the beam. A kaon energy was �rst chosen

in the speci�ed range, using both the KL spectrum and the decay probability in the speci�ed

decay region. Then theKL was 
own from a point within the target through the collimators.

If any collimator was hit, the KL was discarded, and the generation process recommenced.

As shown in Figures 55 and 56, this simulation using collimator positions from detector

surveys provided an adequate model of the beam shapes in E799. The Monte Carlo energy

spectrum of observed kaon decays was also accurate as shown in Figure 99.

If the KL survived the 
ight past all the collimators, a decay vertex was chosen, and

the initial momenta of the products of the KL decay were chosen. In the case of the

�0 ! e+e�simulation, this was particularly straightforward since the only degree of freedom

for a two-body decay is the decay angle relative to the �0 boost direction. For �0 ! e+e�
,

the decay was treated as series of two body decays with �0 ! 

� and then 
� ! e+e�. The

e+e� invariant mass and e+-e� energy asymmetry for a given decay was chosen according

to the Kroll-Wada di�erential spectrum with a form-factor slope [9][14],

d�0
dxdy

=
2�EM
3�

1

x
(1� x)3

�
1 +

r

2x

�r
1� r

x
� (1 + ax)2(1 + y2);

where �0 is the rate, x = (mee=m�0)
2, and

y =
2(Ee+ � Ee�)

m�0(1� x)
in the �0 rest frame:

The form factor slope a was set equal to the CELLO value of (0:0326� 0:0026) [27]. Al-

gorithms to implement radiative corrections in both signal and normalization decay modes

modi�ed this approach. In the case of the �0 ! e+e�decay, a routine implementing the

analytic calculations discussed in Section 1.3 was used. For the �0 ! e+e�
 decay, the

PHOTOS QED radiative correction Monte Carlo package [72] was used to simulate �nal-

state radiative e�ects.
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7.2 Tracing of Particles

Once the decay products were created the next step was to trace them through the detector.

Any �0's produced in kaon decay were immediately forced to decay because of their very

short lifetime (c� � 25 nm). Photons, electrons and charged pions were traced from the

decay vertex until they either left the �ducial volume of the detector, hit a photon veto

counter, or hit the lead-glass. Muons were traced through the entire detector until the �nal

muon trigger plane after the muon �lter.

Tracing through the detector basically consisted of propagating particles in straight lines

according to their initial direction. However, there were some possible modi�cations made

in-
ight to particle directions and momenta. For example, the decay of a charged pion into

a muon and a neutrino between the decay vertex and the lead-glass was simulated. For

typical pion momenta and kaon decay vertices, the probability of such a decay was on the

order of 3% per charged pion.

Interactions of particles in the detector material were also accounted for in the Monte

Carlo. Conversion of photons into e+e� pairs according to the Bethe-Heitler spectrum (see

Section 6.1.2) was simulated with the �nal state electrons both produced traveling along the

parent photon path. A treatment of multiple scattering was also included for charged par-

ticles. For the small amount of material upstream of the lead-glass, the angle of scattering

was based on the RMS multiple-scattering angle formula given in Section 2.2.1.1. Although

a Gaussian approximation to multiple scattering was su�cient to describe approximately

the central 98% of the distribution, the Monte Carlo used a parameterization of the Moli�ere

scattering distribution [73] shown in Figure 82 in order to include the e�ects of the tails

in the scattering angle distribution. Bremsstrahlung of electrons was also simulated, again

using the Bethe-Heitler cross section.

Some approximations were made to the actual distribution of material in the detector

for the simulations of bremsstrahlung, photon conversions and multiple scattering. In the

spectrometer simulation, scattering and bremsstrahlung only took place at the drift cham-

bers. So, for example, at Chamber 1, the multiple scattering routine was called using a

radiation length equal to the summed radiation length of all the material between the vac-
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uum window and the midpoint between Chambers 1 and 2. The wires in the drift chamber

itself were treated separately. Each wire was approximated as a square of the same cross-

sectional area of the wire, and every charged particle passing through was randomly chosen

to either hit one wire or miss all wires, independent of particle position within the cell.

For the simulation of photon conversions, however, material within the spectrometer was

grouped di�erently. Conversions always occurred at the midpoint between chambers, and

the amount of material simulated was equal to the total material between chambers. The

chamber wires were approximated by a thin sheet of material in this conversion simulation,

and only wires upstream of the second sense plane of a given chamber contributed to

conversions before that chamber. Material downstream of the spectrometer was grouped

at the TRDs and trigger planes for the multiple scattering, bremsstrahlung, and photon

conversion simulations. Scattering of muons through the bulk material of the lead-glass,

Figure 82. The angular distribution of multiple scattering in the Monte Carlo is shown,
compared with the Gaussian approximation of multiple scattering. The parameterization
used in the Monte Carlo is based on the scattering theory of Moli�ere as described by Bethe
[73].
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the lead wall and the muon �lter was handled di�erently, and is discussed in detail elsewhere

[1].

A particle was traced only until it hit a detector aperture, such as a photon veto counter

or one of the upstream vacuum pipes, or until it escaped the detector volume. The e�ect

of these geometrical acceptance losses varied as a function of the decay vertex location. To

test the Monte Carlo, the distribution of decay vertex locations in data and Monte Carlo

for �0 ! e+e�
decays is shown in Figure 83. The reasonable agreement, especially in the

upstream region where the dead material in the upstream pipes acts as the limiting aperture,

gives some con�dence in the Monte Carlo simulation of the geometrical acceptance.

7.3 Detector Simulations

This section describes the detector portion of the Monte Carlo. Of primary importance

were the simulations of the drift chambers and of the lead-glass. Also discussed are the

photon vetoes and trigger scintillators.

7.3.1 Simulation of the Drift Chambers

As each charged particle was traced through the drift chambers, the position and direction of

that particle at the midpoint of the chamber was saved. Using this information, the position

of the charged track at each chamber plane was calculated and then smeared according to the

chamber resolutions which were input to the Monte Carlo from measurements in the data

(see Section 5.3.2). The wire e�ciency of the hit wire was then checked (see Section 5.7),

and the hit was randomly kept or discarded according to this e�ciency. If multiple hits

from two di�erent tracks or from accidentals occurred on the same wire, only the earliest

of these hits was kept in order to simulate the double-hit response of the chamber TDCs.

The e�ects of �-rays in the chamber were not accounted for in the Monte Carlo. This

discrepancy resulted in substantial tails in the chamber position measurements observed in

data that are not simulated in Monte Carlo. The e�ects of this disagreement on the analysis

will be discussed in Section 8.2.1.
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Figure 83. Distance from the target to the decay vertex in data and Monte Carlo for
KL ! �0�0�0, �0 ! e+e�
.
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7.3.2 Simulation of the Lead-Glass Response

The simulation of the lead-glass response to photons and electrons was the most complicated

detector simulation in the Monte Carlo. The Monte Carlo lead-glass response was based

on parameterizations of showers from EGS Monte Carlo and on information obtained from

the data. A parameterization of the EGS showers, rather than the actual EGS showers

themselves were used in order to speed up Monte Carlo generation and to smooth out

statistical 
uctuations from the small shower statistics. The EGS electron shower Monte

Carlo used is described in Section 6.1.1. Once showers from electrons were well-understood,

shower from photons could be simulated by converting the photon at some depth into

the lead-glass and starting two electron showers with fractional energies described by the

Bethe-Heitler spectrum as was discussed in Section 6.1.2.

As was done in calculating the non-linearity correction, C(E; �; t0) (see Section 6.1.1),

the distribution of shower light responses,

Z L�t0

0
f(E; t)e��(s�t�t0)dt

Figure 84. \Asymmetrical Gaussian" functional form
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was plotted for 18 energies, logarithmically spaced between 0:25 GeV and 64
p
2 GeV, 38

conversion depths between 0:0 X0 and 18:5 X0, and 76 �'s between 0:02 and 0:17. Each of

these 51984 response functions was then �t to the functional form,

Ne
� 1

2

�
x��

��A(x��)

�
;

where N is a normalization factor, � is at the peak of the distribution, and A represents

an asymmetry in the distribution. In the limit of A ! 0, this distribution becomes a

familiar Gaussian distribution, and for this reason the functional form is referred to as an

\asymmetrical Gaussian". As shown in Figure 84, this functional form can accommodate

a nearly Gaussian response with either a high-side or low-side tail, depending on the sign

of the asymmetry parameter.

This functional form was convenient for a number of reasons. First, it was a good �t to

the actual lead-glass response. There are two processes that skew the response away from

its nominal Gaussian shape. If energy leaks out the back, this gives a low-side tail, and if

the shower 
uctuates deep into a high-absorption block, the response has a high-side tail.

These two e�ects tend to cancel somewhat, and so typically only one of the two tails is

prominent. The fact that the average �2 from these �ts was reasonable, 1:4 per degree of

freedom, bears out this observation. Second, this form used fewer parameters than if the

high and low side tails were �t separately, and this made the �tting procedure more robust.

Fewer than 0:2% of the �ts failed the �rst pass of �tting and had to be redone. Sample

�ts to the glass response are shown in Figure 85, and an example of the variation of the �t

parameters as a function of � and t0 is shown in Figure 86.

Once all �ts were complete, the results were smoothed as a function of energy since the

Monte Carlo data at each energy were independent. Because one expects smooth behavior

as a function of energy, this procedure helps to compensate for the poor EGS Monte Carlo

statistics available. The smoothed energy response shapes were then used in the lead-glass

Monte Carlo to select the energy of the cluster to be implanted in response to an incident

particle. The table of responses as a function of energy, absorption and conversion depth

was interpolated to obtain the response for each cluster generated in the Monte Carlo.

To check the Monte Carlo energy response simulation against the data, the sample of
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Figure 85. Sample �ts to the lead-glass response for Monte Carlo parameterizations. In
the third example, note the compensation between leakage and shower 
uctuations which
leaves a Gaussian response.
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Figure 86. Fit parameters used in the Monte Carlo lead glass response for 2:0 GeV
showers as a function of the absorption (�) and initial conversion depth (t0). The shading
indicates bands of constant value.
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Figure 87. First pass data and Monte Carlo comparison of E=p Mean and RMS for
KL ! �0�0�0, �0 ! e+e�
, decays
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KL ! �0�0�0, �0 ! e+e�
, events was examined both in the data and in Monte Carlo.

Electron E=p was plotted as a function of the � in the center block of the electron cluster.

This comparison is shown in Figure 87. The variables compared in each bin of � are the

mean E=p and the RMS E=p for all electrons in the sample with E=p between 0:85 and

1:15. Despite the low statistics in this �rst sample, there are some obvious features which

can be noted.

First, in the plot of E=p means, note that E=p was approximately 1% high in both data

and Monte Carlo. This e�ect was due to soft accidental energy being deposited on top of

clusters in the data, and it was well-simulated in the Monte Carlo with accidental overlay

techniques (see Section 7.4).

Second, as � increased the Monte Carlo mean E=p dropped signi�cantly relative to

data. This e�ect resulted from the mean shower response being de�ned di�erently in this

parameterization and in the determination of C(E; �; 0). Because of the calibration, the

mean E=p remained 
at as a function of � by de�nition. Without an analogous calibration

procedure in the Monte Carlo, this error caused E=p to decrease with increasing �.

Third, for very low � blocks, � < 0:045, the RMS of E=p is signi�cantly underpredicted

in the Monte Carlo. This is most likely because the blocks which were identi�ed with very

low � actually had real �'s that were higher. Recall that because these undamaged blocks

were far from the center of the beamhole there were insu�cient statistics for a measurement

of � in these blocks. In these unmeasured blocks, plus the highest radius blocks for which

the absorption was measured, there was a good chance of block absorption being higher

than estimated.

Finally, for high � the Monte Carlo overpredicts the RMS of E=p, probably due to a

failure of the lead-glass absorption model for very damaged blocks. To attempt to correct

for all of these problems, three fudges were introduced into the Monte Carlo, based on �ts

to the di�erences between the data and Monte Carlo E=p mean and RMS distributions.

The mean, �, and width, �, of the asymmetrical Gaussian were fudged as a function of �

by

� ! � � (1:37� 8:3�) if � < 0:045;
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� ! � � (0:86) if � > 0:09;

�! � � (0:989+ 0:25�):

With these fudges implemented in the Monte Carlo, a new higher-statistics Monte Carlo

sample of KL ! �0�0�0, �0 ! e+e�
, was generated to compare with the data. With

somewhat di�erent analysis cuts, these two samples were re-analyzed and compared, and the

mean and RMS E=p versus p and � are shown in Figures 88 and 89. Also, shown in Figure 90

are the energy response shapes in data and Monte Carlo for di�erent parts of the glass. The

most obvious disagreement between data and Monte Carlo is seen in the mean E=p as a

function of �. The low-statistics correction did improve this distribution substantially, but

did not correct for the full e�ect. Some disagreement is also seem in the high-momentum

widths, with the Monte Carlo underpredicting the RMS E=p slightly. Although signi�cant

disagreements between data and Monte Carlo remain, no further corrections to the lead-

glass energy response parameterization were made, and the remaining di�erences were used

to estimate systematic errors.

Once the cluster energy response was simulated, the next step of the lead-glass simu-

lation was the implanting of this energy into di�erent blocks of the lead-glass. For this,

a sample of electron clusters from a \cluster library" was used to simulate the transverse

shape of the lead-glass energy deposition. Below 4:0 GeV, the clusters from the library were

generated by EGS Monte Carlo; above this energy, electron clusters from calibration data

were used. Clusters in the library were indexed by position within the central block and by

energy. For each electron shower generated in the glass, a random cluster from the library

was chosen. Each library cluster consisted of energy information from a 5 � 5 block array

centered around the incident electron, and the energies in this 5 � 5 were scaled so that

the total energy deposition was given by the lead-glass energy response algorithm described

above.

For charged pions and muons, the Monte Carlo of the lead-glass response treated each

as minimum ionizing particles, and simply deposited 0:7 GeV in the lead-glass block hit

by the pion or muon. With no attempt to simulate hadronic showers, this meant that the

glass response of the Monte Carlo was not reliable in modes with charged pions. For this
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Figure 88. Second-pass data and Monte Carlo comparison of E=pMean and RMS versus
absorption (�)
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Figure 89. Second-pass data and Monte Carlo comparison of E=pMean and RMS versus
momentum
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Figure 90. E=p shapes for di�erent rings of blocks in the lead glass. Ring 1 includes
all pipe blocks, and subsequent rings comprise concentric rectangles of lead glass blocks.
Aside from shifts in the mean of the E=p distribution, the shape agreement between data
and Monte Carlo is good.
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and other reasons, no attempt was made in these analyses to simulate possible backgrounds

with charged pions in the �nal state.

7.3.3 Simulation of Other Detector Elements

The response of the photon vetoes to charged particles and photons was also simulated

in the Monte Carlo. If a charged particle was traced into a photon veto scintillator, the

relevant trigger latch bit was set in the Monte Carlo. If a photon was traced into a photon

veto, then the energy response in the photon veto ADC was parameterized by a Gaussian

whose mean and width were measured from KL ! �+���0 data with one photon pointing

into a photon veto. The Back Anti was handled di�erently. For each electron or photon

pointing into the BA, its energy was �rst smeared by the measured resolution, 20%=
p
E in

GeV, and one-half of this energy was added into each view of the energy sum for the �rst

two longitudinal layers of the BA.

The Monte Carlo also included a simulation of the trigger scintillators in the B and

C banks, as well as the muon response to the MU1, MU2 and MU3 banks. For the B

and C banks, charged particles were extrapolated to a particular counter, and the latch

corresponding to this counter was set according to e�ciencies and positions measured in

the data. Signals from photon conversions in the B and C banks were also modeled. The

simulation of the muon trigger banks proceeded in the same way, with the extrapolated or

traced track position being used as an input to a position-dependent e�ciency or response

table for the individual counter hit. The details of this simulation are not important for

the analyses described here, and can be found elsewhere [1].

7.4 Simulation of Accidental Activity

A key ingredient of the Monte Carlo was the simulation of accidental activity in the detector.

As was discussed in Section 2.2.3.3, data was written to tape during the run using a special

Accidental trigger. During Monte Carlo generation, the information from accidental events

was used to model background detector activity in a Monte Carlo event.

For each Monte Carlo event generated, an accidental event from the data was read
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in from data tapes. Once a Monte Carlo event was successfully generated, the generated

event was then embedded into the accidental event. For the most part, the embedding was

a straightforward procedure. ADC values and energies from the two events were simply

added together. Trigger and latch bits were set if they were on in either event. In the

case of chamber hits, the earliest hit from either the accidental event or the Monte Carlo

event was used to generate the TDC value for each wire in order to correctly account for

the chamber double-pulse response. ADC readout thresholds were always applied to the

summed response from the accidental and Monte Carlo events.

One important question is how accurately this procedure reproduced the level of ac-

tivity in the detector for a real event. The detector activity in accidental events resulted

from three sources: noise in the detector, interactions or decays of neutral hadrons in the

secondary beam, and proton interactions in the target (aside from the activity resulting

from production of the secondary beam) or in the beam dump. The last of these three was

what the accidental trigger observed, i.e.: muons from the beam dump or target. Noise

was independent of beam parameters by de�nition; activity from the neutral beam and the

primary beam were a function of the primary beam intensity and targeting parameters.

The stability of the targeting parameters presents a potential problem, since the the level

of accidental activity from the secondary beam was dependent on the targeting in a way that

was not monitored by the accidental trigger. To illustrate this with an extreme example,

if the beam missed the target entirely, the accidental trigger would count at approximately

the same rate, even though the accidental e�ects of neutral hadrons on the beam would be

missing entirely. The targeting was monitored during the run using a small wire chamber

(SWIC) in the primary beam just upstream of the target with a 0:5 mm wire spacing,

and adjusted using steering magnets as described in Section 2.1.1. During targeting scans,

shifts of 1:2 wires in the mean primary beam position caused 10% decreases in the ratio of

secondary to primary beam intensity, and targeting shifts during data taking were usually

corrected manually when they exceeded 1 wire. Therefore, one would expect that changes

in targeting would cause changes in accidental activity from neutral hadrons of no more

than 10%. Studies of trigger rates dominated by the secondary beam rate indicated that

this variation was approximately 7% (RMS) during the run. Furthermore, the relationship
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between primary and secondary beam intensity as measured in this way, was also linear to

about 5% over the whole range of beam intensities observed in E799 as shown in Figure 91.

Because the accidental events were written to tape in the same way as any other trigger,

e�ects such as deadtime which varied as a function of intensity and targeting were the same

in data and in the Monte Carlo simulation. Another key assumption in the accidental trigger

scheme was that the rate in the accidental trigger counter scaled linearly with the kaon rate

in the secondary beam. This was checked using measures of the primary and secondary

beam intensities, and, unfortunately deviations from linear behavior were found as shown in

Figure 91. Secondary versus primary beam intensity as measured using the Back Anti
counting rate, corrected for multiple occupancy. The relationship is linear to about 5%.



199

Figure 92. The distribution of primary beam intensities for the E799 run is shown, along
with the mean accidental trigger rates in each bin of intensity. The accidental trigger rate
deviates substantially from linear above 1:3� 1012 protons per spill.
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Figure 93. The accidental trigger rate is shown compared with rates in the Back Anti
and the EtHi Lead-Glass trigger. Both of these rates are expected to be linear with the
secondary beam intensity, and the accidental trigger rate deviates from a linear response at
high intensities.
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Figures 92 and 93. These deviations resulted in a somewhat di�erent spectrum of intensities

in Monte Carlo and data, with a mean primary beam intensity 1:37� 1012 protons per spill

in data and 1:39 � 1012 protons per spill in the Monte Carlo. No attempt was made to

correct for this e�ect.

7.4.1 Accidental Activity in the Detector

Because the e�ects of accidental activity were so severe on the trigger and detector accep-

tance, it is interesting to look at the activity that was present in E799. The sample of

accidental events collected for the Monte Carlo simulation provides a perfect opportunity

to do this. The e�ects of accidental activity can be put into several categories. First, ac-

cidentals caused direct losses in trigger acceptance by either causing trigger vetoes to �re

or by depositing hardware clusters in the lead-glass. Second, accidentals caused trigger

rate problems by faking elements of triggers designed to select kaon decays, thus increas-

ing dead-time in the trigger and data acquisition system. Third, accidental activity could

make the correct event reconstruction less likely through the presence of extra tracks or

lead-glass clusters, or through extra hits in the drift chambers and soft energy deposits in

the calorimeter. Finally, by examining accidental events, one can hope to gain insight on

what physical processes caused these e�ects and thus improve the accidental environment

in future experiments.

A number of the trigger vetoes caused substantial accidental losses. A list of many of

the common vetoes and their rates in accidental triggers is shown in Table 21. In addition,

events in the Two Electron, e�, Neutral and �0 Beta decay triggers required an exact

number of clusters from the HCF. Therefore, an extra cluster with su�cient energy to

be found by the HCF will also cause an event to not satisfy the trigger. In accidental

events, 13:1% of the events had at least one extra hardware cluster. These losses represent

a signi�cant loss in sensitivity in many of the triggers; in the Two-Electron trigger in which

the data for this analysis was taken, the total loss at trigger level from accidental e�ects

was about 40%.

Accidentals also substantially increased trigger rates in the detector. The rates in acci-

dental events for a number of Level 1 trigger source combinations used in the E799 physics
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Table 21. Level 1 trigger veto acceptance losses as measured in accidental events

Trigger Veto Loss in Accidentals Triggers A�ected

VA-1 1:7% All Physics Triggers

VA0 1:8% All Physics Triggers

VA1 5:4% All Physics Triggers

VA2 5:3% All Physics Triggers

DRAC 4:2% All Physics Triggers

VA3 6:8% All Physics Triggers

VA4 5:4% All Physics Triggers

LGA 1:7% All Physics Triggers

All Photon Vetoes 13:7% All Physics Triggers

BA
 6:2% Two Electron,

e� and Neutral

MU1 18:6% Two Electron, Dimuon, e� and

�0 Beta Triggers

MU2 15:0% Neutral, �0 ! pe��

MU3 0:6% Two Electron

3B�3C 3:2% �0 ! p��
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Table 22. Level 1 trigger rates in Accidental events

Trigger Fraction of Accidental

Trigger Satisfying

1B � 1C 0:157

UPBM+DNBM 0:084

2B � 2C 0:070

3B � 3C 0:032

2B � 2C � EtHi 0:014

2B � 2C � EtHi �MU1 1:7� 10�3

2B � 2B �MU3 3:4� 10�3

2B � 2B �MU3 �MU1 6:5� 10�4

EtHi 0:020

EtHi � PHV � BA
 8:4� 10�3

2B � 2C � (UPBM+DNBM) 0.030

2B � 2C � (UPBM+DNBM) � EtLo �MU1 2:7� 10�3

triggers are shown in Table 22. Accidental activity also had a major e�ect on the hit-

counting trigger of the track processor. The mean number of hits or hit pairs found in each

drift chamber as counted by the track processor hit-counting in accidental events is shown

in Table 23. Only about 27% of each of these chamber hit pairs are consistent with being

from tracks in the same bucket as the accidental trigger (Figure 94), but they contributed

to the hit-counting trigger rate nevertheless. Finally, as was mentioned above, accidental

e�ects often increased the multiplicity observed in the lead-glass by the hardware cluster

�nder. The mean number of hardware clusters found in accidental events is 0:22, with 4:8%

of accidental events having two or more clusters found by the HCF.

Accidental e�ects also caused di�culties in event reconstruction. In the drift chambers,

the probability of �nding extra tracks is fairly large, despite a substantial reduction from the

sum-of-distance cuts in the E799 tracking algorithm (see Figure 95). Energy deposited in the
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Table 23. The number of chamber hits in Accidental events

Chamber Mean Number of Hits Mean Number of Hits or Hit

Plane Pair or Hit Pairs Pairs (noisy wires removed)

1Y 0:95 0:85

1X 0:84 0:84

2Y 1:32 1:32

2X 1:36 1:36

3Y 1:41 1:41

3X 1:47 1:42

4Y 1:86 1:67

4X 1:71 1:71

Figure 94. The sum-of-distances for chamber hit pairs in Accidental Triggers
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Figure 95. The number of tracks found in both views for Accidental Triggers. Two ver-
sions of the tracking described in Section 4.2 are compared: the standard tracking algorithm,
and a special version which does not cut on the sum-of-distances for hit pairs.
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Figure 96. The mean energy deposition in each lead-glass block for Accidental Triggers.
The plot depicts a map of the glass with the x̂ and ŷ axes corresponding to block location
and the height in each tower representing the mean energy deposit. The mean energy
in each 100 ns glass gate is shown, along with only the energy in clusters found by the
Hardware Cluster Finder. The energy deposited is very sharply peaked towards the center
of the glass.
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Figure 97. The radiation dosage per block as measured in Accidental Triggers
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glass also led to possible confusion in cluster reconstruction. The mean energy deposition,

by block, is shown in Figure 96. The energy deposition is sharply peaked towards the beam

holes of the glass, which should be no surprise since radiation damage was peaked there

also (see Figure 76). In fact, one can use the deposition of energy in accidental events to

obtain estimates for radiation dosage in each block, as shown in Figure 97, and these agree

roughly with the dosages from radiation monitors given in Figure 18.

Finally, one can use the information contained in Accidental Triggers to attempt to

determine the source of the accidental activity observed in the detector. The most damaging

e�ect of accidental activity was clearly the energy deposited into the lead-glass, since this

a�ected the trigger and the event reconstruction, and also caused the radiation damage in

the lead-glass. Recent studies both from Monte Carlo simulations and from accidental data

[74] have led to the conclusion that a large fraction of the observed energy deposited in

the glass is the result of the interaction of hadrons with material in the beam, particularly

the B and C-bank scintillators. In particular, for events with no wire hits in the most

downstream drift chamber, 39% of energy deposited into the lead-glass adders (which have

a narrow 30 nsec gate) were associated with signi�cant activity in the B-bank, indicating

an interaction occurring between the last drift chamber and this trigger bank. Even more

signi�cantly, 60% of events with hardware clusters in the lead-glass and no hits in the last

drift chamber show activity in the B-bank. Thus, the most energetic depositions in the

lead-glass appear to be associated with interactions in the trigger scintillator banks which

may be responsible for much of the observed radiation damage in E799.

One could also use accidental events to determine the sources of hits and tracks in the

drift chambers. Approximately 50% of the single-track events in Accidental Triggers ap-

peared to be muons from the target, and the other half was presumably decay products

of neutral hadrons from the beam. The two-track rate, however, appeared to be dom-

inantly from decay products, and contained only a very small component of two muon

events, as shown by the low dimuon trigger rate in Table 22. Since single track events were

approximately 5 times more prevalent than multi-track events in Accidental Triggers, the

target muons still provided a large fraction of the single-hit rate in the chamber however,

accounting for about 1=3 of these accidental hits.
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7.5 Trigger Simulation

In order to correctly simulate detector response, it was also necessary to reproduce the

e�ect of the trigger on the data. Many of the trigger elements were straightforward to

simulate. Trigger sources which used input from scintillator latches could simply use the

same information in the Monte Carlo events. Similarly, the track processor triggers were

simulated using the drift chamber TDC information generated in the Monte Carlo. However,

in cases where the trigger used an analog threshold, the simulation was in general much more

complicated because the information used in forming the trigger was not saved or simulated

in the data stream. From the list of Level 1 trigger sources in Table 9, one can see that the

only trigger sources based on analog inputs were MU1, the LGA, the BA and the Lead-Glass

triggers. The response of MU1 to charged pions was not simulated, and the Monte Carlo

response of MU1 to muons, described elsewhere [1], was not important for this analysis. In

the case of the BA and LGA, these thresholds could safely be ignored by simply cutting more

tightly than the trigger did in the o�ine analysis of both data and Monte Carlo. However,

in the case of the lead-glass, the loss in acceptance from cutting above the EtHi and HCF

trigger thresholds would have been too great. Acceptance for KL ! �0�0�0, �0 ! e+e�,

was reduced approximately 1%/1 GeV increase in the EtHi threshold and 1:6%/0:1 GeV

increase in the HCF cluster threshold. Therefore, it was necessary to simulate the response

of these two triggers in Monte Carlo.

In the case of the HCF threshold, the response of the HCF 
ash ADCs as a function of

known lead-glass ADC values had been studied using data from previous experiments using

the same ADCs and HCF [60]. The response was parameterized using a Gaussian lineshape,

with the mean and RMS determined for each block of the lead-glass array. In E799, the

HCF was run at a higher threshold than in these previous experiments and was adjusted in

the Monte Carlo accordingly. Also, for the last 14% of the data, the overall e�ective HCF

response dropped by 27% for unknown reasons. This e�ect was simulated in the Monte

Carlo by changing the threshold at this point in the run. This simulation was checked

by comparing distribution of the minimum cluster energy in data and Monte Carlo in the

highest-multiplicity, highest-statistics decay channel available, KL ! �0�0�0, �0 ! e+e�
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Figure 98. Minimum Cluster Energy in KL ! �0�0�0, �0 ! e+e�
.
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(Figure 98). Although there is some disagreement on the low tail of the distribution, the

agreement is basically good. The threshold o�set between data and Monte Carlo appears to

be 40 MeV at most, which would correspond to a 0:6% fractional change in acceptance for

KL ! �0�0�0, �0 ! e+e�. The Monte Carlo also included the simulation of several dead

blocks in the HCF which were found during the initial data reduction.

The simulation of the EtHi threshold also took advantage of the fact that all of the

signals which were combined to form the analog Et were read out by an ADC. The Et ADC

response was parameterized in the Monte Carlo by

EtADC = C +
92X
n=1

gn(AdderADC)n;

where the gn represents Et gain constants. These gain constants were determined using

events where more than half of the lead-glass adder energy was deposited in a single adder.

For such events, the ratio of the Et ADC as calculated using the relation above was compared

to the real Et ADC value. The mean value of this ratio was then used as a correction to

the gain for the most energetic adder in that event. Because the gains of the adders were

coupled in this procedure, it was necessary to iterate this several times to get stable gains.

The measured gains were signi�cantly di�erent for di�erent adders, varying over a range of

30% from adder to adder. The simulation ultimately was able to reproduce the Et ADC

value on an event-by-event basis with 6% accuracy. In addition to the Et ADC values, lead-

glass quadrant ADC values were also calculated using these same gains. These simulated

ADC values were then required to be above thresholds measured from the data in order for

the EtHi, EtLow or lead-glass quadrant trigger bits to be set in Monte Carlo. The result of

this simulation is shown below by comparing total energy fromKL ! �0�0�0, �0 ! e+e�
,

decays in data and Monte Carlo (Figure 99).

7.6 Conclusion

With a functioning Monte Carlo as a guide, the analysis to search for rare decays can now

proceed! Some more subtle Monte Carlo issues beyond the basic ones discussed here arose
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Figure 99. Total Energy in KL ! �0�0�0, �0 ! e+e�
.
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during the process of background simulation and analysis, and these will be discussed as

they arise in the next chapter.





CHAPTER 8

ANALYSIS OF THE �
0
! e

+
e
�

SAMPLE

This chapter describes the search for �0 ! e+e� decays in the data. Because of the large

amount of data, over 300 GBytes, it was �rst necessary to perform an initial reduction

of the data set. After this was complete, the search through the remaining events for

�0 ! e+e� candidates could proceed. The extraction of the �0 ! e+e� branching ratio

and the evaluation of statistical and systematic errors are also described in this chapter.

8.1 The Initial Data Reduction

After the Two Electron triggers were split from the rest of the data (see Section 3.5),

the initial data reduction (often referred to as the \crunch") of each data set could proceed

independently of the others. The data described in this thesis was taken entirely in the Two-

Electron trigger, so only the crunch of data in the Two-Electron stream will be described

here. Recall that this stream included events from both the Two-Electron and the Dalitz

triggers.

The goal of the crunch was to reduce the data set size by approximately a factor of ten

while making only minimal requirements on the events. The strategy adapted was to simply

search for events with at least two electrons hitting the lead-glass calorimeter. In order to

do this, clusters of energy were located in the lead-glass; tracks were found in the drift

chambers, and each track was then required to match to a lead-glass cluster. The candidate

electron cluster energy and track momentum were then compared in order to identify the

track as an electron.

215
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The lead-glass cluster �nding algorithm used was the Hardware Cluster Finder driven

algorithm described in Section 4.1. This guaranteed that each photon and electron candidate

found in the crunch had also been found by the HCF. No cut was made on the result of the

cluster-�nding algorithm in the crunch; however, if the clustering algorithm failed because it

found too many clusters or because the HCF information was not present or was corrupted

for that event, the event was discarded.

The tracking algorithm is described in Section 4.2. The choice among the available

options in the tracking was an important decision to be made before beginning the data

analysis. Because the reconstruction of events from the Two Electron trigger would require

Accidental Hit or δ-ray

Chamber 1

Chamber 2

Magnet

Track with worse offset
at magnet chosen because

 it did not share a hit with the 
other track in Chamber 1

Vertex Location is shifted
upstream of its true value

1

2

3

Figure 100. The e�ect of requiring no chamber sharing in the tracking on conversion
pairs from the vacuum window is shown. If the track segments are moved apart by this
requirement, the vertex location will shift upstream of its true position.
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the electron tracks in the drift chambers to be matched with the electron clusters in the lead-

glass, track segment candidates were required to point to locations consistent with cluster

positions. A more subtle issue was that of hit-sharing in the drift chambers. Because the

track processor hit-counting required distinct hits in each chamber from every track, tracks

sharing hits must be eventually discarded from the sample in order to ensure that candidate

events passed the trigger. However, not allowing hit-sharing in the track �nding could have

undesirable e�ects. A common problem that arose was the following: consider a pair of

electrons which were so close together that they shared track hits in the �rst drift chamber.

Because of the large amount of material in front of the �rst chamber (0.31% of a radiation

length, including the chamber window), the probability of one of the electrons producing

a secondary electron, i.e. a �-ray or a conversion product of a bremsstrahlung photon, was

large. If this secondary electron hit a di�erent cell in the �rst drift chamber, and if sharing of

hits in Chamber 1 was not allowed, the track algorithm often used the secondary electron's

Figure 101. The raw track vertex distribution is shown from a subset of the events
gathered in the Two Electron stream. The large downstream peak results from photon
conversions to e+e� pairs in the vacuum window.
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hits to complete one of the tracks. This could have undesirable side-e�ects, such as shifting

of the reconstructed vertex location as shown in Figure 100. The potential magnitude of

this problem becomes evident when one looks at a plot of the vertex position for events from

the Two Electron trigger (Figure 101). The large observed peak of events with vertices very

close to the �rst drift chamber resulted from conversion of photons in all the material just

upstream of the chamber. If such a conversion occurred, it was unlikely that the resulting

electrons would be far enough apart at the �rst drift chamber to produce two separate hits.

(This required an opening angle greater than 5 mrad in the electron conversion pair in order

to get the required 1:5 mm separation at the chamber, and the RMS opening angle from a

thin radiator of 3:1�10�3X0 was less than 0:4 mrad for electrons above 2 GeV.) Therefore,

in order to minimize vertex misreconstruction in vacuum-window conversion events, sharing

of hits was allowed in the �rst drift chamber for the Two-Electron crunch track-�nding.

With hit sharing allowed in Chamber 1 and with the track-cluster match requirement,

the outcome of the tracking in the crunch is shown in Figure 102. In order to be minimally

consistent with two electrons in the �nal state, at least two x̂-view tracks and at least

one ŷ-view track were required. Two x̂-view tracks were required because the momentum

Figure 102. Number of ŷ-view tracks versus the number of x̂-view tracks for all events
analyzed in the Two-Electron crunch.
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of each electron must be measured in order to use E=p for particle identi�cation. In the

case of the ŷ-view tracking however, only one track was required to allow for the possible,

albeit unlikely, case where the ŷ-view tracks of two electrons overlapped so completely in

the chamber that only one track could be found. In this case, the single ŷ-view track was

shared between the two electron candidates. This requirement on the number of tracks

found drastically reduced the size of the event sample. Only 1=3 of the events in the

Two-Electron stream passed this cut, despite the hit-counting requirement in the trigger.

Once tracks and clusters were identi�ed, the next step was to use the matching algorithm

(Section 4.3) to identify the cluster associated with each track. Because of the requirement

that track segments be consistent with pointing to lead-glass clusters in the track-�nding,

most events (78%) contained at least one match of tracks and clusters resulting in two

electron candidates.

Once electron candidates were identi�ed by the matching, the ratio of the cluster energy

Figure 103. E=p for events in the Two-Electron stream. The electron identi�cation cut
used in the crunch is shown on the plot. The peak is at E=p of 1 is from electrons, and the
background is from charged pion showers and cluster fusions.
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Table 24. Fraction of events passing each stage of the crunch

Cut Fraction Kept in Data Fraction Kept in

�0 ! e+e�Monte Carlo

Track-Finding 0.33 0.975

Track-Cluster Matching 0.78 0.992

E=p Cut 0.42 0.971

to the track momentum, E=p, was calculated. For electrons which pointed into the inner

half of a pipe block, E=p was not considered since there was a possibility of large leakage out

the edge of the lead-glass array in such showers. The distribution of E=p for all events in

the Two-Electron steam is shown in Figure 103. For a track to be identi�ed as an electron

candidate, E=p must have been between 0:65 and 1:35.

For the two tracks in the event, one can plot E=p of one track against that as of the other

to identify the most likely parent decay of each event as shown in Figure 104. Using such a

classi�cation with a tight E=p cut, about 22% of these Two-Electron stream events appear

to have two good electrons. 41% of the events were consistent with having two �nal-state

charged pions and were identi�ed as KL ! �+���0 candidates. 37% had one good electron

and one charged pion candidate, and mostly likely resulted from semi-leptonic KL decays.

Of course, without the trigger requirement of HCF-found clusters for electrons and without

the hadron shower veto from the MU1 bank, the fraction of events containing two electrons

would have been much lower.

To minimize accidental losses in the data reduction, an event was saved if any valid

match of tracks to clusters resulted in two electron candidates with good E=p. Recall from

Section 4.3 that possible matches of tracks to clusters were ranked by the sum of the squared

distances between track and cluster positions. Approximately 38% of the events passed the

E=p cut with the best match. Only 3:6% of events passed the E=p cut with an alternate

matching of tracks to clusters.

The outcome of the crunch is shown in Table 24. In all, a reduction factor of 9:3 was



221

Figure 104. E=p vs. E=p for the two tracks in events in the Two-Electron stream. The
events in the center light-colored peak are from events with two real electrons. Events
in the dark bands are those with one electron and one charged pion, most likely from
semi-leptonic decays. Events in the light-shaded region outside the peak mostly likely
result from KL ! �+���0 decays.
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achieved in the data while only losing approximately 5% of KL ! �0�0�0, �0 ! e+e�,

events generated in Monte Carlo which satis�ed the trigger requirements.

8.1.1 Monitoring the Crunch

Because of the immense volumes of information produced by the crunch, an automatic

monitoring procedure was used to check key information from each data run. Variables

related to track quality were checked to verify that the chamber calibration was adequate for

each run, and similarly electron E=p was monitored to check the quality of glass calibrations.

Because of the extremely high statistics processed in the crunch, it was also possible to check

for non-functioning or ine�cient HCF seed blocks and trigger counters. This monitoring also

Figure 105. The Yield of KL ! �0�0�0, �0 ! e+e�
, by Run
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Figure 106. The KL Mass Resolution in KL ! �0�0�0, �0 ! e+e�
, by Run
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provided a graphic demonstration of the e�ects of radiation damage to the lead-glass on the

event yield and kinematic resolution. The yield per trigger of KL ! �0�0�0, �0 ! e+e�
,

decays reconstructed using loose cuts, is shown in Figure 105. It is interesting to note the

large variations from run-to-run, which were primarily due to variations in beam intensity,

and the overall downward trend as the run progressed because of radiation damage in the

calorimeter. This damage is further illustrated in Figure 106, where the mass resolution from

these reconstructed KL ! �0�0�0, �0 ! e+e�
, is shown to have degraded substantially

over time.

8.2 The Analysis

Once the crunch was completed and checked by the monitoring procedure, the event sample

was su�ciently small (19 million events, 20 Gbytes) that the trial-and-error business of ex-

tracting the �0 ! e+e� sample could begin in earnest. Also, the high-statistics monitoring

of the crunch gave con�dence in our understanding and calibration of the detector, espe-

cially for time-varying e�ects. Thus, it was now possible to lump the entire data sample

together without being overly worried about diluting important run-dependent e�ects.

The goal of the analysis was to extract background-free samples of the signal mode,

�0 ! e+e�, and the normalization mode, �0 ! e+e�
 with an e+e� invariant mass greater

than 70 MeV/c2. Each cut imposed on the data sample will be motivated by examining

data and Monte Carlo. After all cuts have been described, the data samples will then be

examined, providing a natural lead-in to a discussion of backgrounds.

8.2.1 Analysis of Tracks

The �rst analysis cuts beyond those in the crunch were made on the electron tracks. The

initial cut made in the analysis was the removal of events with only one track found in

the ŷ-view. This was done because of the large chance of misreconstructing such events by

assigning the wrong x̂-view track to a cluster. Such misreconstructed events would have

the correct invariant mass, but will have a corrupted e+e� momentum measurement in the

ŷ-direction. In addition, although approximately 18% of the events passing the crunch did



225

share a track in the ŷ-view, very few of these events were likely to be �0 ! e+e� decays,

since for typical �0 energies in �0 ! e+e�, about 25 GeV, the mean track opening angle in

the ŷ-view was approximately 5 mrad. This cut resulted in only a 0:3% acceptance loss in

�0 ! e+e� Monte Carlo.

An important step in the tracking analysis was the veri�cation of the trigger. The

Level 1 and track processor triggers placed certain requirements on the topology of the

electron tracks. In particular, the tracks had to pass through two di�erent counters in each

of the B and C trigger banks, and tracks were required to make two hits or hit pairs in every

drift chamber to satisfy the Two Electron trigger. Some of the data on tape did not satisfy

these triggers because of the electron tracks, but rather because of other activity in the

detector, such as accidentals. These triggers were problematic in the analysis, because they

relied heavily on the details of the Monte Carlo modeling of accidentals in order to correctly

simulate these events. Therefore, all events in both the data and Monte Carlo samples were

required in software to satisfy the B and C bank triggers with only drift chamber hits and

scintillator latches that resulted from the electrons. This trigger veri�cation resulted in a

2:1% loss from the track processor hit-counting veri�cation, and a 5:0% loss from the B

and C trigger bank veri�cation. The loss from the trigger bank veri�cation included the

removal of about 0:4% of the data during which a part of the B-bank was not functioning.

Another important class of events to remove from the sample were those events with hits

on wires whose e�ciencies were not correctly simulated by the Monte Carlo. Recall that

the procedure with which chamber e�ciencies were determined did not take into account all

possible sources of wire ine�ciencies, such as those due to the track processor trigger (see

Section 5.7). Therefore, it was important to check the Monte Carlo simulation of e�ciencies.

The complete KL ! �0�0�0, �0 ! e+e�
, sample was used for this comparison. A sample

comparison in which a disagreement was evident is shown in Figure 107. This disagreement

was due to a dead cell in the hit-counting portion of the track processor which was not

simulated in the Monte Carlo. Events with track hits in this cell or on another sporadically

ine�cient wire were removed from the data sample.

The next cuts were designed to tighten the loose quality cuts made in the tracking

algorithm. After all corrections to the hit positions, the x̂-view and ŷ-track segments were
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Figure 107. Data and Monte Carlo comparison of wire illumination for the upstream
plane of the ŷ-view of chamber 2 forKL ! �0�0�0, �0 ! e+e�
, decays. The disagreement
shown was due to an ine�cient cell in the track processor trigger which was not modeled
in the Monte Carlo.
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re�t, and the results of these new track �ts were checked to ensure good reconstructed track

quality. Such a check was important because poorly reconstructed tracks could degrade the

resolution of track momentum and direction measurements which were used to calculate the

invariant mass. Track quality cuts were only made on the two tracks identi�ed as electron

candidates in each event.

The �rst quality cut was made on the track segment �2, which is similar to the track

�2 discussed in Section 4.2, and is de�ned as

�2 =
X
hits

(r�t � rhit); r 2 fx; yg;

where r�t denotes the �tted track segment position at the sense plane, and rhit is the

position measured from the hit. Note that this is not a \true" �2 since it is not normalized

by the resolution of this hit position measurement, approximately 100 �m. Because the

track segment \�t" was equivalent to drawing a straight line between the average position

at the two chambers, this �2 was essentially a sophisticated version of the sum-of-distances

measurement discussed in Section 5.3.2. In fact, this segment �2 can be written as

Figure 108. The electron momentum spectra for KL ! �0�0�0, �0 ! e+e�, decays and
for KL ! �0�0�0, �0 ! e+e�
, decays in Monte Carlo
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�2 =
1

2

X
hit pairs

(d1 + d2 � dc � ��z)2;

where di are the drift distances of the two hits, dc is the 6:35 mm cell size, and ��z is a

correction for the e�ect of the �nite distance (�z) between the two sense planes, and the

track angle, �. The mean �2 for 100 �m single-hit resolution is thus 2� 10�8 m2.

The second quality cut was made on the track magnet o�set, which is simply the dif-

ference between the upstream and downstream track extrapolations to the magnet \bend

plane", as de�ned in Section 5.6.2. The error in a measurement of this magnet o�set was

�magnet o�set =

s
(170 �m)2 +

�
2:1 mm

p (inGeV)

�2
;

where the �rst term is from chamber resolution and the second frommultiple scattering. The

multiple-scattering term clearly dominated as low electron energies; however, as is shown in

Figure 108, average electron momenta were su�ciently high that both terms contributed.

Distributions of the segment �2's and magnet o�sets are shown in Figures 109 and 110

in the normalization data, the normalization Monte Carlo and the signal Monte Carlo. The

signal data itself is not shown because of the expected low statistics and high backgrounds.

For the segment �2, the Monte Carlo and data disagreed signi�cantly. This was, of course,

to be expected given that the Monte Carlo did not attempt to simulate the �-rays which

were responsible for much of the non-Gaussian shape of the sum-of-distances distribution.

However, because the signal and normalization modes both contained two �nal state elec-

trons, had similar electron energy spectra (see Figure 108), and hit roughly the same wires

in the drift chambers (see Figure 111), e�ects from �-rays and other misreconstructions

not simulated in the Monte Carlo should cancel in the ratio of acceptances for the two

modes. The agreement between normalization data and Monte Carlo in the magnet o�sets

was much better, probably because the tails of multiple scattering from low momentum

tracks which were simulated in the Monte Carlo dominated the tails of the magnet o�set

distribution.

The analysis cuts were chosen to ensure reasonably well-measured tracks without sacri-

�cing too many events. The track segment �2 cut was chosen to be 15 � 10�8 m2, which is

approximately the �2 value for a track segment with two sums-of-distances 3� away from
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Figure 109. The maximum track segment �2 of the electron track segments in an event
is shown in data and Monte Carlo. The arrow indicates the location of the analysis cut
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Figure 110. The maximum track o�set at the magnet bend plane of all electron tracks
in an event is shown in data and Monte Carlo. The arrow indicates the location of the
analysis cut
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Figure 111. The population of hits in each wire of the upstream plane of the ŷ-view of
drift chamber 2 for �0 ! e+e� and �0 ! e+e�
 normalization Monte Carlo
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the cell size. The segment �2 cut removed 19% of the KL ! �0�0�0, �0 ! e+e�
, candi-

dates in the data sample. This cut reduced the acceptance substantially, 10% per electron

track, but it played an important role in reducing track position measurement errors. The

cut on magnet o�set was conceptually more di�cult. Because of the strong dependence of

resolution on momentum, a momentum dependent cut seemed natural. However, at this

point in the analysis, the x̂-view tracking algorithm already had ranked track quality using

this variable without regard to track momentum. Because the tracking made what was

e�ectively a cut in this variable without regard to track momentum, I felt it was aestheti-

cally cleaner to not make momentum-dependent cut in this variable. A loose cut of 1 mm

was chosen, in order to avoid removing too many of the low momentum events. This cut

reduced the acceptance by 1:2% in both the normalization data and Monte Carlo samples,

and by only 0:5% in the �0 ! e+e� Monte Carlo.

Once good quality tracks were chosen, the next step was locating the decay vertex using

the electron tracks. This was done in two steps. First, the location of the minimum distance

between the two electron tracks was calculated. Then, using this location as a starting point

for the �t, the two upstream tracks were re�t, using the constraint of a common vertex.

This �t took the eight measured positions of the two tracks in the upstream chambers and

returned the three space dimensions of the best �t vertex point, along with four new track

angles for the two x̂-view and two ŷ-view upstream segments. The �t also returned a �2

and errors on the �t parameters. This procedure failed approximately 4:9% of the time in

Two-Electron triggers, either because the tracks were too close to being parallel in one view

to compute the point of closest approach, or because the vertex �t returned a vertex well

outside of the decay volume. The distribution of the vertex �2 is shown in Figure 112. The

cut chosen on this �2 was extremely loose, 15, which represents a 0:01% con�dence level

cut. This cut had no appreciable loss in data or Monte Carlo for the signal or normalization

samples, which only contained events with a high e+e� invariant mass. However, for the low

e+e� invariant mass Dalitz decays which represented the bulk of events with real electrons

in the Two Electron trigger, there was a very long tail in the vertex �t �2, and this cut

would have removed an astonishing 21% of this data sample!

With the tracking cut �nalized and the decay vertex measured, the invariant mass of
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Figure 112. The vertex �t �2 is shown in data and Monte Carlo. The arrow indicates
the location of the very loose analysis cut
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Figure 113. The e+e� invariant mass of the data sample after trigger, crunch and
tracking requirements. Obviously, the full reconstruction of the parent KL decay is essential
for this analysis!
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the two electrons in the event could be calculated. At this point, the size of the data sample

was reduced dramatically (about a factor of 100) by requiring an invariant mass between

68 and 240 MeV/c2 in both samples (the �0 mass is 135:0 MeV/c2). All plots shown in

this section, and in all subsequent sections use data samples with only these high e+e�

mass events. One can actually look at the e+e� invariant mass in the data at this stage to

search for any sign of a peak at the �0 mass. The only cuts on the events shown were the

trigger requirements (including a high lead-glass cluster multiplicity requirement), the cuts

in the crunch, including the loose electron identi�cation requirement, and cuts on the track

quality. The data are shown in Figure 113. Clearly, there was a formidable background

problem remaining. It was the full reconstruction of the parent KL decay which allowed for

real �0 decays to be distinguished from other background processes.

8.2.2 Analysis of Calorimeter Clusters

Although the tracking was arguably more important to this analysis, the information from

the calorimeter was needed for the reconstruction of the two �0 ! 

 decays from the

parent KL ! �0�0�0 decay. For the normalization mode, the calorimeter was also used to

�nd the photon from the �0 ! e+e�
 decay. Also, information from the calorimeter was

used for electron identi�cation, and for removing backgrounds with extra photons from the

�0 ! e+e� sample, such as those from �0 ! e+e�
 decays.

For �0 reconstruction, the calorimeter information was used in the following way: every

cluster in the lead-glass calorimeter found by the HCF that was not identi�ed as an electron

cluster was classi�ed as a photon candidate. Events with HCF cluster fusions, described in

Section 4.1, were removed from the sample. Cuts were also placed on photon positions to

ensure that energies were well measured. If the photon position was measured to be within

2:9 mm of a pipe block, the pipe block energy correction routine described in Section 6.2.1

failed, and events with such a photon were discarded. Photon paths were also interpolated

between their position at the glass and the charged vertex to the z-position of the Iron

Ring. The distance between the photon position as it passed through the Iron Ring and the

ẑ-axis was then required to be less than 83:5 cm to remove events with photons interacting

in the ring. The data and Monte Carlo photon radius distributions in the KL ! �0�0�0,
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�0 ! e+e�
, sample before such a cut was made are shown in Figure 54 and described in

Section 5.5.4.

In �0 ! e+e� events, the four photons were combined to form two �0's. In �0 ! e+e�


decays, the �ve real photons plus the virtual photon (observed in the lab as an e+e� pair)

were paired to make three �0 candidates. For each possible pairing of photons into �0's, a

normalized �2 for the hypothesis that the photons originated from �0 decays was calculated

from the expression

�2 =
1

npairs

X
photon pairs

 
m

 �m�0

�m



!2

:

The two-photon invariant mass was calculated by

m2


 = 2E
1E
2(1� cos �12) � E
1E
2

�
rPbG

zPbG � zvertex

�2
;
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1 +
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�
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�

4p3
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+E
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�

�
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zPbG � zvertex

�2
;

where rPbG is the distance of separation of the photons at the lead-glass calorimeter, zPbG�

zvertex is the distance between the decay vertex and the calorimeter, as measured from the

best �t charged track vertex, and mgamma� is the invariant mass of the e
+e� pair observed

in the lab. The error estimation for this invariant mass calculation included errors from the

photon energy measurement, photon position measurements, track position and momentum

measurements if applicable, and the error in the charged vertex measurement. From the

three possible pairings of photons into two �0's for the �0 ! e+e� candidates or from the 15

possible pairings into three �0's in the �0 ! e+e�
 candidates, the pairing with the lowest

�2 was chosen. Cuts made on the photon pairing �2 will be discussed in Section 8.2.4

For improved electron identi�cation, the cut on E=p of electrons was tightened from

the cut used in the crunch. As in the crunch, the candidate electrons were chosen by

�nding a matching of tracks to clusters with 0:65 < E=p < 1:35 for both electron tracks.

Again, as in the crunch, no cut was placed on electrons pointing into the inner half of a

pipe block because of the potentially large shower leakage out of the array. Taking the

matching of tracks to clusters chosen with the loose E=p cut, the cut was then tightened to

0:85 < E=p < 1:15. Electron E=p is shown for the normalization data and for signal and
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Figure 114. The E=p for electrons in is shown in data and Monte Carlo. Each event
has two entries, one for each electron. The arrow indicates the location of the analysis
cut. The data and Monte Carlo samples are shown after kinematic cuts designed to select
KL ! �0�0�0 decays.
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normalization Monte Carlo in Figure 114. The agreement between data and Monte Carlo

in the normalization sample was reasonably good. There was though some disagreement at

very low E=p, and the peak was sharper in data than in Monte Carlo. However, in the range

above the high-side E=p cut, where it was most important for the data and Monte Carlo to

agree in order to correctly predict losses from the E=p cut, the agreement was reasonable.

The acceptance loss from this cut in the normalization data was 4:7% per electron, and in

normalization Monte Carlo it was 4:9%. For this price in acceptance, the probability of a

single pion satisfying the E=p cut drops from 10:5% with the crunch cut to 3:6% with this

analysis cut (see Figure 115), as measured in KL ! �+���0 decays.

A series of cuts were then applied to remove events with extra photons in the lead-

glass calorimeter which were not found by the HCF or by the cluster-�nding routine. Such

events were undesirable because the dominant backgrounds to KL ! �0�0�0, �0 ! e+e�,

had extra photons in the �nal state. Also photon energies and positions could be badly

mismeasured if a \photon" actually consisted of two nearby photons fused in the cluster-

�nding algorithm. The combination of these two occurrences was particularly dangerous,

since rejection of backgrounds often depended on kinematic cuts designed to discriminate

against missing �nal state particles. However, if the \missing" photon were fused with

another photon in the event, its energy was not lost but simply added to the energy of

another photon in the event. Many of these kinematic cuts were ine�ective in such a case.

The initial cuts applied to remove such events were the fusion cuts described in Sec-

tion 6.5. Each cluster in an event was checked �rst for anomalously large energy deposits in

the 5� 5 ring of blocks around cluster centers, then for inconsistent column and row energy

sums in the central 3�3 blocks of clusters, and �nally for excess energy in the corners of the

3� 3's. The results of these cuts on data and Monte Carlo samples are shown in Table 25.

An additional cut was made to remove soft photons not located near other clusters. The

cut relied on information from the lead-glass adders in order to ensure that the lead-glass

energy deposition occurred in the same bucket as the trigger. For every adder which did

not contain a block from the center 3�3 array of blocks in a calorimeter cluster, the ratio of

the adder signal to the sum of the lead-glass ADC counts in that adder was required to be

between 0:6 and 1:4. If this condition was satis�ed, it was likely that the bulk of the lead-
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Table 25. E�ects of fusion cuts on data and Monte Carlo

Sample Fraction lost Fraction lost Fraction lost

in 5� 5 cut in column cut in corner cut

for electrons/photons

Normalization data 0:045/0:285 0:005/0:037 0:0002/0:003

Normalization Monte Carlo 0:036/0:236 0:003/0:033 0:0002/0:002

Signal Monte Carlo 0:044/0:222 0:005/0:031 0:0003/0:002

Figure 115. E=p for pions from KL ! �+���0 decays
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Figure 116. The maximum number of ADC counts in blocks containing candidate soft
photons in data and Monte Carlo. The arrow indicates the location of the analysis cut.
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glass energy in this adder was deposited in the same RF bucket as the trigger. The maximum

number of ADC counts in any single lead-glass block not part of the 5 � 5 block array of

a cluster and located in an adder satisfying this in-time condition was computed. If any

such block contained more than 60 ADC counts, the event was rejected. This corresponded

to an energy threshold of approximately 500 MeV for detection of these soft photons. The

distribution of this maximum number of ADC counts is shown in Figure 116 for data and

Monte Carlo. This cut resulted in a loss of acceptance of 16:4% in the normalization data

sample, and a loss of 13:5% in the normalization Monte Carlo.

8.2.3 Photon Veto Cuts

To further reduce backgrounds from decays with extra �nal state photons, events with

signi�cant energy deposited into the lead-lucite (lead-scintillator in the case of the DRA)

portion of the photon veto counters were removed from the event sample. The cuts were

chosen by looking at events from theKL ! �0�0�0, �0 ! e+e�
, sample where there should

be no signal in the photon vetoes from child photons in the reconstructed KL decay chain.

Cuts were then chosen that resulted in a minimal loss in sensitivity from the accidental

activity in the photon vetoes. The photon veto response in KL ! �0�0�0, �0 ! e+e�
,

decays and the chosen cuts are shown in Figure117. The cuts on each veto were between 0:8

to 2:5 minimum ionizing equivalents, which corresponded to a range of 0:11 to 0:37 GeV for

photons. The cuts on all nine of these photon vetoes resulted in a 4:7% loss in acceptance

in the KL ! �0�0�0, �0 ! e+e�
, normalization sample.

The Back Anti photon veto was treated separately because it acted as the beam dump

for hadrons. Recall that in the trigger, the energy from the �rst two longitudinal layers of

the Back Anti were added together to form an \electromagnetic" part, and the last third of

the Back Anti (18:7 radiation lengths deep) was used to detect hadronic showers. If there

was signi�cant energy in this last layer, then the information in the �rst two layers was not

used in the trigger. The analysis did not cut on the energy in the �rst two layers of the

Back Anti when the trigger latch for the third layer was on. As in the trigger, only the

x̂-view layers of the Back Anti were used to form the energy sum on which the analysis

cut. This x̂-view layer energy sum is shown for normalization data and Monte Carlo in
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Figure 117. The photon veto response in KL ! �0�0�0, �0 ! e+e�
, decays, and the
analysis cuts used to remove events with extra photons
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Figure 118. Energy deposited in the x̂-views of the �rst two longitudinal layers of the
Back Anti. The arrow indicates the location of the analysis cut.
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Figure 118. The BA12 trigger latch was set when this energy was was above a threshold

of about 2:2 GeV; however, this threshold was smeared with a Gaussian width of 0:4 GeV.

The analysis cut was placed at 1:25 GeV, 2:5� away from the threshold. Although the data

and Monte Carlo did not agree at very low energies, the agreement was good in the region

above the cut. This cut resulted in a 17% loss for normalization data and a 19% loss in

normalization Monte Carlo.

8.2.4 Kinematic Cuts

The �nal cuts to be applied in order to extract the �0 ! e+e� and �0 ! e+e�
 signals

were the cuts on kinematic quantities: the �0 pairing �2, the transverse momentum of the

reconstructed kaon, the total invariant mass, and the e+e� invariant mass in the case of

�0 ! e+e�. These cuts were by necessity di�erent in the normalization and signal mode

analyses.

The �0 pairing �2 was de�ned in Section 8.2.2. This kinematic variable was important

because it distinguished between events whose parent KL decay was reconstructed as a

KL ! �0�0�0, and events from other sources. It was also e�ective at rejecting events with

undetected photon fusions because such a fusion would a�ect the measurement of m

 of

the parent �0. The pairing �2 distribution is shown for the �0 ! e+e�
 normalization

sample in data and Monte Carlo and for the �0 ! e+e� Monte Carlo in Figure 119. The

agreement between data and Monte Carlo was less than perfect, with the pairing �2 more

sharply peaked in data than in Monte Carlo. From this plot, it is evident that the Monte

Carlo cannot be expected to correctly predict the loss from a cut in pairing �2 because of the

20% disagreement in the magnitude of the high �2 tail. A loose cut of �2 < 15 was chosen

for the normalization sample because backgrounds were not a problem. For the �0 ! e+e�

analysis, a cut was placed at �2 < 7:5, which resulted in a 2:6% loss in �0 ! e+e� Monte

Carlo acceptance after all other cuts.

Another kinematic variable of interest was the reconstructed transverse momentum of

the kaon, or ~pt. Because the target position was by de�nition the origin of the coordinate

system, and because the decay vertex location was measured from the charged tracks, the

direction of kaon momentum, d̂K , could be determined with a accuracy of a few tens of
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Figure 119. The �0 pairing �2 in data and Monte Carlo. The comparison between
normalization data and Monte Carlo uses tighter cuts than the comparison between Monte
Carlo samples in order to remove background.
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microradians. Also, the kaon momentum, ~pK , could be measured by adding up all the

momentum vectors of the observed decay products. The transverse momentum, ~pt, was

then de�ned as

~pt � ~pK � ( ~pK � d̂K)d̂K :

The error in the measurement of ~pt for KL ! �0�0�0, �0 ! e+e� or �0 ! e+e�
, �nal

states was typically dominated by the error in the measurement of ~pK rather than error on

d̂K .

The ~pt was useful for rejecting backgrounds because it was sensitive to the loss of �nal-

state particles. If, for example, a �0 ! e+e�
 decay occurred in the detector and the

photon from the Dalitz decay were not observed, the observed ~pt would be equal to the

transverse momentum of the photon with respect to the KL direction. On the other hand,

for a �0 ! e+e� decay, if all of the �nal state particles were observed, one would expect

~pt = 0. Of course, complications such as electron bremsstrahlung, scattering, and detector

resolution introduced errors into the measurement of ~pt.

The distribution of p2t is shown for the �0 ! e+e�
 normalization sample in data and

Monte Carlo in Figure 120. The Monte Carlo overpredicts the height of the large p2t tail

by approximately 25%. The mean p2t in data was 280 MeV/c2 and 330 MeV/c2 in Monte

Carlo. In the normalization sample, a loose cut in p2t was placed at 2500 MeV2, in order to

minimize the e�ect of this disagreement. For the �0 ! e+e� analysis, the cut was placed at

p2t < 1025 MeV2, which caused a 2:5% loss in �0 ! e+e� Monte Carlo after all other cuts.

The remaining kinematic variables were the invariant masses of the �0�0�0 �nal states

for both signal and normalization modes and the e+e� invariant mass in the �0 ! e+e�

signal mode. The total seven-body invariant mass and the e+e� invariant mass in data

and Monte Carlo for the �0 ! e+e�
 normalization sample are shown in Figures 121 and

122. As in the case of p2t and pairing �2, the Monte Carlo overpredicts the size of the tails

in the invariant mass distribution. The RMS of the total invariant mass distribution was

15:8 MeV/c2 in data, and 17:7 MeV/c2 in Monte Carlo. To minimize the e�ect of this

disagreement, a very loose cut was placed on the total invariant mass in the normalization

sample,

jmtotal �mKL
j < 70 MeV=c2:
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Figure 120. The transverse momentum with respect to the kaon direction in data and
Monte Carlo for KL ! �0�0�0, �0 ! e+e�
, decays
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Figure 121. The total invariant mass in data and Monte Carlo for KL ! �0�0�0,
�0 ! e+e�
, decays
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Figure 122. The e+e� invariant mass in data and Monte Carlo for KL ! �0�0�0,
�0 ! e+e�
, decays
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The agreement in the e+e� invariant mass was very good however, and gave us con�dence

in the calibration and understanding of the spectrometer.

In the �0 ! e+e� mode, cuts in the total and e+e� invariant mass were chosen using

the Monte Carlo simulation. The Monte Carlo distribution for the total invariant mass and

the e+e� invariant mass are shown in Figure 123. The cut on the total invariant mass was

again very loose,

jmtotal �mKL
j < 41 MeV=c2;

to avoid a problem from the overestimation of the glass resolution tails in the Monte Carlo.

This cut corresponds to more than 3 times the �tted Gaussian width of 13:5 MeV/c2, and

resulted in an acceptance loss of only 0:8%. In the e+e� invariant mass, though, where

the �0 ! e+e�
 sample shown here and the KL ! �+�� study discussed in Section 5.6.1

serve as a cross check, this cut could be made tighter. Also, because the chamber resolution

was signi�cantly better than that of the glass, the e+e� mass cut was the best kinematic

quantity for discriminating between �0 ! e+e� and �0 ! e+e�
 decays. Therefore, it was

important and acceptable to cut tightly on the e+e� invariant mass. Studies of �0 ! e+e�

decays in Monte Carlo without radiative corrections measured the e+e� invariant mass

resolution at the �0 mass to be 1:8 MeV/c2 (�tted Gaussian width). Therefore, the cut was

chosen to be 2:5 times this width, or 4:5 MeV/c2.

Because the Monte Carlo did not accurately predict losses from kinematic cuts involv-

ing measurements from the lead-glass, there was some systematic error associated with

these cuts. However, such errors will be relatively small because a total of only 5% of

the �0 ! e+e� Monte Carlo events were removed by the cuts on pairing �2, p2t and total

invariant mass. The systematic errors from misunderstanding the lead-glass resolution are

discussed and evaluated in Section 8.6.

The cuts discussed in this section represented a best attempt to eliminate all expected

sources of background. With these cuts, the normalization mode had no apparent back-

ground, so all that remained was to check the �0 ! e+e� sample and see what background

and signal, if any, were present.
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Figure 123. The total invariant mass and e+e� invariant mass in KL ! �0�0�0,
�0 ! e+e�, Monte Carlo. The experimental cuts on these quantities are also shown. Note
that much of the radiative tail from �0 ! e+e�+
brem was removed by the mee cut.
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8.3 Backgrounds

The title of this section, of course, gives away the answer to the nagging question of

what was in the �0 ! e+e� data sample. With all the cuts described in the previous

sample, the �0 ! e+e� data sample is shown in Figure 124. There was no obvious evidence

in this sample for an excess of events in the signal region corresponding to a �0 ! e+e�

contribution; however, there were 50 events in the signal region.

What were these events? A few clues can be found in the event sample itself. First, the

total invariant mass of most of these events was near to, but slightly below, the KL mass.

The mean total invariant mass of the events in Figure 124 was 480 MeV/c2, and 85% were

below the KL mass. This suggests that most of these events came from parent KL decays

with missing particles. The cuts on p2t , the photon vetoes, cluster fusions and extra soft

photons act to make it more likely that any missing particles would be low energy, and thus

not carry away much of the invariant mass of the event. Therefore, the events that remain

after all cuts from missing particle backgrounds will be likely to have a total invariant mass

near to but below the KL mass. Second, there appeared to be two components to the

background. The �rst, dominant component had an e+e� invariant mass spectrum which

fell as it approached the �0 mass at 135:0 MeV/c2. A second component, which was only

evident above the �0 mass where the �rst component was absent, appeared to be roughly


at in me+e� .

The dominant structure in e+e� invariant mass came from an obvious source, �0 !

e+e�+X decays, where X was not observed in the detector. The most obvious such decay

was the �0 ! e+e�
 Dalitz decay, which occurred with a large branching fraction but also

with a steeply falling e+e� invariant mass spectrum. However, as is shown in Figure 125,

�0 ! e+e�
 only explained a small fraction of this background because the rate for e+e�

invariant mass pairs near the �0 mass was so low in Dalitz decay. Therefore, some other �0

decay must have been responsible for this background.

What other processes can give e+e� pairs? The known decays of the �0 give e+e� pairs

through Dalitz decays, the internal conversion of a photon. In such decays, the probability

of a conversion is approximately 6:0�10�3 per photon. There were also external conversions
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Figure 124. The total invariant mass vs. the e+e� invariant mass in the KL ! �0�0�0,
�0 ! e+e�, data sample. The projection onto the me+e� axis after a cut on the total mass
is also shown.
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Figure 125. The the e+e� invariant mass in the KL ! �0�0�0, �0 ! e+e�, data sample
and �0 ! e+e�
 background Monte Carlo. The histogram is the data, and the crosses are
Monte Carlo. The background Monte Carlo is absolutely normalized to the observed number
of fully reconstructed KL ! �0�0�0, �0 ! e+e�
, decays.
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Figure 126. Position of electrons at VA0 in KL ! �0�0�0, �0 ! e+e�
, candidates.
The events in the two bright spots are from internal photon conversions in decays in the
beam. The di�use background is from decays which occurred far downstream of VA0. The
bands and the left, top and bottom sides of the beam result from conversions in the VA0
edge. The position of the VA0 scintillator edge is also shown by the lines.



256

of �nal-state photons in the material in the detector, which could also contribute to the rate

of observed e+e� pairs if the conversion occurred far enough upstream in the detector to be

observed in Chamber 1. The material in the detector can be divided into three parts. First,

the residual gas in the vacuum tank, at a pressure of less than 15 mTorr, accounted for less

than 7�10�8 radiation lengths per meter, and was therefore negligible. Second, the vacuum

window, air gap, and upstream wires and gas in the �rst drift chamber, provided a large

amount of material in which photons could convert. In order to create a reconstructible

track, the photon had to convert before leaving the drift cells of the downstream ŷ-view

plane of Chamber 1. From Table 6, this material comprised (3:4 � 0:2)� 10�3 radiation

lengths, where the error quoted was primarily from the estimation of the air gap thickness.

This gives a (0:26� 0:02)% conversion probability per photon. A third source of material

were the edges of the photon vetoes and vacuum tank walls. Ideally, electrons from photon

conversions in this material should have been vetoed in downstream photon vetoes, or should

have failed track aperture cuts because they did not originate from the beam. However,

in the case of conversions in the upstream photon vetoes, in VA0 in particular, this was

not always the case. Shown in Figure 126 is the position at VA0 of electrons from a

sample ofKL ! �0�0�0, �0 ! e+e�
, candidates with very loose cuts. The vertices of such

conversions were well-separated from the vertices of internal photon conversions in decays

from the beam, and therefore such events were easy to remove from the event sample.

With both internal and external conversions, there were a number of �0 decays that

could contribute to backgrounds. For example, an e+e�
 �nal state could be created by

either

�0 ! e+e�
 or �0 ! 
 + (
 ! e+e�)

where 
 ! e+e� is understood to denote external photon conversion. However, this does

not help to simulate the background in Figure 125 since the e+e� spectrum of internal

conversion pairs was even softer than that of Dalitz pairs. However, in a four electron �nal

state, such as

�0 ! e+e�e+e�; �0 ! e+e� + (
 ! e+e�); or �0 ! (
 ! e+e�) + (
 ! e+e�);

it was more probable for some e+e� pair to have a high invariant mass. In such a four-
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Figure 127. Misreconstruction of a four-electron �nal state as a high e+e� invariant
mass two-electron �nal state. One electron from each pair is bent out of the detector by
the magnet, and the remaining e+e� pair have a large invariant mass.
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electron decay each pair of electrons created by a photon conversion was also likely to have

a low invariant mass. However, electron-positron pairs from di�erent parent photons were

likely have a fairly large invariant mass. The typical topology of such a decay is shown in

Figure 127. Such decays in the detector resulted in a potentially high e+e� invariant mass,

up to the �0 mass, and a total invariant mass somewhat below the KL mass.

A similar decay could account also for the background with an e+e� invariant mass

above the �0 mass. Imagine a four-electron �nal state, but with the two converting photons

coming from di�erent parent �0's. In such a decay, it was possible for the reconstructed

e+e� invariant mass to be above the �0 mass since the e+ and the e� did not originate from

the same �0. Many such four-electron �nal states could result from KL ! �0�0�0 decays

such as

KL ! �0 �0 �0

# # #


 e+e�
 e+e�
;

KL ! �0 �0 �0

# # #


 

 e+e�


#
e+e�

Figure 128. The �0 pairing �2 for the low e+e� mass and high e+e� background
compared
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and

KL ! �0 �0 �0

# # #


 

 



# #
e+e� e+e�:

There was one additional kinematic handle on the rejection of such decays. Because they all

required that two photons from di�erent �0's \fake" a �0 mass, this meant that the pairing

�2 cut could be used to discriminate against such decays. A comparison of the �0 pairing

�2 for low e+e� mass and high e+e� mass events in the �0 ! e+e� sample is shown in

Figure 128.

To verify that these four electron decays were responsible for this background, Monte

Carlo simulations of these backgrounds were generated. The range of e+e� background

populated by these backgrounds is shown in Figure 129. A comparison between the e+e�

spectrum observed in data, and that observed in a Monte Carlo including the four electron

backgrounds is shown in Figure 130. Clearly, these backgrounds were responsible for the

observed events kinematically similar to �0 ! e+e� in the data sample.

8.4 Removal of the Four Electron Background

Because this background was di�cult to remove kinematically, another technique had to

be found for eliminating background from four electron decays. The method chosen was to

search for the extra two electrons in the event. Since each of the electrons in the e+e� pair

reconstructed in the detector had a sibling electron from the parent 
 ! e+e� conversion,

typically at low mass, these electrons would usually leave hits in the drift chambers upstream

of the magnet. (Downstream of the magnet these electrons, which were often soft, could

be bent out of the spectrometer by the magnet's momentum kick.) One di�culty with this

approach was that the e+e� conversion pairs were often very close together in the chambers

and could be indistinguishable from a single track.

The cuts chosen to remove these events searched for extra hits in both views of the two

upstream drift chambers. The chambers were searched for hits not from electron tracks

satisfying one of three categories: (1) in-time hit pairs with a sum-of-distances within 1 mm
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Figure 129. The total invariant mass versus the e+e� invariant mass for four-electron
backgrounds in an early version of the Monte Carlo simulation. Each simulation represents
approximately 19 times the 
ux of such decays observed in the data.



261

Figure 130. The the e+e� invariant mass in data and a background Monte Carlo in-
cluding �0 ! e+e�
 and four electron backgrounds. Because this sample of four electron
backgrounds was generated with a weak version of the Chamber 2 extra hit cut discussed in
Section 8.4, this cut was also applied to the data and the �0 ! e+e�
 background simula-
tion. Nevertheless, this cut was su�ciently loose to still allow for a reasonable comparison,
and the four electron processes appear to be su�cient to simulate the background which
was not accounted for in Figure 125.
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of the cell size, (2) isolated hits adjacent to hits on electron tracks, and (3) isolated hits

or out-of-time hit pairs. Note that the second category also selected events with a hit pair

from an electron track that had a sum-of-distances not within 1:5 mm of the nominal cell

size because only one of the hits was used in the track in such cases. Therefore, removing

events with hits in the second category e�ectively required all hit pairs along the electron

tracks to be in-time. This search for extra chamber hits provided a redundant cut criterion

since each event had two extra electrons which passed through two views of two chambers.

This made the cuts very e�ective independent of small wire ine�ciencies and made it much

more likely that the small opening angle between two low invariant mass tracks could be

detected.

The exact cuts were chosen using a Monte Carlo simulation of the four electron back-

grounds. As shown in Table 26, the most e�ective cuts were those made on extra hits in

Chamber 2. This was not a surprising result, since close together tracks, especially those

from photon conversions in the vacuum window, had more chance to separate by the time

they reached Chamber 2. In no case was adding a cut on isolated or out-of-time hits shown

to be e�ective. Therefore, the cut to remove the four-electron background discarded any

event with either an extra in-time hit pair, or an extra hit adjacent to an electron track

in either view of Chamber 2. Such a cut was very e�ective, removing between 99:4% and

99:9% of four-electron background events, depending on the decay mode.

Because the cuts were chosen using the existing Monte Carlo sample, a completely new

sample was generated in order not to bias the background determination. The result of this

simulation after all cuts is shown in Figure 131. After the Chamber 2 extra hit cut, less than

1 event background was predicted for the expanded signal region of 100 MeV/c2< mee <

170MeV/c2, and 400MeV/c2< mtotal < 600MeV/c2. This cut, however, did result in a 33%

loss of acceptance in the normalization data sample. Furthermore, because this cut required

that the sum-of-distances of a hit pair in Chamber 2 be within 1:5 mm of the cell size, the

cut was a�ected by the presence of �-rays in the chambers which were not simulated in the

Monte Carlo. The loss from this cut in the �0 ! e+e�
 normalization Monte Carlo was only

16%. However, because both the �0 ! e+e� and �0 ! e+e�
 normalization decays have
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Table 26. The fraction of four-electron background events passing cuts on extra hits in the
upstream drift chambers. The fractions shown in boxes are for the cut used in the analysis.
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Figure 131. The total invariant mass versus the e+e� invariant mass for four-electron
backgrounds after cuts to remove the four-electron background. Each simulation represents
approximately 8:5 times number of such decays observed in the data.
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two electrons with similar energy spectra and chamber illuminations (shown in Figures 108

and 111), this disagreement should cancel in the ratio of Monte Carlo acceptances.

Clearly though, the result was worth the loss in acceptance. The �0 ! e+e� data sam-

ple, after the addition of the Chamber 2 extra hit cuts, is shown in Figure 132. Nine events

were found in the signal region, and the steep fall of the data in the region below the �0

mass suggested a low background. Note also that there were no events with e+e� invari-

ant mass above the high-side �0 mass cut out to the kinematic limit of KL ! �0�0e+e�,

228 MeV/c2.

The �0 ! e+e� data and the �0 ! e+e�
 background Monte Carlo are shown in Fig-

ure 133. The background Monte Carlo prediction was absolutely normalized to the fully-

reconstructed �0 ! e+e�
 normalization sample. The agreement between the two is excel-

lent, and this gives us con�dence in using the Monte Carlo to predict the small amount of

background expected in the signal region.

With the cuts �nalized, losses from each cut in the �0 ! e+e� and �0 ! e+e�
 nor-

malization samples in data and Monte Carlo are shown in Table 27.

8.5 Extraction of the Branching Ratio for �
0
! e

+
e
�

With the completed analysis of the �0 ! e+e� data, the �0 ! e+e�
 normalization sample,

and Monte Carlo predictions for signal, background and normalization modes, the extraction

of the branching ratio can proceed. As was discussed in Chapter 7, the branching ratio of

�0 ! e+e� is measured via the relation

�(�0 ! e+e�)

�(�0 ! all)
� BR(�0 ! e+e�)

= BR(normalization)�
N(�0 ! e+e�)

N(normalization)
�
A(normalization)

A(�0 ! e+e�)
;

whereN is the number of observed decays, and A is the acceptance for that decay. Similarly,

the number of expected events in the signal region, from a source of background can be

measured using the Monte Carlo by

B(background) = N(normalization)�
A(background)

A(normalization)
�

BR(background)

BR(normalization)
;
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Figure 132. The total invariant mass vs. the e+e� invariant mass in the KL ! �0�0�0,
�0 ! e+e�, data sample after all cuts. The projection onto the me+e� axis after a cut on
the total mass is also shown.



267

Figure 133. The e+e� invariant mass in the KL ! �0�0�0, �0 ! e+e�, data sample
and �0 ! e+e�
 background Monte Carlo. The histogram is the data, and the crosses are
Monte Carlo. The background Monte Carlo is absolutely normalized to the observed number
of fully reconstructed KL ! �0�0�0, �0 ! e+e�
, decays. The expected distribution for
�0 ! e+e� is also shown.
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Table 27. The numbers of events in data and Monte Carlo �0 ! e+e� and �0 ! e+e�


normalization samples after each cut

Cut �
0
! e

+
e
�

�
0
! e

+
e
�


 �
0
! e

+
e
�

�
0
! e

+
e
�




data data MC MC

(# of events) (fraction of events)

(generated)

Passing Trigger 176; 376; 610 0:0257 0:00841

Crunch Tracking 57; 820; 493 0:0251 0:00820

Crunch Matching 45; 225; 690 0:0249 0:00813

Crunch E=p 18; 805; 391 0:0242 0:00790

6 or 7 Hardware Clusters 5; 486; 599 0:0242 0:00790

Two Tracks 5; 486; 599 0:0241 0:00781

No HCF Fusions 4; 782; 558 0:0237 0:00764

Vertex Found 4; 167; 436 0:0236 0:00763

240 > me+e� > 68 301; 569 132; 421 0:0215 0:00572

(MeV/c2)

Trigger Veri�cation 246; 585 107; 363 0:0204 0:00539

Track Quality 198; 282 84; 301 0:0198 0:00512

Vertex �2 181; 152 77; 138 0:0194 0:00502

Chamber Fiducial Cuts 177; 424 75; 680 0:0188 0:00486

PbG Fiducial Cuts 146; 708 63; 227 0:0174 0:00441

Fusion Cuts 29; 620 24; 791 0:0117 0:00300

Electron E=p 26; 503 22; 862 0:0113 0:00288

Photon Veto Cut 17; 923 21; 043 0:0108 0:00280

Back Anti Cut 14; 105 17; 326 0:0085 0:00218

Kinematic Cuts 50 13; 834 0:0066 0:00185

Chamber 2 Extra Hits 9 10; 039 0:0061 0:00171
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where B is number of events in the data that result from the background source, and where

A(background) is understood to denote the fraction of generated background events passing

all of the cuts in the �0 ! e+e� analysis.

For convenience, all Monte Carlo simulations used the same range of generated KL

momenta and decay vertices, with a KL momentum between 35 and 220 GeV/c and a decay

vertex between 90 and 160 meters from the target. In this range of momenta and decay

vertex locations, one can measure the number of �0 decays resulting from KL ! �0�0�0

decays by using the normalization mode. The �0 ! e+e�
 sample was analyzed with a cut

requiring me+e� > 70 MeV/c2; however, in the Monte Carlo, Dalitz decays were generated

with an e+e� above 65 MeV/c2 because of the �nite resolution on the measurement of

me+e� . The fraction of Dalitz decays with an e+e� invariant mass above 65 MeV/c2 was

obtained by integrating the di�erential rate for Dalitz decays given in Section 1.1, and was

found to be

�(�0 ! e+e�
;me+e� > 65 MeV=c2)

�(�0 ! e+e�
)
� (3:233+ 2:08a)� 10�2; for a� 1;

where a is the form-factor slope. For a, the measurement from the CELLO experiment

[27] of a = 0:0326� 0:0026 was used, and for the Dalitz branching ratio itself, the value

was taken from the �t of the Particle Data Group, (1:198� 0:032)% [3]. The Monte Carlo

measured acceptance for the �0 ! e+e�
 normalization sample, including the 70 MeV/c2

me+e� invariant mass cut, was (0:171 � 0:002)%. Radiative corrections to �0 ! e+e�


caused a (5:5 � 1:8)% decrease in this acceptance, and were included in the quoted ac-

ceptance. 10039 �0 ! e+e�
 normalization events were observed in the data. Therefore,

the total number of �0 decays from KL ! �0�0�0 was (14:9� 0:5)� 109. Such a number

must be taken with a large grain of salt, of course, because the Monte Carlo did not always

accurately reproduce the e�ects of cuts, especially those sensitive to �-rays in the cham-

bers. Calculations involving ratios of acceptances were, however, expected to be much more

reliable since e�ects like this cancel in these ratios.

Nevertheless, this number of decays roughly set the sensitivity scale. If the �0 ! e+e�

branching ratio were 6 � 10�8 and the acceptance 1%, for example, one would expect

about nine �0 ! e+e� decays observed. This total number of decays was also useful for
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Figure 134. The acceptance and number of decays as a function of run number for the
�0 ! e+e�
 normalization sample. The time-dependence of the acceptance is evident.
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determining the number of Monte Carlo events that had to be generated to reproduce the

number of decays seen in the data. For a four-electron background, for example, where

the rate relative to �0 decays was about 10�4, approximately 1:5 � 106 events had to be

generated in each mode to reproduce the data statistics. This number of decays was also

broken down by run number in order to allow the Monte Carlo to simulate changes in

acceptance with time. The acceptance for the �0 ! e+e�
 normalization sample, as a

function of run, is shown in Figure 134, along with the number of observed events in the

�0 ! e+e�
 normalization sample.

8.5.1 Monte Carlo Samples

The Monte Carlo samples generated for this analysis are listed in Table 28. The branching

ratio given in this table is that for the entire decay chain, including the parentKL ! �0�0�0

decay in each case. The �nal column gives the ratio of the number of decays generated to

the number needed to reproduce the number of decays seen in the data. This ratio, which

will be referred to as the \Monte Carlo statistics factor", was equal to

N(background)

B(background)
= G(background)�

A(normalization)

N(normalization)
�
BR(normalization)

BR(background)
;

where G is the number of events generated in the Monte Carlo (A�G = N). In the case of

the �0 ! e+e�
 normalization sample, the error on this ratio came from the statistics of the

data and Monte Carlo samples. In the other decays, the error in the Monte Carlo statistics

factor came from this same statistical error, plus errors from branching ratio measurements

and from the estimation of the external photon conversion probability.

With this Monte Carlo, it was straightforward to calculate the single event sensitivity

to �0 ! e+e� decays, de�ned as

BR(�0 ! e+e�)

N(�0 ! e+e�)
=

BR(normalization)

N(normalization)
�
A(normalization)

A(�0 ! e+e�)
:

The acceptance of �0 ! e+e� was measured by the Monte Carlo to be (0:614� 0:009)%,

and the ratio of acceptances was then

A(normalization)

A(�0 ! e+e�)
= 0:279� 0:005;
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Table 28. Monte Carlo event samples used in the analysis
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where the quoted error was purely due to Monte Carlo statistics. The single-event sensitivity

was then

BR(�0 ! e+e�)

N(�0 ! e+e�)
=

(3:95� 0:10)� 10�4

10039
� (0:279� 0:005) = (1:10� 0:04)� 10�8:

This error was dominated by the error on the measurement of the Dalitz branching ratio.

Contributions of other systematic errors will be discussed in Section 8.6.

8.5.2 Estimation of Background to the �
0
! e

+
e
� data sample

In the four electron background Monte Carlo, a total of one background event in all four

modes was generated that passed all �0 ! e+e� requirements. Using the Monte Carlo

statistics factor for KL ! �0�0�0, �0 ! e+e�
, �0 ! e+e�
, decays (the one background

event was observed in this channel), this results in a background prediction of

0:12+0:28�0:10 events

from four electron �nal-states. The asymmetric errors represent a 68% con�dence interval

from Poisson statistics on the single observed Monte Carlo event.

The background from �0 ! e+e�
 was higher than this, as can be seen from Figure 133.

From the �0 ! e+e�
 background Monte Carlo,

0:85� 0:10 events

from high e+e� mass Dalitz decays were predicted to be in the signal region. The error

on this prediction was, again, from Monte Carlo statistics only. The total background was

thus predicted to be approximately one event.

Therefore, the number of of observed events attributed to �0 ! e+e� was

8:0+4:1�2:9 events:

The statistical error on this number represents the 68% con�dence interval from the Poisson

statistics on nine observed events, plus the small contribution from the statistical error on

the background determination. With the number of events above background known, a

branching ratio may now be quoted.
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8.5.3 Radiative Corrections to �
0
! e

+
e
�

Before doing extracting this branching ratio, however, some sober re
ection on the e�ects of

radiative corrections on the �0 ! e+e� measurement is in order. The Monte Carlo generates

events with the full predicted e+e� spectrum from bremsstrahlung diagrams (Figure 7)

and also events which do not produce any �nal state particles because of the destructive

interference between the vertex correction diagram (Figure 6) and the tree-level process.

Therefore, the measured branching ratio was actually the branching ratio one would expect

in the absence of radiative corrections.

Does it make sense to quote this as a \branching ratio"? I would argue no for two

reasons. First this branching ratio actually includes events which \disappear" due to the

destructive interference of radiative diagrams! Clearly, this has no business being quoted in

a branching ratio. Second, for e+e� invariant mass below 110 MeV/c2, it is possible for the

magnitude of the interference of Dalitz decay and �0 ! e+e� to be larger than the rate for

�0 ! e+e� itself. What it means in this case to quote a rate for �0 ! e+e� separate from

Dalitz decays is less than clear. Therefore I have chosen to quote a branching ratio only for

the high e+e� invariant mass excess over Dalitz decays from �0 ! e+e�.

In order to minimize the dependence on the model of radiative corrections, the range

of e+e� invariant masses included in the branching ratio was chosen to be similar to that

selected by the experimental cut, as shown in Figure 135. From the model of radiative

corrections, 86:2% of events generated by the Monte Carlo simulation of �0 ! e+e� pro-

duced an electron-positron pair with an invariant mass in the range 0:95 < x < 1, where

x = (mee=m�0)
2. The branching ratio extracted for �0 ! e+e� was then,

BR(�0 ! e+e�; (
mee

m�0
)2 > 0:95) = (0:862)�N(�0 ! e+e�)� (1:10� 0:04)� 10�8;

where the �rst factor is from the restriction of the e+e� invariant mass range, and the last

is the single-event sensitivity computed above.
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Figure 135. The predicted e+e� invariant mass spectrum from radiative corrections to
the �0 ! e+e� process. The location of the experimental cut and the range included in the
quoted branching ratio are also shown.
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8.6 Systematic Errors

Although it may seem pointless to discuss systematic errors to a measurement with such a

large statistical errors, the studies involved in calculating systematic errors were important

to make the �nal result convincing. Systematic e�ects were particularly important because

the subtraction of the Dalitz background which, after all, was signi�cantly larger than the

size of the signal only a few MeV/c2 in e+e� invariant mass away from the signal region.

Systematic errors were measured by making a change in the analysis of Monte Carlo

event samples and observing the e�ect on the ratio of acceptances. For example, to study the

e�ect of residual di�erences between data and Monte Carlo in the glass energy resolution,

energy smearing was added to or removed from cluster energies in Monte Carlo events, and

the e�ect on the acceptance in the normalization mode and the signal or background mode

was computed. Since only the ratios of acceptances entered into quantities used to extract

the branching ratio, it was the change in these quantities that contributed to systematic

errors.

The most important systematic e�ects were those involving the drift chamber invariant

mass resolution and scale. This resolution and scale was checked in studies involving KL !

�+�� decays (see Section 5.6.1). The invariant mass scale was shifted 2:5� (0:05%), and two

models of additional momentum smearing based on the resolution observed in KL ! �+��

decays were tested. The total systematic error in the single-event sensitivity was about

1%, and the error on the background prediction was large, 20%, but even this was small

compared to the statistical errors.

The e�ects of misunderstanding the lead-glass were studied by changing the glass energy

scale, adding uncorrected pedestal shifts (20 MeV coherent, 60 MeV random), smearing the

lead-glass gains, and adding large coherent changes to calibration constants in the most

damaged blocks. Because the cuts on quantities a�ected by the lead-glass energy and

position measurement were loose, the e�ects were fairly small.

Systematic e�ects also resulted from errors in measurements of branching ratios, the

�0 ! e+e�
 branching ratio in particular, and in the error in the measurement of the �0

form-factor slope. Because there was some disagreement in past measurements of this slope
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in Dalitz decays (see Figure 5), this slope was allowed to vary by �0:1. The e�ect of

this systematic error was reduced somewhat by the fact that the the error in single-event

sensitivity and background had opposite signs and thus canceled to some extent.

There was some dependence in the number of �0 decays measured by the normalization

mode on the e+e� invariant mass cut used in the analysis of this mode. Because this e�ect

was greater than one statistical standard deviation, a systematic error from this change was

included to be conservative.

Another systematic study was done to determine the e�ect ine�cient wires in Chamber 2

had on the e�ciency of the cut used to remove the four-electron background. Because this

cut was so important, it was necessary to know if there was any e�ect from imperfect

knowledge the chamber e�ciencies. Four wires, two in the center of each view of the

chamber, were turned o� in software for the purposes of the Chamber 2 extra hits cut, and

no change in the background prediction resulted. Therefore, no systematic error was added

to account for uncertainties in wire e�ciencies.

Finally, one could ask if there were any backgrounds which were not included in the

Monte Carlo simulations. For example, backgrounds involving charged pions, misidenti�ed

as electrons, in the �nal state would fall into this category. Such backgrounds unrelated to

KL ! �0�0�0 decays were studied by looking in sidebands in one kinematic variable, while

keeping the cuts on all other variables the same. The regions in p2t between 1025 (MeV/c)2

and 10250 (MeV/c)2, and in e+e� mass between 139:5 MeV/c2 and 240 MeV/c2 were

studied. If a background unrelated to KL ! �0�0�0 decays had existed in the sample, it is

plausible that such a background would have been 
at in p2t and in me+e� . No events were

observed in these sidebands, and from this fact and the assumption of 
at backgrounds, one

can derive an upper limit of 0:26 events at the 90% con�dence level from such backgrounds.

All the considered sources of systematic error are shown in Table 29. The contribution

to the �nal result from the large fractional errors in backgrounds were of course dimin-

ished because the backgrounds themselves were so small. The total systematic error on

the branching ratio measurement, combining the e�ects on the single-event sensitivity and

backgrounds in quadrature, was 7:1%.
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Table 29. The systematic errors

Source of Error

�����A(�0 ! e+e�)
A(normalization)

���� ���� A(background)
A(normalization)

���
Invariant mass 0:1% 6%

scale shift (0:05%)

Momentum resolution 0:2% 12%

smear (Gaussian)

Momentum resolution 1:0% 2%

smear (non-Gaussian tail)

Chamber Total 1:3% 20%

PbG energy scale 0:6% 1%

Shift (1%)

Gain Smear (2%) 0:2% 3%

Pedestal Shifts 0:1% 1%

Damaged block study 0:3% 3%

(based on data-MC

disagreements in high

� blocks)

Total PbG 1:2% 8%

Dalitz branching 2:7% < 1%

ratio error

Form-factor slope 5:0% 12%

error (0:1)

Normalization e+e� 1:9% 1:9%

mass cut

Non-simulated 27%

backgrounds

Total Error 6:2% 37%



CHAPTER 9

CONCLUSIONS

Even my sweat smells clean.

| Emily Saliers

With a measured branching ratio for �0 ! e+e�, one can compare the result with that

expected by theory. The real part of the amplitude for �0 ! e+e� is extracted from all

available experimental data, and the question of non-Standard Model contributions is con-

sidered.

9.1 This Result

With nine events observed, including a predicted background of approximately one

event, we have measured

BR(�0 ! e+e�; (
mee

m�0
)2 > 0:95) = (7:6+3:9�2:8(stat)� 0:5(syst))� 10�8;

over and above the contribution from Dalitz decays [75]. The model of radiative corrections

�0 ! e+e� developed in Section 1.3 was used to predict an e+e� invariant mass spectrum

for �0 ! e+e�. This spectrum can be used to predict the rate for �0 ! e+e� with di�erent

cuts on me+e� , as shown in Figure 136.

The same model of radiative corrections can also be used to predict a rate for �0 ! e+e�

in the absence of radiative corrections, �0ee. This rate is useful because it is the rate that

is predicted by theoretical calculations of �0 ! e+e�. �0ee was obtained by integrating over

the entire bremsstrahlung spectrum, and then adding back the radiative correction to the

total rate. Through this procedure, we obtain

279
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Figure 136. The branching ratio for �0 ! e+e� for x > xcut as a function of xcut for
the measurement described in this thesis
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�0ee
�all

= (8:8+4:5�3:2(stat)� 0:6(syst))� 10�8;

where �all is the total decay rate for the �0.

9.2 All Experimental Results

The experimental situation before this measurement was discussed in Section 1.4. The

measurement described in this thesis was only slightly more sensitive than the best previous

measurements. However, there was a vast improvement in background rejection compared

to past e�orts. Despite observing only nine events, the background was su�ciently low that

the detection of �0 ! e+e� had a very high statistical con�dence. The probability of the

1 event background in the signal region 
uctuating to 9 or more observed events is about

10�6.

There was also a new measurement from the Brookhaven E851 collaboration [76] which

was published simultaneously with this result. The E851 measurement was made using the

K+ decay-in-
ight technique, and was signi�cantly more sensitive than this measurement,

observing 21 � 7 events attributed to �0 ! e+e�. However, this measurement had back-

ground from both K+ ! �+e+e� and K+ ! �+�0, �0 ! e+e�
, and only obtained a

signal to noise ratio of approximately 1:1 in me+e� at the �0 mass peak. From this sample,

they measure

BR(�0 ! e+e�) = (6:9� 2:3(stat)� 0:6(syst))� 10�8 [76]:

This branching ratio measurement did not include any radiative corrections or quote any

explicit cut-o� in the e+e� invariant mass. They quote a second branching ratio that results

from incorporating a model for radiative corrections [48] into their Monte Carlo.

BR(�0 ! e+e�) = (8:0� 2:6(stat)� 0:6(syst))� 10�8 [76]:

This second value is equivalent to the �0ee=�all de�ned here. Branching ratio results from

all measurements of �0 ! e+e� are shown in Figure 137.

It is interesting to make a best �t to all the available data to extract a branching

ratio. Since the early detections of �0 ! e+e� from the Geneva-Saclay and LAMPF groups
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have already been shown to be inconsistent with the SINDRUM measurement, these two

measurements were excluded from the �t. The OMICRON measurement was also not

included because it did not signi�cantly a�ect the result.

In order to correctly include the e�ects of �nal-state radiation, the values of �0ee=�all,

rather than the measured branching ratios were combined. In the case of the SINDRUM

measurement, their quoted branching ratio is equivalent to �0ee=�all, because their normal-

ization interaction, ��p! ne+e� included similar �nal state radiative e�ects [52]. For this

comparison, statistical and systematic errors from each measurement were combined. The

probability distributions in �0ee=�all extracted from the measurement described here [75],

the Brookhaven E851 measurement [76], and the SINDRUM upper limit [52] are shown

in Figure 138, along with the combined probability distribution. This combination of the

three measurements yields a best �t value of

�0ee
�all

= (7:8� 2:1)� 10�8:

Using the model of radiative corrections described in Section 1.3, this leads to a branching

ratio of

BR(�0 ! e+e�; (
mee

m�0
)2 > 0:95) = (6:7� 1:9)� 10�8:

9.3 Implications for Models of �0 ! 

 ! e
+
e
�

Recall from Section 1.2, that the rate for �0 ! 

 ! e+e� can be written as

�(�0 ! 
�
�! e+e�)

�(�0 ! 

)
= 4:75� 10�8 � (1 + r2);

with

r =

����RefRgImfRg

���� ;
where R is proportional to the amplitude for �0 ! e+e�. Recall that the imaginary part

of this amplitude was known, but the real part was model-dependent. One can use the

measurement of the �0 ! e+e� branching ratio to place constraints on allowed values for

r. Shown in Figure 139 are the probability curves as a function of r from considering this
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Figure 138. Probability distributions for �0ee=�all from the three most signi�cant mea-
surements of �0 ! e+e� and the combined probability distribution

Figure 139. Probability distributions for the real part of the amplitude for �0 ! e+e�

from this experiment alone and from the best �t from all experimental data
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result only, and also from all the experimental data combined. If we consider only the result

described in this thesis, one obtains

0:68 > r > 1:35 (68% con�dence)

0:42 > r > 1:59 (90% con�dence):

The combined experimental data favors a smaller real portion of the amplitude,

0:54 > r > 1:05 (68% con�dence)

0:34 > r > 1:17 (90% con�dence):

Both results are consistent with every model listed in Table 2, except the nucleon loop model

[35] and the dispersion relation calculation of Tupper and Samuel [37]. The disagreement

with the latter should be no surprise, however, since this calculation re
ected an e�ort to

explain the seemingly anomalous early results of the Geneva-Saclay and LAMPF groups.

One can actually use the results from the measurement of �0 ! e+e� and the related

process � ! �+�� to obtain the sign of the real part of the amplitude for � ! �+��. From

the work of Ametller, Bramon and Mass�o [34][77],

RefR�eeg � RefR���g = 12� 2;

where the error includes a estimation of the model-dependence of the result. (If one assumes

their Vector Meson Dominance model [34], the error on the di�erence is much smaller,

11:4� 0:4.) Since the measurement of �! �+�� at SATURNE [41] gives

RefR���g � �(3� 1);

the sign of the amplitude for �0 ! e+e� is clearly positive. All the available data can

be combined to attempt to determine the sign of this amplitude for � ! �+��, but even

with the improvements in the �0 ! e+e� measurement, the results are still inconclusive, as

shown in Figure 140.
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Figure 140. The implications of the measurement of � ! �+�� and �0 ! e+e� for the
sign of the real part of the amplitude for � ! �+��. The shaded region re
ects one standard
deviation errors on each measurement. The area between the curves re
ects allowed regions
for each sign of the real part of the � ! �+�� amplitude, including theoretical errors.
Thanks to R. Kessler for producing this �gure.
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9.4 Constraints on non-Standard Model Processes

Unfortunately for those who like the exotic, this new measurement of �0 ! e+e� leaves

little room for non-Standard Model contributions. The observed rate is now completely

consistent with what one expects from models such as Vector Meson Dominance.

Mass�o has considered the e�ect of a short-lived axion with a mass of approximately

1:8 MeV/c2 coupling to �rst-generation fermions on the decay �0 ! e+e� [47]. (Such

an axion was brie
y thought to have been capable of escaping all previous attempts at

experimental detection.) The branching ratio of �0 ! e+e� including only the e�ects of

this axion mixing with the �0 was shown to be greater than 16� 10�8 for any such axion

capable of decaying to electrons (ma > 2me). This result thus rules out the existence of

such an axion.

The decay �0 ! e+e� has also been considered as a place to observe the e�ects of

light pseudoscalar Higgs particles [46]. Unfortunately, the light mass of the �0 makes

any e�ect very small, and any contribution from such a Higgs would be several orders of

magnitude below the unitarity bound. (A similar search in a leptonic decay of a much

heavier pseudoscalar, like an �b, would prove much more fruitful.) Thus, these new results

can shed little light on the Higgs sector.

Perhaps the most interesting of the non-Standard Model e�ects which can be studied in

�0 ! e+e� are those of leptoquarks. As has been pointed out by several authors [45][78], a

pseudoscalar lepton-hadron coupling would appear as a contribution to the real part of the

�0 ! e+e� amplitude. The limits on the real part of the amplitude presented here could be

used to limit such contributions, but better limits on the lepotquarks to which �0 ! e+e�

is sensitive exist from recent atomic parity violation experiments and from measurements

of muon conversion on nuclei [79].

9.5 Summary

The rare decay �0 ! e+e� has been observed, and its branching ratio measured. This result

represents the only low-background detection of this decay to date, and helps to resolve a

long-standing experimental puzzle in the rate for this decay. This result also con�rms
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theoretical prejudices that predict the rate to be near the unitarity limit for the decay. No

non-Standard Model e�ects are needed to explain the observed rate. Improvements in this

measurement could help to distinguish to some extent among various models for structure

in the �0

 vertex, although the di�erences among models are small. The most immediate

result from an improvement in the measurement might be a de�nitive determination of

the sign of the real part of the amplitude for � ! �+�� which is still uncertain at the

present. Planned rare KL and K+ decay experiments should be able to make signi�cant

improvements in the precision of this measurement in the near future.
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