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Abstract

A search for the top quark (¢) in pp collisions at v/8 = 1.8 TeV is described. We consider
the ¢t pairs, followed by semileptonoic decays via real W bosons: # — W*b W- }
— Lil;X, where I, and [, are electrons or muons. Analysis is based on data with an
integrated luminosity of 21.4 pb~! collected with the CDF detector at Fermilab in the
1992-93 collider run. We observe two ey events with the total dilepton backgrounds of
0.56 4 0.14 events. We also determine the lower bound on the top quark mass to be
120 GeV/c? at the 95% CL.
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Chapter 1

Introduction

Particle physics deals with the study of the fundamental constituents of matter and the
nature of the interactions between them. As of today, the Standard Model of particle
physics [1] with three generations of quarks and leptons has provided a successful descrip-
tion of known quarks and leptons. Within this model, the quarks occupy 3 left-handed

doublets and six right-handed singlets as shown below.
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The Standard Model predicts the existence of the top quark, but direct searches in
the collider experiments have so far failed to yield evidence for the top quark.

We can argue several questions about the top quark:
¢ Does the top quark really exist?
e How strong is the current evidence for the top quark?

e How do we detect the top quark?



It is reported that the top quark must be more massive than 91 GeV/c?, at least 18
times heavier than any other quark mass' . The most interesting question is why the
top quark is so heavy. But we have no idea why it is heavier.

This thesis describes an attempt to search for the top quark, performed on data
taken by CDF collaboration during the 1992-93 collider run at Fermilab. The search
is made by detecting two high Pt leptons in the event. Th dilepton decay channel is
the most promising one to detect top, since the backgrounds are relatively small. The
emphasis is placed on how to separate the signal from backgrounds.

The remainder of Chapter 1 is devoted to an overview of theoretical prediction and
current status of the top quark searches and to describing the production and decay
mechanisms which the Standard Model top quark is anticipated to have. Chapter 2
briefly reviews the Tevatron and the CDF detector. In Chapter 3, we discuss the Monte
Carlo data sets to evaluate the accetance for the top quark and to study background pro-
cesses. Event selection tools are described in Chapter 4. Based on these tools, dilepton
event selection criteria to enhance the top signal is studied in Chapter 5. This section
also describes the results of the search in our data sample. Chapter 6 is devoted to the
determination of the detection efficiency for the top quark. Systematic uncertainties are
also estimated. In Chapter 7 we estimate the background contribution to our selection
criteria. In Chapter 8 we summarize the top quark search both in the high mass region
and in the low mass region. We also derive a lower limit on the top quark mass. Chapter

9 concludes this analysis.

1.1 Theoretical indication for the top quark

The theoretical motivation the top quark must exist is that the complete families are
required for the cancellation of anomalies in the current which couple to gauge fields.

If the gauge current is anomalous, the gauge theory is not renormalizable. Hence the

'Recently, DO collaboration extended the lower bound on the top mass to 131 GeV/c? [2]



partner of the b,7 and v, must exist to complete the third family.

1.2 Indirect evidences for the existence of top quark

The top quark should exist in the framework of the Standard Model. Evidence for its
existence is quite strong. Experimentally, there are four pieces of data which indicate
the existence of an SU(2) partner of the bottom quark, i.e., top quark.
They all come from measurement of the properties of b measons.

(1) Forward-backward asymmetry in e*e™ — bb
In the Standard Model, the bottom quark is produced in e* e~ annihilation with aforward-
backward asymmetry which is given by

s _o60<m/2)—a(8>7/2) —3T3T3s/ M2
FB ™ o8 < 7/2)+ a(f > x/2) ~ 8sin® Oy cos? By - Qy(s/ M2 — 1)

With 72 = T = —1/2, @, = —1/3 and the measured M and sin’#, one can expect
an asymmetry of about -0.25 at a center of mass energy of /s ~ 35 GeV. The JADE
collaboration has observed an asymmetry of -25.0 + 6.5 % at the PETRA ete™ col-
lider [8]. In the absence of a top quark, the bottom quark would be a singlet of weak
isospin(7;} = 0) resulting in zero asymmetry.

(2) Upper limit on the flavor changing decay b — p*p~ X
At the time when only u, d, s quarks were known, Glashow, Iliopoulas and Maiani pointed
out that the existence of a charm quark (in a same doublet with the s quark) would ex-
plain the experimentally observed extreme supression of flavor changing neutral current
(FCNC) s — d transitions (GIM mechanism). It is natural to search for flavor-changing
neutral currents in the weak decays of the b quark.

Some nonstandard models predict FCNC in the b decay. Kane and Peskin[13] showed
that thee ratio I'(b — I*1~+ X)/T(b — lvX must exceed 0.12, if there were no top quark
and the bottom quark were a member of a left-handed-singlet. This corresponds to a

branching ratio for 5 — 171~ X of greater than 1.3 x10~%. No positive evidence for FCNC



in the b decay has been observed. Upper limits on the branching ratio for b — 71~ + X)
have been set by several groups and the most stringent limit is 1.2 x10~2 from a CLEO
search[14], a factor of 10 below the Kane-Peskin limit.

(3) Observed value of the B’B° mixing
It was a surprising results that the observation of nonvanishing amount of BJBY mixing
was made by the ARGUS collaboration [15]. While the UA1 collaboration [16] had
already observed a positive signal of B’ B® mixing the previous year, it could be ascribed
to B, mesons; the ARGUS signal was the first to point to mixing of B; mesons.

The important contribution to mixing is via the box diagrams of Figure 1.1. The
mixing is usually described by the mixing parameter » which is defined as the ratio of the
probabilies that an initial B® decay as a B” or as a B, r=prob(B® — B°)/prob(B° —
BY), where r=0 means no mixing.

The mixing parameter 7, is given by [17]

(AM/T)? z?

= S (AM/T? ~ 2422

where AM is the mass difference between weak eigen states of B® and B° and T is their
lifetime. AM calculated from the matrix element for the By transition assuming the

box diagram with a virtual top quark exchange is given by [17]
AM = 1/61‘2 G?_—B;,ﬁ,mfwmb | V",Vu{- I2 .

Note that AM is proportional to square of the top quark mass, m,,. The observed
large B° B® mixing actually indicates that the top quark is heavy. ARGUS reported [15]
that r4 = 0.22 £ 0.08. This value suggests that the top quark mass is larger than about
50 GeV/c2.

(4)Meaurement of Z — bb width

The last evidence for the existence of the top quark comes from the precision measurre-



ment of Z — bb decay width at LEP by ALEPH and L3 [18] which give
I'(Z — bb) = 350 + 50MeV.

One can calculate the width including the small QCD corretion to be

GFM%

= nt

Qg

o (T — Qysin? Oy )? + (Qp sin? By )?],

I(Z — bb) =
and gets

I(Z - b5) = 381MeVior TP = —1/2;

= 24MeVior T} =0

corresponding to whether the b quark is accompanied by a SU(2) partner or not. The

measured value clearly suggests the presence of a SU(2) partner of b -i.e. the top quark.

1.3 Indirect constraints on the top mass

A number of indirect constraints on the top mass is available.
The ratio of cross sections for W and Z production with subsequent decay into ev or ee

is related to the W and Z total width through the formula,

owBr(W s ev) owI(W —ev)Ty

_e ozBr(Z — ee) oz I'(Z — ee) Ty

The measurement of the ratio R allows us to set a lower limit on the top mass, independ
of its decay modes. The width of the W (I'w ), which depends on the top gquark mass,
can be extracted from the ratio. The first two terms are predicted by QCD, and a large
fraction of the uncertainties cancel in taking the ratio of the cross section. The width
of the Z is precisely measured by LEP. We find that M,,, >45(49) GeV/c? at 95(90) %

confidence level [19].



Measurements of low-energy neutral current parameters and vector boson masses are
sensitive to the top mass via one-loop radiative corrections in the Standard Model. The
relation between the electroweak parameters can be expressed [20] as

A?
M} (1 - Ar)’

sin‘ly =

where A = (7a/v/2G,)"?, sin®8y = 1 — M{, /M2 and Ar is a radiative ccorrection
involving, among other parameters, the unknown top mass and the Higgs mass. The
upper bound on the top mass is estimated to be 150-250 GeV /c? [9].

We can see that there are a number of parameters within the Standard Model which
have some dependence on the top mass. Thus by combining all of the measurements with
the theoretical analysis of their dependences on the top mass, it is possible to extract
predictions for the allowable range and most likely value for this parameter. Several
groups have reported the mass range and global fits to recent precision electroweak

measurements yield a favored mass of M,,, = 1647|{"}8 GeV/c? [11]

1.4 Previous Searches

Direct searches in the collider experiments have so far failed to yield evidence for the

top quark. We describe these searches at e*e™ and pp colliders.

1.4.1 Searches at e"e colliders

In e*e” colliders, charged particles of mass up to the energy of the beam can be produced
in pairs. Thus we would expect to observe charged quarks with mass up to the highest
energy available, until recently at LEP.

An electron and a positron annhilate into quark and antiquark pairs. The hadron

cross section, relative to the p-pair cross section given by

R = o(e*e” — hadrons)/a(ete” — pp) =3 3 €7,
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where e, are the charges of quarks and the factor of three comes from three colored
quarks. This R value means just the sum of the squares of the quark charges times the
number of colors in the final state. For the center of mass energy >10 GeV, all the

known quarks are included in the sum,

R = 3(e+ei+e+e+ef)
3(4/9+4/9+1/9+1/9 +1/9) = 3.66

A plot of measured R value is shown in Figurel.9. It is clear from this figure that the
ratio is essentially constant in between thresholds for production of new heavy quarks.
An increase in the hadronic cross section at the threshold for production of a new

generation of quarks: for top quarks, e, = 2/3 one should observe A R=4/3;

The process Z — tt is an excellent way to look for the light top quark, and the
large number of Z’s allows the LEP experiment to exclude a top quark mass less than

46 GeV/c* at 95% confidence level with little dependence on the top decays.

1.4.2 Searches at pp colliders

The proton-antiproton collider experiments at CERN and Tevatron give us a unique
oppotunity and have played a major role to search for the top quark because of its large
center of mass energy.
Searches at SppS
The first hadron collider search was made by UA1l at SppS [21]. UA1 explored a top
quark mass range above 40 GeV/c?, where pp — W — tb is more important than the
strong production channel at /s = 630 GeV. Top searches by UA1 have been performed
using the p + jets and pp channels.

The p + jets selection applied on the 1988-1989 data required an isolated muon with

transverse momentum PJ >12 GeV/c? accompanied by at least two jets with transverse



energies E}"' >13 GeV and Ef** >7 GeV. A transverse mass  cut of M4 <60 GeV/c?
is used to reject backgrounds from W — uv produced in association with jets. After
selection, the main backgrounds for top are muons from the semileptonic decays of heavy
flavors in bb and cZ events, and from the decay in flight of kaons and pions. Four variables

are used to distinguish the top signal from from backgrounds. (i) An isolation variable,

1=+/(3 Er/3)*+ (3. Pr/2)? , where the sum runs over all calorimeter cells and tracks in
a cone of radius R=0.7 ? surrounding the muon. (ii) The muon transverse momentum,
Py. (iii) The missing transverse energy, £7. (iv) The azimuthal separation between the
muon and the leading jet, A¢(u — jetl).

Muons from bb and ¢ are produced inside or near jets and are not isolated while
muons from very heavy quark decay are usually well separated from the jets and therefore
isolated. No excess of isolated muons is observed in the UA1 data.

For improved sensitivity, all four variables are combined in a ‘likelihood’ variable :

b= f[lP‘,,p(X.-)/PM(X,-), (1.1)
where P,,,(X;) and Py, (X;) are the probability density functions of the variable X; for
top signal events and for bb and ¢z background events, respectively. After a final cut
of In(L) > 4, only 2 events remain in the data while 2.840.8 events are expected from
bb, c¢ and decays in flight. A total of 6.2 top events (4.1 from tb and 2.1 from tf) are
expected for M,,, = 50 GeV/c?. From the p + jets analysis , a 95 % CL lower limit of
M., >52 GeV /c? is obtained.

The UAI search in the pp channel required one isolated muon with P} >8 GeV/c,
a second non-isolated muon with Py >3 GeV/c and at least one jet with EJ" >10 GeV

to search for W — tb. Again, no top signal was found and the data were consistent with

“The transverse mass variable is defined as M}" = /2P] Pr(1 — cos Agd,,), with Pr the missing
transverse energy in the event, and Ag,, the azimuthal separation between the muon and missing
transverse energy vectors.

R is a distance measured in pseudorapidity-agimuth space (radians). R = (An)? + (Ag)%. n =
—In(tan(6/2)). 6 is the angle to the proton direction.



expected backgrounds, predominantly from b-quark and c-quark production and decays
in flight. The ppu channel alone excludes M,,, >46 GeV/c? at the 95 % CL.

UA1 has combined the 1988-1989 searches in the g + jets and pp channels with
previous searches from 1983-1985 in the e + jets, u + jets, and ppu channels. The
combined UA1 limit is M;,, >60 GeV/c* at the 90% CL.

The UA2 collaboration has looked for semileptonic decays of the top quark in the e
+ jets channel [4]. The UA2 e + jets selection required an electron candidate with Ej
>12 GeV, missing transverse energy Fr <15 GeV, and at least one jet with E}" >10
GeV. To reduce misidentification backgrounds, events with the electron back-to-back to
the leading jet were rejected. The major background after these cuts is from high Py W
events produced in association with jets. The transverse mass of the electron-neutrino

system

M’ = \/2E5Er(1 — cos Ad,) , (1.2)

is used to distinguish a possible top signal from the W + jets background. The transverse
mass distribution for the UA2 data was found to be consistent with expectations from
W boson decay alone. The top quark would manifest itself as an excess of events in the
low transverse mass region. The absence of such an excess in the UA2 data implies that

M,,, >69 GeV/c* at the 95% CL.

Previous searches at CDF

The first CDF top results came from searches in the e + jets[5| channel and in the ey[6]
channel. The search in e + jets, similar to the UA2 analysis already described, employed
the transverse mass variable to discriminate between top events and the dominant W +
jets background. A limit of M,,, > 77 GeV/c* was obtained. This method is no longer
useful when M,,, approaches My, in which case the transverse mass distributions are
very similar.

The ep signature requires the presence of an electron and a muon with opposite

electric charges, each with transverse momentum above the threshold P*'" = 15 GeV/c%.



There is one event in the top quark signal region. Given one candidate event, a 95%-C.L.
the lower bound on the top mass of 72 GeV/c? was obtained.

A straightforward extension of the ey analysis is to also search for top in ee and pp
events|7|. Dielectron and dimuon events were selected by requiring Pr > 15 GeV/c? for
each lepton. A simple mass cut around the Z peak removes most of the background from
7 decays. After the mass cut, the signal to background ratio is improved by requiring
missing transverse energy £r > 20 GeV. Also, events with back-to-back or collinear
dileptons are eliminated by requiring the azimuthal opening between the leptons to be
in the region A;+;- < 160°. After all cuts, there are no ee or pp events remaining in
the data. With only one ep event observed, the limit from the ey, ee, and pp channels
together is M,,, > 85 GeV/c .

Finally, CDF has looked for additional low Py muons in the e + jets and gz + jets
samples. The low Py muon in the event is employed as a possible tag of the bottom
quark in the chain ¢ — b — u. No candidates were found. The result of the low Py
muon search combined with the previous dilepton searches extends the CDF top quark

mass limit to My,, > 91 GeV at the 95%-C.L.

1.5 Heavy quark production and decay

1.5.1 Production

The parton model describes succesfully the hadronic cross section involving a large
momentum transfer. We assume that any physically observed hadrons are made up of
constituent particles, "partons”, which we identify with quarks and gluons. At high
energy, the masses of partons are neglegible compared to the scale of Q of the hard
scattering. A schematic view of a pp collision is shown in Figure xx. In this picture the

scattering occurs between partons that are treated as quasi free particles inside hadrons.
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The parton model cross section is given by the formula
o =Y [ deidesdi(3)i(e1,Q) fi(22, Q%)
tJ

The momentum distributions of the initial partons are represented by a set of parton
distribution functions f;, which gives the probability for finding a parton of type i inside
the hadron carrying a fraction z of the hadron’s total momentum. The subscript i and j
indicate the type of the incoming parton. The sum extends over all parton cross sections
o,; contributing the process. The parton cross section is evaluated at the parton center
of mass energy /s through the relation =z,z,s. They are calculable with perturbative
QCD and are expressed as an expansion in the coupling constant a,.

In the lowest oder (a?), the processes are quark-antiquark annihilation and gluon-

gluon fusion:

g+9—-Q+@Q
9+3—-Q+Q (1.3)

The Feynman diagrams for these processes are shown in Figure 1.3. Two important
kinematic consequences of the leading order processes are (1) the quark and antiquark
are produced back-to-back in the parton-parton center of mass frame and remain beck-
to-back in the plane transverse to the colliding beam and (2) the heavy quarks are
emitted with an average transverse momentum of about the half of the quark mass.
The issue of higher order QCD corrections is important in heavy quark production.
The splitting of a final state gluon from gg — gg, into a pair of heavy quark (g — QQ)
occurs with only a small fraction of oder ~ ag(m?) of the time. However, given the
large cross section of gg — gg, it can be a competitive quark production proceess. This
process (gg — gQ@) and other 2 — 3 processes of order a, as well as the a? part of
the 2 — 2 processes of 1.3 have been calculated by Nason, Dawson and Ellis [25]. The

following parton subprocesses are included in the calculation up to order a’:
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3+73—Q+Q  a%,al
9+9—-Q+Q af, ag
g+§—Q+Q+g of
9+9—-Q+Q+g af
9+9—-Q+Q+q a}

9+3—-Q+Q+q af (1.4)

The theoretical cross sections depend on thee different input quantities: parton dis-
tribution functions, choice of renormalization and factorization scale u, the choicee of
running coupling ag (or equivalentlly, the choicee of the QCD parameter A, since ag is
a function of g/A), and the mass of the heavy quark. -

The corections affect the ¢£ production cross section. Due to the large uncertainties
in the gluon structure function at small z together with contributions to the total cross
section from gluon-gluon diagrams, total cross section is quite uncertain.

Since the top quark is now believed to be heavier than the W, a dominant production
process is the tf pair creation by gluon-gluon fusion and gg annihilation. Above a top
mass of about 100 GeV /c?, g7 annihilation is expected to be the dominant production
source.

In order for the experiment to compute the number of ¢f events expected, or to set
the lower bound on the top mass, it is important to have a good central values for the
production cross sections as well as estimation of systematic uncertainties. Cross sections
have been calculated within QCD at the full NLO [25]. Recent work has extended those
results with the inclusion of clases of higher-order diagrams dominated by the emission

of multiple soft gluons[26].
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1.5.2 Fragmentation of heavy quark

After a heavy quark is produced, it ‘fragments’ or ‘hadronizes’ into a hadron containing
its flavor, and some softer, light-flavored hadrons.

The fragmentation function Dj of a heavy quark Q into a Q-flavored hadron H de-
scribes the probability that the hadron carries away a fraction of the quark’s momentum
between z = Py /Py and z + dz. A softer fragmentation (i.e. the hadron carries away
less of the quark’s momentum) will result in more accompanying hadrons with higher

energies. Heavy quark fragmentation is modeled with the Peterson parametrization [33]:

DH N

R T ) o

where N is a normalization constant and the Peterson parameter € is proportional to
1/M}. The Peterson parametrization adequately describes existing ¢ and b quark frag-
mentation data, as is seen in figure 1.6.

In the spectator approximation, the heavy quark contained in the hadron is assumed
to decay independently of the other constituents, since the energy released by the quark

is much bigger than the typical quark binding energies.

1.5.3 Decay of heavy quark

The experimental lower limit of 91 GeV/c? on the top mass is valid so that the top
quark decays into a bottom quark and a charged intermediate vector boson (t — Wb) *

in the minimal Standard Model. In the limit in which M,,, >my the width is given by

GrM;,

812

m
I(t — bW) = | Vs |22 170 | Vi |2 (gi)i’

MeV

"Decays into a strange quark or a down quark is possible: t —+Ws or Wd. But according to the
Kobayashi-Maskawa theory, the top decay rate into these two quarks are too small to detect, because
KM matrix elements Vi, (T ~ 0.0025) and Vigq (I'y ~ 10~%) are very small compared to V;3, which is
close to 1.
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When the top quark is so heavy that the width becomes bigger than a typical hadronic
scale. The top quark decays before its hadronization so that the meson are never formed.

The two W bosons subsequently decay either to a lepton and a neutrino or a quark
and an antiquark while the b quarks hadronize to a jet. The branching fractions for the
different decay modes are listed in Table 1.1. The tf decays can be characterized by the
decay mode of the final state W*W ™ pair. The branching ratio is given by counting
over the decay modes ev, uv and 7v and three colors of ud and c3. with roughly equal
probability for a total of nine possible final states. The brancing ratio for each mode is
thus 1/9.

Most often both W bosons will decay to a quark-antiquark pair, leading to a fully
hadronic final state. While this happens for about 44% (6/9x6/9) of tf decays, there is a
huge background from all other QCD multijet production processes, making separation
of the tf signal from the background extremely difficult. If one requires that at least
one of the W*W™ pair decay leptonically, the backgrounds are substantially reduced.
Because of the difficulties associated with identifying 7 leptons, the backgrounds are
reduced further if the lepton is restricted to be either an electron or a muon. When
just one of the W bosons decays to an electron or muon, the final state includes a
high transverse momentum charged lepton, a transverse momentum imbalance from
the undetected neutrino, referred to as missing Er or Er, and four or more jets from
the hadronized quarks. This ‘lepton + jets’ mode occurs about 30% (2/9x 6/9x2) of
the time and the background comes predominantly from higher-order production of W
bosons, where the W is recoiling against significant jet activity. the rate is about 2
to 10 times larger than the if rate, depending on the top mass and the jet selection
requirements used.

Dilepton events with leptons coming directly from the decay of the W would have a
probability of 1/9 x 1/9. Thus ee, pp, and 77 all occur with the same rate. For an ep
event, since there are two choices for which the W decays to e or u, a branching fraction

is 2/81. Hence, we would expect the branching ratio of dilepton events (ee, uu or ep) is
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Decay mode | Branching ratio
tt — qqrbqqrb 36/81
tt — qgtbevb 12/81
tt — qglbuvb 12/81
tt — qqlbrvb 12/81
tt — evbuvb 2/81
tt — evbrvb 2/81
tt — pvbrvb 2/81
tt — evbevb 1/81
tt —s pvbuvb 1/81
tt — Tvbrvb 1/81

Table 1.1: Decay modes for a ¢t pair and their branching ratios (to lowest order) assuming
charged-current decays. The symbol g stands for a light quark: u,dc,s.

about 5%.

1.5.4 Signature

One expect event configurations consisting of two leptons, missing transverse energy and
as many as two additional two jets. The dilepton signal originates from WW, Wb, bb,
W7 and 7. Here b denotes both b and ¢ quarks, and 7 denotes tau-daughters of a W
decay. Most of the top acceptance, about 80 % for the top mass in the range of 90-160
GeV/c?, comes from the WW case. Contributions from other cases, with leptons coming
from the decay of b or 7-decays are also included in the acceptance.

Background contribution to the seelected candidates is as follows:

e bb(ce) production followed by semi-leptonic decay of both b(c) quarks;

Z — 7, followed by the decay of 7's into e or y;

Drell-Yan production of lepton pairs;

diboson production; WW and WZ

lepton misidentification in generic multi-jet QCD events aand in events containing

W tjets, conversions and decays in flight.

15



1.6 Collider Run

The Fermilab Tevatron collider resumed operation on May 12, 1992, when it started
delivering pp collisions to the CDF detector. Comissioning the detector with beam
lasted from May to August in 1992 and we showed that the detector was well on the
way to achieving good quality data. With the start of the physics run in August 1992,
the attention was turned to obtain the physics results, especially to search for the top
quark. The 1992-93 collider run was successfully completed in July 1. During the run,
the Fermilab Tevatron achieved a peak luminosity of 9.22 x 10% (c¢m - sec) which is
nearly a factor of two larger than was planned for this run. For one year operation
the Tevatron delivered an integrated luminosity of 25 pb~', with CDF recording 21.4
pb~'on tape, more than 5 of the data sample from the last run. This was achieved
with an average initial luminosity of around xx. The detector operated with almost 80%

efficiency during the time.
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Figure 1.1: Box diagrams for a) B}BY and b) B}BY mixing.
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Figure 1.2: Diagrams for one-loop radiative corrections.
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Figure 1.3: Lowest order Feynman diagrams for heavy quark production.
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Figure 1.4: Feynman diagrams for a) gluon splitting and b) flavor excitation.
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Figure 1.5: The tf production cross section by Laenen et al.[26], based on the
next—to—next—to—leading order calculation.
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Chapter 2

A pparatus

.1 Tevatron

ermilab is a national laboratory devoted to search in high energy physics and is the
te of the world’s largest proton accelerator. The beams used in the experiment are
roduced by protons accelerated through a series of accelerators, the last of which is the
evatron, which raise the energy of both protons and antiprotons from their rest energy
938 MeV to a final energy of 900 GeV.

The accelerator process begins with a H™ sourrce which is raised to 750 keV by
ockcroft-Walton electrostatic accelerator. They are then transported to and injected
to the Linac which increases the kinetic energy to 200 MeV. Upon entering the booster
thin foil is used to strip the two electrons from the H™ ion yielding a bare proton. The
otons are then captured by the magnetic field of the booster. The booster is a rapid
cling (15 Hz) alternate gradient synchrotron which raise the proton kinetic energy to
GeV. From the Booster the 8 GeV protons are transported to the Main Ring where
e energy is raised to 150 GeV total energy. The protons are coalesced into a bunch
fore they are extracted from the Main Ring and injeected into the Tevatron. The
*evatron is a large (radins = 1km, the same as the Main Ring) (anti)proton accelerator

nstructed from superconducting magnets. A bunch of protons from the Main Ring is

26



jected into the Tevatron and stored there at 150 GeV.

150 GeV protons are focussed into a beryllium target to produce p’s of approximately
GeV/c momentum. The p’s are then focussed and collected into an Accumulator at
rate of 2 x 10’0 p’s/hour and cooled to produce a typical monoenergetic p stack

{ approximately 2 x 10'1 particles. In succesive main ring cycles, six proton and
x anti-proton bunches are transfered to the Tevatron ring. Finally the bunches are
multaneously accelerated to 900 GeV in the Tevatron. The protons and anti-protons
re collided at the B0 intersection. To observe processes with small production cross
ctions, a large number of pp collisions must be occur. A useful measure of collider

erformance is the luminosity L defined by the relation,
N = Lo,

here N is the number of events produced per second for some final state, o is the
oss section for a given reaction (em?) and L is the luminosity in units of cm =2 - sec2.
he luminosity 'can be expressed in terms of the properties of the colliding proton and
iti-proton bunches in the Tevatron.

Mbunch N, pN p

szr A B

here f, is the revolution frequency of the beam, N,( N; ) is the number of the protons
nti-protons) in each bunch, n is the number of bunches and A is the effective cross

ctinal area of beam overlap.

.2 The CDF Detector

he collider detector is expected to perform a wide range of measurement. To begin
ith, we briefly describe the feature of the detector at the hadron collider. For a general

irpose detector it is necessary to measure leptons and hadrons over a large range of
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womenta. Quarks and gluons are observed as jets, and neutrnos, which escape detec-
on, are meaasured as the missing energy. The nature of pp collisions places general
.quirements on the detector design.

The detector should be a calorimetric detector. Good energy resolution, containment
[ particle showers and the absence of cracks are necessary to eliminate fake sources of
issing energy.

The CDF is an azimutaly and forward-backward symmetric detector designed to
udy the physics of pp collisions at the Fermi National Accelater (FNAL) Tevatron.
vent analysis is based on charged-particle tracking, magnetic-momentum analysis, and
nely segmented calorimeters.

We expected the higher luminosity for the run, so the detector was upgraded to be
le to tolerant the higher luminosity.

The CDF coordinate systemis shown in figure . Its origin is at the center of the
tector. The Z axis is defined as the same direction as motion of the proton beam,
om West to East. The y-axis points vertically upward, and the x-axis points radially
1t of the Tevatron ring, so as to make a right handed coordinate system. The azimuthal
igle phi is set to be 0 on the positive x-axis and increases from positive x to positive

The polar angle is measured from the proton beam direction. Instead of theta, we
e the peudo-rapidity 7 = —log(tan(8/2)). The event vertex position can be shiffted
ong the beam line and has rms width of approximately 30 cm. We will refer to both
s which are detector pseudorapidity 74 for an origin chosen at the geometric center of

e detector and event pseudorapidity % for n origin chosen at the event vertex.

2.1 Beam-beam counter

he beam-beam counters consist of two planes of scintillating plastic located in front
id in back of the central calorimeters. Each plane of counters covered the angular

gion 0.32° <@ 4.47°. This provides a monitor of the luminosity.
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.2.2 Tracking

he CDF tracking system covers the angular range ~8° to ~172° in polar angle (| cos 8 |
0.99) and is contained within a 1.5 T axial magnetiic field. Three dimensional track
construction is available in the range 25 ° to 155 ° in polar angle(| cos# | <0.91). The
acking detectors consist of two separate systems: an inner radius system of
Veretx chamber

ue to space charge distortions in the drift region, the Vertex Time Projection Cham-
r operated during last run was inoperatble at L >3x 10%, so it was replaced for this
n to able to withstand the higher luminosity and, in addition, to make space for the
VX. A vertex chamber(VTX) surrounds the beam pipe and extends + 1.4 m along the
am line from the interaction point. This chamber measures charged parrticle tracks
the r — z plane to within 3.5° of the beam line. The interaction vertex of of the pp
llisions is reconstructed with an rms resolution of 1 mm in the z direction. This vertex
used as the origin in computing the transverse energy (Er = Epsinf) deposited in
ch calorimeter cell. The distribution in 2z of reconstructed vertices in dilepton events is
own in Figure 2.4 and is well described as a gaussian mean -2.0 cm and width 29.5 cm.
his spread in vertices reflect the convolution of of the proton and antiproton buncches

the collider. The VTX is also used to detect photon conversions.

Central Tracking Chamber
e central tracking chamber (CTC) surrounds the VTX. The CTC was designed to
casurre charged particle tracks in the » — ¢ plane to determine their curvature in
e magnetic fieald and thustheir momenta. The CTC has 84 layers of wires grouped
gether in nine "superlayers” as shown Figure 2.7. The nine superlayers are subdivided
o measurement cells. Five superlayers have 12 sense wires per cell, parallel to the
am direction. These axial layerss are used for the preliminary determination of the
ack curature. In the other four superlayers, each cell has six sense wires within a

stereo angle to provide information necessary to determine the polar angle of the
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acks. The cells in all suoerlayers are tilted at a 45° angle with respect to the radial
rection to compensate for the Lorentz angle of electron drift in the magnetic field. This
lows electrons to drift azimuthally(in the ideal case), simplifying the time-to-distance
lationship.

The momentum resolution of the CTC is épr/ pr = 0.0011py (pr in GeV/c) for iso-
ted tracks by requiring that a track intersect the beam at the beam position point(beam
nstraint). Complete tracking information is only available for 40° <# >140°. Tracks
tside this angular region do not pass through all laayers of the chamber and conse-

iently have a poorer momentum resolution.

2.3 Calorimetry

e CDF has three calorimeter systems: central, plug and forward regions over the
gion | 7 | <4.2. Each section has a tower structure of an electromgnetic calorimeter
d a hadoronic calorimeter. In the central region(| 7 | <1.1) a lead-scintillator sampling
lorimeter 18 radiation lengths deep provides electromagnetic shower detection. This
ntral electromagnetic calorimeter (CEM) is segmented into 15° wedges in the azimuthal
rection, with each wedge consisting of ten projective read out towers numbered from 0

9, where tower 0 is at 90° polaar angle. The size of a central tower is approximately
b x Ag=15° x 0.11.

A set of proportional wire chambers is located in the CEM at a depth of six ra-
ation lengths to meaasure the position and shape of electromagnetic showers. These
ntral strip chambers(CES) have wire and cathode strip readout providing independent
construction off showers in the z and azimuthal views.The resolution on the position
shower centroids from 25 GeV/c elecrons is ~ 2.5 mm for both views.

Measurement of hadronic energy in the central region is provided by the central and
d-wall hadronic calorimeters(CHA/WHA). The CHA/WHA has aapproximately the
me geometry and segmentations as the CEM and covers the same region of pseudora-

lity. The energy resolution is o(E)/E = 80%/+/Er
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In this analysis the central and plug calorimeters were used to identify electron
d jets, and the missing transverse energy (which will be defined in Section 4.5) was

mputed using the full calorimeter out to | 5 | <3.6.

System n range Energy resolution
CEM 9| <11 13.5%/VEr & 2%

PEM 11<|75|<24 28%/vVEr®2%
FEM 24<|7g|<42 25%/VEr ®2%
CHA lg| <13  75%/VEr ® 3%
PHA 13<|7|<24 90%/VEr &4%
FHA 24<|75|<42 130%/VEr/ ® 4%

ible 2.1: Summary of calorimeter properties. @~ CEM(CHA), PEM(PHA) and
CM(FHA) denote the central, plug and forward EM(HAD) calorimeters. The sym-
| @ signifies that the constant term is added in quadrature in the resolution.

2.4 Muon chamber

uon chambers are located behind the central calorimeters at a radius of 3.47 m.
ere are approximately five hadronic absorption length of material between the muon
amn=bers and the interaction point. The chamber covers the rapidity region | 7 |
).63 (56° <@ <124°). There is a gap between neiboring chambers at the boundary
n=0 of about é7=0.05. A 2.4° gap in ¢ between adjacent 15° calorimeter sections
0 is not covered. The four layers of drift cells in a muon chamber provide the three-
mensional reconstruction of tracks via single-hit time-to-digital converters (TDC’s) in
e transverse direction and charge division in the longitudinal direction. A drift reso-
tion of 250 u (¢) and a charge division resolution of 1.2 mm (z) are determined from

smic-ray studies.

Central Muon Upgrade
1e original CDF Central Muon detector(CMU), which covers the pesudorapidity re-
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on | 7 | <0.6, has been complemented by the addition of the 4 layers of drift tubes
hind 2 feet of steel resulting in a total of 8 absorption lengths. Only muon candidates
th Py above 2.5 GeV/c? are expected to be able to reach the CMP chambers. As a
sult, hadronic punch-through backgrounds to the muon signal have been considerably
duced by requiring hits in the CMP chamber.

Central Muon Extension (CMX)
e have added layers of drift tubes outside the calorimeter in the pseudorapidity region
0.6 <| 7 | <1.0. The coverage in ¢ is 80 % and the chambers are located behind 6

sorption length of calorimeter. This increases the muon coverage in CDF by 50 %.

.3 Trigger

rents are selected in several stages. The first two levels are used to reduce the rate
events to a manageable level before writing to tape. Level 3 reduces the number of
ents to be reconstructed in order to economize on computing time.

The CDF trigger system has three levels of hardware triggers followed by a soft-
re(Level 3) trigger that utilizes a farm of processors running offline-like algorithms.
iese triggers require the presence of an inelastic pp collision, signaled by a coinci-
nce between two scintillator counters located along the beam pipe at the forward and
ckward regions.

Scintillation counter arranged in a rectangle around the beam pipe and covering
e angular interval from 0.3° to 4.5 ° and from 355.5° to 359.7° provide a "minimum
1s” trigger, which is satisfied if at least one scintillation counter on each side of the
eraction region is above threshold within a 15-ns window centered on the beam-beam
ssing time. Events satisfying this trigger are then considered by the higher level
gger logic.

At Level 1, a simple but fast decision to reject the majority of events are made
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fore the next beam crossing. For Level 2 a more complex decision based on identifying
hysics” objects. The detector is dead for several crossing while this decision is being
ade. The Level 3 trigger is a software filter that is part of the online data decision
th and runs a subset of the event reconstruction code and physics algorithms. Events
at survive the Level 1 and Level 2 hardware triggeres are passed to Level 3 for a more
tailed analysis before being accepted or rejected. The decision was made with Silicon
raphics processors using the UNIX operating system. The final stage after the trigger
ection is the offline reconstruction.

Level 3 was running the equivalent of offline production, therefore all the information
‘electron objects(ELES) and muon objects (CMUOQ) are available at level 3. At Level

Detector is read out completely.

3.1 Electron trigger

1e hardware trigger system is designed to use the projective nature of the calorimeter
wers along with a fast two-dimensional hardware track finder, called the ceentral fast
icker (CFT). Trigger towers have a width of 0.2 in pseudorapidity and 15° in azimuth,
ipping the detector into an array of 42 (in 5) by 24 (in ¢) in both electromagnetic
d hadronic calorimeters. Electron candidates are triggered on using calorimeter in-
‘mation that requires a significant localized deposite of energy in the electromagnetic
orimeter with little leakage into the hadron compartment behind it. Further rejection
n be obtained by requiring a stiff track pointing at the cluster.

Level 1
e first level trigger used information exclusively from the calorimeters and required a
gle trigger tower with E; more than 6 GeV for the CEM, or By more than 8 GeV in
y region of the calorimeter.

Level 2
e central electron trigger requires an energy cluster with Ey >9.2 GeV, together with

aassociated CTC track with transverse momentum Py >9.2 GeV/c as measured by
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e CFT. The plug electron trigger simply requires either an energy cluster with E;
20 GeV or Ey >15 GeV and Er >15 GeV. The ratio of hadronic to electromagnetic
ergy in the cluster (HAD/EM) is required to be less than 0.125.

Level 3
e central electron trigger at level 3 requires that the reconstructed cluster energy Er
- above 18 GeV and that there be a reconstructed track with Pr >13 GeV/c pointing
the cluster. The plug trigger requires the reconstructed E7 is required to be above

GeV with E7 >20 GeV.

3.2 Muon trigger

vel 1
e level 1 trigger ws based solely on the muon chamber information. condition requires
at hits from a track form coincidence in two of the four layers of the chamber within
time window determined by the Pr threshold, as shown in the following equation:
in(| ty —t2 |,| ts — t1 |) <tmaz, where | t4 — ¢, | and | t3 — ¢, | are the time difference
uivalent to the Pp threshold preset. The P; is measured by using the constraint
aat the track had to originated at the beam line and knowing the line integral of the
ignetic field traversed by the particle. Py of the muon track segment in the CMU
th Pr >6 GeV/c in coincidence with hits in the CMP was required.

Level 2
e level 2 trigger condition is that a match between a CFT track in the » — ¢ plane
th Pr >9.2 GeV/c and a track segment in the muon chambers which is defined as a
el 1 trigger. The hits in the CMP chambers is used to confirm a trigger in the CMU
ambers if the CMP chambers are available.

Level 3
e level 3 muon requires a match better than 10 cm in » — ¢ between a reconstructed
ck with Pr >18 GeV /c which is extrapolated to the radius of the muon chambers and

rack segment in those chambers. In addition, the energy deposited in the associated
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JA tower must be less than 6 GeV.

3.3 Offline reconstruction

ce the last run(1988-89), all of CDF’s offline reconstruction codes was ported to
NIX(both Silicon Graphics and IBM), enabling us to run the offline code as part of
e level 3 trigger.

Large fraction of the 1992 code is new for new detectors and many changes to the
-onstruction code for existing detectors were made based on the data collected in the
t run. A data compression scheme is introduced to accomodate the laarge size of the
ta set.

Full reconstruction of all CDF data is completed within two days of data taking,
ing 1000 MIPS from a Silicon Graphics farm , while approximately 5-10 % of the
ta, including the most interesting events, are reconstructed and available within a few

urs of data taking.
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ward-backward symmetric about the interaction point.
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jure 2.4: Event vertex distributions along the beam line for the high P dilepton
nts.

39



1

Pholotubes
Light
Guides
Right Left
Wave Shifter
vy Sheel
# ~ ?
0
i
2
3
Lead 4
Scintillator B
Sandwich [
7
8
9
Strip /
Chamber
&

ure 2.5: Cutaway view of a central electromagnetic calorimeter module. The wave-
gth shifters collect the light from the layers of scintillators and indicate the cell
icture in . Each wedge subtends 150 in ¢.

40



ON CHAMBER ENDWALL . HADRON
’_\ (A) ( CALORIMETER
(

= | /// %
#
/

e cn LITITTI2208

N

LORIMETER
B
PLUG EM 'é
CALORIMETER ===
=
RACTION REGION l (C)
\J[__ BEAM COLLISION AXIS

gure 2.6: Quadrant of the calorimeter where A, B and C show the central, endwall
d plug, respectively.

41



554.00 mm L.D.

2760.00 mm 0.D.

ire 2.7: Layout of wires at the end of the central tracking chamber (CTC) showing
disposition of the superlayers and cells within the superlayers.
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 beam direction. The drift times ¢, and ¢, are used at the trigger level to determine
nuon momentum cutoff.
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hapter 3
[onte Carlo Simulation

: tf events must be analized with a help of the Monte Carlo generator containing the
oretical information, and an event simulator which can take into account the finite
sptance of the apparatus, and the variations in efficiencies across the detector due to
device and the trigger. Monte Carlo programs are used to generate and simulate pp
ractions, giving list of four-vectors for all the stable particles produced.

We have used the ISAJET Monte Carlo generator to calculate the tf acceptance
xperiment. This is also used to estimate backgrounds to top signals, for example,
background from bottom and charm. The momenta of the partons which enter
hard scattering interaction are determined by the structure function(EHLQ set 1
ameterization[31]). The matrix element for the hard scattering is calculated to O(a?),
ng Q? = 2stu/(4% + * + 4°). QCD radiation is then included using the branching
roximation[32]. QCD radiation from the incoming and outgoing partons is simulated
atively, so that parton showers are generated. The partons which originate from the
d scattering diagram are generally off-shell. At each branching point, the partons
/e closer to their on-shell masses. A cut-off parameter is used to truncate the shower
elopment; for instance, for gluons, the branching process is stopped when the virtual
s of the gluon falls below 6 GeV/c?.

owiing the QCD shower simulation, the outgoing heavy quarks are fragmented inde-
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dently, using the Peterson parameteriztion [33] with ¢.=0.08 for charm and €=0.5
bottom. For top, the Peterson variable is scaled according to 1/M; _, giving a very
d fragmentation function. Light partons are fragmented using a purely phenomel-
al parametrization. The unstable particles produced in the fragmentation process
decayed based on the measured branching ratios if possible and estimated branching
os otherwise.

The “underlying event”, all the particles unrelated to the hard scattering process, are
Py hadrons which are approximately uniformly distributed in rapidity and azimuth.
ISAJET program, the underlying has two components: (1) QCD radiation from
oming partons described above, and (2) beam-jet fragmentationsimulated using a
nomelogical model. The average level activity from the underlying event is adjusted
s to match the measurement.

In addition to simulating QCD-induced heavy flavor production as described, ISAJET

generate a variety of process such as Drell-Yan and W processes.

1 Monte Carlo Data Sets

s section describes the Monte Carlo data sets to which we will refer in subsequent
ions. The primary Monte Carlo generator used to evaluate acceptance and back-
unds is ISAJET' All Monte Carlo events were passed through a simulation of the
F detector. The detector simulation program extrapolates the final-state particle
ectories through the magnetic field to the calorimeter cells. The average calorimeter
yonses and resolutions for charged pions, photons, electrons, and muons have param-
ized and tuned to reproduce (1) test-beam measurements for paticles with momenta
n a few GeV/c up to about 200 GeV/c, and (2) isolated track data collected with a
imum-bias trigger at low Pr. The simulation also includes effects of response across

ndaries between calorimeter cells, zero responce in uninstrumented regions, photon

Unless otherwise stated, we used version 6.43 of ISAJET Monte Carlo program.
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versions and the observed distribution of vertex positions about the mean position at
center of the detector. After simulation, the events were passed through the offline
nstruction in the same way as the CDF data. The effects on the trigger efficiencies
small differences of lepton detection efficiencies between data and Monte Carlo re-
struction were corrected. Corrections were also applied for muon acceptance, since
e of CMU wedges have been completely dead, throughout the run so far.

We have checked the validities of the Monte Carlo simulation, especially on the lepton

tification, isolation variables and the missing E7.

» it

 ISAJET Monte Carlo program was used to generate iéf events for the top quark
ses of 100, 120, 140, 160 and 180 GeV/c®. The integrated luminosity of these gener-
| samples were 1127, 2953, 6780, 14194 and 27768 pb~', respectively. We have used
tt production cross section calculated by Laenen et al. [26] which was used for the

nalization of the expected tf events.

e bb and cé

JET program was also used to generate a sample of bb and cé events. Production of
arks via the mechanisms of (a) direct bb production (gg — bb), (b) gluon splitting
— gg,g — bb), and (c) flavor excitation (gb — gb) are included in the calculation.
have required that there was at least one b quark with Pr more than 25 GeV/c%.
s Pr threshold was chosen to keep 90 % of the daughter leptons with Py more than
5eV/c?. The sample was then passed through the CLEQ Monte Carlo to decay b
rks. It is known from the CLEO and CDF experiences that the CLEO program
lels them better than that in the naive ISAJET program. This changes the average
rged particle multiplicity and the energy flow around the lepton.

» WW and WZ
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ISAJET was also used to model WW and WZ backgrounds. The integrated luminos-
of WW and WZ samples are 16790 pb~' and 94100 pb~', respectively. The ISAJET
dicts WW cross section to be 6 pb, but we use the theoretical predictions of 9.5 pb
ulated by Ohnemus[47].

o Z —TT

used Z — e*e” in data to make Z — 77 simulation sample. The two electrons in
Z — e*e” event were removed and then replace each elecron with a tau. The tau
hen allowed to decay semileptonically and simulated with the full simulation of the
F detector. The reeconstructed tau’s were merged to the original event. In order to

much statistics, we have repeated this process 80 times for every Z event.

48



hapter 4
vent Selection

- top-quark search in this analysis is based on a signature with high transverse mo-
itum leptons, large missing transverse energy, and jets. We begin with the techniques
lepton detection in the hadron collider environment in section 4.1 and 4.2, respec-
ly. Each section presents a set of lepton identification variables used in the analysis.
tons coming from the top-decays are expected to be isolated, and we present the
on isolation in the follwing section. The last two sections of the chapter explain jet

nstruction and the neutrino detection in CDF.

1 Electron Identification in CDF

s section describes the electron variables used to identify electrons and gives the cut

les used.

.1 Offline clustering

 electron identification algorithms begin with the formation of electromagnetic clus-
- using an array of seed towers with transverse electromagnetic energy >3.0 GeV.
boring towers with Er >0.1 GeV are added to the cluster until the maximum cluster

is reached. The maximum cluster size is limited to three towers in pseudorapidity
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~ 0.3) by 1 tower in azimuth (§¢=15° in the central region, and 5 towers in pseu-
apidity (87 ~ 0.5) by 5 towers in azimuth (§¢=25° in the plug region. The cluster
used for the different calorimeters reflect the variation of shower size and cell size
. For clustering purposes, we define the transverse energy Er = Esin 6 using the
sured energy E in the calorimeter and the polar angle 8 given by the tower center
tion in the detector and the event vertex. As a cluster candidate, offline software
shold is required that the electromagnetic E7 of the cluster be >5.0 GeV and that

ratio of hadronic Ep(for towers in the electromagnetic cluster) to electromagnetic

(HAD/EM) be less than 0.125.

.2 Electron responce corrections

central calorimeter modules were calibrated in a test beam. These calibrations were
ntained with radioactive sources and light flushers. However, the ultimate calibra-
~of the electromagnetic detector was performed using the CDF data itself. First,
energy deposited in the calorimeter was compared to the momentum measured in
central tracking chamber for a large sample of low energy electrons. This E/p mea-
'ment was used to set the relative calibration of the individual calorimeter modules
ver-to-tower responce). Then, the overall energy scale was determined by requiring

. the E/p as measured using electrons in W — ev events agree with the predictions

-radiative W Monte Carlo [35].

.3 Central Electron Identification Variables

0 x* over-

er the trigger selections, a sample contains significant backgrounds from =
early showering charged pions, conversions, and Dalitz pairs. At CDF, electron
tification requires both calorimeter and tracking information. We have used the
wing variables to define electrons [36]:

Track momentum

require the three-dimensional track associated to the EM cluster to distinguish elec-
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s from photons. This track is used to determine the electron’s three momentum
or. The direction is much better determined using this track than using calorimeter
ables which has a coarse granuarity.

HAD/EM

re must be minimal shower "leakage” into the hadronic calorimeter. We define the
o between the hadronic and electromagnetic energy in the cluster. The electron/pion
ration has been studied in the test beam and verified taken at the collider using
inbiused sample of electrons, i.e., the W — ev sample obtained by triggering on
neutrino. The offline analysis required a missing Er >30 GeV in the event, and
ntral EM cluster with E; >30 GeV matched to a reconstructed track; thus this
ple provides an unbiused electron sample. Figure 4.2 shows the hadronic fraction
ribution for the electron candidate cluster. Test beam data for electrons and pions
shown, as well as electrons from the sample mentioned above. Both distributions
e fairly well and HAD/EM has good pion rejection.

Lateral shower profile

shower development in the electromagnetic calorimeter must be characteristic of an
tromagnetic process. We define the Lshare variable, which is a chisquare-like lateral
ver profile measuring the energy deposition in towers adjacent to the seed tower of
electromagnetic cluster. The lateral shower profile in the calorimeter is equivalent to
cal isolation requirement of electron candidates, since the EM cluster is essentially

% contained in a single tower. This variable is defined as

M, - P,
Lshr =014 L=
© \/0.142E + (APk)?
re the sum is over the towers adjacent to the seed tower, M is the measured energy
he adjacent tower, Py is the expected energy in the adjacent tower predicted using
impact point z in the proportional chamber(CES), the event vertex and a shower

file parametrization obtained from testbeam measurements, E is the electromagnetic
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gy in the 3-tower segment and § P is the error in P associated with a 1 cm variation
he impact point. The factor 0.14 v/E is chosen to normaliize the energy difference
P relative to the statistical fluctuation inherent in the energy measurement of elec-
nagnetic showers. For most events § Py is small since the CEM has full containment
9%) for showers more than 2 cm away from a boundary.

Strip chamber variables

lescribed in section 2.2.3, a gas proportional chamber (CES) is located close to shower
dmum in the central electromagnetic calorimeter. This chamber is used to determine
shower center and to quantify the cleanliness of the electron signal. The shower
iles across the strips and across the wires are separately fitted to parameterizations
ved from 50 GeV/c testbeam electron data[37]. In the strip view for instance, the
ng procedure obtains the z-coordinate of the shower center, Z¢cgs, and the strip

ter energy F, by minimizing the function:

n

meas pred z 2
X5 2 Y (E E ¢ (2)) (4.1)

- ai(z)

=1

re the sum extends over n = 11 channels. The E™*** represent measured channel
gies, whereas the ¢’"*%(z) are predicted energies normalized to 1 and corresponding
given z-coordinate of the shower center. Fluctuations in a single channel response

taken as
o?(z) = (0.026)* + (0.096)* ¢""*(z) (4.2)

ation 4.2 has been obtained from 10 GeV/c testbeam electron data. Since shower
tuations and the location of shower maximum both vary with energy, the variance of
annel response can also be expected to depend on energy. However, this dependence
ommon to all channels and hence does not affect the fitting.

To test a single electron or single photon hypothesis, one introduces the variable:

det 1 [ Eopm\*™ Z": greer — &Y Zcgs))?
Z i=1

- 10 0?(2(:55) (4-3)

2
xStrl'ps
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re {g/"***}/_, is the measured strip profile normalized to 1. The Eggy-dependent
or in front of the sum sign compensates for the aforementioned energy dependence
? (Ecem is the electron energy measured from the CEM cluster, which has better
lution than the CES measurement E,).

The treatment of the wire view is entirely analogous to that of the strip view
consists in calculating the local z-coordinate X¢ps of the shower center and the
esponding goodness of fit variable xjy,.,. A plot of the average CES chisquare
rips + X3ires)/2 is shown in figure 4.2 for 50 GeV testbeam electrons and pions, and
electrons from W — ev. The x? cut is made to remove a potential contamination
1 pion overlap backgrounds in a sample.

We also require a match between the EM cluster position as measured by the strip

nbers and the extraplated track coordinates.

AX = Xcrtrnp - XCES (4v4)
AZ = Zc:rlrap = ZCES (4'5)

re Xerirap 8nd Z,34rqp are the coordinates of the electron track extrapolated to the
us of the strip chamber. These variables help reject fake electron signals caused by a
ged pion track which overlaps with a neutral pion showering in the electromagnetic
rimeter.

Energy-momentum ratio

trons are expected to have a good agreement between the electromagnetic energy
a track in the central tracking chamber. We use the ratio of the calorimeter energy
he electron track momentum of the highest momentum track associated with the
cluster, E/P = Ey/Pr, in order to verify the matching between the EM custer and
CTC measuement of the electron energy. This ratio is calculated from the corrected
gy and beam constrained momentum.

The presence of a small tail at higher E/p due to hard synchrotron radiation which
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rs the value of the momentum(p) detected in the central tracking chamber, while
ng a smaller effect on the energy E because most of the radiated energy is deposited
he same calorimeter cell with the electron shower.

ause high energy electrons tend to radiate in the detector, and since the CTC only
sures the charged track momenta wheres the calorimeter caputures most of the

ated energy, we expect the mean of the E/p distribution to be slightly above 1.

Variable Tight Loose

Er > 20 GeV > 20 GeV

Py > 10 GeV/c > 10 GeV/c
HAD/EM < 0.05 < 0.05540.045E+ /100

E/P < 1.5 < 4.0

Lohe < 0.2 < 0.2

s < 1.5 cm < 1.5 cm

By < 3.0 cm < 3.0 cm

xgtrip <15

Table 4.1: Central electron selection requirement

[solation

require that an absence of additional particles around the electron, since electrons
ing from the top-decay are expected to be isolated. We require that at least one
ral lepton in the event be isolated in the central tracking chamber. This will be
ribed in section 4.3 of this chapter.

lable 4.1 summarizes the central eleciron selection criteria. The distributions of the
tification variables before cuts are shown in Figure 4.3, 4.4, 4.5, 4.6, 4.7, and 4.8
electrons from a sample of Z — ee events. In the same figures, we also show the
ribution for electrons coming from W — and b-decays from top Monte Carlo. The

ral electron detection efficiency determined from Z — ee events is 87% and 94%,

54



ectively for the tight and loose selection cuts, as we see in Section 6.2.1.
Conversion removal

reject electrons from photon conversions and 7" decays by requiring that the electron
lidate has a VTX track and that the second oppositely charged track forming an
-tive e"e* mass less than 0.5 GeV is not present. The number of nonconversion
trons mistakenly rejected by the algorithm depends on the density of tracks near the
tron. It is estimated that approximately 4 % of prompt electrons are rejected by
e requirement. We have taken into this correction in the acceptance calculations.
Fiducial cuts

following regions are excluded in order to ensure the quality of electrons.

» The seed tower of the electron cluster must be one of towers 0-8 of the central
electromagnetic calorimeter.The tower 9 has a different shape from other central
calorimeter towers and the electron responce varies significantly with the z position

in the tower,

» The shower position in the strip chamber must be at least 9 cm away from the

Z=0 plane in order to exclude the 90° crack region.

» The extrapolated track position at the strip chamber(=184 cm) must be at least
2.5 cm away from azimuthal boundaries between central calorimeter wedges(15°

boundaries).

4 Plug Electron Identification Variables

plug electrons must satisfy the following requirement:
HAD/EM

use the same quantity as the central electron’s as stated above.
Lateral shower shape: x? ,

teral shower distribution variable (x3,;) measures the deviation of the shower from
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predicted shower shape obtained from test beam. We use a 3x3 array of calorimeter
since most of electron shower is confined in this size.

VTX hit occupancy

use the position information in the VTX, which gives good position in the 8 coordi-
, but poor position resolution in ¢. Given the cluster position and the event vertex,
lefine a road where we would expect the electron go through the VTX active region
look for hits on the wires along this road. The fraction of actual hits to expected

is used to distinguish electrons from photons and required to be greter than 0.5.

Table 4.2: Plug electron selection requirement

Variable Cut
Er > 20 GeV
HAD/EM < 0.05
X§x3 < 3.0
Xepth < 15.0
NVTX > 0.5

Track one and only one CTC track

Naxialnuperlayer >3
Isolation < 0.1

[rack requirement

‘and only one track associated to the EM cluster is required to be well reconstructed
hree CTC by demanding a minimum number of hits above 3. There must be no
tional three-dimensional track with Pr >1.5 GeV/c within a cone of radius 0.25
nd the electron track. This is required because we see some plug electrons with a
ch of tracks pointing to an EM cluster, which identifies to be a jet. Figure 4.11 shows
track finding efficiencies which satisfy track quality cuts. In the region 1.2 <| 7 |
| fewer CTC layers are available for pattern recognition as shown in Figure 4.11.

solation

(Ec — Er)/Er, where Ec is the total transverse energy within a cone of radius 0.4

56



— ¢ space centered on the cluster and require J <0.1.

fiducial region

» The position of the seed tower of the electron cluster must not be in three outer
tower annuli nor in two inner tower annuli. This means that it should be within a

psudo-rapidity range of 1.32 <7y <2.22.

) The posiition of the cluster centroid must be at least 5° away from azimuthal

boundaries between the quadrants.

[able4.2 summarizes the plug electron selection cuts. The efficiency of these require-

ts are calculated from Z — ee events and it is 85% (See Section 6.2.1).

) Muon Identification in CDF

ns are identified by their ability to penetrate many hadronic interaction lengths of
rber with minimal energy loss. Both carlorimeter and tracking information are used
lentify muons by requiring that the tower to which a track extrapolates has energy
gy deposition consistent with that of a minimum ionizing particle. This requirement
rress backgrounds from hadrons that interact in the calorimeters. High Pr muons
be efficiently found in the rapidity region | | <1.2, covered by the central and
vall calorimeters, and where the tracking information is available from the CTC. If
track goes into the region | 7 | <1.0 where the muon chambers are instrumented,
atch between the CTC track and the muon chamber segment can be used to re-
backgrounds. The confirmation by additional CMP chambers also make possible
educe the backgrounds. The presence of a muon chamber segment is also useful
nline-triggering of muons. If the muon has no associated muon segment track, the
tion cut is imposed in order to reject backgrounds instead of using the muon seg-

t information. We call muons with and without a muon chamber track as CMUOs
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tral muon objects) and CMIOs (central minimum ionizing objects), respectively.

Fiducial Region

nsure the energy deposited is well measured, fiducial cuts are imposed. The same
cial cuts defined for electrons are applied on CMIOs to avoid cracks between calorime-
modules. No explicit fiducial cuts are applied on the muon-chamber muons, since
ks going through cracks are naturally avoided. This requirement defines a muon

cial volume that covers 85 % of solid angle for | 7 | <1.2.

.1 Identification variables

describe the parameters which characterize muons in this section.

Viinimum ionization requirement

lemand that the energy deposite to calorimeter be consistent with that of a minimum-
ing particle. Energy deposite of the muon to the calorimeter tower must be less
2.0 GeV in the EM compartments and less than 6 GeV in the hadronic compart-
ts. We also require that a sum of EM and hadronic energy deposite must be above
GeV. Figure 4.12 shows energy deposited to the EM and HAD compartments for
eV /c test-beam muons. On the average a minimum ionizing particle deposites 0.3

in the EM and 2 GeV in the HAD calorimeters.

rack requirement

CTC track for the muon candidate must have an impact parameter | d; | <0.3 cm
re | dy | is the distance of the extrapolated track trajectory from the beam axis at
point of closest approach. A match between the CTC track and the primary vertex
g the beamline must also be less than 5 cm. These cuts are placed to reject occa-
l tracks from cosmic rays and from muons coming from decays in flight of kaons
pions. In addition, we require at least 3 axial and 2 superlayers and the sum of both

reater or equal to 6 to ensure the quality of tracks.
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Viatch between the CTC track and the muon chamber track

the CMUO, an additional requirement of matching between CTC track and muon
rent track in R — ¢ plane(A x) is imposed. Muons must satisfy either of Az(CMU)
cm or Az(CMP) <20 cm or Az(CMX) <20 cm.

solation

equire that at least one central lepton in the event be isolated in the central tracking
nber. This will be described in section 5.3. We require the absence of additional
icles around CMIOs. The transverse energy in the towers within a cone of 0.4

1ding the muon energy must be less than 5 GeV.

Table 4.3: Central muon selection requirement

Variable CMUO cuts CMIO cuts
Py > 20 GeV  >20 GeV
7 range < 1.0 <1.2

EM energy <2 GeV <2 GeV
HAD energy <6 GeV <6 GeV
Impact parameter <3 mm <3 mm
Z-vertex match <5 cm <b cm
Az (CMU) <10 ecm
Az (CMP) <20 cm
Az (CMX) <20 cm

osmic ray removal

cosmic ray events have tracks which are back-to-back in three dimensions in the cen-

tracking chamber. Also, they do not normally pass close to the interaction region,

e their impact parameter distribution is relatively flat. Reconstruction of the cosmic
racks as it goes towards the CTC center is generally worse than for tracks emanating
the center, because the time-of-flight corrections are wrong. By looking for a poor

ty tracks back-to-back with the muon candidate rejects the majority of cosmic rays.
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classify CMUOs into two classes: ‘tight’ and ‘loose’ muons. The difference be-
n them is that tight muons are required to match to a CMU or CMP track segment,
e loose ones are allowed to that the muon type is CMU or CMP or CMX.

} Lepton Isolation

energy surrounding a lepton depends on the lepton source. Leptons coming from
l-Yan process, W's and Z’s are said to be isolated in contrast to the nonisolated
ons coming from the decay of charm and bottom hadrons which are accompanied
uark hadronization and decay products. Leptons from the decay of top quark are
cted to be isolated. In the semi-leptonic decay of a W from a top quark will be
ted at a large angle with respect to the other decay and hadronization products.
on isolation is a powerful tool in detecting leptons from top quark decay in the
ence of botom and charm leptonic decays. We define a measure to quantify the
nce of the additional particles around the lepton. In the CDF detector the activity
nd leptons can be measured both in calorimeter and in the central tracking chamber,
ely carolimeter isolation and track isolation.

n the following we show that a track isolation cut will be more efficient for top and
ast as good at rejecting background.

ooking at ¢ Monte Carlo with M,,,=120 GeV/c?, we see that the calorimeter
tion cut keeps 89% of 'direct’ (t — W — e) 20 GeV central electrons which pass the
dard set of electron identification requirement (figure 4.17 (c)). A track isolation
requiring less than 3 GeV of Pr in a cone of 0.25 about the electron does better,
ing 94% of the ’direct’ electrons (figure 4.17 (a)). These are efficiencies per lepton.
niring both legs in the event to be isolated will double the inefficiency.

ooking at the same Monte Carlo, we can also find the efficiency for all the electrons
e event, direct or indirect. Figure 4.17 (b) shows the sum Pr of CTC tracks inside
ne of 0.25 for central electrons, and Figure 4.17 (b) shows the calorimeter Er in a
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- of 0.4 for all central electrons in the tf events In both cases, the lepton energy is
uded from the sum. Cutting on calorimeter isolation on a single electron keeps 85%
iem, cutting on track isolation keeps 91%.
Slectrons passing tight cuts, selected inclusively from the high-P; dilepton sample
y loose selection cuts on the second lepton), are enriched in b — e decays and also
ain fakes and, to a much lesser extent, electrons from Drell-Yan and Z. Looking
hese electrons, we see that the calorimeter isolation cut rejects 39% of the central
ron with Ey above 20 GeV which pass a set of tight electron cuts, while the track
tion cut rejects 51% of them. This gives us some indication of how well the two
reject background. The track isolation cut is favorable over the isolation cut.
rnatively, we can look at EM clusters which have HAD/EM greater than 6%, so
we know we are looking at ‘junk’, and we see that the calorimeter isolation cut

-ts 82% and the track isolation cut rejects 83%.

Cut Cone t+W —se t— X —e ’good EM cluster HAD/EM > 0.06

r<5 0.40 .89 .85 .39 82
r<3 0.20 .96 93 49 .80
r<3 0.25 .94 91 51 .83
r<3 0.30 .92 .88 53 84

e 4.4: Comparison of tracking and calorimeter isolation variables. The efficiencies

rst two columns are from Monte Carlo. The second two, are from data. See text for
ils.

Ne also checked that the cuts did not throw away good electrons by looking at
 ee. Putting tight cuts listed in Table 4.1 on both legs of the Z leaves us with 415
ral-central events, or 830 electrons. The track isolation cut keeps 828/830 electrons,
e the calorimeter isolation cut keeps 822/830.

"inally, we varied the cone size for the track isolation cut. A summary is given in
® 4.4. The numbers are fractions of electrons with Ey >20 GeV which passed the
tion cut of given cone size.

Ve use sum of track Pr in a cone of R=0.25 around the muon, excluding the muon
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k, <3.0 GeV/c (See Section 5.3).

L Jets

are characterized by an extended cluster of hadronic and electromagnetic deposition.
are reconstructed using an algorithm which forms clusters from the recorded energies
sited in the calorimeter towers. In CDF it is an iterative fixed cone algorithm
begins by looking for cintiguous clumps of energy, called "pre-clusters”, and then
ers all the energy within a fixed distance from these pre-clusters. The pre-clustering
e begins by combining contigous towers with Et >1 GeV. This relatively high tower
shold is designed to eliminate clusters formed from fluctuations in the soft underlying
t. Any pre-cluster with Et >3GeV is considered a "seed” for the cluster finder. A
e in eta-phi space is drawn around each seed. The radius of this circle is a parameter
e algorithm; the default is 0.7. Now, all towers inside the circle and with Et above
MeV are included in the cluster. (Once a good seed has been found, a lower threshold
ed to allow the algorithm to gather the maximum fraction of the jet energy and
efore have the best possible energy resolution. The 100 MeV threshold is well above
electronic noise level for the calorimeter in CDF.) The position off each cluster is
culated using the Et weighted centroid of all towers in the cluster. A new circle is
ted until stable. If two clusters have more than 75 % of their towers in common, the
ers are merged. When a tower is shared by two unmerged clusters, it is uniquely
ned to the cluster that is closest in 7 — ¢ space.

rom the towers associated with the cluster, the quantities (p.,p,p:, E) are cal-
led. The electromagnetic and hadronic compartments of each tower are assingned
less four-vector with magnitude equal to the energy deposited in the tower and
the direction defined by a unit vector pointing from the event origin to the center
e face of the calorimeter tower(calculated at the depth that corresponds to shower

imum). E is the scalar sum of tower energies; p, is the sum of p,,; where i is the
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r index. The transverse energy is deined as E; = Esin§.

y Missing transverse energy

ays of t events produces neutrinos. Since these particles can not be detected directly,
r presence must be inferred by the presence of a large momentum imbalance in the
t. The missing transverse energy( Pr ) is defined to be the negative of the vector

of the transverse energy in all calorimeter towers with | 5 | <3.6.

Er=-| Y E|
Inl<3.6

7 range is restricted because the low-# quadrupoles of the Tevatron cover part of
azimuthal regions for 3.6 <7 <4.2. To be included in the sum, towers must pass
nergy threshold requirement of 0.1 GeV for all the carolimeters (This is the same
shold as the one used for the jet clustering). Missing E7 measurement is sensitive all
s of detector imperfections. Mismeasurement of jets due to finite detector resolution,
of energy in cracks and loss of jet down the beamline is the primary source of the
ing Er.

Ne compute the missing Ey from the ’raw’ missing transverse energy B uncorrected 88
g g BY ¥,

b = Brncorrecca + 3 (BF" = 51 4 3 (B ncomrocted — Brorreciea)s  (4:6)
muons jets

re p is the transverse component of the muon momentum vector, Emucn—tower jg

transverse energy measured in the calorimeter tower crossed by the muon. Note

we also correct the missing Er for jets with observed E; >10 GeV and | 5 | <2.4.

second sum on the right-hand side is the difference between the corrected jet Er

orrected) 80d the observed(uncorrected) jet Eq ( ﬁ'i:“unmmcwd). We will show that the

ing E7 corrected for jet energy scale has a better rejection for the backgrounds than

g uncorrected quantity in Section 5.6.
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[he resolution on the Fr measurement depends on the amount of energy in the
t. For minimum-bias events, the resolution for thee two components Fr,_ and Er,

e 1 vector can be parametrized as o(fr) = 0.47/%, Er, where
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re 4.1: The HAD/(HAD+EM) distribution for 50 GeV testbeam eleectrons and for
rons from W decays. From
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re 4.2: The average CES chisquare distribution for 50 GeV testbeam electrons and
ged pions, and for electrons from W decays. From
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re 4.3: Ratio of hadronic and electromagnetic energy deposition (HAD/EM) for
rons from a) Z — ee decays. Also shown are the values of the cuts for the selection
e dilepton analysis. b) and c) are the same variables for electrons from the decays
" and from the decays of b, respectively from the £ Monte Carlo.
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re 4.4: Ratio of calorimeter energy and momentum for electrons from a) Z — ee
ys. Also shown are the values of the cuts for the selection in the dilepton analysis.
nd c) are the HAD/EM distributions for electrons from the decays of W and from
decays of b, respectively in the Monte Carlo tf events.
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re 4.5: Lateral shower profile for electrons from a) Z — ee decays. Also shown are
values of the cuts for the selection in the dilepton analysis. b) and c) are the same
ble for electrons from the decays of W and from the decays of b, respectively in the
te Carlo t¢ events.
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re 4.6: Distribution of x?,, for a) Z — ee events. Also shown are the values of
cuts for the selection in the dilepton analysis. b) and c) are the same distributions
lectrons from the decays of W and from the decays of b, respectively in the Monte
o tt events.
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re 4.7: Distribution of match in the R — ¢ view between the track and the shower
ion as measured in the strip chambers for a) Z — ee events. Also shown are the
es of the cuts for the selection in the dilepton analysis. b) and c) are the same
ibutions for electrons from the decays of W and from the decays of b, respectively
ie Monte Carlo tf events.
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re 4.8: Distribution of match in the z view between the track and the shower position
easured in the strip chambers for a) Z — ee events. Also shown are the values of
uts for the selection in the dilepton analysis. b) and c) are the same distributions
lectrons from the decays of W and from the decays of b, respectively in the Monte

> tf events.
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re 4.9: Plug electron quality variables for Z — ee events. Also shown are the values
e cuts for the selection in the dilepton analysis.
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re 4.12: Energy deposited in the calorimeter by test-beam muons: a) electromag-
- calorimeter and b) hadronic calorimeter.
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re 4.13: Energy deposited in the electromagnetic calorimeter by muons for a) Z —
vents. Also shown are the values of the cuts for the selection in the dilepton analysis.
d c) are the same distributions for muons from the decays of W and from the decays
respectively in the Monte Carlo ¢ events.
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re 4.14: Energy deposited in the hadronic calorimeter by muons for a) Z — pup
ts. Also shown are the values of the cuts for the selection in the dilepton analysis.
d c) are the same distributions for muons from the decays of W and from the decays
respectively in the Monte Carlo tf events.
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re 4.15: Match (A x) between the CTC track extrapolated to the lowest wire plane
e muon chambers and the muon chamber track for a sample of muons from Z decays
r >20 GeV/c.
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re 4.16: Variables for track quality cuts: a) the track-to-vertex distance along the
line (Zirack — Zyertex ) for muon tracks from the decays of Z. b) the impact parameter
wuon tracks from the decays of Z of Pr >20 GeV/c.
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hapter 5

1lepton Event Selection

, we define the dilepton event category and determine our signal region by defining

lilepton selection criteria. Then we search for the top quark in data.

Dilepton event class

lefine the following notations:

= electrons detected in the central calorimeter

= electrons detected in the plug calorimeter

= muons detected in the chambers of the central muon detector

- muons directed outside the central muon chambers, which are detected as tracks in
entral tracking chamber having minimum-ionizing energy deposition in the central

imeter

of 10 possible clsses of dilepton events, we consider 8 classes:
CE-CE  Tight central electron - Loose central electron
CE-PE  Tight central electron - Plug electron
MU-MU  Tight central muon - Loose central muon
MU-MI  Tight central muon - Minimum ionizing track (CMIO)
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CE-MU  Tight central electron - Loose central muon

MU-CE  Tight central muon - Loose central electron

CE-MI  Tight central electron - Minimum ionizing track (CMIO)
PE-MU  Plug electron - Loose central muon

PE-MI  Plug electron - Minimum ionizing track (CMIO)

Ve require that there be at least one lepton in the central region, as a dilepton
idate. Dilepton events consisting of two CMIO’s (MI-MI) are not directly triggered
nd hence are not used. PE-PE has not been include in the analysis, because a
ion of having both electrons in the plug region is very small for tf events. (<1 %
i0p=140 GeV/c%.)

. trigger path was not explicitly required when events were selected, however we
checked that volunteers, which do not trigger on with the central or plug electron
ntral muon paths, are amount to ~ 1% of the dilepton events after the Pr cuts.
ermore, we observed two candidate events in the signal region and verified that they
> in the proper trigger path.

n the following section, we define the signal region. The selection cuts we will use are
n Pr, isolation cut, event topological cuts of the mass, missing E7, and the two-jet

We also require two leptons in the event must be oppositly-charged dilepton.

. Lepton Pr cut

require that the transverse momentum (Pr) of both leptons be greater than 20
/c. Large Pr leptons provide a good signature, because a high Pr threshold sepa-
 the tf signal from bb, Z— 77, which concentrate at lower Py and also can separate
the fake lepton backgrounds. This can be seen from Figure 5.1. The acceptance
to geometrical and Py cuts varies from 34 to 63 % for a top quark mass from 100

0 GeV/c?.
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Lepton track isolation

op decay (t — Wb — lub), the large top mass results in a large separation between
epton and the bottom quark, yielding an isolated lepton. On the other hand, in
»m decay ( b — lvc ), the lepton is much closer to the charm quark and thus less
ted. The bb and fake lepton backgrounds are rejected by an isolation requirement.
s we saw in section 4.3, the track isolation variable has a better background rejection
preserves much more tf events than using the calorimeter isolation variable.

Ve define the lepton track isolation to be the sum of all the CTC track transverse
enta within a cone of radius AR = (An? + A¢?)"/? = 0.25 around the lepton track,
iding the lepton track itself. Here, 7 is the pseudo-rapidity and ¢ is the azimuthal
> measured in radians.

o keep more tf events, we always require at least one central lepton (e or ) and this
n must have a stiff isolated track pointing to cluster. We always impose calorimeter
tion cut on PE and CMIO. In other words,

there are two central leptons, where central is CE,MU or MI, then we require at
one of them (any one of them) to pass track isolation.

r PE+(CE, MU, or MI) we require the CE, MU, or MI to pass track isolation.

'he efficiency of this requirement is about 95 %, independently of top mass.

Oppositely charged leptons

same-sign charged lepton pairs from ¢ must include one lepton from the decay of
Since these leptons tend to be non-isolated (accompanied by nearby particles from
) hadronization and decay), they are less likely to pass lepton identification cuts.
two leptons in the events are required to have opposite charges. This cut reduces
grounds from lepton misidentification by a factor of two and bb by 30 %, while this
oses 3 to 6 % of top signals.
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M.op (GeV/c%) B 120 160
1) (WYwW-) 819 £ 1.4 759 £ 1.5
2a) (Wb) (bb) (r*b) (Opposite sign) 4.2+ 0.8 6.5+ 0.9
2b) (Wb) (bb) (~ b) (Same sign) 34407 57+08
3) (r*r~) (Wrr)(W-rt) 104 +£1.1 117+ 1.1

e 5.1: The fractions of t£ — Il + X having 1) both leptons coming directly from the
juark decay, 2) at least one lepton coming from the decay of a bottom or charm
k, and 3) one or both leptons coming from a 7 decays. In category 2), frcations of
opposite and same sign events are shown. Lepton identification cuts are imposed.
umbers are percentages.

- Z% removal

ts containing a Z° decaying into an ete™ ( u*u~ ) pair give rise to high Py elec-
 (muons), thereby contributing to the background to the top signal. We explicitly
ved events that contain a lepton pair with a mass between 75 and 105 GeV/c?. The
ency for top events is 80% for M,,,=140 GeV/c?

~ Missing transverse energy

remaining backgrounds are bb, Z — 7 and lepton misidentification for ey channel,
ee and pp events are expected to be dominated by the Drell-Yan events. None of
: events are expected to have significant missing E7, while if events contain at least
energetic neutrinos, which results in large missing transverse energy. Figure 5.4
s the missing Er distribution for it events together with background processes of
" — 77, and WW. We require that candidate events must have a missing transverse
zy greater 25 GeV.

lote that we compute the missing Er after correcting the jet energy scale, as dis-
d in section 4.5, The motivation is that the corrected missing Er reject Drell-Yan

s better than using uncorrected missing Et as shown in Figure 5.5(a). For tf events,
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hange was observed as shown in Figure 5.5(b).
n addition to the cut on the magnitude of the missing transverse energy, the Drell-
and Z— 77 backgrounds are further reduced by cuts on the direction of the missing
sverse energy.
n principle no neutrinos are involved in the Drell-Yan events so that the missing E7
e event is expected to be small. The significant missing Er arises from jets when
ge fluctuation in the calorimeter measurement occurs. In this case, the direction of
ng Er tends to lie along that of the jet. Figure 5.7 illustrates one of examples for
: events. The missing Er of this event is 50 GeV, but it can be seen that the missing
s observed along a jet with a large Er of 83 GeV. The mising Er is considered to
rised from mismeasurement of the jet. Hence, no energetic jets must be detected in
lirection of the missing transverse energy for candidate events. We show a plot of
izimuthal difference between a missing Er and a closest jet) versus a missing Er
gure 5.8. We require that the missing E7 direction be more than 20° away from
losest jet. The cut value is chosen to achieve good rejection in a Drell-Yan control
le of Z + jets events' .
 similar cut is imposed to minimize the background from Z — rr. For Z— 77 events
nissing transverse energy originates from neutrinos, which are often aligned with the
ged leptons. Because of the large mass of the top quark, neutrinos from top decay
rroduced isotropic and are not aligned with the charged leptons. The backgrounds
Z — tr are minimized by requiring that no energetic lepton be detected in the
tion of the missing transverse energy. Figure 5.8 shows the azimuthal difference
een a missing Er and a closest lepton versus a missing E7. We demand that the
ng Er direction be more than 20° away from the closest lepton.
1 summary, we require that A¢(Er, lepton) >20 ° and A¢(Er, jet) >20 °, if Er
GeV. Note that the cut is imposed in case that the missing E7 be less than 50

Ve estimate the background from Drell-Yan continuum using Z events in CDF data as we will
8 in Section 7.1
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, otherwise the cut is not imposed. This condition is added in order to preserve
 tf events, since Monte Carlo study shows that these background events are less
7 to have a large missing E7 greater than 50 GeV, as illustrated in Figure 5.6. We
show in Figure 5.10 the azimuthal separation between the missing E7 and a closest
r lepton versus the missing Er.

'he efficiency of this requirement for top events is 76% for M,,,=140 GeV/c*

Two jet cut for higher mass top search

arching for the higher mass top quark, it is difficult to achieve a good signal-to-
ground separation, because tf production cross section becomes significantly smaller,
also because the background from WW production becomes comparable with the ¢
| for a top mass above 150 GeV/c?, As a result, we must rely on additional details
e top signature to improve the signal-to-background ratio. One of methods is to
re the presence of jets in the events. This can be seen in Figure 5.11 which shows
listribution of the jet multiplicity for WW and top Monte Carlo.
igure 5.12 shows the leading and second leading jet Er for the top masses of 100,
and 160 GeV/c?. For the top mass not much larger than the W mass, the b quark
the top decay has a rather soft Pr spectrum and the efficiency for reconstructing
s in the detector is low. For higher mass top, above 120 GeV/c?, however, the two
arks in the decay of the ¢f pair can have significant energy and are detected with
efficiency as hadronic jets in the calorimeter. An additional two-jet requirement
rves most of the ¢ signal for high mass top and reduces backgrounds, which contain
lionally observed hadronic jets only through higher order processes. The Z — 771,
and WZ backgrounds can be reduced by a factor of about 6 by requiring two jets.
efficiency for the two-jet requirement depends on the observed jet Ey and on the
nass. We have investigated the fraction of events which pass the two-jet cut for t£

WW events by varying the jet Et threshold. We used three set of cuts: EJ*', E3**
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,10), (15,15) and (20,10) GeV. The fractions are tabulated in Table 5.2. Figure 5.14
rates the two-jet cut efficiencies for the top quark as a function of its mass, together
those for WW events.

or tf events with mass above 120 GeV/c?, the efficiency is more than 63 %, while
) of WW events survives the cut by requiring two or more jets with observed Er
GeV.

1 the case, we require two or more jets with observed transverse energy greater than
eV. A cluster cone radius of 0.4 is used. Furthermore, because the pseudorapidity
ibution of jets from ttbar production is narrower than that from other background
ts, we require the jets to have | n | < 2.4. This cut was made on the pseudorapidity
e jet as determined from the center of the detector to ensure that the jets are

ained in the central or plug calorimeter, rather than the event origin.

[1op (GeV/c?) 100 120 140 160 WW

>(10,10) GeV  33.0 + 1.4% 63.0 + 1.3% 75.1 + 1.0% 83.9 + 0.9% 13.7 + 1.1
>(15,15) GeV  22.2 + 1.3% 45.9 + 1.4% 62.3 + 1.2% 74.5 + 1.0% 5.5 + 0.7

>(20,10) GeV 26.2 + 1.4% 549 + 1.3% 72.0 + 1.1% 82.4 + 0.9% 109 + 1.0

e 5.2: The efficiency of the two-jet cut of different jet Er thresholds for top and
Monte Carlo events.

Table 5.3: Summary of dilepton selection criteria
At least one central lepton isolated in the tracking chamber
Reject same sign dilepton events
p'r >25 GeV
Reject 75 <My <105 GeV/c? for ee and pp
A@(Er, jet) >20° and A¢(Er, lepton ) >20° if Pr <50 GeV
Two or more jets with observed Er >10 GeV
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. Data Analysis

ir data sample, 5 ey, 685 ee and 571 pp events are left after the Lepton Pr, lepton

ification, isolation, and opposite charge cuts.

1 ep

lepton Pr transverse momenta for the five electron-muon events are shown in
5.15, together with the prediction from ¢f Monte Carlo. The azimuthal angle differ-
between the missing transverse energy and the closest lepton or jet for is plotted in
5.16 against the missing transverse energy. Two ey events survive the final missing
ut, both its magnitude and direction cuts. The one of candidates has an isolated
al electron with Ef of 22.2 GeV and an opposite-sign muon with Pf of 47.7 GeV/c
a dilepton azimuthal opening angle of 18°. There are two large calorimeter clusters
e central region with observed transverse-energy depositions of 108 and 44 GeV,
luster of 18 GeV in the forward region. Other characteristics of the event include
resence of a second muon candidate with transverse momentum of 8.8 GeV/c in
ighest Er jet. Another event contains an isolated central electron with E5 of 50.6
and an isolated opposite-sign muon in the CMX chamber with Py of 37.3 GeV/c
three calorimeter clusters with observed Er of 67, 14 and 11 GeV.
1 these events, no energetic lepton or jet is detected in the direction of the missing
Figure 5.20 - 5.23 show a tracking chamber and calorimeter displays for the

idates. Some properties of two events are summarized in Table 5.5.

2 ee and up

dielectron and dimuon invariant masses are shown in Figure 5.17 and 5.18 for
lielectron events and 571 dimuon events, respectively. Also shown in the plots are
Monte Carlo predictions from ISAJET program. By removing the majority of Z°
grounds, the data sample is reduced to 58 ee and 62 uu events. The distribution in
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nissing E7- A¢(Er, lepton or jet) plane is shown in Figure 5.19 for CDF data. After
sing the missing E7 requirement, no dielectron or dimuon events were observed.

. summary of the numbers of events surviving different stage of cuts is shown in

e 5.4.

e following two sections, we will determine the detection efficiency for the selection

ia stated above, and estimate the expected number of backgrounds.

Cut ee up ep

Pr 702 588 8
Opposite-Charge 695 583 6
Isolation 685 571 5
Invariant Mass 58 62 5
Er g B

Er direction 0 0 2
Two-jet 0 0 2

Table 5.4: Numbers of data events surviving various consecutive cuts.
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Event 1 Event 11

Charge Py Ul ¢ | Charge Py n ¢

(GeV/c) (deg) (GeV/c) (deg)

ctron - 22.2 0.84 32 + 50.6 0.93 25

on + 47.7 0.17 14 - 37.3 —-0.74 4
on + 8.8 0.18 352

% | 107.9 0.11 352 67.0 0.64 218

2 44.3 —-0.54 215 13.6 -3.31 344

3 18.0 —2.94 112 10.7 1.34 344

ssing Er 136.4 179 59.6 149

b (E1,L) 147 124

) (Er.) 36 68

e 5.5: Characteristics of the top-quark cndidate events. Observed calorimeter E7 is

for jet clusters.
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re 5.12: Jet Er distribution for top Monte Carlo events: a) leading jet E7 and b)
to-leading jet E7. Distributions are normalized to unity.
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e 5.14: Two-jet cut efficiency for tf events as a function of a top-quark mass. Also
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e 5.18: Dimuon invarianat-mass distribution of CDF data with integrated lumi-
7 of 21.4 pb~'(plotted). The histogram is a Monte Carlo Dreall-Yan prediction
alized to data.
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are not included in the figure.
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e 5.20: A display of the candidate events: Run 41540 Event 127085 view of the

ing chamber in the transverse plane
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41540 Evt 127085 EMU41540.DST 290CT92 3:33:20 21-JAN-O

DAIS E transverse Eta-Phi LEGO Plot
Max tower E= 72.4 Min tower E= 0.50 N clusters

METS: Etotal = 723.1 GeV, Et (scalar)= 235.3
Et (miss)= B80.4 at Phi= 175.3 Degq.

ETA: 0.3

ure 5.21: A display of the candidate events: Run 41540 Event 127085 The cylindrical
olimeter has been "unrolled” such that the axes of the grid the azimuthal angle
und the beam line, and the peudorapidity, defined as n = —log(tan(6/2)), where 6 is
polar angle with respect to the beam line. The hight of each cell is proportional to
transverse energy Ey = Esinf.
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ure 5.22: A display of the candidate events: Run 47122 Event 38382 view of the
cking chamber in the transverse plane
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Figure 5.23: A display of the candidate events: Run 47122 Event 38382
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hapter 6
fliciency measurement

s section describes the calculation of the total detection efficiency for tf — dilepton
“events, and also discuss the systematic uncertainty on the efficiency measurement.

The observed cross section is related to the tf production cross section:
Oobs = Oz Br €i6tal (6.1)

re Br = s“—] is the semileptonic branching fraction into ee, pu, or eu.

The total efficiency(€iai) is a sum of efficiencies for the 8 event classes, which are
product of the acceptance due to geometrical and Pr cut (€geom.p, ), efficiencies for
on identification cuts(e;p), isolation cut(€i,), event topology cut(€pyent), two-jet

(€7wo-jet), and the trigger efficiency (€r,igger) and is given by

€rotal = Z €geom-Pp EID €lsol €event Eiwo—jet Etrigger (6-2)
event class

 arrangement of the factors on the right-hand side of equation (6.2) is meant to
ne an order in our set of selection cuts. According to this order, the efficiency of a
n cut is determined relative to a sample on which all the preceding cuts have already
n applied.

In the following sections, we will describe the efficiency calculation for individual
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s. We use the ISAJET Monte Carlo generator and a simulation of the CDF detector
determine the geometric and kinematic acceptance and the efficiencies for lepton
atification cuts, lepton isolation cuts, the combined efficiency of the dilepton charge,
ariant mass and missing E7 cuts, and the efficiency for the two-jet cut. The trigger

ciencies are determined using data collected by independent triggers.

1 Geometric and kinematic acceptance

: acceptance due to geometrical and Pp cut is the fraction of tf — dilepton + X
nts (normalized to the double semi-leptonic brancing ratio of 4/81) inside the fiducial
ime of the detector and passing the Pr cuts. It should be noted that this definition in
iciple allows efficiencies larger than 1.0. The double semi-leptonic decay of a tf pair
h an assumed branching ratio of 4/81, i.e., a lepton pair from WW, contributes most
he signal, but the remaining contributions from sequential decays of a daughter b or
nark or 7 lepton are also take into account. Hence, the effective branching ratio is
er than 4/81. In Table 6.1, we show the contributions to the signal from the following
on sources: (1) both leptons come directly from the W decay; (2) at least one lepton
1es from the b decay’ ; and (3) leptons coming from the decay of a tau (but no events
h as b — 7, since these events are counted in the category (2) ). This is evaluated
ig ISAJET Monte Carlo generator and the CDF detector simulation. Leptons from
quarks at the ISAJET generator level are related to the simulated lepton candidates
examining the matching in 7 — ¢ space between both leptons. We looked at the
ributions of the distance between them and required to be less than 0.04. Figure 6.1
strates the matching distribution for electrons coming from the decays of W and of
tom. The efficiency of passing the matching cut is about 95 %.

After testing the matching cut, we counted the number of events which passes the

on Pr and fiducial cuts described in section 4.1 and 4.2. In the calculation, track re-

We also include the charm decay. By b, we mean both b and ¢ quarks.
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100 120 140 160

1) WYW- 822+ 15 681+1.6 550+ 15 46.7 + 1.4
2) Wbrb 92+11 23.7+15 384+ 1.7 462+ 1.6
3) =r,Wr 87+11 79+09 64408 6.7+07

le 6.1: Fractions of t£ — Il + X having 1) both leptons coming directory from the

quark decay, 2) at least one lepton coming from the decay of a bottom or charm
rk, and 3) leptons coming from other decays except 1) and 2). This was calculated
he parton level using ISAJET Monte Carlo program.

Miop

100

120

140

160

CE-CE
CE-MU
CE-MI
CE-PE
MU-MU
MU-MI
MU-PE
PE-MI

0.064 4+ 0.003
0.131 + 0.005
0.039 + 0.003
0.011 &+ 0.001
0.055 + 0.003
0.019 + 0.002
0.013 + 0.002
0.004 + 0.001

0.085 + 0.004
0.175 + 0.005
0.042 + 0.003
0.013 + 0.002
0.066 + 0.004
0.022 + 0.002
0.012 + 0.002
0.004 + 0.001

0.112 + 0.004
0.218 + 0.006
0.054 + 0.003
0.014 + 0.002
0.089 + 0.004
0.038 + 0.003
0.017 + 0.002
0.004 + 0.001

0.114 + 0.005
0.279 + 0.006
0.053 + 0.003
0.013 + 0.002
0.114 + 0.005
0.037 + 0.003
0.018 + 0.002
0.003 &+ 0.001

Tgta.l

0.337 £ 0.012

0.419 + 0.011

0.547 + 0.010

0.632 + 0.009

le 6.2: Geometric and kinematic acceptances for the top mass from 100- 160 GeV /c?.
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rement on the plug electron is imposed. For the dimuon class, at least one triggerable
on is required.

Table 6.2 summarizes the geometric and kinamatic acceptance. The acceptance is
reasing with the top mass (34 - 63 %) because the leptons are more likely to be in the
tral region and have large Pr at higher top mass, and also because the contribution to
acceptance from events with one or more leptons from the decay of b is increasing,
n 24 % at M,,=120 GeV/c? to 46 % at M,,,=160 GeV/c?’. However, note that
contribution of leptons coming from b quarks are suppressed because they are less
ated, and less likely to pass implicit isolation cuts such as HAD/EM and Lshr, than

leptons directly coming from W, as we will see in the next section.

2 Lepton Identification

»re are 3 sources of top dileptons, as we have discussed in previous section. Leptons
it events have widely varying isolation characteristic, depending on whether their
ent particle is W, bottom(charm) or tau, as shown in Figure 6.2. It is evident that
tons from the decay of W's and 7’s are well isolated but ones from the decay of b are
isolated. Hence the efficiencies for lepton identification cuts are expected to vary
ording to parentage. It also should be noted that the presence of jet activity in the
vents makes the detection efficiency less efficient than in Z° events. It can be seen
the same figure (Figure6.2 (d)) that leptons from Z decays are more isolated than
se from W-decays. It is not realistic to estimate the lepton detection efficiency using
lons from the Z decay. Therefore, the efficiencies are extracted from the {f Monte
lo. Before measuring the efficiency, it is important to check how well Monte Carlo
ulates the lepton identification variables. From Figure 6.3 to 6.5, comparisons of
tron variables between data and Monte Carlo are made using central electrons from
decay of Z. We have also included a small correction factor which account for the

erence of identification efficiencies between Monte Carlo and data using Z events.
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> correction ensures that the efficiencies for leptons from Z-decay measured in the
a agree with those of simulated Z-decay leptons.

We compute the lepton selection efficiency as

ala
€ =3 fii€i —es (6.3)
i €z
(1 = lepton parentage, and j = lepton class ).

s is the weighted average where f; ; is the fraction of leptons passing the Pr cut at
ISAJET generator level’ and ¢ is the efficiencies for leptons extracted from top
nte Carlo. The summation runs over i’s, three lepton origins which are W, b and 7
_over j’s, five lepton classes which are tight CE, loose CE, PE, MU and MI. The last
n (e7%*/e}/C) is a correction factor to account for the difference between data and
nte Carlo reconstruction. This ratio is determined from the Z decays to dileptons for

h data and Monte Carlo events.

.1 Lepton identification efficiency from Z events

t, we determine the lepton selection efficiency(e7'®) using a sample of leptons from
decays in data. We select the sample of Z° events by requiring a lepton candidate
sing the selection criteria and another cluster(or track for a muon) such that the
on pair form a mass between 75 GeV/c? and 105 GeV/c?. The efficiency is measured
looking at whether the second lepton passes the cuts or not and the efficiency ratio
efined as r=(number of electrons passed cut) / (number of electron tested). For
nts with two central electrons (CE-CE) and with two CMUQ’s (MU-MU), in order
properly take into account the combinatorics, the effiiciency is € = 2r/(1 + r) as
cribe below, wheres we have simply € = r for the plug electron and the MI’s.

The following efficiency calculations rely on a simple probability argument that lep-

Strictly speaking, we took the matching in n — ¢ of particles between ISAJET generator level and
ilated particle as mentioned in the previous section, but no lepton identification cuts were imposed.
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s have two chances to pass the cuts, since real Z — I,1; decays have two leptons. For

ut efficiency of ¢, then there are four cases:

- probability of both leptons pass the cut = €2

- probability of /; passes and [, fails the cut = ¢(1 — ¢)
- probability of [, fails and I, passes the cut = (1 — ¢)
- probabilty of neither lepton passes the cut = (1 — ¢€)?

Let N be the number of events inside the mass window with at least one tight elec-
1, N1 the number of events with both leptons passing the tight cuts, N; the number
vents in which both leptons pass the cut i. The number of Z events in the sample is

oted by Nz, which is unknown. We can express,

N = Nz€(2 = E) (64)
N, = Nzé& (6.5)
N = Nze(2¢ —¢€) (6.6)

ving these equations® ,

> efficiency for the individual cuts are

—— N, + N;
NN
| the overall efficiency is
e 2N,
all = N+Nl-

Eq. (1.6) can be obtainedas follows. The efficiency that a positron passes the individual cut i is
essed as ¢; € Nz and the efficiency for an electron is ¢; ¢ Nz in the same way. Here we should note
the events which pass both electron and positron pass the cut i are counted twice (=¢’N). Thus,
btain (2 xe€;, € - €?)Nz.
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e statistical error on this efficiency, given by binominal statistics, is

- [éa-¢)
5'=1/—.
= N + N,

> efficiencies for the loose selection cuts are calculated similarly. Of course, the indi-
ual cut efficiencies remain the same if the cut is the same.; only the total efficiencies

nge.

ntral electrons

> efficiency is determined from a data sample of Z° — ee. The event must contain one
it central electron which passes the electron identification cuts listed in Table 4.1 and
in side the fiducial region. In addition, a second central cluster is required to pass
s: Er >20 GeV and a track pointing to it with Pr >10 GeV/c. There remains 509
nts. The sample contains 394 events which both electrons pass the tight cuts, and
he type tight-tight and 450 events which one pass tight and the other pass our loose
ction cuts. The central electron identification effiicencies for the different selections
summarized in Table 6.3. They are measured to be 87.3 + 1.1 % and 93.8 + 0.8 %
the tight and loose selection criteria, excluding about 4% loss of electrons associated

h the conversion removal.

1g electrons PE

> plug electron ID efficiency was measured using Z° — ee, where one electron is in
central region satisfying with the tight selection criteria and the other in the plug
sfying Er >20 GeV and the isolation measured in the calorimeter is less than 0.1.
r sample consists of 115 tight-loose Z’s. For this sample, a three-dimensional track
uirement on plug electrons was imposed. Only about 1/3 of the total CE-PE Z events
s this requirement. The track requirement is taken as a fiducial cut, and absorbed

»art of the geometrical acceptance in the calculation of the top detection efficiency.
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Cut N; €Data €MC

(tight cut)
HAD/EM < 0.05 484 0.972 + 0.005 0.837
E/P < 2.0 478 0.966 + 0.006 0.983
Ax < 1.5 cm 466 0.952 + 0.007 0.990
Az < 3.0 cm 500 0.990 + 0.003 0.988
x*(Strip) < 15. 489 0.978 + 0.005 0.994
Lo < 0.2 504 0.994 + 0.002 1.000
Total (tight) 394 0.873 + 0.011 0.802

(loose cut)
HAD/EM < 0.055 + 0.045E1 /100 504 0.994 + 0.002 0.936

E/P < 4.0 509 1.000 + 0.000 0.998
Ax < 1.5 cm 466 0.952 + 0.007 0.998
Az < 3.0 cm 500 0.990 + 0.003 0.988

L < 0.2 504 0.994 + 0.002 1.000
Total (loose) 450 0.938 + 0.008 0.909

le 6.3: Central electron selection efficiency from Z — ee in data. Both tight and
e selection efficiencies are listed. Efficiencies calculated from Z Monte Carlo are also
wn in the last column
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> plug electron isolation efficiency for the top quark is estimated from the ¢ Monte
lo. The efficiencies are summarized in Table 6.4 and the overall efficiency is found
e 85.2 + 0.03 %.

Cut  Npass €
HAD/EM < 0.05 113 0983 + 0.012
x*(3x3) e 111 0.965 + 0.017
N(VTPC) > 0.5 109 0.948 + 0.021
X*(depth) < 15. 109 0.948 + 0.021
Combined 98 0.852 + 0.033

Table 6.4: Plug electron selection efficiency

ntral muons MU

m a sample of Z° — up events, the efficiencies for the minimum ionizing and a match
ween the CTC track and the muon chamber track was determined. The number of
nts in the sample is 394 events. The efficiency is summarised in Table 6.5 and the
rall selection efficiency is estimated to be 92.64+0.1%. The efficiency of the track
lity requirement is measured to be 0.99+0.1% using a sample of electron tracks from
+ ev decays. Since the matching between a CTC track and a muon segment track is
e efficient( >0.99), the selection efficiency for CMIO is almost equal to the one for
UOs. The CMIO efficiency can be obtained from table 6.5 by removing the Az cut.
We also calculated the muon selection efficiency for Monte Carlo events and results

shown in Table 6.5.

.2 Efficiency calculation from top Monte Carlo

this point we calculated the lepton selection efficiencies using Z events. We can

ipute the correction factor in eq. 6.3. Next step is to extract lepton identification
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cut N; €Data  EMC
EM 368 0.965 + 0.007 0.996
HAD 385 0.993 + 0.005 0.982
EM+HAD 392 0.997 + 0.002 1.000
dX 393 0.999 + 0.001 1.000
340 0.926 + 0.010 0.977

le 6.5: Central muon selection efficiency from Z — upu. Efficiencies from Z Monte
lo are also shown.

iencies from the top Monte Carlo events. Distributions for identification variables

e shown in Figure 4.3 - 4.8.

€w €h €r €iotal
CE(tight) 0.794 + 0.009 0.114 + 0.016 0.822 + 0.036 0.670 + 0.014
CE(loose) 0.872 + 0.006 0.156 + 0.017 0.854 + 0.028 0.739 + 0.014
PE 0.627 + 0.022 0.092 £ 0.051 0.454 + 0.122 0.520 + 0.022
MU 0.924 + 0.003 0.213 £ 0.020 0.885 + 0.020 0.775 + 0.015
MI 0.893 + 0.010 0.131 + 0.043 0.829 + 0.064 0.732 + 0.018

le 6.6: Single lepton identification efficiency extracted from top Monte Carlo. Errors
statistical only.

In Table 6.6 we give the single lepton efficiencies (¢; in Eq. 6.3) of the 3 sources and
asses of leptons® for M,,,=140 GeV /c? for instance to illustrate how the efficiencies
calculated. The fractions fw, f;, and f, depend slightly on the top mass and on the
idity of the leptons considered. For M,,, = 140 GeV/c? and for central electrons,
fractions are fyy=0.767+0.013, f,=0.1851-0.012, and {,=0.049+0.007. The efficiency

the single central electron is calculated using these fractions and the first row in

Correction factors to account for the difference between Monte Carlo and real data are already
ided in these numbers.
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le 6.6 as follows:

fW5W+fb€b+.frcf
= 0.767 x 0.794 + 0.207 x 0.114 4 0.049 x 0.822
= 0.670

ilarly, the fractions for the muons are fyy=0.746+0.013, f,=0.207+0.012, and f,=0.048--0.007.
> efficiencies €(class,W), €(class,b) and €(class,7) include a small correction factor
ch accounts for the difference between real data and Monte Carlo. We find the ratios
a [e}C) to be 1.04, 0.99, 1.08, and 0.95 for the tight CE, loose CE, PE, and MU /MI
on classes, respectively. In addition, central electron efficiencies have been degraded
4% to account for losses due to the conversion cuts.

The total lepton identification efficiency in dilepton events is obtained by summing
r the eight dilepton categories. It is given in table 6.7. The entries in table 6.7
products of the single lepton efficiencies of table 6.6, except for the CE-CE case
re the formula € = €igh (2 €100se — Etight) Was used to take into account correlations
ween tight and loose central electron cuts. Figure 6.7 shows the plot of the lepton
tification efficiency as a function of top mass. It can be seen that the efficiency
onstant, as we expect, if we count only leptons coming from the decay of W. The
iency is decreasing, if we count all the lepton contributions to the efficiency, because
fraction of having leptons from b-decays is increasing as a function of the top mass,
also because leptons from b-decay are less likely to pass identification cuts.

In table 6.6, the MI efficiency is low by two sigma (4%) compared with the muon(MU),
ough these efficiencies are expected to be equal. We believe this could be a statistical
tuation, with negligible effect in the overall detection efficiency.
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€D

Mop

100

120

140

160

CE-CE
CE-MU
CE-MI
CE-PE
MU-MU
MU-MI
MU-PE

0.625 + 0.017
0.657 + 0.017
0.631 + 0.018
0.451 + 0.020
0.782 + 0.018
0.751 + 0.020
0.537 + 0.023
0.516 + 0.023

0.577 £ 0.019
0.612 + 0.019
0.596 + 0.022
0.438 + 0.027
0.724 + 0.019
0.705 £ 0.023
0.518 £ 0.031
0.505 £ 0.032

0.494 + 0.014
0.519 + 0.015
0.490 + 0.016
0.341 + 0.016
0.601 + 0.016
0.568 + 0.018
0.394 + 0.019

0.441 + 0.013
0.463 + 0.013
0.451 + 0.014
0.333 £ 0.016
0.550 + 0.014
0.536 + 0.016
0.396 + 0.019
0.386 + 0.019

PE-MI_

0.372 + 0.019

le 6.7: The lepton selection efficiency for the top mass from 100-160 GeV/c?. Errors
statistical only.

3 Isolation

> dilepton isolation efficiencies shown in table 6.8, are the fractions of dilepton events
sing the Pr and lepton ID cuts, which also pass the isolation cuts. The isolation cut is
y efficient because we require only one central isolated lepton in the tracking chamber
the CECE,CEMU,MUMU categories, which account for 82% of the acceptance for
» = 140 GeV/c?. In addition to requiring at least one CE, MU or MI isolated in
tracking chamber, for the CE-MI, CE-PE, MU-MI, MU-PE, and PE-MI categories
% of the acceptance), the PE or MI leg is required to be isolated in the calorimeter,

ilting in a lower isolation efficiency for these categories.

4 Event toplogy cuts

- efficiency for event topology cuts (€eyent) is the fraction of dilepton events passing
Pr and isolation cuts which also pass the following cuts combined: opposite-sign,
wriant mass, and missing E1 (both magnitude and direction). See table 6.9. For M,,,

60 GeV/c?, the efficiencies of the opposite-sign and missing Er cuts are 94% and
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€ls0l

Mmp

100

120

140

160

CE-CE
CE-MU
CE-MI
CE-PE
MU-MU
MU-MI
MU-PE
PE-MI

0.989 + 0.008
0.989 + 0.005
0.812 + 0.036
0.889 + 0.105
0.979 + 0.009
0.880 + 0.036
0.955 + 0.044
0.875 + 0.117

0.973 + 0.011
0.986 + 0.005
0.830 + 0.032
1.000 + 0.000
0.982 + 0.008
0.856 + 0.037
0.824 + 0.092
1.000 + 0.000

0.984 + 0.008
0.980 + 0.006
0.839 + 0.030
0.867 + 0.088
0.980 + 0.008
0.875 + 0.029
0.704 + 0.088
0.875 + 0.117

0.988 + 0.007
0.975 =+ 0.006
0.782 + 0.033
0.842 + 0.084
0.988 + 0.006
0.831 + 0.035
0.926 + 0.050
1.000 + 0.000

Total

0.959 + 0.006

0.955 + 0.006

0.951 + 0.006

0.947 + 0.006

le 6.8: Isolation cut efficiency for the top masses:100-160 GeV /c?. Errors are statis-
1 only.

b, respectively. The invariant mass cut applied in the ee and up channels is 80%

ient. The combined efficiency of the three cuts on dileptons is €.yent = 69%.

5 Two-jet cut

investigated the efficiency for the two-jet cut in section 5.7 to determine the jet Ey
:sholds. The reasult was tabulated in Table 5.2. Jet multiplicity and E; spectrum
affected by Monte Carlo assumptions about gluon radiation. ISAJET tf Monte
lo generator includes radiation of gluons from the initial- and final-state partons.
misions of these gluons increases the jet multiplicity and therefore increases the
iency of the number-of-jets requirement. For M,,,=120 GeVc?, approximately 30 %
he jets passing the selection cuts are due to gluon radiation.

To get around the problem of the poorly known effects due to the gluon radiation,
calculated the efficiency (é1wo-jet) listed in Table 5.2 in the following manner.

- ON OFF
€Two—jet = 1/2 (fTwo-je: + ETwn—jct)a

(6.7)
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120

100 140 160

CE-CE 0.52 + 0.04 0.55 + 0.03 0.59 + 0.03 0.57 £ 0.03
CE-MU 0.73 + 0.02 0.71 + 0.02 0.75 £ 0.02 0.75 £+ 0.02
CE-MI 0.71 + 0.05 0.67 + 0.04 0.78 £ 0.03 0.71 + 0.04
CE-PE 0.50 + 0.18 0.59 + 0.12 0.69 + 0.13 0.50 + 0.13
MU-MU 0.61 + 0.03 0.61 + 0.03 0.54 £ 0.03 0.58 + 0.03
MU-MI 0.60 + 0.06 0.58 + 0.06 0.50 £ 0.05 0.55 + 0.05
MU-PE 0.71 £ 0.10 0.64 + 0.13 0.89 + 0.07 0.76 + 0.09
PE-MI 0.71 + 0.17 0.86 + 0.13 0.86 + 0.13 1.0 + 0.00
Total  0.659 + 0.014 0.688 + 0.012

0.662 + 0.013 0.690 + 0.012

le 6.9: The combined efficiency of the dilepton charge, invariant mass, and missing
cuts for top masses from 100-160 GeV/c?. Errors are statistical only.

re €n,_joc 18 the two-jet cut efficiency with the default ISAJET, and Ewjet 18
1iputed by disabling gluon radiation in ISAJET. Thus, we define the efficiency as a
an value of both numbers. We have also checked the jet multiplicity using HERWIG
nte Carlo generator [49] and found that 73.9 + 2.8 % of top Monte Carlo events of
GeV/c? were satisfied with the two-jet requirement. This result is consistent with

ISAJET average of 75.1 4+ 1.0 %.

6 Trigger

ciencies of single electron or muon triggers are calculated as shown in Table 6.10

n data using independent triggers [42].

Muon
94.99%;5;
93.68+127
97.7 +£ 0.6

Trigger Electron
Level 1 99.2 + 0.08
Level 2 93.5 £ 0.3
Level 3 974 + 0.2

Table 6.10: Single lepton trigger efficiency at each trigger level
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Dilepton events are collected with two of any high Pr single lepton triggers. The
ger efficiency for dilepton events is evaluated using the trigger efficiency for inclusive
on trigger. The trigger effficiency for the dilepton events is calculated as is 1-f, - f5,
re ffi and f; are the separate probabilities for failing the first and second triggers,
vectively. In case of having no trigger for one of two leptons, for instance for CMIO,
set to be 1. A summary of dilepton trigger efficiencies is shown in Table 6.11.

Et.r‘igﬁer

M. 100 120 140 160
CE-CE 0.993 0.993 0.993 0.993
CE-MU 0.989 0.989 0.989 0.989
CE-MI 0.916 0.916 0.916 0.916
CE-PE 0.983 0.983 0.979 0.983
MU-MU 0.983 0.983 0.983 0.983
MU-MI 0.869 0.869 0.869 0.869
MU-PE 0.973 0.974 0.967 0.973
PE-MI 0.797 0.803 0.745 0.797
Total 0.972 0.974 0.972 0.976

Table 6.11: Trigger efficiency

7 Total detection efficiency

le 6.12 shows the detection efficiency as a function of top mass for each dilepton
>gory. The sums over dilepton categories are also provided. Efficiency plots before
he two-jet cut, and b) after the additional two-jet cut, are shown in Figures 6.10
- 6.11. respectively. In table 6.13 a rundown is given of all the individual efficiencies
ch contribute to the total detection efficiency for a top mass of 140 GeV /2.

The total detection efficiency as a function of the top mass remains relatively constant
he top mass increases because the decrease in the the lepton detection efficiency with

s is compensated by the rising acceptance due to geometrical and Py cuts.
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€total

Miop

100

120

140

160

180

CE-CE
CE-MU
CE-MI
CE-PE
MU-MU
MU-MI
MU-PE
PE-MI

0.007
0.020
0.004
0.001
0.008
0.002
0.002
0.000

0.016
0.047
0.008
0.002
0.018
0.004
0.002
0.001

0.024
0.062
0.012
0.002
0.021
0.006
0.003
0.001

0.024
0.078
0.010
0.002
0.029
0.007
0.004
0.001

0.028
0.080
0.011
0.002
0.032
0.010
0.005
0.001

Total

0.044

0.098

0.132

0.154

0.169

Total(no jet cut) 0.135

0.156

0.175

0.184

0.192

Table 6.12: Total efficiency

Egeom-Pr

€ID €Elsol

€event

Eiwo—jet

ETI"I_E&

Eiotal

CE-CE

CE-MU
CE-MI

CE-PE
MU-MU
MU-MI
MU-PE
PE-MI

11.2
21.8
5.4
1.4
8.9
3.8
1.7
0.4

54.1 98.8
51.9 98.3
49.0 84.6
34.1 85.7
60.1 98.4
56.8 87.7

394 795 8

37.2 91.7

59.1
75.1
78.3
66.7
54.0
50.2

7.1

90.9

75.1
75.1
75.1
75.1
75.1
75.1
75.1
75.1

99.3
98.9
91.6
97.9
98.3
86.9
96.7
74.5

2.6
6.2
1.2
0.2
2.1
0.6
0.3
0.1

"Total (%

) 547

52.8 954

69.4

75.1

97.3

13.4

Table 6.13: Dilepton efficiency for a top mass of 140 GeV /c?
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8 Systematic uncertainties

describe systematic uncertainties of the dilepton analysis in this section. The basic
» to estimate these errors are to compare the different generator or simulator and to
asure the variation by chaanging the parameters.
Acceptance due to geometrical and Pr cuts
e, one source of systematic uncertainty is the modeling of initial state radiation.
ial state radiation affects the motion of the tf system and hence the rapidity and
1sverse momentum distributions of the top quark decay products. This effect can be
lied by turning on and off gluon radiation in ISAJET. Another systematic uncertainty
ilts from the choice of structure functions. Our estimate is 3% for the total systematic
ertainty on the geometrical and kinematical acceptance.
Lepton identification
extracted the lepton identification efficiencies from the tf Monte Carlo, together
h 7 events in data to correct for the difference between data and Monte Carlo.
ertainties depend largely on how the Monte Carlo models the tf production and
ay. Detector simulation affects lepton identification. Here, we take half the difference
ween the result obtained from two different simulations of the CDF detector; this is
The modeling of gluon radiation affects the isolation properties of the leptons,
hence their identification efficiency. We studied this effect by turning on and off
on radiation in ISAJET, and taking half the difference in the corresponding lepton
itification efficiencies as systematic uncertainty. This gives 2.4%. Since these two
tributions are clearly independent, the systematic uncertainty on lepton identification
4% ® 5% = 6%.
Isolation
> technique for determining the systematic uncertainty on lepton isolation is the same
or lepton identification. The effect due to gluon radiation and detector simulation
both 1 %. Hence the combined systematic uncertainty is conservatively 1% & 1% =

We have also investigated the uncertainty due to the fragmentation model ISAJET
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rments quarks according to the Peterson fragmentation function:

D(z)=1/zx(1—-1/z—¢€/(1—2))"2

re 2 is the fraction of the quark momentum carried by the particle (usually a meson)
t contains the quark. The parameter € for top qurk in ISAJET defaults to 0.5. We
e changed € to 0.2 and 1.5 and generated samples of top Monte Carlo with M,,,=140
V/c?. As a result, no significant change was observed.

Trigger

ors of each single lepton trigger efficiency are propagated to the total detection effi-
icy, which result in observation of less than 1%.

Jet

ase of requiring the two-jet cut, we have to take into account systematic uncertainty
to jets and this arises the largest contribution.

Uncertainties in the understanding of the jet energy scale and the gluon radiation
reflected in an uncertainty in the total detection efficiency in case of requiring the
-jet cuts in the analysis, where we require that there are at least two jets with Ep
) GeV. The energy scale is estimated to be + 10% for jets of Er near 10 GeV. A +
% uncertainty in the jet energy scale, which depends on M,,,, results in the change
etection efficiency by + 1.3(M,,,=160 GeV/?) - 5.0( M,,,=100 GeV /?).

The ISAJET Monte Carlo generator includes radiation of gluons from the initial-
final state-partons. These radiations increases the jet multiplicity, which results in
easing th efficiency of the number-of-jet requirement. We estimate that ~ 20 - 30%
ets in the tf eventscoming from gluon radiation. Disabling gluon radiation in ISAJET
reases the efficiency of the jet multiplicity requirement by 6.4% for M,,,=140 GeV?,
Others

measure some of the efficiencies, we depend much on Monte Caro. This is about 3

We also take the 10% uncertainty in luminosity measurement.
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Table 6.14: Summary of uncertainties in the acceptance calculation.

Uncertainty source No jet cut
Geometrical and Pr cuts 3%
Lepton detection
(a) gluon radiation 2.4%
(b) simulation 5%
Isolation
(a) gluon radiation 1%
(b) simulation 1%
Calorimeter(jet) energy scale 2%
on the missing Er
MC statistics 3%

To obtain the error in the expected number of events we have added the statistical
r in quadrature with the systematic error. A systematic error of 13% is used except
the calculation of the two jet efficiency cut. The later systematic error depends
two factors the gluon radiation and the jet energy scale. The error due to gluon
jation is obtained by turning off the gluon radiation in ISAJET. We use half the
erence between on and off as the sigma for the gluon radiation. By changing the jet
rgy scale by + 10% we determine the systematic error in the jet energy scale. The

,ematic error is a function of the top quark mass and is given in table 6.15.
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Systematic error in €a1 (%)
13% error in quadrature with error on jets

Miop 100 120 140 160

Gluon radiation 36.3 12.1 6.4 2.9
Energy scale 50 36 22 13
Other from table above 8 8 8 8
total 38 15 10 9

Table 6.15: Systematic uncertainty in the two-jet cut
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hapter 7
ackground studies

s section determines contributions of several background processes to our selection
eria. The main background processes which we considered are heavy flavor produc-
 of bb and cé, Z — 77, Drell-Yan and WW/WZ productions. Monte Carlo technique
used to estimate these backgrounds. For Z — 77 and Drell-Yan processes, we use
vents in data to minimize the uncertainties coming from Monte Carlo modeling,

The background contribution from the particle misidentification is also considered.

Il Dielectron and Dimuon Backgrounds from Drell-

Yan

nts containing a v/Z° decaying into an e*e™ or u*u~ pair contribute to the back-
ind to the top signal. Although events in the Z mass window between 75 and 105
//c? are explicitly removed from the signel region, Drell-Yan continuum events out-
the window are potential backgrounds.

We use the observed Z° — ee, and pupu distributions to estimate the background from
continuum. Since the modeling of the tail of the Pr distribution is important, it is
rable to be independent of the Monte Carlo prediction. Our initial assumption is

 the Pj*” distributions inside and near the Z° region are similar. Figure 7.1 shows
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Cut Number of Events | Fraction

a) Z events 1151 100%
b)  Er (uncorr) > 20GeV 32 2.8%
¢)  Er (corr) > 20GeV 27 2.3%
d)  Er (uncorr) > 25GeV 16 1.4%
e) K (corr) > 25GeV 9 0.8%
f) e) + A¢(Er,jet) cut B! 0.3%
g) f)+ A¢(Er,l) cut 3 0.3%
h) g) + 1 or more jets w/ Er>10 3 0.3%
i)  g) + 2 or more jets w/ Er>10 1 0.1%

Table 7.1: Cut rejections. Each line is an independent cut.

Py distribution from ISAJET Monte Carlo' for near Z mass peak (75 <M+~ or
 <M+;-) and inside Z mass region. ISAJET Monte Carlo predicts that there is a
ht stiffening with increasing mass in the Pj'Z which could lead to an overestimate of
background. When looking at Pr}f'z in data, it turns out that the P;'“ distribution
no mass dependence inside and outside Z mass region as shown in Figure 7.2, and our
imption is verified. We also note that the ISAJET Monte Carlo does not reproduce
jet multiplicity in Z events as shown in Figure 7.3. For these reasons, Drell-Yan
kground is estimated from Z events in data rather than using Monte Carlo. The
hod consists of (1) the determination of the rejection factors, which are applied to

Drell-Yan events outside the Z-window, for the missing E1 and jet cuts obtained
n Z events; follwed by (2) applying a small Monte Carlo correction to account for
mass dependence of the Pr and jet activity.

We exploited in section 5.6 that both the magnitude and direction of the missing Ey
the useful variables. We require that the missing F7 must be greater than 25 GeV,
‘also that the direction of the missing E7 must be separated from a jet by more than
, if the missing E7 is less than 50 GeV. Table 7.1 summarizes how the events inside

1ass region (1151 events) are reduced by each selection cut. In the table, fraction

We have used version 6.36 of ISAJET Monte Carlo to generate the Drell-Yan process.
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M"(GeV) | Pr> 15GeV  Pr> 20GeV P > 30GeV
(x107%) (x1072) (x107%)

40.0 1.832 0.992 2.824
60.0 2.500 1.184 3.947
80.0 3.133 1.533 5.533
100.0 3.333 1.594 5.217
120.0 3.889 1.944 5.833
200.0 5.6

300.0 8.5

le 7.2: Efficiencies of having two or more jets with different parton P threshold
h Drell-Yan masses.

vassing different missing Er cuts are shown and the missing E corrected for jets
s better rejection by a factor of two in case of the missing By >25 GeV. The latter
helps reduce Drell-Yan background since the large missing E7 often arizes from
measurement of hadronic jets.. The definition of the cut was chosen from looking
‘igure 5.9 (a) and (b) for Z + 1 jet events. Also shown in the table is the rejection
or for the jet requirement.

Next, the missing Fr and jet rejection factors obtained from Z events are corrected
mass dependence due to small changes in Py and jet activity. We use two-jet cut
iencies as a function of mass from a boson+2 jet matrix element Monte Carlo [43].
le 7.2 tabulates the fraction of 7/Z° events with two jets of Pr larger than the
cated value. Note that these are parton Pr’s. The 15 GeV column corresponds to
GeV jets before correction. We find that for our cuts, using the jet activity from
»vents and assigning it to events outside the Z° mass window requires a correction
or’ of 0.87. Even though we only use the mass dependence, and not the absolute

liction of Mangano’s boson + 2 jet matrix element Monte Carlo, it is interesting to

Using the first column of Table 7.2, we calculate the correction factor as follows. For a 20 GeV
n Pr cut, 88 events have a mass less than 75 GeV and the average mass for these events is 56 GeV
h corresponds to €; = 2.35%, 35 events have a mass above 105 GeV and the average mass for these
ts is 133 GeV which corresponds to €3 = 4.1%, and events inside Z mass region correspond to ¢; =
. So €; : €2 : €3 = 0.7: 1.0 : 1.3 and the correction is (88x0.7 + 35x1.3)/(88 + 35) = 0.87.
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Lepton Py cut | Before two-jet E"—T“ >10 GeV
(15,15) 0.46 + 0.27 0.15 + 0.15
(20,20) 0.28 + 0.17 0.10 + 0.10

Table 7.3: Number of events expected from Drell-Yan background.

e that the values predicted are somewhat low. In fact, only about 3.2% of Z events
predicted to have two jets with Pr >15 GeV at the generator level. After simulation
reconstruction this would translate into 2% or less for an uncorrected jet threshold
0 GeV, to be compared with 4.1+0.6% in Z data.

The backgrounds before the two-jet cut are based on the three events left in our se-
ion criteria. Only one of these events satisfies the two-jet requirement. The numbers

vents expected from the Drell-Yan background in 21.4 pb~' are listed in Table 7.3.
different choices of Pr cut and two-jet cut. The correction factor is applied.

After the signal cuts, including the two-jet cut, there is one event in the Z-region.
en scaled back, this gives a background expectation of 0.10 + 0.10 events in the top

pton signal region.

2 Z0 o 7t

her than using a Monte Carlo to estimate the Z° — 7 background, we have used
data sample of 1113 7/Z° — ee events.A sample of Z — 77 [44] was simulated as
yws: In each event we remove the two electrons from the event and then replace each
tron with a 7 which has the same momenta and energy as the electon removed. The
are then decayed semileptonically and simulated with the CDF detector simulation.
ally we merge the reconstructed 7’s to the underlying event which is the original
nt with the two electron removed. We repeated this procedure 80 times for 1113
nts to get a better statistics.

ISAJET Monte Carlo together with a simulation of the CDF detector was used to
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Cut Mass window Jr Two-jet

Our sample 0.89
ISAJET QTW=0 0.97
ISAJET QTW=3-200 0.93
_ISAJET QTW=7-200 0.96

0.15
0.11
0.06
0.11

0.31
0.67
0.67
0.69

le 7.4: Event topology cut efficiencies for the Z° — 77 background with a (20,20)

cut.

Lepton Py EY ep ee, up Total
20 GeV 0.22+0.04 0.20+£0.04 0.4210.08
20 GeV  >10 GeV 0.07+0.02 0.06+0.02 0.13+0.04
15 GeV 0.56+0.08 0.55+0.07 1.11+0.15
15 GeV  >10 GeV 0.17+£0.04 0.17+0.04 0.34+0.07

le 7.5: Number of events expected from the Z — r7 background in 21.4 pb~' with
erent lepton Pr, and with and without the two-jet requirement. Errors are statistical

e
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erate three set of samples with different values of the ISAJET parameter QTW? which
erns the transverse momentum of the Z. These samples were used for comparison with
results.

The event topology cut efficiencies extracted from these simulation sample are given
able 7.4. In order to reduce the Z — 77 background, we have developed the similar
as used for the Drell-Yan process. As discussed in Section 5.6, the missing Er
ction must be more than 20° away from a lepton, since it is expected to be aligned
h one of leptons as illustrated in Figure 5.9 (a) and (b). In addition, if we require
~or more jets, this background can be further reduced by a factor of three or more.
> fractions are shown in Table 7.4.

The overall yields were normalized by taking the Z — 77 cross section to be equal
he Z — ee cross section measured at CDF [45], and a branching fraction of the 7
- into dileptons B = (0.178 x 2)? = 0.127. The number of events we expect in 21.4

1 is given in table 7.5.

3 Background from WW and WZ

> detection efficiency was calculated in the same way as was done for the ¢Z signal,
ch is described in Chapter 6. As before, ISAJET Monte Carlo generator together with
mulation of CDF detector was used to determine the geometrical and kinematical
eptance, the efficiency of the lepton isolation cuts, and the efficiency of the combined
sing Er, invariant mass, and two-jet cuts. We used lepton identification efficiencies
n Z and trigger eficiencies measured in data collected with independent triggers.
se efficiencies are shown in Table 7.6

The cross sections used to normalize the diboson expectations are taken from Ref-

The ISAJET parameter QTW selects Z Pt limits for Z and 4. A choice of QT'W equal to 0 would
t lowest order Drell Yan process with the parent 4 or Z Pt originating from initial state radiation.
1oice of a non-sero QTW select next-to-leading order Drell-Yan processes to generate the parent v

Pr.

151



Sfficiency (%) [ Geom: P 1D Isol Event Two-jet Trigger Total(€towm)
Ww 26.3 989 76.3 60.5 13.1 97.1 1.5+0.6
WZ 25.3 99.4 76.3 13.2 13.1 97.3 1.3+0.5

Table 7.6: Detection efficiency for WW and WZ with a two-jet requirement

Lepton Py thresh. Jet Eg thresh. eu ee, up Total
20 GeV None 0.74+0.22 0.43+0.13 1.174+0.35
20 GeV 10 GeV 0.097+0.041 0.05740.024 0.15+0.06
15 GeV None 0.86+0.26 0.514+0.15 1.37+0.41
15 GeV 10 GeV 0.11+0.05 0.07+0.03 0.1840.08

Table 7.7: Number of WW events expected in 21.4 pb~'.

ice [47]: 9.5 pb for WW and 2.5 for WZ. We assigned a 30% of uncertainty due to
retical uncertainties in the cross section. The cross section of background events,
, is given by:

Oobs = OTheory X Br x ETotaly

T€ OTheory 16 the theoretical cross section and ey, 18 the total detection efficiency
d in Table 7.6.

Contributions of WW background to the selection criteria are 1.1740.35 and 0.15+0.06
1ts before and after the two-jet requirement. The number of WW background events
ected for different lepton Pr and the jet Ey is summarized in Table 7.7.

Our estimation using ISAJET Monte Carlo predicts that the 13 % of WW events
tain two or more jets with the observed E; with 10 GeV. Since the ISAJET pre-
ption for gluon radiation is esentially unconfirmed, we checked the two-jet rejection
or by examining a matrix element Monte Carlo [43], as was done for the Drell-Yan
kground. It can be seen from Table 7.2 that the efficiency of the two-jet requirement
1ld be approximately 2.7 times higher at typical WW subprocess energies of 300 GeV

n at subprocess energies of 90 GeV. We can use this Monte Carlo shape for the mass
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ation and we can use Z data at 90 GeV for calibration. The data show that 4.1 +
% of Z events have two jets above 10 GeV. Therefore the two-jet cut efficiency for
V can be estimated as 2.7x4.1%=11%. Since the agreement between this estimate
ISAJET is good, we simply use the ISAJET two-jet cut efficiency and assign a 30%

ematic uncertainty on it.

4 Background from heavy flavor production (bb)

vy flavor backgrounds, mostly bb, have been studied using ISAJET Monte Carlo
gram to model the production processes, together with the CLEO Monte Carlo to
lel b quark decays, as briefly described in section 3.1. An integrated luminosity of 67.5
! of bb Monte Carlo samples have been generated for studies of high Pr leptons from
ecays as a background in top searches [46]. Basic idea to estimate bb backgrounds is
. we obtain the rejection factor due to event topology and two jet requirement using
mple of dilepton events with Pr >15 GeV /c, which has a higher statistics, and that
number of events with Pr >20 GeV/c is used to determine the normalization.

The reduction factors for each cuts was determined as follows. At first, the reduction
or for the missing E7 requirement(>25 GeV) is 0.14+0.06. The correlation between
and lepton Pr was checked by varying the Py of one of the leptons to 17, 19, and
GeV/c. A 30% change was observed and this contributes the major part of the
ertainty assigned to the rejection factor for 7. The azimuthal angle requirement
ice the events further by 0.56+£0.12. No strong correlation was observed between
lepton Pr and the azimuthal angle separation between the missing Er and a closest
on (or jet). Another additional rejection was obtained by requiring two or more jets
he events and this was 0.43+0.10.

To determine the number for 21.4 pb~' of data, we choose to normalize the number
4 events that pass the (15, 5) cuts with no isolation requirement in 16.3 pb™' of

wte Carlo and 13.1 pb~! of data. Such data are dominated by ey events from bb
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rces and hence they provide a better normalization than using the Monte Carlo cross
ions. In doing this Monte Carlo to data luminosity normalization, we are taking into
ount possible effects not considered by the Monte Carlo, such as trigger efficiencies.
 uncertainty on lepton ID efficiencies is reduced to variations of data to Monte Carlo
o as a function of lepton Pr. There are 184 ey events found in 13.1 pb~! of data and
events in 16.3 pb™' of Monte Carlo. In last run’s low Pr eu analysis, background in
data was determined to be 20 +10%. At higher Py, the background fraction should
lower since QCD process in general have a softer Pr spectrum than heavyflavor
duction. To be conservative, we use a background fraction of 20 + 20% in this study.
 normalization factor is therefore 0.94 4 0.19. This factor must be divided by 90%
iccount for the inefficiency of the cut in the Monte Carlo generation on b quark Py
5 GeV, which keeps 90% of the daughter leptons with Py > 15 GeV. Combining this
1 the above background estimate, we obtain the background expected in 21.4 pb™!
ata as given in the following tables.

The number of background events expected in our data sample is given in table 7.8.

= Pr cut at (15,15) Pr cut at (20,20)
Pr, Iso, Opp-Sgn Cuts 24 +5 2.8 +£0.6
Additional Missing E7 Cut 1.91 + 0.96 0.22 + 0.12
Additional Two-Jet Cut 0.83 £+ 0.43 0.10 + 0.05

[able 7.8: Number of events expected from bb background for a run of 21.4 pb~'.

5 Z2 B

JET Monte Carlo generator together with the CDF detector simulation was used to
mate the Z° — bb background. The total of 740 K were generated corresponding to
ntegrated luminosity of 841 pb~'. No events were found in the signal region when
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nominal cuts (no two jet cut) were applied. This gives a limit of less than 0.025
nts for a run of 21.4 pb~'. If the two jet cut reduces this by a factor of 3, as it
s for Z° — 77* | then this background is less than 0.01 events. We therefore do not
sider this background further.

8 Wbb,Wce

have looked at the background from production of W’s in association with heavy
rk pairs (Wbb, Wce) via the gluon splitting processes. An integrated luminosity of
0 pb~! of events were generated with the leading-order matrix element calculation
ribed in (48] and the HERWIG Monte Carlo generator [49] together with the CDF
>ctor simulation. This sample was used to compute the contribution of these events
he signal region. The cross section, according to ref (48], is 5.4pb. Figure 7.5 shows
lepton Py distribution from the Wbb events. It is obvious that a leading Py lepton
ies from the decay of W and that a second one with soft Pr comes from the decay
. Most of Wbb backgrounds are rejected using large Py.

No events survived our selection cuts without the two jet cut. This gives us the
t of the number of events expected in 21.4 pb-1 and it is less than 0.006. The
ple contains only events with the decay of W into the central electron. So, we need
ake into account events of the W decay into plug electrons and muons. Using W
nte Carlo, the ratios of W decaying into central electron(CE), plug electron(PE) and
on(MU) were calculated to be CE : PE : MU = 1 : 0.07 : 0.80. Thus we would
ect less than 0.011 Wbb events ( = 0.006x(1+40.07+0.80) ) We conclude that this
kground contribution to the signal region is neglegibly small.

31% of events have two or more jets as seen in section 7.2
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7 Fake dilepton background

consider the “fake dilepton” background: (1) events from ordinary QCD jet or
-jets with at least one misidentified lepton®, (2) conversion electron, and (3)muon
n hadronic decay in flight. These events may also have large missing E7, and maybe
cult to distinguish kinematically from top events. The procedure employed for esti-
ing the background is to a) estimate the probability of a jet to fake a lepton, b) find
’ many events with lepton+jet would be in the signal region if the jet faked a lepton,
~¢) multiply the number of events found in b) by the fake rates found in a).

The "fake probability” per lepton is obtained from a background sample of events
ected with a jet trigger with an E; threshold for the jet of 20 GeV. Central and plug
tromagnetic clusters, and 1muon’ candidate tracks are selected with minimal cuts.
> probability to pass the standard electron and muon identification is then measured.
: fake rates are determined separately for central isolated and non-isolated tracks or
ters. This separation is necessary because in the dilepton selection, all events are
sired to have at least one central(CE, MU or MI) isolated lepton. Fake rates are
ulated in Table 7.9.

When looking through the jet data for jets which fake leptons, we will also find some
leptons from b decay. The effect of this is to increase the fake probability we would
from light quark jets alone. It is desirable to use fake probabilities which have the
tributions from b quarks subtracted. To accomplish this, we refer to a study [50]
ch estimates the b fraction of ELES banks which pass our tight central electron cuts
e 46% + 8%. We use this number both to scale back the fake probabilities for central
trons, and also as an indicator of the number of CMUO banks we should expect from
in the jet data. We multiply the number of central electrons we expect from b decay
he ratio of acceptances for CMUO muons and central electrons, and use this as our

mate of the number of CMUO muons we expect from b in the jet data. We do not

One of the partons fragmenting into an electromagnetic rich jet is identified as an electron (or stiff
k, for muons)
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Type Iso? | Psake before b subtraction | Py.. after b subtraction
CE(tight) | yes 075+.028 .059+.028
CE(tight) | no .035+4.011 012+4.013-.012
CE(loose) | yes .150+.041 .132+.040
CE(loose) | no .063+.015 .038+.017

MU yes 121+.067 1114.066

MU no .009+.007 .004+4.007—-.004

MX yes .333+.219 .310+4.315-.310

MX no .071+.055 .052+4.055—.052

MI yes .048+.029 .048+4.029
MI no <.013 <.013
PE yes <.013 <.013

Table 7.9: Fake rates for each lepton category ,before and after b subtraction.

form the b subtraction for plug electrons or CMIO muons because we expect the
rimeter isolation cuts on these categories to reduce the b contamination. We don’t
ly the 2 jet cut and opposite sign cuts when counting events which have one good
on and one lepton bank passing the relaxed cuts. Assuming the relaxed lepton track
om a hadron, we expect its sign to be uncorrelated with the sign of the good lepton.
therefore count both opposite sign and same sign events, and divide by 2 to get the
ectation for opposite sign alone. There are 15 opposite sign events and 10 same sign
1its. The statistics suffer badly when the 2 jet cut is applied. We have looked at
jet events to find the rejection factor of the 2 jet cut after the other topology cuts
applied, and we use this rejection factor to obtain the number of events we expect
he signal region. Tables 7.10 and 7.11 show the expected numbers of background
its for 15-15 and 20-20 lepton Pt cuts, before and after the 2-jet cut is applied.
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Fake Background in 21.4 pb~' Before 2-jet Cut

Category | 15 GeV Lepton Pr Cuts | 20 GeV Lepton Pr Cuts
CE-CE .339+.168 169+.111
CE-PE <.034 <.033
MU-MU .140+.257—.140 073+.238—.073
MU-MI .091+.064 .022+.038—-.022
CE-MU .385+.300 1114.240—-.111
CE-MI .148+.102 .061+.051
PE-MU <.023 <.023
PE-MI <.028 <.028
TOTAL 1.10+£ .41 436+.292
SS Data 1 0

le 7.10:

Expected background due to hadron misidentification for 15 GeV and 20
V lepton Pr cuts. All cuts except for the 2-jet cut are applied. Also shown are the

nber of same-sign events found in the data for these cuts.

Fake Background in 21.4 pb~! After 2-jet Cut

Category | 15 GeV Lepton Pr Cuts | 20 GeV Lepton Py Cuts
CE-CE .056+4.028 .028+.018
CE-PE <.006 <.005
MU-MU .023+.042—.023 .012+.039—.012
MU-MI .015+.010 .004+.006—.004
CE-MU .063+.049 .018+.039—-.018
CE-MI 024+.017 .010+.008
PE-MU <.038 <.038
PE-MI <.005 <.005
TOTAL .181+.068 .072+.048
SS Data 0 0

le 7.11:

. events found in the data for these cuts.
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8 Background Summary and Checks

> number of background events contributed to our selection criteria is summarized in
le 7.12. The total background is 0.56+0.14 events after all cuts and the data yield is
rents. When releasing the two-jet requirement, we expect 2.54-0.5 events and observe
= same) 2 events.

A better statistics check was done in the eu channel by lowering the Py threshold to
GeV and comparing the background prediction with the number of events observed
he data after isolation cuts. The dilepton+0 jet sample should be dominated by
kground. Our ability to calculate the size of this background is an important check
the analysis. Our results are shown in table 7.13. There is agreement between the
kground prediction and the data. As an additional check of the reliability of our
kground predictions, we compared the number of same-sign events observed in the
a with a Pr threshold of 15 GeV after isolation cuts, with predictions from fakes and
We find that the sum of the bb and fake predictions is 19.8 + 4.0, compared to 10
e-sign events observed in the data. Again the agreement is good, although there is

m to believe that our backgrounds could be somewhat overestimated and therefore

servative.
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Without Er Without All cuts
and two-jet cuts two-jet cut

ep
ww 13 0.74 0.104+0.04
2ot 3.7 0.22 0.07+0.02
bb 1.2 0.10 0.04+0.03
Fake 1.2 0.19 0.03+0.03
Total background 7.2 1.25 0.24+40.03
CDF data 5 2 2
ee, pp
WWwW 0.6 0.43 0.06+0.02
Z—rr 3.0 0.20 0.06+0.02
bb 1.6 0.12 0.0540.03
Fake 3.7 0.25 0.04+0.03
Drell-Yan 113 0.28 0.10+0.10
Total background 120 1.28 0.3140.11
"~ CDF data 120 0 0

le 7.12: Number of background events expected 21.4 pb~! and the number of events
erved in the data.
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Pr > 15 GeV /e, Isolation,
and opp.-charge requirement

ep
WW 1.24+0.4
Z—TT 8.3+0.5
bb 1042
Fake 5.9+1.8
Total background 25+3
CDF data 18

le 7.13: Number of ey background events expected in 21.4 pb~' and the number
pposite-charge dilepton events observed in the data after isolation cuts and a Py
shold of 15 GeV/c.
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ire 7.1: ISAJET Monte Carlo Pr(v,Z) distribution in three mass region: 30-75
/[c, 75-105 GeV/c and above 105 GeV /c. The distributions are normalized to the
\ber of events inside the Z mass region.
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ure 7.2: Pr(vy,Z) distribution from data in three mass region: 30-75 GeV/c, 75-105
V/c and above 105 GeV/c. The distributions are normalized to the number of events
de the Z mass region.
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hapter 8

1Iscussion

1e last three chapters, we have exploited the selection cuts to improve the signal to
round separation. By imposing these cuts on a data sample of an integrated lumi-
y of 21.4 pb~', we have found two ey events. Our background study in Chapter 7
red that the expected dilepton background is 0.56 & 0.14. In this section we discuss

results in some detail and also set the lower bound on the top quark mass.

. Top quark search in the higher mass region

performed a search for the top quark in the high mass region above 120 GeV/c?
equiring the presence of two jets with observed Er >10 GeV. We found two ep
idate events with an expected number of background of 0.56 + 0.14 events.

lable 8.2 summarizes the acceptance of the dilepton analysis and the expected num-
of events in the signal region as a function of the top mass. To compute the expected
ber of events, we used the theoretical central values with the next-to-next-leading
r calculation. The uncertainties are the sum in quadrature of the statistical uncer-
y on the number of observed events, the systematic uncertainty on the acceptance
inction of top mass), and the uncertainty on the luminosity (10%)

Ne see the excess of events over expected backgrounds. Estimation of the probability
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the expected background has fluctuated up to the number of candidate events seen
eater is 10.9 %. This is evaluated using Poisson statistics convoluted with a Gaussian
aring of the mean number of backgrounds expected.

M., (GeV/c?) [ 100 120 140 160 180
P 102 38.9 169 8.16 4.21
€iotal - Br (%) | 0.22 0.49 0.66 0.78 0.86
Naipsctod 49 41 24 14 08

e 8.1: Theoretical prediction of ¢ cross section from Ref [26]. Efficiency x branching
» and expected number of events in 21.4 pb~', as a function of top mass.

> Low mass top search and limits on t{ produc-
tion

previous publication [7], based on a data sample of 4.1 pb~' collected by CDF in
-89, we reported a lower bound of 85 GeV/c? on M,,, from the dilepton channel
e. When combined with the results from the lepton + jets, where the b was tagged
ugh its semileptonic decay into muons, we obtained an improved limit of 91 GeV/c?
e 95 % confidence level. In the dilepton search with the two-jet cut, we concentrate
op mass above 120 GeV/c? where the event selection is reasonably efficient. This
es a hole between our previously published mass limit of 91 GeV/c? and 120 GeV/c?.
nis section we describe a search for the top quark in this relatively lower mass region
we extract a new lower bound on the top mass using the 21.4 pb~' data sample from
1992-93 run and the 4.1 pb~' from the 1988-89 run. First of all, it should be noted

for top masses close to the previous lower limit of 91 GeV/c?, the b quarks are
luced near our jet Ey threshold, and hence most tf dilepton events will not have two
rvable jets above 10 GeV in the calorimeter. For a search in this low mass region,

emove the the two-jet requirement.
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T'he search without the two-jet cut results in two candidate events passing our ti
ction criteria. These two events are the same as those passed the two-jet cut. With
events detected we can place upper limits on the £ production cross section, using
theoretical calculation for this cross section. We can also derive a limit on the top
rk mass.

T'he 95%-confidence level (C.L.) upper limits on the cross section is given by

. N"’F
o < I,Cdt e (8.1)

re Niop is the 95%-C.L. upper limit on the number of expected events, and [ Ldt is
integrated luminosity of the experiment, and a,,, is the acceptance of our analysis
{ events, normalized to assumed branching ratio. Since ay,, varies slightly with the
mass, the limit on o; will also be a a function of the top mass.

I'he systematic uncertainties in a,, and [ Ldt, which we discussed in Section 6.8,
e listed in Table 6.14. The total uncertainty for the number of events predicted in data
timated to be 13 % without the two-jet requirement. This systematic uncertainty is
| as the standard deviation of a Gaussian distribution convoluted with the Poisson
istical probability. The resulting distribution is used to obtain the 95%-C.L. upper
t on the number of events expected as a function of the top mass. (The method we
| to take uncertainties into account is explained in Aappendix 9). Given that two
1ts were observed and without the subtracting the backgrounds, we find an upper
t of Nyp=6.54. (If ignoring the effects of syetematic uncertainties, 6.30 would be
.) The 95%-C.L. upper limit on is 33 pb for M,,,=120 GeV/c?.

Using the theoretical predictions for oy; the limits on the cross section can be trans-
d into a lower limit on the mass of the top quark. Figure 8.1 shows the upper
ts on the tf cross section as a function of the top mass together with the theoretical
ulation of the cross section from Reference [26].

[o set a lower limit on the top mass, we find the point at which the oy-limit curve

ses crosses the lower (more conservatively) bound of the theoretical prediction. At
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% C.L. we obtain M,,, >116 GeV/c?, based on the analysis using a data sample from
2-93 collider run alone.

We also combine the 1988-89 data sample with 1992-93 data sample. By adding in
- 1988-89 data, the integrated luminosity becomes 25.5 pb~', the number of events
erved remains 2, which is the same events found in this analysis using the 1992-93 data
nple. One ep events in the previous analysis (7] fails the missing Fr requirement added
the ey channel in the 1992-93 analysis to reduce backgrounds expected in the larger
ninosity data sample. The expected background becomes (2.5 + 0.5) + (0.5 + 0.3) =
) + 0.6) events. To calculate upper limits with the combined 1988-89 and 1992-93

a sets, we used the following formula:

. Nupper limit
upper limit __

" = (Icggdt E§9+ f£93dt 593) . Bl‘

o

(8.2)

ere €93 is the acceptance of the ‘new’ analysis with the ‘new’ detector, whereas €,
the acceptance of the ‘new’ analysis with the ‘old’ detector. We believe that e}
omewhat larger than €g3, because of the reduced 1993 muon trigger acceptance (the
)3 muon trigger requires a CMU-CMP coincidence in the ¢ regions where CMP covers
{U). This only affects dimuon events (electron-muon events come in with the electron
), s0 that the difference between the two acceptances should not be more than a few
We made the conservative choice of setting €;q = €g3; this slightly increases the upper
its on the cross section. For each of these upper limits, we have calculated 95%-C.L.
er limits on the top mass as the intersection of the experimental upper limit with
- theoretical lower limit to be M,,, >120 GeV/c?’. Thus, we conclude that the top
ss region between 91 and 120 GeV/c? is excluded'. For comparison with previously

blished results, we use the same theoretical cross section with the next-to-leading

"The DO Collaboration recently reported the lower bound on the top quark mass of 131 GeV/c? at
95%-C.L., assuming the Standard Model branching fractions. Our limit from this analusis is lower
n the limit from D0 measurement, although they used the same method as this analysis, because
limit was calculated by combining four decay modes of tf — eu + jets, eetjets, e+jets andu-+jets
heir measurement.

170



er calculation to obtain a lower bound on M,,, of 115 GeV/c?.

M.op (GeV/c?) 100 120 140 160

e 102 38.9 16.9 8.16
€otal * Br (%) 0.68+0.05 0.78+0.06 0.88+0.07 0.93+0.07

N agcend 14.8 6.5 3.2 1.6

o (pb) at 95%-C.L. | 38.3 33.3 29.5 28.2

le 8.2: Theoretical prediction of ¢t cross section from Ref [26]. Efficiency x branching
o and expected number of events in 21.4 pb~', as a function of top mass.
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‘hapter 9
onclusions

have carried out a search for the top quark in pp collisions at /s = 1.8 TeV using
CDF detector at Fermilab. The analysis was based on a data sample of 21.4 pb™!
1ing from the 1992-93 collider run. Using the good electron and muon identification
abilities, we have searched in the high Pr dilepton events.

We have exploited the selection cuts to improve the signal-background ratio for higher
s top quark. We have observed two ey events in data with the total dilepton back-
unds of 0.56 + 0.14.

We have also set the lower bound on the top quark mass to be 120 GeV/c? at the 95

onfidence level.
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ppendix A

alculation of Upper Limits on

olsson Processes

his appendix we briefly present and justify the equations we used to calculate upper
ts on the tt production cross section. In section A.1 we describe the calculation of
er limits in the simplest case, namely when there are no no systematic uncertain-

Next we consider the case where there is background, and in the final section we

rporate the effect of systematic uncertainties.

1 Upper limits without systematic uncertainties

stematic errors are negligible in a counting expeeriments, the results of the counting

stributed according to the Poisson distribution:

e #u”

P(p:n) =

n! ’

re the mean p is the average number of observeed events over a large number of
sriments.
Confidence levels for Poisson distributions are usually defined in terms of quantities

d 'upper limits’:the C.L. associated with a given upper limit N and an observed
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> ng, is the probability that n >ng. if the mean of th distribution is g=N. In other
s, if the mean of the Poisoon distribution is greeater or equal than the upper limit
hen the probability of observing ng or fewer events is lower than or equal to 1-C.L..

2 Upper Limits with systematic uncertainties

ematic uncertainties are incorporated with the help of Gaussian smearing functions.
rp be the uncertainty on the expected background up, os the fractional uncertainty
he expected signal pg, and define:

Sua
G(z;p,0) = A(p,0) e 27 (A.1)
e A is a normalization factor:
o0
A(p, o) jo G(z;p,o)de = 1 (A.2)

important to realize that this normalization condition defines A as a function of u

o. Upper limits are obtained by solving the following equation for N:

10k = j:” P.(n) G(z; p, o) dz (A3)
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