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ABSTRACT
MEASUREMENT OF THE Bs MESON LIFETIME
Yi Cen

Robert Hollebeek

This thesis presents the measurement of the strange B meson (B,) lifetime. The
lifetime of the bottom hadron is largely determined by the weak decay of the bottom
quark and is closely related to the Cabibbo-Kobayashi-Maskawa (CKM) matrix ele-
ment V,,. The naive spectator decay model gives a universal lifetime for all the bottom
hadrons. The lifetime of the individual B hadron species can provide knowledge of the
bottom hadron decay beyond the spectator picture. B, mesons are produced from the
pp collisions in the Fermilab Tevatron at a center-of-mass energy of 1.8 TeV. Using
the CDF detector, semileptonic decays of the B, meson are partially reconstructed
by identifying events containing a lepton with an associated D; meson. A sample of
76 £ D] signal events with decay vertices inside the silicon microvertex detector are
selected from the data collected during 1992-1993. From these events, the B, lifetime

has been measured to be
7, = 142 1337 (stat) T51; (syst) ps.

This is the current best measurement of the B, lifetime in the world.
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Chapter 1

Introduction

1.1 Bottom Lifetime and V,

The bottom hadron’s lifetime was first measured by the MARKII[1] and MAC|2]

experiments in 1983. They inferred from the impact parameter distribution of prompt

leptons produced in high energy e*e~ annihilation that the bottom hadron lifetime

was about 1 pico-second long. The weak decay of the B hadrons can be most naively

thought of as the beta decay of a free bottom quark (see Figure 11) The study
%W e

- e u t d s

- —_—

q q
Figure 1.1: A spectator picture of the bottom hadron decay

of the lepton spectrum from the T(4S) experimental data[3] shows that the bottom

1




quark decays predominantly to charm quark. The b — u transition is very small
(|Vas|?/|Vas|* ~ 102 << 1). The bottom quark lifetime 7, can be compared to the

muon lifetime,

19278
T GEms’

(1.1)

Tu

The following two additions have to be considered: The V-A charge current of
by*(1 — 45)c is multiplied by the CKM matrix element V;;. There are nine Cabibbo-

allowed channels into which the W can decay, i.e.
b— c( ev., uv,, 7V,, or di, st€)

Three of them are lepton channels and six (counting three colors) are the hadron

channels. The lifetime 7 is related to the total width by

1 Gim;}

— =Tt ~ 5. Ak 1.2
n tot 581927r3 |Vb| F(C) ( )

where F(e) is the phase space factor given by F(e) = 1 — 8¢% + ¢ — €® — 24¢*In € and
e = m./ms. Because of the extra phase space suppression (~ 10-20%) suffered by
the 77, and the s€ relative to the others due to heavier masses of the 7 and ¢, the
contribution from all channels gives the factor ~ 5.8 instead of 9. The corresponding
lifetime for a bottom mass of 4.95 GeV/c? and a charm quark mass of 1.55 GeV/c?

is:

>~ 1.8 x (




This naive model is commonly referred to as the spectator model. It leads to a
unique lifetime (the bottom quark lifetime) for all the bottom hadrons. The scale of
the average B! lifetime is set by the formula (1.3).

The measurement of the average B lifetime has been pursed by many experiments.
Table 1.1 lists only the recent results from LEP and CDF. They are separated into
three different groups according to the type of data sample used. In addition to the
method of fitting the lepton impact parameter distribution to measure the B lifetime,
there are other techniques including the direct vertex measurement (see Table 1.1
column ‘Channel’). The combined world lifetime result has an uncertainty of less
than 3%.

The bottom lifetime is useful for measuring the magnitude of the CKM matrix
element V. To avoid the uncertainty in calculating the hadronic decays, most often

the semileptonic partial width is used,

B, Gimj_,
Dael _ ) 1.4
G (o (1.0

Fael =
V.s can thus be obtained from the measurement of the lifetime 7;, semileptonic branch-

ing ratio B,y, and from the knowledge of the bottom quark mass ms. The measure-

ment error is thus

AIVcblz ~ A‘I‘b o AB,,( A(mfF(e))

~ 1.5
|Ves|? T B, mi F(€) (1.5)

where AB,.1/B,ei ~ 3% and the Am$F(e)/(mi F(€)) ~ 15%. The dominant uncertaintyj]

1 B usually stands for mesons or hadrons while lower case b is often referred to quark.



Table 1.1: A list of the recent average B lifetime measurements

Expt. Ref. Channel Lifetime (ps)
ALEPH Marseille-92 vertex 1.41 313 +0.04
DELPHI DN 93-85 vertex 1.34 1312 +0.08

OPAL PLB266,485 vertex 1.32 1932 +£0.15

CDF PRL/93-71 vertex 1.46 +0.06 +0.06

Average B—-J/y 1.430 +0.065
ALEPH PLB295,174 2D e, u IP 1.49 +0.03 40.06
ALEPH Marseille-92 3D e,uIP 1.487 £0.023 +0.038
DELPHI DN 93-83 2D u IP 1.37 £0.05 £0.05
L3 Connel-91 2D e, u IP. 1.518 £0.035 +0.032
OPAL PPE/93-92 2D e, u IP. 1.523 £0.034 +0.038
Average B - (X 1.499 +0.043
ALEPH PPE/93-116 ré dipole 1.511 £0.022 +0.078
DELPHI DN 93-84 Vertex 1.612 +0.014 +0.048
DELPHI DN 93-83 2D hadron IP. 1.41 £0.04 £0.05
DELPHI DN 93-94  Topological Vertices 1.59 £0.06 +0.09
Average B — hadrons 1.564 =+ 0.060
Combined J/¢+lepton+hadron 1.489 +0.038




here is the bottom quark mass. The current V,; value is 0.037 £ 0.005 & 0.004[4].

1.2 Beyond the Spectator Picture

The spectator model implies that the lifetimes of hadrons containing a heavy quark
should not depend on the kind or number of light quarks in the hadron. Histori-
cally, the large difference between the lifetimes for charged and neutral D mesons
demonstrates that this naive picture is not correct for charm decay[5]. In fact, among

different types of charm hadrons, the following pattern exists:
2r(A) < (D% ~ 7(D}) < % (D% (1.6)

Various theoretical explanations include either nonspectator processes or the interfer-
ence between internal and external spectator diagrams. These explanations are also

applicable to the bottom hadron decays.

e The t-channel W-exchange process shown in Figure 1.2 only exists for the neu-
tral B mesons and the A,. This could conceivably reduce 7(By), 7(B,) and

7(As) relative to the charged B mesons.

e There are two spectator diagrams, external and internal, as shown in Figure 1.3
for a charged B meson decay. In the external diagram, the quarks produced by
the W~ decay hadronize separately from the spectator quark and ¢ quark from

b quark, while in the internal diagram, they are ‘color mixed’ with the spectator



quark and ¢ quark. Since the final states in these two diagrams have identical

flavor, the diagrams can interfere.

it

Figure 1.2: A t-channel W exchange diagram for the neutral B and As.

c|la o

ds c

b . c
- d m

w W
b = c d
1] u u u

Figure 1.3: Two spectator, diagrams in the B, hadronic decay which have the same
final hadron states. They interfere with each other.

It is generally believed however that as the mass of the heavy quark increases, the
lifetime of the different hadrons carrying the same heavy flavor should approach each
other. In the bottom case, one would expect only 10-20% difference among all types

of B hadrons[6]. The most recent calculations have suggested|7]

/8

~140.05—3F 1.7
+ 005 oroMevy {ht)




where fp is the B meson decay constant is estimated to be fp &~ 183 =+ 26 MeV.

Different B hadron lifetimes are also expected to follow the hierarchy,

7(As) < 7(Bs) ~ 7(Ba) < T(Bu). (1.8)

Table 1.2: A list of recent Bt and B° lifetime measurements

Expt. Ref. Channel Lifetime (ps)

Bt B°

ALEPH PPE/93-42 ¢tD°¢+DM)- 147088 4828 5 gy ¥4 20
DELPHI ZPC57,181 £+DC°¢+D™)- 130 ¥33+0.16 1.17 1333 +0.16

OPAL  OPN-106  £+D°¢+D®- 1,66 1320 #5311  1.63 ¥011 1018
ALEPH Marseille93 J/pK*,D@nr 177 1545 +£0.14 1.19 1535 £0.14

DELPHI DN 93-94 topological ~ 1.81 ¥3124+0.19 1.37 1313+ 0.21

CDF  Moriond-94 J/¢X},J/$X? 1.61 ¥318+0.05 1.57 1515 +0.08

Average 1.64 +0.11 1.50 £ 0.10

The first direct neutral By lifetime 7(B;) was measured with large statistical error
by the MARKII experiment using the £~ D** events(8]. Significant improvements on
the neutral By and charged B, lifetimes were made by the LEP and CDF experiments.
A list of the most recent B} and BY lifetime measurements are shown in Table 1.2.

The relative uncertainty has been reduced below 10% which is comparable to the



expected difference. No significant deviation has yet been seen in the experiment.

1.3 B, Meson Lifetime

Besides the interest in the lifetime hierarchy, there is another aspect which makes
the B, lifetime interesting. It is well known that in the neutral kaon system, the two
CP eigenstates Kghort (CP = +) and Kjong (CP = —), have quite different lifetimes.

Such a phenomena could also exist in the B, system. Here the two CP states

1
Banortlong = 75(B} +B,)( CP = 1), (1.9)

are expected to have slightly different decay widths. A recent parton model calcula-

tion gave[7]

AT(B,) 18,
TBy = 0.18(200A};ev)2. | (1.10)

and another estimate based on the exclusive decay summation also suggested 15%
splitting in the width[9]. This means that the lifetime difference between the so-
called ‘long’ and ‘short’ B, mesons is actually comparable to or even larger than the
difference between the B, and Bj.

Because the production cross section of the B, meson is much smaller (~ 1/3) than
the other B mesons (B, and By), the B, lifetime has been measured so far with very
limited statistics by the ALEPH[10},DELPHI[11] and OPAL[12] experiments. In fact

the B, meson mass was only determined a year ago by CDF[13, 14] and three LEP



experiments[15]. Table 1.3 lists the recent values of the B, mass from CDF, ALEPH
and DELPHI. The objective of this thesis is to measure the lifetime of the B, meson

at the CDF with more statistics.

Experiment | Final states | Events Mass [MeV/c?]

ALEPH Ve 1

D=~ 1 5368.6 £ 5.6(stat.) & 1.5(syst.)
DELPHI D;#* 1

D;af 1

J/vé 1 5374 + 16(stat.) + 2(syst.)

CDF J/vé 33+ 7 | 5367.7 £ 2.4(stat.) = 4.8(syst.)

Average 5368.4 £ 3.8

Table 1.3: A list of recent B, meson mass measurements.

Heavy quarks are copiously produced in the hadron-hadron collisions[16]. The
leading order QCD diagrams for the heavy quark pair QQ production are shown in
Figure 1.4 and 1.5. They can be compared with the e* + e~ — Q + @ process shown
in Figure 1.6. The total cross section of the bb production at Tevatron is estimated
to be ~ 50 ub. This is almost four orders of magnitude higher than the cross section
at LEP. Although the background of light quarks from QCD production is enormous,

the bottom events can be separated from the background events by requiring leptons
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which come primarily from heavy quark decays.

Figure 1.4: The lowest-order diagram for the gg — QQ process .

N

Figure 1.5: Lowest-order diagrams for the gg — QQ process.

Y

)
"TESENESGEERD W

Q1

Figure 1.6: The lowest-order diagram for the e~e* — QQ process.
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In this thesis, the semileptonic decay channel of the B,[17]

B, — £*D7vX (1.11)

will be used, which is expected to have a branching ratio of ~ 8-10% similar to the
other B mesons. The semileptonic decay provides large statistics. The associated
production of the £+ D is a clean signature for the B, meson and the decay vertex
of the event can be reconstructed from the lepton and the D, trajectories. The
lifetime of the B, can then be determined from the fit of its decay length distribution.
The organization of the rest of the thesis is the following: brief introduction to the
CDF detector, description of the tools for the analysis, identification of a lepton,
reconstruction of the D, meson, measurement of the vertices and decay lengths, study

of the data sample, fitting the lifetime, systematics discussion and the final conclusion.



Chapter 2

CDF detector

The CDF detector is located at the B® collision point of the Tevatron ring as shown
in figure 2.1 where 6 bunches of protons and antiprotons are circulating in opposite
directions. In this chapter we will describe the detector components of CDF.

The CDF detector is a general-purpose detector which was designed to study
the physics of pp collisions at a center-of-mass energy of 1.8 TeV[18]. It has both
azimuthal and forward-backward symmetry and covers almost the entire solid angle
(see Figure 2.2). In the central region a superconducting solenoid of length 4.8 m
and radius 1.5 m provides a 1.5-Tesla magnetic field. Inside there are three tracking
chambers, SVX, VTX, CTC as indicated in the detector side-view Figure 2.3. The
momentum of charged particles can be measured with these detectors. Surrounding
the solenoid are sampling calorimeters (CEM, CHA etc.) which were built to contain
and measure the electromagnetic and hadronic energy of the electrons, photons and

jets. There are three sets of the drift chambers (CMU, CMP and CMX) outside the

12
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Debuncher LINAC

and
Vi +«—— Booster
Accumulator
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—~—

p inject

Main
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e T@VALrOoN

Figure 2.1: A top view of the Tevatron rings and the B® collision point
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Figure 2.2: A three-dimensional view of the CDF detector
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Figure 2.3: A side-view of the CDF detector
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calorimeters which are used to detect muons. Of all the features of this detector,
the most important ones for this analysis are charged particle tracking and lepton
identification in the central region (1 < n < 1). We are going to describe these

components in the following section.

2.1 Silicon Vertex Detector

Surrounding the 1.9 cm radius beryllium beampipe is the silicon vertex detector
(SVX) which was installed in 1992, the first time for precision vertex measurement
at a hadron collision machine[19]. It consists of four concentric cylindrical layers of
silicon strip detectors located at radii between 3.0 and 7.9 cm outside the beam pipe.
These detectors are arranged as a twelve sided barrel at each radial position. Each
slice of 30 deg is called a wedge. There are two modules placed along the beam axis
with a gap of 2.15 cm in the middle. A picture of one module is shown in Figure 2.4.
The active region along the beam is 51 cm which covers about 60% of pp collisions
as the width of the pp interaction vertex along the beam is about 30 cm.

Each silicon strip detector consists of a 300 um thick silicon single crystal with
aluminum readout strips on top parallel to the beam axis. The pitch between readout
strips is 60 pm for the inner 3 layers and 55 pm for the most out layer. The detectors
are electrically bonded to each other along the beam in groups of three. At each radius

of each of the twelve wedges, there are thus a total of six those detectors, in two groups
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Figure 2.4: A draw of the one SVX barrel

of three with readout from both outside ends (three of them are shown in Figure 2.4).
The readout chips are DC coupled. Table 2.1 lists some of those basic geometry
constants for each SVX wedge. The SVX provides precision track reconstruction in
the plane transverse to the beam. The SVX single-hit spatial resolution is measured

in data to be o ~ 13 pm.

2.2 Vertex Time Projection Chamber

Outside the SVX is a time projection vertex chamber (VTX), installed in 1992, which
provides the measurement of the pp interaction vertex along the z axis with a resolu-

tion of 1 mm. It extends the tracking up to radius of 22 cm and also connects to the
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Table 2.1: A set of SVX geometry constants

Layer Radius (cm) Thickness (um) Pitch (um) readout strips

1 3.005 300 60 256
2 4.256 300 60 384
3 5.687 300 60 512
4 7.866 300 55 768

central tracking chamber with its z measurement.

2.3 Central Tracking Chamber

The central tracking chamber (referred as the CTC) which sits outside the VTX,
is a 3.2-m-long cylindrical drift chamber with an outer radius of 1.3 m. Shown in
Figure 2.5 is the end view of the CTC. The CTC contains 84 concentric layers of
sense wires arranged into 9 superlayers. Five of the superlayers (starts from inside
0, 2, 4, 6, 8), in which the wires are parallel to the beam line, each contain 12 sense
wire layers. They provide the information in the 1-¢ plane. These five axial layers are
interleaved with four superlayers of stereo wires (1, 3, 5, 7) in which the angle between
the sense wires and the beam line alternates between +3 deg. Each stereo superlayer
contains 6 sense wire layers. The resolution of a stereo wire in the z coordinate, is

~ 4 mm. Together, the axial and stereo wires provides tracking in the r-z plane.
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Both axial and stereo superlayers are also divided into cells so that the maximum

drift distance is less than 40 mm, corresponding to about 800 ns of drift time.

¢~—————— £760.00 mm 0.D. —————N

Figure 2.5: End view of the Central Tracking Chamber showing the superlayers and
the cells

2.4 Central Electromagnetic Calorimeters

The central calorimeter outside the solenoid covers || < 1.1 region and has two com-
ponents, the electromagnetic (CEM) in front and the hadronic behind (CHA). They
are segmented in azimuth of 15 deg and pseudorapidity of 0.11 to form a projective
tower geometry which points back to the nominal interaction point.

The CEM consists of alternating layers of scintillator sampling medium and lead
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Figure 2.6: Schematics of the wedge module of the central calorimeter
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sheet absorbers corresponding to a total of 16 radiation lengths (Xp). It has 24
modules in azimuth on each side of the beam direction and each those modules(called
‘wedge’) contains 10 towers. A typical size of a tower cell is 46 cm in 1-¢ () and 24
cm along the beam direction (z). Figure 2.6 is a schematic of the wedge module of
the central calorimeter.

Located at 5.9X, depth within the CEM, where electromagnetic showers are ex-
pected to be at their maximum, is one layer of wire proportional chambers (indicated
as the CES in Figure 2.3) with the orthogonal strips and wires readout. The strip
chambers determine the electromagnetic shower position and transverse development
in both the z and r-¢ view at the shower maximum.

In order to sample the early development of electromagnetic showers in the mate-
rial of the coil which has ~ 1Xj, one layer of wire proportional chambers (indicated
as the CPR in Figure 2.3) were also installed in between the solenoid and the CEM.

These chambers provide the EM cluster information only in the r-¢ view.

2.5 Central Muon Chambers

The central muon chambers (CMU) which cover |7| < 0.6 consist of four layers of
drift chambers located outside the central hadronic calorimeter. Muons with pr > 1.4
GeV/c must penetrate ~ 6 interaction lengths (CHA and magnet yoke) to reach the

chamber. In 1992 another 0.6 m of steel was added behind the CMU for additional
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hadron absorption, and an additional four layers of drift chambers were added behind
the steel to detect muons. This system is referred to as the central upgrade (CMP).
About 84% of the solid angle are covered inside |7| < 0.6 by the CMU and 63%
by CMP while 53% are covered by both chambers. In addition, the coverage of the
central muon system has been extended to an 5 of 1.0 by additional muon chambers

called CMX. We will use only CMU and CMP in this analysis.



Chapter 3

Tools

There are two different approaches to measure the B lifetime. The average B hadron
lifetime can be inferred from the impact parameter distribution of prompt leptons.
Those coming from B decays should have a mean impact parameter around the
B lifetime (cr ~ 450 pm). The second approach involves a direct measure of the
decay length traveled by the B. Such a technique does not rely on Monte Carlo
modeling of the background like the first approach and therefore has no biases. An
even more appropriate way is to measure the individual lifetimes, in which case partial
identification of the B hadron is necessary.

To measure the decay length, both the primary and the secondary decay vertices
have to be determined with high precision. A typical B meson which passes the lepton
trigger(see later) would have a minimum Pr of 15 GeV/c. It travels on an average
about a tenth of a cm before it decays. In order to get the lifetime measurement error

down to the 10% level, the resolution on the decay length must be about 100 um or

22
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better. This could not be accomplished easily by measurement in the central drift
chamber alone. A high precision micro vertex detector is therefore needed.

In this chapter, the SVX tracking which links the CTC track and SVX clusters
will be first introduced. Then vertex finding tools including the beam position and
the common vertex fitting will be discussed. Finally, the Monte Carlo simulation

module will be described.

3.1 Tracking with SVX

Current Plane scatterer Downstream

Figure 3.1: A picture of the progressive track fitting

The SVX is used to improve the tracking of the Central Tracking Chamber. An
efficient tracking algorithm based on the track merging technique is implemented
to link the existing tracks from CTC down towards the beam pipe progressively by

incorporating new measurements from SVX.
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As shown in Figure 3.1, a track fit po from a downstream detector can be consid-
ered as a good estimator for the track parameter p; at the current measuring plane.
Multiple scattering caused by the material in the middle does not affect this estimator
because the scattering angle information can not be obtained from the downstream fit.
Nevertheless the information loss due to multiple scattering changes the covariance
matrix Vp. Taking into account the multiple scattering contribution, the covariance
matrix has to be updated as V] = Vp + Vars. The matrix of the multiple scattering

part, Vpc, can be expressed as,

Op, ~ ~ Opg
Vats)as = 2258, 6) 228 3.1
(VMs)ap = ms( )69 (3.1)

If a new cluster is found at the current layer, the fit is updated by minimizing the

joint x%:

X* =+ (g () ag+ R ZN (32)

o

This x? has one degree of freedom since it involves five direct measurements propa-
gated from the downstream fit and a new measurement at current layer. The updated

fit can be written as

B = o+ ()7 + A ST 2D 63)

and the covariance matrix is,

Vi=[(V)" +4]7 (3-4)
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Figure 3.2: A 6x? probability distribution, assuming 3 degrees of freedom between
layers 0 and 3. Tracks are taken from a W muon sample to have 4 hits and P, > 20

GeV/e.



26

where A is defined as:

_ 100z
= 0505

(3.5)

The chi-square difference §x? between the lowest and highest hit layers are consid-
ered to have n-1 degrees of freedom where n is the number of hits. Shown in Figure
3.2, is the §x? probability distribution between layers 0 and 3 of the 4 hit tracks from
the W muon sample where the number of degree of freedom is assumed to be 3. The

flat distribution except at very small probability region suggests the correct degree

of freedom. The §x? is a quantity which carries essentially only the information from

SVX and has little bias from the CTC error.

SVX track candidates are selected based on the §x? as follows:

e A probability of > 0.01% for §x? is required for all except two hit track candi-

dates.

e Among all the candidates which have the same hits, the one with the lowest

total x2 is chosen over the rest.

e A 4 hit track is favored over a 3 hit track and 3 hit is favored over 2 hit candidate.

3.2 Study of Isolated Tracks

Electrons from the W~ — e 7, and Z — ete™ are clean and well isolated. They

serve as nice tools to study the tracking.



10°

102

10

1

-0. 04 -0.02 0 0.02 0.04 -0.04-0.02 O

27

=_| LI R EL AL L I m 103
E (a) e Gmeor

3 7 10°
3 5 10
3 Mﬂ H = 1
: 1 i1 l L.l il 3

|||T]lII|||'5‘rr]|l|212
10°F P L
102 L 5 10?
10 & 3 10
1 = ’, 3 1

||||||| vl el t La ]

-0.04-0.02 0 0.02 O

LANLINL I INLBLLBL B FT_F-[_I'_V_ITH—
- Entries 3871
E Mean A 1586044
F (b) s 2517602
- p
- 3
- —

g’

11 1 lllllll<ﬂ'lllJ]

LU N B T T B F
lw— u_‘r‘g

Meon 3063
(d) Rus -198ze-0z]

T llllllll
1 IIIIIllI

T T Illl"'

.04 -0.04 002 0 0

0.02 0.04

0.04

Figure 3.3: Residual distributions (unit of cm) of the 4 SVX layers for the W electrons.
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3.2.1 Residual

To characterize the SVX tracking, a standard residual survey is done using the W
electrons. The residual here is defined to be the distance between the center of the
actual cluster used in the fit and the intersecting point of the track with the silicon
plane. Figure 3.3 shows the residuals of W electrons from layer 0 to layer 3. Only
those tracks with four SVX hits are plotted. All four layer residuals are consistent
with having a narrow gaussian as a major part with o of 10 um and a few percent
border tail contribution. Their rms values are less than 30 um which can be compared

to the actual cluster width of about 10 to 15 um.

3.2.2 2

As mentioned earlier, the x? is a very important quantity to measure the quality
of the track fit. A well behaved x? should distribute like the standard chi-square

function.

l.'n./2—1 exp(_g) (36)

F(e) = —mr(ayz)

In Figure 3.4 the chi-square distribution of four hit and three hit electron tracks from
the W sample are plotted. The chi-square functions with 4 degree and 3 degree of
freedom are fit to the data and superposed on the plot. It shows good agreement
between the functions and the x? distribution. In the 3 hit plot, the x? is scaled up

by 20% when fit to the function.
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Figure 3.4: (a) x? distribution of 4 hits electron tracks and a 4 dof chi-square function
fit.(b) x? distribution of 3 hits electron tracks and a 3 dof chi-square function fit.
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Figure 3.5: (a) Impact parameter resolution as a function of pr obtained from data.
(b)Improvement in momentum resolution of the tracking when SVX measurements

are linked in.

3.2.3 Impact Parameter

SVX measures hits in two dimensional coordinates. One of the most important track-

ing improvements is to the impact parameter which is also the most relevant param-

eter for vertex fitting. The resolution of the impact parameter, op, is limited by

the vertex detector’s intrinsic part o;, and also by the multiple coulomb scattering

effect which is proportional to the 1/pr. Figure 3.5(a) shows the impact parameter

resolution as a function of the pr measured from the data. It can be parameterized

by the following form:

op=A+

pr

(3.7)
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with the asymptotic resolution of A ~ 10 um and the pr dependency
B =41 pm GeV/ec.
SVX also improves the curvature measurement as it extends the lever arm from

CTC by about 30 cm with 2 or more hits. Shown in Figure 3.5(b) is the calculated

error o(pr) over pr as a function of pr. A linear parameterization

o(pr)=A+ B x pr (3.8)

gives A = 0.11% and B = 0.14% for the CTC only measurement. An improvement

by SVX tracking gives B = 0.044% which is a factor of 3 better resolution.

3.3 The Primary Vertex

Unlike et e~ machines where the beam position has a big uncertainty in the x direction
due to the synchrotron radiation by the electron, a proton beam spot is quite small
and isotropic. Size of the beam spot in both the x and y direction are equal at about
36 to 38 um. The z interaction point moves around the center with a width of 30 cm.
The z — y position shifts linearly corresponding to the z movement.

At CDF the beam position is determined for each run. The algorithm used is

based on minimizing the x? of the impact parameter, of all the primary tracks, i.e.

N (d; — d(do, 5
X2($o,yo, 8zy8y) = Z ( gﬁo 20))

=1 t

(3.9)
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where 0? = 02 + 20% and d(do, o) is a linear function of the beam position,

d(¢o, 20) = —(20 + 8z * 20) - sin do + (yo + 8y - z0) - cos Go (3.10)

(zo,y0) is the position of the beam at z = 0. s, and s, are the x and y slope of the
beam.

In order to make a good fit of the beam, tracks are selected to have a minimum
pr of 1 GeV/c so as to reduce the multiple scattering error. All tracks are required to
have 4 SVX hits and only travel through one detector barrel. Distance with respect to
the nominal beam position is cut at 2 mm. An iterative procedure is used until 60%
of the originally selected tracks survive. The beam profiles are shown in Figure 3.6.
A distribution of the primary vertex with respect to the fitted beam position is shown
in the x-y dimensional plot and a plot of projection to the x axis is show on the right
side. It suggests a comparable resolution on both x and y direction and it shows a well
centered (at 0) gaussian with sigma ~ 40um. The bottom plot presents a profile of
the = position under the z direction movement of the beam. Measurements using two
different barrels are shown. The triangles (circles) correspond to the measurement
from barrel 0 (1). Straight line fits for the two barrels, one dashed and one dotted
are aligned close to each other. This shows a good barrel-barrel alignment.

The beam is stable up to 4 micron during a run. It moves, on average, 5 microns

in the x direction and 11 micron in the y direction from run to run.
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and a gaussian fit. 3) A z-distribution of the primary vertex.
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Figure 3.7: An illustration of the common vertex fitting.

3.4 Common Vertex Fitting

In the case when there are several tracks originating from a common space point
which can either be a primary interaction point or a secondary decay vertex, a vertex
constraint technique is often widely used to improve the resolution of existing track
fits[20]. The x? can also differentiate those tracks which are not associated with the
same vertex.

The idea was first introduced in bubble chamber experiments. Consider a track
parameter fit P; of n merging tracks as a set of 5 n virtual measurements (see Fig-
ure 3.7). Each track is constrained through the common vertex point v, and can
be parameterized by its 3 coordinates (z,,ys, 2,) and 3 parameters of the generalized
momentum vector q;. For instance, a helical track of p = (C, ¢o, cot 8, do, z0)* can

be expressed using only the parameters q = (C, ¢, cot §)* and the vertex coordinates
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Vs = (Z5,Ys, 25)" as

dy = y,co8¢g— T,81n¢y — % sin? cs
(3.11)
Zg = Zs — A8

Here A = cot 0, ¢ = 2cs + ¢, r = 1/2¢, and s is the projected length along the track

which can be found by:

8= —2—12 sin™[2¢(z, cos do + Ys sin ¢o)] (3-12)

A linear expansion can be used as an approximation to the function pj(a;) near

the point o;°, where a; = (vs, q;)'. In general,

pi = pi(®) + Tj - (a5 — 5°) (3.13)
where
_ Opi
T = 5o b (3.14)

If this is being done by an iterative procedure, the expansion point is just the previous
estimate of the parameters. No matter how far the final answer is from the initial
point, the linear model at each step is still valid.
The least-squares ansatz for the vertex fitting can be defined as:
N

x* =_(pi — P1)'G7 ' (pi — Bi) (3.15)

=1



36

1 Ll Ll 1 T L] T T 1 T T T T T L) 1 1 T p
6000 ]
14000 J
a) b ]
Booo y 12000 ) .
4000 4 10000 ]
8000 .

3000 .
]
4000 3
]
b
2000 ]

o B

0 0.05 01 015 02 025 03 035 04 045 03

Figure 3.8: Inclusive electron sample:(a) A x? probability distribution (dof assumed
1) from the vertex constrained fit of two SVX tracks. (b) A x? probability distribution
(dof assumed 3) from the vertex constrained fit of three SVX tracks.

where G; is the 5 x 5 error matrix of track :. Minimizing the x? yields a linear

equation:

> (TG Th)ey + (T4'Gy)épi = 0 (3.16)

i=1
It is straight forward to solve the equation. The resulting 3(n+1) parameters can be
improved through each step.

One important quantity is the x? as defined earlier. It should have 5n —3(n+1) =
2n—3 degrees of freedom. Figure 3.8(a) and 3.8(b) show the probability distributions
of the x? from the vertex fitting of two tracks and three tracks respectively. The

degrees of freedom are assumed to be 1 and 3 accordingly.
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3.5 Monte Carlo Sample

The simulation is another important tool. Here we briefly describe the Monte Carlo
sample of B, semileptonically decays which will be used later in this analysis.

We use a toy generator which generates single bottom quarks with a flat pseudo-
rapidity distribution inside |7(b)| < 1.1 and with the pr spectrum from the Neason-
Dawson-Ellis calculation (see Figure 3.9). We are interested in the b which will be
sensitive to our lepton trigger threshold (mainly 9 GeV). This corresponds to the b
quark pr threshold of 15 GeV/c. In this simple generator, the process of fragmentation
is not implemented. However we generate the B, mesons from the b quarks according

to the heavy quark fragmentation model created by Peterson et.[21]

1

1-1/z —€g/(1 = 2))?’ (3.17)

1)~ 5
where

.= Eatray (3.18)
Eq + pg

Eq and E, represent the energy of meson and quark respectively. pq) and py| are their
momentum parallel to the quark direction. The parameter €, = (m2+pZr)/(md +ppr)
is set to 0.006 =+ 0.002 which was determined from experimental data[22].

We use the decay table from the CLEO Monte Carlo to force the B, decay semilep-
tonically. Only events with the £* D} states are accepted. We also force the D7 to

decay exclusively to ¢~ and ¢ - K*K~.
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Figure 3.9: The pr distributions of the bottom quark from NDE calculation. Also
shown is a modified NDE spectrum by using the weight factor pT—O’S).
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Finally, we carry all generated events through the full CDF detector simulation
with the model named CDFSIM. The B, and D, meson decay vertices are created
according to their lifetimes. The simulated data are processed with the same of-
fline production models which have been used for the real data. We also keep the

information about all the particles’ four vectors and decay vertices for reference.



Chapter 4

Identification of Leptons

When two high energy hadrons collide, most of the time it produces only jets of
gluons and light quarks. Heavy quark production (t, b or c) accounts for only a small
fraction of the total. At Tevatron energies, for example, we expect the bb production
cross section to be a thousand times smaller than the total pp cross section. To select
bottom quark events, we look for leptons as a signature of the semileptonic decays.
Because both gluon and light quarks do not contribute to the source of leptons, those

backgrounds can be filtered out by requiring a high pr lepton.

4.1 Lepton Triggers

At CDF, a multi-level trigger system which includes Level 1, Level 2 and Level 3, is
being used for simultaneously selecting collisions from multiple channels of interesting
physics. The events for this analysis have been collected using inclusive electron and

muon triggers.

40
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4.1.1 Electron

The Level 1 electron trigger is based on the total energy of any single calorimeter
tower (An = 0.2) x (Aé = 15°). An event is required to have an electromagnetic
energy Er > 6 GeV to pass the main electron trigger. Another 4 GeV threshold is
also used for a prescaled trigger, i.e, the trigger rate is forced down by a selected
prescale factor. Here the prescale factor 20 is used which means that only 5% of the
events passed the threshold are accepted by this trigger.

At Level 2, electromagnetic clusters are constructed as sets of contiguous trigger
towers each with Ep > 7 GeV (4 GeV), including at least one “seed” tower with
Er > 9 GeV (5 GeV) for the main (prescaled) trigger. Longitudinal information is
also used at Level 2. The ratio of hadronic to electromagnetic energy in the cluster
(HAD/EM) is required to be less than 0.125. A hardware fast track processor (CFT)
finds a list of 7 — ¢ tracks at 5 different Pr thresholds. We require at least one track
with transverse momentum of pr > 9.2 GeV/c (6 GeV/c) to be associated with the
cluster in the main (prescaled) trigger.

The CDF Level 3 trigger uses multi CPU processors and software reconstruction
algorithms to make decisions ‘online’. The algorithms used in this ‘online’ system
are identical to those used in ‘offline’ reconstruction. We will describe them in the

section on lepton selection.



42

4.1.2 Muon

The Level 1 central muon trigger requires a pair of hits on radially aligned wires
in the CMU chambers. The transverse momentum, pr, of the muon track segment
is measured by using the arrival times of the drift electrons at the sense wires to
determine the deflection angle due to the magnetic field. The muon trigger requires
a muon track segment found in the CMU with pr > 6 GeV/c in coincidence with a
muon track segment in the CMP with pr > 3.3 GeV/c.

The Level 2 main (prescaled) trigger requires a 5 degree match in the r — ¢ plane
between a CFT track with pr > 9.2(6.0) GeV/c and a segment in the muon chambers

which fires the Level 1 trigger.

4.2 Electron Selection

Electron candidates are selected by requiring an electromagnetic energy cluster as-
sociated with a CTC track in the central region. The energy cluster is required to
have the shower profiles consistent with that expected from a real electron, both
longitudinal and lateral. The track must match the cluster geometric position. The
momentum of the track measured by the tracking chamber must also match the en-
ergy of the cluster measured by the calorimeter. Figure 4.1 illustrates an electron
going through the central CDF detector.

The electron clustering algorithm starts with “seed” towers with Er threshold
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Figure 4.1: A diagram of the electron identification in the CDF central detector.

of 3 GeV. Adjacent towers with Er > 0.1 GeV are added. An electron shower is
generally contained within one or two towers. Because the border between towers in
the azimuthal direction contains roughly 1 cm of inactive material, and because high
pr electron showers are typically smaller than this distance, the electron shower rarely
spread across the ¢ boundary between wedges. The CEM clusters are restricted to
three or fewer towers in the z direction and a single ¢ wedge. At level 3 the main
(prescaled) Er threshold of the cluster is 9 GeV (6 GeV). In the offline reconstruction
a cut at 6 GeV is made.

The lateral shower profile across the towers can be described using a variable

LSHR2 defined as:

LSHR2 =0.14 )" ML

i=2/0.14E + (AP, )? (1)

where the sum is over 2 towers in the cluster adjacent to the seed tower. M; is the
measured energy in the adjacent tower and Py is the expected energy in the adjacent

tower. E is the electromagnetic energy in the cluster, and AP; is an estimate of the
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error in P;. The expected energy P; is predicted using the event vertex, the center of
the shower as measured in the strip chamber and a shower profile parameterization
obtained from test beam measurements. The uncertainty in this quantity, AP is
taken to be the variation in P arising from a 1 cm shift in the center of the shower.
The factor 0.14 represents a statistical fluctuation. We require that LSHR2< 0.2 both
at Level 3 and in the offline selection.

In an EM calorimeter tower, lateral shower profiles are measured by fine segmented
strips and wires of the CES in both ¢ and z directions. The profiles are fit to the
test beam electron data. The x2 and x? obtained from the fits are used to test for an
electron candidate. At Level 3 we require the matching to have x? < 10 and x3 < 15.
In the offline electron selection, cuts x2 < 10 and x3 < 10 are used.

A significant amount of the background in the electron sample comes from over-
laps, where a charged pion track overlaps with an EM cluster of a photon from a 70
decay. Requiring a track pointing at the cluster which matches both the position and
the energy of that cluster can reduce this background. To be specific, CTC tracks
are extrapolated to the radius of the strip chambers and the extrapolated positions
are compared with the shower position measured by the strip clusters. The positions
must agree in both the z and zy directions. Cuts Az < 5 cm and Az < 3.0 cm

have been used at Level 3. Tighter requirements Az < 3 cm and Az < 1.5 cm are

used for the offline selection. The energy measured by the calorimeter should match



45

the momentum measured by the tracking chamber for an electron. At Level 3 the
requirement for the trigger is pr > 6 GeV/c (4 GeV/c prescaled ). A matching cut
0.75 < Er/Pr < 1.5 in used in the offline electron selection.

The only longitudinal shower information available comes from the comparison of
the energy deposited in the front EM calorimeter and in the rear hadron calorimeter.
An isolated electron (eg. from W decay) would have only small energy leakage to the
hadron compartment. A tight cut of HAD/EM < 0.04 would be quite efficient for
those electrons. However electrons from B decays are generally not so isolated, espe-
cially high pr ones. For the semileptonic decay b — £*vc, hadrons from subsequent
charm decays are usually near by. To be efficient, a cut of HAD/EM < 0.1 is used
in general and a tight cat HAD/EM < 0.04 is made only when there is only one 3-D
track pointing to the electron tower. The electron identification cuts are summarize

in Table 4.1.

4.2.1 Photon Conversion Electrons

Leptons from W,Z decays and Drell-Yang production are not treated in this analysis,
because the quantities are small. The major sources of electrons other than heavy
quark decays are Dalitz decays of 7° and photon conversion which produce an electron
and position pair. Some of the ‘conversion’ electrons can be identified by finding an

accompanied partner track in the CTC. The two tracks can be extrapolated to a
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Table 4.1: A list of the electron selection cuts

Identification Variables Offline Cut
Er > 6.0 GeV

Er/Pr [0.75,1.5]
LSHR2 < 0.2

X2 <10

X5 <10

|Az] <3.0 cm

|Az| <1l5cm
Had/EM <0.1

common point where they are parallel and satisfy the following requirements:

| S|<0.2cm

| Acotf |< 0.06

Here S is the separation of two tracks in r — ¢ plane at the point where they are

tangent. The identified conversion electrons are removed from the electron sample.

4.2.2 Residual Fake Hadrons

A small fraction of charged pions happen to shower early in the calorimeter and

deposit most of their energy in the EM component. These pions behave just like
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Figure 4.2: ShowMax/p* (a) 0.04 <Had/EM< 0.1 region (b)W electrons.

electrons and since they pass all the selection cuts for electrons they remain as resid-
ual backgrounds. These fake hadrons do not have the same charge correlation with
charm mesons as the leptons from B do. So for this analysis they are not important.
However, since most of these hadrons have the same kinematic properties as the se-
lected electrons and no long lived b or ¢ quarks are involved, they can be used as a
control sample to study the effect of decay length resolution (see Chapter 10).

Although it is not easy to identify the fake hadrons with calorimeter information,
they can be separated by using information from the strip chamber pulse size and
from the preshower radiator measurement.

Electrons and pions have quite different longitudinal shower profiles in the electro-
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magnetic calorimeter. An electron shower has a maximum shower point at about 5.9
X, radiation lengths while a pion has a quite flat shower profile. So the two sources
can be distinguished by looking at the shower energy collected by the strip chamber

at this maximum point. A properly normalized CES pulse size can be defined as:
ShowerMax/p* = G- Eyir.(7)cot8/F(p) (4.2)

where the E,i.(7) is a CES wire cluster energy summed over 7 channels. G is
the gas gain correction factor and F(p) is determined from calibration to be F(p) =
10.0 * (P/10.0)(:85+15exp(~F/15.0)-0.1P/100.0) " Figyre 4.2 shows the distributions of the
‘ShowerMax/p*’ for a sample of ‘electrons’ with HAD/EM > 0.04 and a sample of W
electrons. Events from the region of 0.04 < HAD/EM< 1.0 are dominated by the
fake hadrons, and therefore they have generally low pulse size (ShowerMax/p* most
below 1). In contrast, W electrons have quite large ShowerMax/p*. A fake hadron
background sample can be selected by requiring the ShowerMax/p* < 0.4. On the
other hand an electron rich sample can come from the ShowerMax/p* > 1 cut.

The PreShower pulse can also be used to distinguish electrons from the fake

hadrons. The following definition of ‘PreShower/p*’ is used.
PreShower/p* = G- Equs(3)sin 0/(P,/10.0)°'3 -0.001 (4.3)

where E.j,s:(3) is a cluster energy summed over 3 channels. The energy dependency

of the pulse is removed by this definition. Two distributions of the ‘PreShower/p*’ are




49

L N M " i N N L i . N . N
[+] 10 20 30
PreShower

Figure 4.3: PreShower/p*: (a)0.04 <Had/EM< 0.1 region (b)W electrons.

shown in Figure 4.3 for the HAD/EM > 0.04 sample and the W electron sample. The
fakes have very low response and they peak below 2.0. The W electrons have quiﬁe
larger response from the CPR and the distribution is also much broader. The fakes
and electrons can thus be separated by the PreShower/p" < 3 and PreShower/p* > 8

cuts respectively.

4.3 Muon Selection

Muons do not interact strongly with matters. They lose energy in materials primarily
through uniform ionization and they are called minimum ionization particles (MIP)

therefore. Since the rate of energy loss for muons is much lower than that for hadrons,
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Figure 4.4: A diagram of the muon identification in the CDF central detector

they can be distinguished by their ability to penetrate materials. As shown in Fig-
ure 4.4 all the central muon chambers (CMU) are built behind the calorimeters which
plus the magnet yoke have a total of 6 interaction lengths. These amount of mate-
rials generally can cpnta.in about 95% of the hadron shower at incident energy of 20
GeV. The depth of the materials normally increases logarithmically with the incident
energy. To reduce the rate of hadron punch through, another 3.5 interaction lengths
of steel is added and a new set of chambers called CMP are installed behind that
steel. With the help of CMP confirmation, hadronic punch-through backgrounds to
the muon signal can be reduced considerably as shown in Figure 4.5. In this analysis,
the muons are identified by matching a CTC track to muon track segments found
in both the CMU and CMP chambers. The Level 3 trigger requires a reconstructed

track of pr > 7.5 GeV/c or pr > 6 GeV/c and a fired Level 2 prescaled trigger. This
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track is extrapolated to the radius of the CMU chamber and must match within 10
cm of a segment in the muon chamber. In the offline, a reconstructed track of pr > 6
GeV/c is matched to the muon segments. The x? of the distance matching (both z
and z directions) at the CMU and (only the z direction) at the CMP are calculated.
The standard deviations due to the effect of Coulomb scattering from the materials

of CEM, CHA and magnet yoke etc. are all included. The selection cuts are
o x4, < 9 (both CMU and CMP) for the distance matching in z.

o x4, < 12 (CMU only) for the distance matching in z.



Chapter 5

Charm Meson Reconstruction

When a bottom hadron decays semileptonically, it produces a charmed hadron and
a lepton which are charge correlated. We expect a ‘right’ sign correlation £~ (cq)
(or £*(2q)) which corresponds to the decay of b (or b) as opposed to a ‘wrong’ sign
correlation £*(cq).

In this chapter we discuss the topic of charm meson reconstruction. In particular,
we are interested in the meson D; which is the product of B, semileptonic decay. We

will first take a look at the D° and the D** reconstruction.

5.1 D° and D** reconstruction

Both D° and D** are the products of B° and B~ semileptonic decays. Table 5.1 lists
the exclusive channels and the branching ratios of B°® and B~ semileptonic decays
which produce either a D° or a D**[23].

38% of the B semileptonic decays produce the D** and 70% lead to D°.

33



54

Table 5.1: A list of the semileptonic decay modes for the B° and B-

Branching Ratio

Dt £~ 7 1.6 £04+06 %

o =
!

-~ D™ 4~ 7 45 £04+02%

L, D° =t 55 +4 %
B- — D° & w 15 £04+02%
B- — D° - 7 43 £05+£07%

L, D° =) 100 %

51.1 D°— K—7*

This decay channel has a branching ratio of 3.65%. Kaons and pions are not distin-
guished in the CDF detector. However, the kaon from a D° should have the same
charge sign as the lepton in the decay sequence b — ¢ — s. We form all possible
K-+ combinations with tracks found inside a cone of radius of 0.7 around the lepton
candidate. The cone size is designed to contain most (> 90 %) of the B decay prod-
ucts. The kaon mass is assigned to the track with the same charge sign as the lepton
(the ‘right sign’ combination), and the pion mass is assigned to the one with the
opposite sign charge. The K~ and 7% candidates are required to pass the transverse

momentum requirements:
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o Pr(K-)> 1.5 GeV/c
o Pr(r*)>0.8 GeV/c

to maximize the signal to noise ratio. Only those events which have both b — ™7
and subsequent ¢ — s decay vertices well measured inside the SVX will be useful.
Therefore at least two daughters from the charm decay and the lepton from the B

decay are required to be the SVX tracks with some minimum quality requirements.
The quality cuts include both CTC and SVX. We require

for the CTC
e At least 2 axial superlayers with 4 or more hit wires each,
e At least 2 stereo superlayers with 2 or more hit wires each.
For the SVX
e Number of SVX hits > 2
* X5vx/dof <.

We use the technique of common vertex constraining described in Chapter 3 to
achieve good resolutions on both the mass and the decay vertex position. In the case
of D° — K-+, both the K~ and the =t tracks must come from a common vertex
point in 3-D . This constraint is a fit with one degree of freedom and it improves the

mass resolution. The x? probability of this fit is required to be larger than 1%.
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Bottom decay events are expected to have a large displaced vertex in the boost
direction. Since a neutrino is missing from the semileptonic decay, the Pr(£- D°) must
be used as an approximation of the B direction. The vertex of the K — = is required
to be 1 o away from the production point along that direction. Since backgrounds
from random combinations give only fake vertices, they are usually near the primary

vertices and have no bias toward any preferred direction. The cut
o Lzy > OL,,

reduces these backgrounds significantly. The formula for L, can be found in chapter
6. Briefly, it is the transverse projection of the displacement of the K — 7 vertex
(with respect to the beam position) along f’T(ZD). OLzy is the measurement error of
this quantity.

Since a bottom quark has a fairly hard fragmentation function, we also introduce
an isolation cut to improve the signal to noise ratio. Any ‘excess’ energy inside a
small cone with R = 0.4 around the high pr lepton comes from the B fragments. We
compute a quantity called E$#° by summing all the transverse tower energy inside
this cone. If the lepton is an electron, the tower of the electron is excluded from this
summation. For muons, the minimum ionizing energy is subtracted from the total.

Most of this ‘excess’ energy is expected to be carried by the charm meson D°, and

we required that

o Eiro/Pr(K-1+) < 1.2
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Figure 5.1: Mass spectrum of right sign K~7% combinations from both electron and

muon data. The D° peak and its background are fit with a Gaussian function and a
2nd order polynomial function.
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A plot of right sign K~7t mass combinations from the combined electron and
muon data is shown in Figure 5.1. The spectrum above the region of M(D°) — m(r)
is fitted with a gaussian function plus a second order polynomial function using a

binned log-likelihood method. The resulting mean and width of the D° are

M(D°) = 1.864 +0.0003 GeV/c®

o(D°) 11.1 4 0.5 MeV/c?

There are 740 =+ 30 D° signals in the region of 1.844 < M(K~7%) < 1.884 GeV/c?
where the backgrounds are estimated to be 543 =+ 10.
5.1.2 D*t - D%°rt, D° —» K—#*

Some of the D° signals above are from the D**, in which case there should be another
soft 7 nearby. Since the Q value from the decay D** — D°x* is only ~ 40 MeV, this
7 should be quite soft and very collimated along the D°. Since this soft # may suffer
huge multiple scattering, it is not used for vertexing, nor for the direction of the B.

For this track, in order to increase the efficiency, the L, cut is changed to
o L,,>0
and the isolation cut to

o E¥°/Pr(K-m¥rt) < 1.2
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Figure 5.2: AM between K~7trEf and K~7* combinations. The right sign
(K-w*tr}) combinations are plotted as an open histogram and the wrong sign
(K-nt7~) are plotted as a hatched histogram. The D** signal is shown as a narrow
peak in the right sign plot below AM = 156 MeV/c%.
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D° candidates are selected from the mass region |M(K~7*)—1.864| < 0.025 GeV/c>.
A D** object is formed by combining a K~n* pair with another soft track found
inside the same 0.7 cone. This pion is often called the ‘bachelor’ pion. A ‘right’ sign
bachelor pion should have the opposite sign charge of the lepton thereby making a
K-n+r+ combination. We plot the mass difference between the K~7*r and K~ 7™
in Figure 5.2 for both the right and wrong sign combinations. A narrow peak due to
D*- production is observed in the right sign plot as expected but not in the wrong

sign one.

5.1.3 D*t - D%t D° — K~n*n®

This D° decay mode has a larger branching ratio than the K 7+ mode, and is

dominated by the decay chain

D° = K-pt, p* = nt7° (5.1)

Because the p meson is polarized in this decay, the distribution of the K~ 7t mass
exhibits a characteristic peak just below the kinematic limit (satellite peaks) and at
very low mass region (see the Monte Carlo plot in Figure 5.3). Because of the small
Q value in the D** decay, the mass difference between K~n*7% and K ~x* for the
high peak of M(K~x+) is also kinematically limited to be near the 7 mass. So these
decays can still be identified using the same technique as before, without worrying

about the missing 7°. All K~x* combinations with M(K~n+) > 1.5 GeV/c? are
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DO from the D**. (bot) Mass difference between the K~n*r% and K=+ from the
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62

600 — —————
I D* — D°n* |
_ D° > K m*X |
X
\400— =
>
0 L
=>
o i
)
~N - |
e
# -
c
W 200 |
- /
o . - 1 L 1

0.16 0.2
M(K m*mg)—M(K™n*)  GeV/c?
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used. Figure 5.4 shows the mass difference plot for both right sign and wrong sign
situations. We see clearly a peak which is wider than the one in Figure 5.2 and only

appears in the right sign case. D** signals are selected from the region
o M(K-m*nf) — M(K-7%) < 0.156 GeV/c?

Figure 5.5 shows the M(K~7*) of those candidates for the right sign and wrong sign
cases. In addition to the D® — K~=+ peak, there is also a broad enhancement in the
mass region of 1.5 -1.75 GeV/c? which is a satellite peak of the D**. Combining the

two regions, there are a total of 640 D*~ candidates.

5.2 D, reconstruction

Several decay modes of the D, have been measured with quite large branching
ratios[23]. Four of them are listed in the following Table 5.2 along with subsequent
decays which are detectable in CDF. In this analysis, we choose only the easiest de-
cay, namely D — ¢m~ because of the narrow ¢ width (' ~ 5 MeV). First we define
a search cone of size of AR = 0.8 around the lepton candidate. This cone covers
about 90% of the region where the decay products from the B (pr(b) > 15 GeV/c,
the trigger sensitive region) are located. Any pair of oppositely charged tracks with
pr > 1 GeV/c within that cone are assigned kaon masses and combined to form a ¢
candidate. Because soft ¢ production comes primarily from heavy quark fragmenta-

tion, a pr cut on the ¢ is made.
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Table 5.2: Some exclusive modes of the D; decays.

D - ¢ T~ 2.8 + 0.5%
L, KtK- 49.1 4 0.8%
D - K*° K- 2.6 +£0.5%
L, Ktr~ 100%
D- — K K°  33+09%
L, K'n- 2/3

D; - K- K° 2.8 £ 0.7%

o Pr(K*K~) >2.0 GeV/e.

A typical K* K~ mass spectrum from an electron data sample is shown in Figure 5.6
where the ¢ signal is visible after requiring that the K* K~ vertex be displaced from

the origin. ¢ candidates are defined to be the K + K~ pairs which satisfy
o |[M(KtK~)—1.019| < 8 MeV/c.

A Monte Carlo plot of the ¢ — KK~ mass spectrum is shown in Figure 5.7, where
the detector simulation package CDFSIM has been used. The signal is fit with a
Breit-Wigner function and determined that the FWHM is determined to be 4.9 %
0.4 MeV/c®. This includes the ¢ natural width as well as the detector resolution.

Therefore the mass window defined for ¢ candidates covers about 90% of the signal.
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Electron Data: ¢ —> K'K~
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Figure 5.6: An inclusive spectrum of M(K*K~) from ~ 4 pb~! of the electron data.
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Monte Carlo: ¢ —> K* K~
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Figure 5.7: Monte Carlo Mk distribution for the ¢ — K tK-.

¢ candidates are combined with another track of pr > 0.8 GeV/c which has an
opposite charge to the lepton and which is also inside the cone for the D;. Such
combinations are called ‘right sign’ combinations. This third track is assigned the
pion mass.

All three candidate tracks (K*, K~ and 7~) are vertex constrained in 3-D space
as described in the Chapter 3. The resulting vertex point is called Vp. The x?2

probability of the vertex fit has 3 degrees of freedom and is required to satisfy

e Prob(3,x?) > 0.1%
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At least 2 out of the three candidates (K, K~ and 7~) must pass the following track

quality requirements.

o At least 2 axial superlayers which have 4 or more hit wires.
o At least 2 stereo superlayers which have 2 or more hit wires.

e Number of SVX hits > 2 and x%yx < 30.

Furthermore, the D; decay vertex, Vp is required to be positively displaced from the

primary vertex along the direction of the lepton-D, momentum: i.e.
o L, >0

The efficiencies of the selection criteria ( x? probability cut, the Lz, cut and
even the isolation cut) can be estimated using the D*~ — K*n~ 7~ events as a con-
trol sample. The topology and the kinematics of the D*~ — K * 7~n~ and the
D; — KtK~7~ cases are very similar. For this efficiency estimate, D*~ candidates
are selected using the previous cuts but without the x? probability, the Lgy, and the
isolation cuts. Two samples are defined, one for the signal, and one for the back-

ground. Both samples use only the right sign combinations (K*tn=m"):

signal sample AM < 0.155 GeV/c?
|M(Ktn~) — 1.864] < 0.025 GeV/c?

background sample AM > 0.155 GeV/c?
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Figure 5.8: L, distribution of the £~ D** sample (points) and the background sample
(histogram).

The L., distributions are shown in Figure 5.8 for the signal and background samples.
The backgrounds are distributed quite symmetrically around zero, but the signals
are more positive. The efficiency for L,, > 0 cut is ~ 87%. Distributions of the
Prob(3, x?) for the D*~ signal and its background samples are shown in Figure 5.9.
The 1% cut efficiency is estimated to be about 84%.

For a better D, identification, the isolation cut discussed earlier must be used to
remove the large fake background which are due primarily to light QCD jets with soft

fragmentation and high multiplicity. The isolation cut used is

o EF*/Pr(K*K n") <12



70

10

| | it T u."

T Ry S Y W—T §
I%rob(l”,)?)

T

s

- e
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points) and from the ‘background sample’(histogram).

The D*~ control samples can also be used to study the efficiency of this isolation
cut. The plots of the Ei°/Pp(K*r~7~) from the D*~ control samples are shown
in Figures 5.10(a) (b) for the electron and muon data respectively. The points are
the background subtracted D*~. A large portion (> 50%) of the backgrounds can
be eliminated by this cut while keeping about 76% and 78% efficiency for the signals
(electron and muon respectively). It is also worth noting that since the D**, which
contributes to the D*~ but not the D, sample, would make the actual efficiency for
the D, higher than the numbers we get here.

One useful aspect of the D, — ¢~ decay is that it has a non-uniform helicity

angle distribution. In the ¢ rest frame where the K+ and K~ go back to back, the
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Figure 5.10: Ej°/P,(D**) plots (a) for e~ D** sample after the background subtrac-
tion (points) and the background sample (histogram). (b) for p~D** sample after
the background subtraction (points) and the background sample (histogram).

‘helicity’ angle ¥ is defined as the opening angle between the K + and the pion (see
Figure 5.11). The backgrounds have no preferred direction and should have a flat
cos U distribution. However in the decay of D; — ¢m~, because the ¢ is a spin 1
vector meson and all the other particles (D7, 7=, K*) are spinless pseudo scalars,
total angular momentum conservation permits only the L = 1 state of orbital angular
momentum for the K+ K~ system. This leads to a unique helicity angle distribution

of dN/d(cos ¥) ~ cos? ¥. The cut requires that

o |cosV|>04.
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Figure 5.11: Definition of the helicity angle

This rejects 40% of the background while keeping 92% of the signal. A comparison
of the cos ¥ distributions between the candidate D, signals and the sideband data
(normalized to the background level within the signal region) is plotted in Figure 5.12.
All the selection cuts described in this section are used in this plot except the helicity
cut. The window for the signal is 1.953 —1.981 GeV/c? and the sidebands are 1.885 —
1.945 GeV/c* and 1.990 — 2.050 GeV/c?. The curve represents a fit of the form
C + Acos® 0.

Finally, the mass of the £D, system is required to be
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Figure 5.12: cos(t) distributions of the data from the signal region 1.953 <
M(K*,K-7") < 1.981 GeV/c? (points) and from the sideband region 1.885-1.945
and 1.990-2.050 GeV/c? normalized to the number of background events in the signal
region (dashed histogram). The curve is a fit to the data of the form C + A cos? .
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o 3 < M(ZD,) < 6 GeV/c?

A Monte Carlo plot of the M(£D,) is shown in Figure 5.13 (a) where the corresponding
distribution for the sideband data is also plotted. The cut is almost 100% efficient for
the signal. Shown in Figure 5.13(b) is the M(¢D,) distribution for the signal region
after the background subtraction. This has a distribution similar to that of the Monte
Carlo signal but quite different from the sideband distributions.

All cuts and efficiencies are summarized in Table 5.3.

Figure 5.14(top) shows the ¢7~ invariant mass distribution for the ‘right sign’
lepton-D, combinations. The D, peak is shown and a hint of the Cabibbo suppressed
D~ — ¢ n~ decay signals is also seen. No enhancements are seen in the corresponding
distribution for the ‘wrong sign’ combinations (see Figure 5.14 (bottom)).

The fit shown in Figure 5.14(a) is performed with the following requirements:
(1) The background is parameterized by a linear function, (2) the gaussian width
of the D; is allowed to float, (3) the gaussian width of the D~ is fixed by the
ratio M(D~)/M(D7) times the width of the D7 (4) The mass region M(¢7r~) <
1.833 GeV/c? is excluded from the fit. A binned log-likelihood method is used. The
results of the fit are listed in Table 5.4. The signal region is defined to be 1.953 <
M(¢r) < 1.981 GeV/c? (or £2.50). A total of 147 events are observed in this interval.
The number of signal event is 77 + 8.6 after subtracting the expected background.

Figure 5.15 also shows the M(K*K~7~) spectrum for the electron and the muon
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78

Table 5.3: A list of the D selection cuts and efficiencies

D7 selection cuts Estimated Efficiency e~ (u™)
Geometry + offline tracking 61%
R=VAFTAE <08 91%

pr cut (K,7), pr(¢) > 2 GeV/c 66%
Prob(3,x?) > 1% 84%
IM(K+K~) — 1.020] < 8 MeV/c? 90%
| cos ¥| > 0.4 92%

3< ML, ¢mt) < 6 GeV/c? 99%
Eiro|Py(¢1%) < 1.2 76% (78%)
SVX> 2 hits,xyx < 30 84%
Ly >0 87%

Total 14%

data separately.
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Table 5.4: A table of fitting results of the ¢7~ mass spectrum

Parameters value descriptionv
i 73.7 + 8.6 gaussian area of D,
2 1.9667 £ 0.0009 GeV/c? mean of D,
3 5.5+ 7 MeV/c? o of D,
4 194+ 6.9 gaussian area of D~
5 1.873 £ 0.003 GeV/c? mean of D~
6 70.0 £2.0 number of background 1.953-1.981
7 —-24.6 £ 2.7 slope of the background




Chapter 6

Vertices and Decay lengths

This chapter presents the basic elements of the lifetime measurement which are ver-
tices and decay lengths. Of particular importance are those measurements made in
the transverse plane, where the tracking detectors, especially the vertex detector,

have the best precision.

6.1 Vertices

6.1.1 The Primary Vertex

The pp interaction point is where all primary particles are created. It is called the
primary vertex V,. As mentioned earlier in section 3.3, for a given event, the primary
vertex can be approximated without bias by the averaged beam position from the
same run. The resolution of the beam position is usually the size of the beam spot,
~ 35 pum in both z and y directions. This is quite small compare to the typical

resolution of a reconstructed secondary vertex (¢ ~ 100 pm).

80
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A transverse beam position can be expressed as a linear function of the event 2

vertex:

Tp=To+ 28z

Yp = Yo+ 2 - Sy, (6.1)

where the parameters zq, yo and s;, s, are the offsets and the slopes of the beam
position which are stored in the data base for each run. The lepton track is used
to determine the z position here. A simple error matrix is assigned to this primary

vertex.

(35 um) 0 )

2
I

0 (35 pm)?
6.1.2 The Secondary and Tertiary vertices

In addition to the primary vertex, the secondary and tertiary decay vertices must
be measured, where the primary particle (B) and the secondary ones (D) decay
respectively. Since charm also has a long lifetime, these two vertices can be separable
in the experiment. A drawing of a typical B, semileptonic decay event followed by a
D, decay is shown in Figure 6.1.

To determine the tertiary decay vertex Vp in our analysis, the vertex is recon-
structed in 3-dimensional space with a constrained fit using all the tracks from the D

meson decays(see section 3.4 for detail). The vertex position Vp and its covariance
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VP

Figure 6.1: A diagram of a typical B, semi-leptonic decay event

matrix op are both improved by minimizing the x?:

3
X =) 6pi'G; épi (6.3)

=1
Given the position Vp and the flight direction PT(D), the trajectory of the D can

be determined in the transverse plane by

z = Xp+rpsingp —rDsinQBOD

y = Yp—rpcosdp + rpcosdd, (6.4)

where ¢2, is the angle of the D at the decay point Vp, and rp is the radius of the
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trajectory. The lepton trajectory is also defined by its track equation,

t = rysingy— (9 + d¢)sin ¢)

(¢ + d¢) cos ¢ — 1y cos ¢y. (6.5)

<
il

Here d; and 4} are the impact parameter and azimuthal angle of the lepton at the
closest approach point, and r; is the radius of the lepton trajectory. In a magnetic

1 or less.

field of 1.5 Tesla, any track of pr > 1 GeV/c has a curvature of 0.15 m~™
And so §¢ is < 0.3 mR for a travel length of 1000 pm. Therefore we can ignore the

curvature effect here and the two trajectories can then be represented by two straight

lines:
¢ = Sycos ¢y — dysin ¢}
y = Sysin @l + dgcos ¢y, (6.6)
where
z = Xp— Lpcos ¢OD
y = Yp— Lpsin ¢}, (6.7)

The secondary decay vertex Vg can be found by intersection of these two lines. The
covariance matrix of this vertex, op can also be obtained from transforming the
covariance matrix of the Vp, Pr(D) plus the covariance matrix of the lepton track

(see appendix for detail).
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6.2 Decay Lengths

In the semi-leptonic decay, the direction of the B in the laboratory is defined almost
entirely by the direction of the £-D system. The difference between the direction
Pr(B) and the direction Pr(¢D) is tiny. A Monte Carlo plot of the cos(}A’T(B).IA’T(fD))
from the decay B, — D7 £*vX is shown in Figure 6.2. The measurement uncertainty
on the direction (typical a few MR) is also negligible in comparison to the vertex
uncertainty.

One standard way of defining a decay length from any two vertex measurements
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is to find a scalar LP™®® which minimizes
X'=Wa=Vi- L) o (V, - Vh - LA) (6.8)

Here the covariance matrix o includes the contributions from both vertices, ie. o =
o1+ 02 and 7 denotes the direction of the lepton-charm. The solution which is usually

called the ‘most probable’ decay length is

-0l (Va—W)

LPTOb = — 1 — (6’9)
i-o”l-n
with its uncertainty
OFpror = = ! - (6.10)
n-o-l.-n

Another way of constructing a signed decay length is to take the displacement

vector of the two vertices V; — V; and to find its projection length on the direction 7.
L=1-(V,—V). (6.11)

The uncertainty of that is simply
ol =f-0-n. (6.12)

In the following, the latter decay length will be used, and a Monte Carlo calculation
will be used to show that there is no bias between the two ways of defining the decay

length.
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This analysis must deal with three transverse decay lengths. The first is the
transverse decay length of the B meson, which uses the vertex difference between Vg

and Vp, and the direction 7 = P,(£D):
Lsg = (Vag—Vp): B(¢D). (6.13)

The second is the D meson transverse decay length. It is measured between Vp to

Vi and the direction f is defined by the P;(D):
Lp = (Vb —Vg): B(D) (6.14)

Finally, the apparent transverse decay length, L, which has been used for the pre-

vious event selection is from vertex Vp to Vp and in the direction P}(KD):

Ly, = (Vp—Vp)-B(tD) (6.15)

The decay lengths and their error calculations can be verified with Monte Carlo.
In the following excise, the decay lengths measured from the Monte Carol data sam-
ple are compared with the decay lengths calculated from the true vertex positions
that were generated before the simulation. The distributions of the differences be-
tween the two quantity are weighted by their uncertainties. Distributions of both
the AL,y /o1, and ALp/oL, are shown in Figure 6.3, where we also plot the most

probable decay lengths Lg;"b and L”Bf"b. All the distributions shown are symmetric
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around zero and can be well fitted by a single gaussian shape. The widths of all the
gaussian distributions are also consistent ( the fact that the widths are slightly larger
than 1 is not understood yet). From this we conclude that both definitions of decay

length are equally unbiased.

6.3 Proper Decay Length

The proper decay length £ is the decay length of a particle in the rest frame. It is

related to the decay length L in the laboratory frame by a relativistic boost factor

B.
L L LM(B)
b=—= = 6.16)
51~ FBM®B) ~ P(B) ‘
This can be expressed using the quantities in the transverse plane as
e=M(B)Ls1n0_ MLg (6.17)

P(B)sinf ~ P,(B)
where the Lp is the transverse decay length defined previously, and Pr is the trans-
verse momentum of the B. However Pr(B) is not completely measured in the semilep-
tonic decays due to fact that the missing neutrino carries away some energy. The best
that can be done then is to use the transverse momentum of the lepton-charm system

as a partial replacement for Pr(B). It has a ratio

_ Pr(tD)
~ Pr(B)’

K (6.18)
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which is on average ~ 85%. The proper decay length thus includes two parts, the
quantities which are measured event-by-event and the factor K which is not known

for each individual event, ie.
L= IZB x K. (6.19)

The {5 is the transverse decay length Lp with the boost partially removed by the

factor Pr(¢D)/M(B),

LsM(B)

AT (6.20)

KBE

This decay length £p is usually called pseudo cr or c7*.

The distribution of K, which will be referred to as the K%*! can be obtained from
Monte Carlo data. A comparison of the Pr(¢D,) distribution between the data and
Monte Carlo is shown in Figure 6.4 to make sure that Monte Carlo gives the right
Pr distribution of the lepton-D, system. The K%** generated from this Monte Carlo
sample is now shown in Figure 6.5. The distribution has a mean of 0.86 and a RMS
of 0.11. We also plot the K distribution (dashed histogram) from the events before
the detector simulation (generator level). In this case, kinematic cuts on the decay
products are the same as those used for selecting real data. The two K distributions
are very close. This actually means the K behavior can be studied (see later chapter)

without time consuming detector simulations.
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Chapter 7

Data Sample

This chapter discusses the data samples for the lifetime measurement and the sources

of background.

7.1 Signal Sample

Figure 7.1: Schematic drawing of the fake vertices Vp and Vg which result in an
anti-correlation between the £g and £p.

Before discussing the data sample, let us take a look at another selection cut which will

help to reduce background combinations. For the signal, the B and D decay lengths

92
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Figure 7.2: Decay length distributions for the D° side band. (a) Correlation between
£p and £g. (b) Correlation between oy, and {5 /{p.

¢p and £p should be two independent quantities. However, in a situation, where the
vertex Vp is a fake and the lepton track has large impact parameter (see Figure 7.1),
or vice verse, the two measurements g and {p are actually anti-correlated. As an
example, Figure 7.2(a) shows the two decay lengths £p and £p in a scatter plot for D°
sideband events. It shows a clear correlation along the diagonal line of £ + {p = 0
between the two lengths. Often these type of events also have unexpectedly large
oty as well. In Figure 7.2(b) is shown oy, versus the ratio £g/£p. It can be seen

that points with large o/, tend to cluster around the line {g = —£{p which is the
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Table 7.1: A list of the fit parameters for the ¢n+ mass spectrum after the o,y cut

Parameters value comments
1 73.4 + 8.4 Gaussian area of D,
2 1.9664 + 0.0008GeV/c? mean of D,
3 5.4 +0.7MeV/c? oof D,
4 23.2+6.7 Gaussian area of D*
5 1.873 £ 0.002GeV/c? mean of D*
6 63.0+1.9 number of background 1.953-1.981
7 —-21.5£2.5 slope of the background

anti-correlation. Those points can be removed by a cut

® g4y <0.05 cm.

The plot of the o4, versus the ratio £5/{p for the D, signal region events is shown
in Figure 7.3. 8 events which are along the line {g = —{p will be removed by the
above cut. The ¢r mass spectra after applying this cut is shown in Figure 7.4. The
parameters determined from the fit of the spectrum are listed in Table 7.1. There are
a total of 139 events in the signal region where the expected number of background
events from the fit is 63. The background ratio fi, is thus 0.45. We can see by

comparing with the Table 5.4 that the background ratio is reduced while the number
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of the signals seems unchanged, i.e 76.0 + 8.2.

7.2 Non-B, Background

B, semileptonic decay is not the only source of the right sign signature £*D~. In
fact, there are three processes which can also lead to the same signature. Shown in
Figure 7.5 are the Feynman diagrams of all the processes which in principle could
contribute to £+ D; production. Process(a) is the semileptonic B, decay, which is
the signal. Processes(b)(c) are the background sources from non-strange B meson
decays. In the following we are going to discuss these two sources of background and
will show that they are actually quite small. Process(d) which is a special case of (c)
is negligible.

The process (b) can be written as
Bug4— DY K £ty (7.1)

which is a four body decay with the K (stands for any type of Kaon meson) emitted
either before or after the weak decay vertex. So far there has been no experimental ev-
idence of its existence. The ARGUS collaboration searched decays B — D; K~ £t X

and B — D7 K° £* X[24] and they set a limit (90% CL) on the branching ratio to be
B(B — D;K{*vX) < 1.2%. (7.2)

This number is less than 10% of the semileptonic B branching ratio. A detailed
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analysis based on the ‘resonance model’ was given by E. Golowich et al.[25]. They

studied the contributions from real and virtual intermediate states.

e If the intermediate state is a real resonance, the only possible state allowing
decay to the D7 K are D**. The branching fraction of D** to D,K + --- is
suppressed by two factors: the probability of creating the s3 over say the uu
from the sea which is < 1/3, and phase space suppression since only the highest
JP = 2+ state D™* can decay to the lightest final state D, K*. The conservative
assumption is 1/10. Therefore the decay width can be related to I'(B, 4 —

D*t+»)B(D* — D,KX) < 2.1% T'(B, — £+vX).

e If the intermediate state is virtual, there are two diagrams (see Figure 7.6),
the s-channel and u-channel, depending on whether the weak transition occurs
before or after the strong K-production, i.e the bg — (b3)K — W*+D; K and
the 5§ — Wt(cg) — W*D; K. According to heavy quark symmetry, only the
contribution from the ground states of virtual b3 and ¢g is important, in which

case, the two diagrams, cancel each other. A quantitative calculation yielded

['(Byq — D,vX) < 0.5% I'(B, = D,{*vX)

The contributions from the two above cases lead to a limit on the branching ratio of

the decay process(b)

B(Bu. — D;Ketv)

TR 0.025 (7.3)
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Figure 7.6: Diagrams of virtual intermediate states contributing to the process B —

Ds~ KW+,

Also, the efficiency of finding the ¢t and D] from this type of decay is smaller
compared to that from the B, semileptonic decay. This is because the lepton spectrum
tends to be softer. The extra kaon also reduces the efficiency of lepton identification.
The Monte Carlo result is listed in Table 7.2, where the efficiency for the B, —
D7 ¢+ X is normalized to 1. In the following we assume that B(B, — D;{tvX) =
0.80 B(B; — £*vX). Assuming the production ratio of the flavors u, d, s to be
fu:fa:fs =3:3:1, the background fraction of source(b) can be estimated using

the branching ratio limit.

(fu+ fa) B(Bua— D}X,L77)

BB S DIER) <% (7.4)

fi = a-
As for process(c), where the B decays hadronically to the D, and D followed by

the D semileptonic decay, ie.
B,q— DW-DMX, D™ - gty X (7.5)

the lepton comes from the cascade charm semileptonic decay. It is much softer and non

isolated. As listed in Table 7.2 the lepton acceptance and identification efficiency is



101

Table 7.2: Efficiencies of all the €+D; sources

Selection Efficiency

Process (a) Process (b) Process (c)

B, - t¢*D;v | B—¢*D;Kv | B — D;D,D — £*vX

lepton acceptance 1.0 0.25 0.09
lepton efficiency 1.0 0.63 0.52
D, acceptance 1.0 1.00 0.56
Total 1.0 0.16 0.026

very small. Even the D, reconstruction efficiency is only 56% of the semileptonic case.
The background fraction can be determined using the current measured branching
ratios. Both the CLEO and ARGUS T(4S5) experiments measured inclusive B —
D,X branching ratios: B(B — D,X)B(D, — ¢r) = (3.06 £ 0.47) x 1073 from
CLEO and B(B — D,X)B(D, — ¢ér) = (2.92 % 0.50) x 10~2 from ARGUS. The
average value is B(B — D,X)B(D, — ¢r) = (2.99 =+ 0.34) x 1073 from these two
measurements. The branching ratio B(D, — ¢7) was inferred from the B(D* —
K*%e*v) using the lifetimes 7(D*) and 7(D}) and assuming A(D* — K*%etv) =
A(D} — ¢etv). The world average value is B(D, — ¢7) = (2.8 =+ 0.5)% [23].
The number B(B — D,DX) < 0.80 B(B — D,X) will also be assumed. The

charm meson semileptonic branching ratios are B(D* — etvX) = (17.2 + 1.9)%,



102

B(D° — etvX) = (7.7 £1.2)% and B(D® — ptvX) = (8.8 £ 2.5)%[23]. The

background source(c) fraction is thus

,. (ot B(B— D,X) B(D— Xt+)

f = 1, B(B, — D {-X)

~ 0.026 (7.6)

7.3 Background Sample

In order to study the background events contained in the signal sample, a background
sample is formed by using D sidebands and its wrong sign combinations. The

sidebands are defined as the follows:

1. The low mass region is 1.885 ~ M ~ 1.945 GeV/c?. (Below 1.833 GeV/c?,

where D~ — ¢n~ happens, is excluded.)
2. The high mass region between 1.990 and 2.050 GeV/c?.

Events from wrong sign combinations are used together with the sidebands , in order
to gain statistics. We use the region between 1.885 and 2.050 GeV/c?. The three
regions of the background sample are high lighted in Figure 7.4. We summarize all

the signal and background samples is in Table 7.3.
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Table 7.3: A list of the signal and background samples for the lifetime measurement.

Sample | Selection (GeV/c?) | Events
Signal ‘right sign’ 139
1.953-1.981 (f»=0.45)
Background ‘right sign’
1.885-1.945 118
1.990-2.050 158
‘wrong sign’
1.885-2.050 276




Chapter 8

Lifetime Fitting

This Chapter discusses the determination of the B, lifetime from the distribution of
the decay length £p using selected data samples. Maximum log-likelihood methods
are used in fitting the data, the overall likelihood function £ is computed as a function
of fitting parameters by multiplying together the normalized probability P* of every

event,
L = P.p:.po... (8.1)

The best fit is the one which maximizes the log L.

8.1 Unbinned Log-likelihood Function

In the selected ‘signal sample’, in addition to the source of signal (B,) there is a
fraction (fs; = 0.45) of background from combinatorial sources. In order to determine
the lifetime of the signal, the decay length £g distribution of the background must be

known. This background shape is obtained from the £g distribution of the selected

104
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‘background sample’. The shape can then be subtracted from the ‘signal sample’
later. In practice however, both samples (signal and background) are used to fit for
the lifetime and the background shape together. In this way, the background statistics
are effectively increased by including those background events contained in the ‘signal
sample’ in the fitting as well as those in the background sample. The joint likelihood
function £ can be written as

{8} ) . {8} |
L = H{(l — fog)Fse + fosFpa} H Fhe- (8.2)

Here ¢ and j are the index of the event from the ‘signal sample’ and ‘background
sample’ respectively. {S} denotes the ‘signal sample’, the likelihood function of
which contains a sum of two probabilities: (1 — fi)Fsc for the signal contribution
and f;,Fpc for the background contribution. {B} stands for the ‘background sample’,

which has a likelihood function of simply Fgg.

8.2 The Signal Function

For a particle which decays with lifetime 7, the normalized distribution of the proper
decay length is represented by an exponential function with only positive decay

lengths, i.e,

ée"/" iflé>0
Eso(L,eT) = (8.3)

0 otherwise
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However, the measured quantity is the decay length in the lab, ¢ = £/K, not
the proper decay length, and there is no information about K directly from the
data. Therefore all possible K values must be included in the probability distribution

according to the K distribution (referred to as the K %), i.e,
K dist
Eipso(Klp,em) @ K (8.4)

K
Here, ® represents a convolution over K. This is done with the histogram in Figure 6.5.
The above distribution must be further modified by smearing it with the mea-

surement uncertainty in £, i.e. g, using a single Gaussian function

2
1 _2(5:,3 )2 )

G(z,80¢,) = ————=¢
( ‘) \/27(80¢y)

Here each decay length uncertainty oy, is multiplied by an overall scale factor s. The

(8.5)

probability function for the signal is then:

K SR
Fsc = Exso(Kz,c7) @ K%' ® G(Lp — z,504,) (8.6)

8.3 The Background Function

The background function is described by three distributions. The first is a pure
Gaussian distribution, which represents the events that are composed of primary

tracks.

FBe, = 9(¢B,80¢;) (8.7)
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Since the measurement errors are not strictly gaussian, some fraction of the back-
ground events can have wider tails on both sides of the decay length due to poorly
measured vertices. This should happen equally on the positive side and on the nega-
tive side. This kind of distribution can be parameterized by two symmetrically falling

exponential functions with the same magnitude and slope, smeared with og,.
fBGg = [g,,<o(.’v, _’\—) + £$>0(mv /\—)] é g([B - .'L',SO'[B) (88)

Finally, since a large fraction of prompt leptons come either from bottom or charm
decays, some real decay vertices are expected due to the combined bottom and charm

lifetimes. There are represented by an exponential function convoluted with G,
FBGg = Ex50(T, A4) ® G(fp — 7,80¢,) (8.9)
Thus, the background £p distribution function can be written as
Fpola—,ap, A, Ay,800,) = (1 —20- — ay) Fpg, +a- FBG, + 04 FBag (8.10)

where 2a_, o are the non gaussian tails, and real decay contributions respectively.

8.4 Data Fitting

Before doing a unbinned fit, we have to make sure there is no correlation between
the decay length £ and its uncertainty. Indeed Figure 8.1 shows an uncorrelated
distribution of the o4, vs. {p from the ‘signal sample’ data. The average decay

length uncertainty oy, of the data is 82 um and the rms is 8.0 um.
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In the fitting procedure, the fi, variation is treated by an extra x? term

_l(fbg"' < fbg >)2
2 a;‘,’ba

(8.11)

which is added to the log £. This term constrains the background fraction to the
value < fp;, >= 0.45 which was determined from the ¢7~ mass spectrum fit. Since
01, i8 0.014 (see Table 7.1), the uncertainty (3%) of fi; has a negligible effect on the
fit.

Only the range [—0.4, 0.4] cm in the decay distribution is used to perform the
fit. This is done because (a) few signals are expected beyond 0.4 cm, and (b) the
background parameterization may not be appropriate for events at very large decay
lengths.

The free parameters in fit are cr, s the error scale factor, fi, the background frac-
tion and the four parameters defining the background shape which are a—, a4, A_, A4.

The fit results are listed in Table 8.1. The B, lifetime is determined to be

7(B,) = 1.42 3027 ps (8.12)

The statistical error of the lifetime is ~ 18%. Since this error is determined by
varying all other parameters including the ones that define the background shape,
the error quoted also includes the systematic uncertainty from the variation of the
background shape.

We find that the background distribution contains a 9% contribution from long

tails (a—) (A~ > 1 mm) on each side of the decay distribution (18% total). About 27%
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Table 8.1: B, lifetime fit result

Parameter Best Fit Value
cr (pm) 426 *og
8 1.42 +0.10
Jog(%) 45.5 £ 1.3
A+ (pm) 371 £76
ay (%) 27 £3
A-(pm) 1373 +278
a_(%) 9 £2

of the background distribution (a;) comes from long lived particles (A4 ~ 370 pm).
The rest (1 — 2a_ — oy ~ 50%) is the prompt gaussian contribution.

The error scale factor required by the fit is about 40% larger than 1.0. This
indicates that the decay length uncertainties are under estimated. The average decay
length uncertainty oy, for the ‘signal sample’ data should then be ~ 116 um instead of
82 um. We will discuss the error scale factor in chapter 9 which deals with systematic
uncertainties.

Linear and semi-log plots of the £g distribution of the ‘signal sample’ data are

plotted in Figure 8.2(a) and 8.3(a). The fitting function of the background and
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Table 8.2: D, lifetime fit results

Parameter Best Fitted Value
er (pm) 185 135
s 1.17 £0.09
Fog(%) 45.6 +£1.3
A+ (pm) 129 +48
a4 (%) 33 £8
A-(pm) 633 +116
a-(%) 14 £2

the signal plus background contributions are also plotted. The value of the fitting
function at any point z is calculated using so¢, of the data and summing over all the
events in the sample. The background sample £p distribution and the fitting function
of the background are also shown in 8.2(b) and in Figure 8.3(b).

The proper length £p distribution can be used to measure the charm meson D}
lifetime. This can in fact verify the fitting method, and can also tell us if the sample
really is £+ D; . The fitting procedure here is essentially the same except since Pr(Ds)
is measured, the distribution does not need to be corrected by K. The fitting range

in this case is from —0.2 cm to 0.2 cm. The fit results are listed in Table 8.2. We
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find that the lifetime of D, is

7(D,) = 0.45 +0.10 ps. (8.13)

This is same as the world averaged D, lifetime value quoted by the Particle Data
Group[23]. The £p distributions of the signal and background samples along with the

fitting functions are shown in Figure 8.4.



Chapter 9

Systematic Uncertainties

This chapter discusses the systematic uncertainty in the B, lifetime. There are several
sources which contribute to the systematics, namely the combinatorial background
which is a large fraction of the signal sample and also the physics background which is
small but important. The decay length resolution and the relativistic boost correction
are both sensitive to the result. And the selection L, > 0 effect and the residual

misalignment effect will also be included.

9.1 Combinatorial Background

The decay length distribution of the background events in the selected signal sample
has to be determined in an unbiased fashion. Tails on the positive side are especially
relevant to the measurement. The fit, combines both sideband events and events from
wrong sign combinations in the background sample. The shape of the background
is determined from the background sample above and the backgrounds in the signal
sample. These regions are marked in Figure 7.4. The background shape is plotted

115
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on top of the distributions for the sidebands and the wrong sign (see Figure 9.1)
data for comparison. The background samples from the high mass sideband, the low
mass sideband, and the wrong sign mass band can be studied separately, but in order
to increase the statistics for each sample, wider mass windows are used. The three

individual samples are

e right sign 1.99-2.2 Gev/c? (high mass)
e right sign 1.75-1.945 (excluding 1.854-1.886) GeV/c? (low mass)

e wrong sign 1.75-2.2 GeV/c?

Parameters High mass Low mass Wrong sign
cT 384 + 69 ym 421 £ 73 pm 422 £ 72 pm
8 1.40 £ 0.11 1.53 £ 0.11 1.51 £ 0.09
Ay 491 + 116 pm 337 £ 80 pm 384 + 88 um
o4 0.23 £ 0.04 0.28 + 0.04 0.24 £ 0.03
Ao 0.183 £0.049 cm 0.124 £0.022 cm 0.121 £0.02 cm
o 0.11 £ 0.02 0.11 £ 0.02 0.10 £ 0.02

Table 9.1: Fit results from using three different background samples

The lifetime fit results from using the three background samples are listed in

Table 9.1. Half of the maximum difference between the lifetime results is used as the
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systematics error ie. £18 pm or 4%.

9.2 Non Strange B Background

As mentioned before, a small fraction of the £+ D events are not from B, semi-
leptonic decays. They are the products of the non-strange B meson decays, and have
been ignored in the lifetime fit because the number of such events is expected to be
small. Since there is no measurement of their production, only fraction relative to
the B, signals are used here to estimate their contribution to the systematic error.

The background fraction from the decay process
B,a— D7™X, ety

should be limited by its small production cross-section. In chapter 7, this fraction is
determined to be smaller than 2.6%. Given this limit, its contribution can be added
into the Fsjc with the same function as the B, signals and replace the c¢r with the
average b lifetime (1.5 ps). The systematic effect is less than 1% and can then be

ignored in comparison to the other decay source,
B.s— DD DY 5 X,

For this background, the decay branching ratio B(Bya — D;"(')—D_(*)), the semi-
leptonic branching ratios of the D mesons, and the experimental acceptance relative

to the B, signals have all been used to derive the background estimate of 2.6%. This
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small background however has an impact on the result of the measurement. This
has been studied by generating Monte Carlo events of this process and their pseudo-
cr distribution in exactly the same way as described earlier (see Figure 9.2). The

distribution is parameterized as a single source with the decay function

G ® exp[—z/erp,p]. (9.1)

The pseudo-cr distribution of this lepton-D, system appears to be quite long com-
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pared to the average B lifetime of 450 pm used to generate the events. This is because
(a) the lepton and the D, do not originate from the same decay vertex, and (b) the
momentum missing from the semi-leptonic D decay (carried by X) means the P;(B)
is underestimated by the Pr of the lepton-D, system. The crp,p is found to be about
0.206 cm. Including this extra source in the fit causes a 4% shift toward lower values

for the B, lifetime.

9.3 Decay Length Resolutions

In the unbinned log-likelihood fit, each decay length measurement has been smeared
i : — 1 ;) 2 .
by a resolution function G(¢,80,,) = Jiree) exp(—£*/(so¢y)?), where the oy is the

error of the decay length determined from the individual event reconstruction (see

the appendix), and s is the scale factor for all the errors.

The Scale Factor

The uncertainty of the decay length is dominated by the uncertainty of the secondary
vertex position which in turn is related to the error matrix of all the track parameters
and the topology of the individual event. It may be under or over estimated. Because
of this, a scale factor must be used. In the lifetime fit, this scale factor is allowed to
float. The best fit result for s is 1.47 £0.11. This suggests that the decay length errors

are underestimated by about 30-50%. This scale factor can be checked independently
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Table 9.2: The control sample and the electron-rich sample

Selection Cuts Control Sample Electron-rich Sample

HAD/EM > 0.04 < 0.04
ShowMax/p* <04 > 1.0
PreShower/p* <3.0 > 8.0

with another ‘control’ sample. The control sample means a data sample which does
not have real displaced secondary vertices other than the false ones caused by the
resolution. To be useful, the event kinematics of this sample should be quite similar
to the sample used for the lifetime measurement. As discussed in Chapter 4, the fake
hadron residuals in the inclusive electron sample are nearly a good control sample.
These are light quark hadronic events which are short lived and have similar kinematic
properties to the prompt electrons. Such a control sample and an electron-rich sample
(for the comparison) can be made from the inclusive electron data by selecting on the
CES and CPR quantities as shown in Table 9.2 (see Chapter 4).

The L.y/oL,, and Lp/or, distributions from the control sample shall be used
to determine the scale factor. The fake electrons are first selected with the electron
cuts described in Chapter 4, except for the HAD/EM cut which is not used. Then
three tracks are selected in each event with the same quality and pr requirements as

described in Chapter 5, i.e.
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Control Sample
103 — O T

Mean = 0.034 +£0.032 o = 1,185 £0.031

Figure 9.5: The decay length L,, over its error for the control sample which consists
of fake electrons.

o P(Kt)>1.0 GeV/c, P.(K~) > 1.0 GeV/c and P,(7) > 0.8 GeV/c
e At least 2 out of 3 tracks are:

— SVX tracks with 2 or more hits and x? < 30.
— Having > 2 axial super-layers with at least 4 hits and > 2 stereo super-

layers with at least 2 hits.

These three tracks are vertex constrained and the probability of that fit is required

to be larger than 1%. To convince ourselves that it has no lifetime, we plot the
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Figure 9.6: The decay length Lg over its error for the control sample which consists
of fake electrons.

impact parameters over the errors for the fake electron and the three track candidates
in Figure 9.3. Most of the events can be described by a zero centered gaussian
distribution of width 1. This is what is expect for a control sample, consistent with
no lifetime. The small fraction of residuals which are not consistent with the gaussian
part can be real electrons from heavy quark decays. The comparison plot of the
corresponding distributions from the electron-rich sample data is shown in Figure 9.4,
where the wide distributions are caused by the events which have quite large impact

parameters. Those electrons represent the long lived heavy quark decays.
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Figure 9.7: The decay length L,, over its error (left) and the decay length Lp over
its error (right) for the electron rich sample.

The L., and Lp from the control sample events are calculated the same way as
in the lifetime data. The direction is the Pr of the fake electron-D, system. The
plots of the quantities over their errors are shown in Figures 9.5 and 9.6. If the real
resolution is consistent with the calculated errors, one would expect the gaussian
width to be unity. The measured widths are 1.20 £ 0.03 and 1.32 4 0.03, respectively.
The fact that they are not equal to unity indicates that the calculated errors of the
decay length are under estimated. The scale factor (of Lp) seems to be consistent
with the value determined from the lifetime fit. To compare, the same plots from the
electron-rich sample data are shown in Figure 9.7(a)(b) where larger decay lengths

are obviously noticed.
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Measurements from both the control sample and lifetime sample have consistently
pointed out that the decay length errors are underestimated. The cause of this can
be complicated. The residuals used in the tracking may be overestimated. It could
also be that the resolution function is more than a gaussian function. To evaluate the
systematic effect however , we vary the scale factor from 1.0-2.0 and fix the value in

the lifetime fit. The lifetime result changes by 10 ym or 2.5% over this range.

9.3.1 The Resolution Function

The lifetime fit assumed a single gaussian shape to describe the resolution of the
decay lengths. The real data may however contain more than one source of error. As

an alternative description, a double gaussian can be used.

f-G(s10)+ (1= f) - G(s20), (9.2)

where s; and sg are the two different resolution scale factors. This form is used in
the fit, and both scale factors are determined by the data. The result of the decay
length fit changes by 4 pm or 1%.

In summary, we assign a total of 3% systematic uncertainty due to resolution

effects.
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9.4 Relativistic Boost Corrections

In semileptonic decays, the B meson momentum is not fully reconstructed. The rela-
tivistic boost effect is only partially removed event-by-event using the best estimator
of the B transverse momentum, the Pr of the lepton-D,. Inevitably we have to make

an average Pr correction on an statistical basis with the distribution of
K = Pr(¢D,)/P:(B;).

This K distribution has to be obtained from Monte Carlo. It is in principle sensitive

to changes from the following sources:
o The parent b quark momentum spectrum.
o The lepton selection.
o The fractions of the D? and maybe the D}* in semi-leptonic B, decays.

The standard bottom quark spectrum NDE[16] has been used. An earlier study
of the electron pr spectrum (see reference [26]) suggested a better fit to the data
with a distribution which is steeper than NDE by the weight 1/p3® (see Figure 3.9).
With this new spectrum for pr(b), one gets a slightly harder K distribution. As a
consequence, the lifetime result is increased by about 6 ym or 1%.

The effects of the lepton trigger threshold and the lepton isolation cuts are also

considered. Here a simple model is used to simulate the trigger turn on effect, a
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Figure 9.8: Mean of the K = P,(¢+D; )/ P,(B,) as a function of the lepton pr (circle).
The effect of the trigger (9 GeV threshold) and the isolation of the lepton are shown

as the square points.
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Figure 9.9: P,(I"D})/P.(B,) distributions (a) No trigger or isolation requirement.
(b) after requiring the lepton to be isolated and pass the 9 GeV threshold.

near-step function,

1

T+ exp(—(or — P)/9) (9:3)

f =

where the p¥ is the pr threshold of the lepton trigger. The () represents the turn
on resolution which is taken to be approximately 1 GeV/c. Electrons are classified
as isolated if no other tracks are in the same electron tower. The K distributions
are generated according to different bins of lepton pr, one set with the trigger and
isolation requirements and one set without. The mean and the RMS of each K
distribution is then plotted as a function of the lepton pr (see Figure 9.8). The result

is a flat distribution which does not seem to be affected by either the isolation or
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Figure 9.10: Distribution of ‘K factor’ for cases: (a) B, — D,{~X (solid) (b) B, —
D3¢~ X (dash) (c) B, — D;*¢~ X (dot).

the trigger turn on of the lepton. The effect of the lepton selection makes the K
distribution width slightly narrower (see Figure 9.9). The results of the lifetime fit
using these two distributions for the boost correction only differ by 5 pm or 1%.
The contributions of the D~, D*~ and possibly D**~ to the final state £+ D are
clearly important in generating the K factor distribution. Shown in Figure 9.10 are

the three distributions normalized to an area of 1 from each of the following exclusive
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channels:

B, — D7ttv
B, —» Dy ttv,D;” - D; X

B, —» D*{*v,D¥* - DI 4,D;” - D; X (9.4)

The differences between the first and second channels are small. The mean is quite
lower however for the third case. On the other hand, due to the isospin symmetry,

we expect most D}*~ decay via
D>~ — DWK (9.5)

where D®) here are non-strange D mesons. It is suggested that maybe only 20% of
D**= would decay to the D; [25]. The CLEO decay table is used to generate K%*'
and the fractions of the D;, D?~, D*~ are assumed to be 2/3: 1/3: 0. The mixture
of D7 and D*~ is now varied between 0-100% and the D}*~ from 0-20%. The K
distributions from figure 9.10 are used. The B, lifetime is changed by 6 pm or 1.4%
as a result.

All three effects above are added in quadrature and a total systematic uncertainty

of 3% is therefore attributed to the boost correction.

9.5 Selection Biases



133

1680

120

0.15 . . 0.3

0.05, ,0.1
c7’ (em)

Events/0.01 cm

160

120

80

-0.1 =005 0 0.0

5 01, 015 O 0.25 0.3
er’ (em)

Figure 9.11: Monte Carlo distributions of the pseudo-cr (a) without the L,y cut
(circle) and with L,, > 0 cut (triangle). (b) without the L, cut (circle) and with
L,y > o cut (triangle).

A positive value of the apparent decay length L,, is required in the D, selection. Since
the measured decay length Lp is in principle correlated with L,,, an L, > 0 cut may
cause some systematic effect on the measurement. This effect can be studied by using
a Monte Carlo where the full detector simulation is applied. Shown in Figure 9.11
are the pseudo-cr distributions before and after the L,y > 0 and L., > or,, cuts.
Also plotted in Figure 9.12 is the efficiency as a function of pseudo-c7. The efficiency
is a little lower in the small cr region. The fit results are given in Table 9.3 where
the effect on the lifetime is up to 7 um, or a relative 2% ( the bottom lifetime of 350

pm is used). The assumed systematic uncertainty is 2% from this source.
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Table 9.3: Fit results of the Monte Carlo sample with and without the Lz, cut

Parameter No Lgycut Lz, >0 Ly > o0y,

cr (pm) 352 354 359
shift (pm) - +2 +7
shift/cr (%) - +0.6 +2.0
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Figure 9.12: (a) Efficiency of the L,, > 0 cut versus pseudo-cr. (b) Efficiency of the
Ly > o cut versus pseudo-cr.
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9.6 Fit Method

The fitting program is tested by a simple Monte Carlo exercise. One thousand samples
containing a mixture of signal and background events are generated. Each éample
contains 139 events, while the background number is allowed to fluctuate according
to Poisson statistics with a mean of 63. The decay lengths of the signal events
are generated according to a pure exponential with mean lifetime of 426 pm and
then are smeared by both resolution effects and the momentum correction factor K.
Background events are generated by the probability density function Fp, where the
parameter values are fixed to those of the real data, given in Table 8.1. The generated
decay distributions are then fitted by the same program to obtain the lifetime. The
distribution of the fitted lifetimes is shown in Figure 9.13. The mean value is shifted
by —10 pm from the input value of 426 um. The statistical error on the Monte Carlo

number is about -6 um. Therefore £6 um is used as a systematic uncertainty.

9.7 Residual Misalignment

The effect of residual misalignments in the SVX has been studied in the inclusive
lifetime analysis[27] where the the wedge dependent offset has been evaluated from
the wedge-by-wedge average of the impact parameter distribution with respect to the
beam position as observed with W electrons. This yields a 2% systematic uncertainty

in the lifetime result.
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Figure 9.13: Fitted cr distribution for MC samples generated with lifetime of 426um.
All systematic sources and their contributions to the systematic error are summa-
rized in Table 9.4. Assuming all of them are uncorrelated, they are add in quadrature

which results in a 7% total systematic uncertainty on the B, lifetime measurement.
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Table 9.4: The systematic uncertainty and its sources

Systematic Source Uncertainty
Combinatorial background 4%
Non-B, background 4%
Decay length resolution 3%
Boost correction 3%
Selection bias 2%
Fitting method 1%
Misalignment 2%

Total 7%




Chapter 10

Conclusions

10.1 Summary of Lifetime Result

This thesis presents the first B, meson lifetime measurement in a hadron collider.
Semileptonic decay events of the B, have been isolated from a total luminosity of
21 pb~! pp collisions with the lepton-D, correlation. Using both electron and muon
data, 7648 £* DT events have been found after background subtraction. Other non-
B, background sources are estimated to be negligible (< 5%). The result of the

measurement of the lifetime of the B, meson is

B, = 1.42 1327 (stat.) fg:i (syst.) ps.

(10.1)

The error on the result is dominated by the statistical uncertainty which is ~ 18%.
As a consistency check, the D, lifetime has also been obtained from the same data

sample to be

7p, = 0.45 1013 (stat.) ps. (10.2)

138
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Here, we ignore the systematic uncertainty. This result is consistent with the world

average D7 lifetime 0.45 £ 0.03 ps.

10.2 B, Lifetime From Around the World

Our B, lifetime result can be compared with similar measurements made by other ex-
periments around the world (see Figure 10.1). Table 10.1 lists all such measurements.

These results are very recent. The average value can be obtained by minimizing the

x?, i.e.

?B,—Ti‘z
X' = E_————-——( a,.f). (10.3)

The averaged B, lifetime is 1.45 £ 0.16 ps and the x? per degree of freedom is 0.95.
Within errors, the B, lifetime is consistent with both the B, and By lifetimes (see

Table 1.2) and also with the average B hadron lifetime (Table 1.1).

10.3 Future Prospects

So far, only the D7 — ¢r~ channel was used in reconstructing the D,. As listed in
Table 5.2, there are a few more channels which may be used to increase the sample
statistics. The channel K*°K~ may have an efficiency similar to the ¢z~ mode, but
the background is expected to be higher due to the broader K *0 width. Reflection
from D~ — K*°7~ where the 7~ is mis-identified to be a K~ has to be considered.

K — 7 separation using dE/dx may help. The channel K*~K 0 seems to be much less
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Measurements of the Bs lifetime

EXP. Channel

ALEPH 1-Ds
DELPHI I-Ds
OPAL 1-Ds

ALEPH incl. Ds
DELPHI incl. Ds
DELPHI 1- ¢

CDF 1-Ds

AVERAGE }-H

0.0 . 1.0 | 2.0 . 3.0

Figure 10.1: A list of the B, lifetime measurements from around world

efficient than the channel K~ K° because of high multiplicity.

Because B? and _B(: are both CP mixture states, the lifetime measured in the
semileptonic decay mode has contributions from both the CP even and odd lifetimes.
In order to compare the difference between these two lifetimes, the exclusive decay
mode B, — J/1¢ can be used. Since J/¢¢ decays are dominated by the CP even
states, ignoring CP violation, this mode measures the B, ghort lifetime. In the present

CDF data, only ~ 10 good J/v¢ signals have been located inside the SVX. The
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Expt. Ref. Channel B, lifetime (ps)
ALEPH PPE/93-214 ¢*D;  1.92 133 +0.04
DELPHI Moriond-94 ¢tD; 1421048 +0.20 1
OPAL PLB312,501 £tD; 1.13 1332 +0.09
ALEPH Moriond-94 incl. D, 175 1333 1oa
DELPHI Moriond-94 incl. D, 0.69 350 +0.22 {
DELPHI Moriond-94 6 0997138 +0.26 t
CDF Moriond-94  £*D;  1.42 1027 +0.11
Average(x?/dof) 1.45 £ 0.16 (0.94)

Table 10.1: A list of the B, lifetime measurements. {scaled with the , = 1.54ps.
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resulting lifetime, 1.74 ¥3:30 (stat.) & 0.07 (syst) ps, has poor statistics. However, it

is plausible to measure the A7g, in the future when more data are available.



Appendix A

Error Matrices of the Vp

The error matrix of the secondary vertex M(Vp) is in principle related in the trans-
verse plane to a covariant matrix G™! which includes the M(Vp) and the matrix of

the lepton track parameters, ie.
M(Vs) = AxG™1xAT, (A.1)

where the A is an error transform matrix which will be derived in the following.
The position of the secondary vertex Vg depends in principle on the coordinates
(Xp,Yp) of the Vp, the curvature Cp of the D, the azimuthal angle ¢3 of the D
at Vp, the impact parameter d, of the lepton, the curvature C; of the lepton, the
azimuthal angle @9 of the lepton at the closet approach point.
The lepton and the D meson trajectories are described by the following equations:

Xp = rysin¢y — (r¢ + dg) sin ¢)
( for the lepton)

Ys = (r¢+ dy)cos @ — r¢cos ¢y
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Xp = Xp + rpsingp — rpsin ¢
( for the D meson)
Ys =Yp-—rpcosdp +rpcosd)
where ¢p — ¢ = —2CpLp and ¢; — ¢ = 2C¢S;. The Lp is the decay length of
the D and the S; is the the travel length of the lepton between the closet approach

point and the vertex point V3.

The transform matrix elements can be calculated as

‘
-~

X _ )¢ _
_EaXD = tan ¢p —E-axn =1
D¢ - aY] e
Wg =-1 é?g' = —tan ¢D
8Xp _ _ 1—cos(¢p-¢%) ayg _ _ l—cos(¢p—9%)
8Cp 20% cosdpp aCp 2C% singp

Ay x4 Xp sin(¢p—4%) A, x{ 8Yg _ _sin(¢p—¢3)

1 ﬁ 8¢, ~ 2Cpcos¢ép 2 < 53% - 2Cpsinép
8Xp _ cos(de—93) aYp . cos(¢e—d7)
3(1[ - coa¢¢ 3d[ - sin¢[
8Xg _ 1-—cos(¢$s—¢9) Y  _ 1—cos(pr—¢9%)
aC, 20? co8 ¢y 0C, - 203 sin ¢,
aXg _ sin(¢,—¢9) ¥ _ sin(¢s—9¢%)
| 5 = (et d) =g | 3 = (retd) =g,

where A; = tan ¢p — tan ¢, and A, = cot ¢, — cot ¢p.

To first order we are interested in the limit of C; — 0 and Cp — 0, which is
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-g—))% = sin ¢} cos @7 %% = sin ¢}, sin ¢}
%{‘—,ﬁ = — cos ¢, cos ¢? %ﬁ = — cos ¢ sin ¢}
-g-)-c‘-g = —L% cos ¢ %‘; = —L}sin ¢}
A x ¢ %ﬂp =LDCOS¢? AXﬁ Z_Idi =LDsin¢2
D D
&a = cos¢d & =sing)
X = §2cos g} & =S'sindh
k %—)i-gi = S cos ¢% | %? = Ssin ¢p

where A = sin(¢3 — ¢9).

In a typical event §Xp ~ §Yp ~ Lp ~ S are about a few hundred micron to a few
mm. In the CDF tracking, the error of the azimuthal angle ¢ is usually on the order
of a couple milli-radians and error on the curvature is on the order of 10~ — 107°.
Therefore we can see that the first order effect is mainly cominé from the vertex
position and the lepton impact parameter. The effect of the azimuthal angles of the
D and lepton is next order. The error due to the curvatures are really negligible. We

can simplify the A to a reduced form

sin ¢% cos ¢7 — cos ¢} cos ¢} Lpcosd] cosd} Scosd )

A=A"1x (A.2)

sin ¢ sin gy —cosghsing} Lpsing) singy Ssingp )
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The reduced covariant matrix G~ is

G—l

(M(VD) 0 0 0

(A.3)
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