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Chapter 1

Introduction

The impressive success of the SU(3)c � SU(2)L � U(1) gauge theory of strong

and electroweak interactions has earned it the title \Standard Model". It has be-

come the standard against which new experimental �ndings and theories are tested.

It accommodates all the present measurements within one or two standard devia-

tions. The discovery of the W� and Zo bosons with the masses, production cross

sections, and decay properties predicted by the theory has been its crowning achieve-

ment. The Zo boson mass has been measured very accurately in the Large Electron

Positron (LEP) accelerator at the European Nuclear Research Center (CERN). The

measured mass is:

Mz0 = 91:187� 0:007GeV [1] (1:1)

A precision measurement of the W� boson mass is needed.

The top quark is predicted by the Standard Model, but has yet to be observed. A

precision measurement of theW� mass when combined with existing measurements

would result in a very tight constraint on the top quark mass:

�(Mw) = 50MeV �! �(Mtop) = 9GeV [2; 40] (1:2)

Alternatively, a precise measurement of the W mass and a determination of the
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top mass to 10 GeV=c2 would severely constrain the theory and give information on

the Higgs mass.

Although the Standard Model has been very successful so far, it has its own

shortcomings. The SU(2)L � U(1) electroweak sector has a minium of seventeen

independent masses and couplings and its symmetry breaking is based on the trivial

free �eld (��4) theory. So there is reason for anticipating new physics. It will

be interesting to see if the Standard Model holds up under improved electroweak

measurements and the measurement of the top quark mass. Any deviation could be

a hint of new physics.

These ideas were realized a long time ago [9, 14]. However, it is di�cult to

measure the W mass with precision, largely because of its production and decay

properties.

The W is very heavy and its production cross section very small. Averaging

existing measurements, its mass is

Mw = 80:22� 0:26GeV [11; 12; 15]; (1:3)

and its production cross section and branching fraction to e+ � are consistent with

expectations:

�(PP �! W�X) = 18:6nb[3; 4] (1:4)

�(W+ �! e+�e)

�(W+)
= 10:5� 0:9 % [11; 12; 15]: (1:5)

Right now, hadron colliders are the only place to generate W� bosons. The

Tevatron, at the Fermi National Accelerator Laboratory (FNAL), is the world's

highest energy and luminosity hadron collider. It is the ideal place to measure the

W boson mass. Two large general purpose detectors have been built and can be

used for this measurement. The D� Detector is one of those detectors.

The determination of the W mass from a study of the decays W+ �! e+�e and

W� �! e� ��e will be presented in this thesis.
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It is organized as follows. In chapter 2, the Standard Model is described along

with its predictions for the W's mass and other properties. The theoretical basis

for the W mass measurement is discussed. Chapter 3 describes the D� Detector;

chapter 4, the data taking and W/Z event selection . Chapter 5 deals with detector

calibration and energy scale, important to a precision determination of the W mass.

In chapter 6, the Monte Carlo technique for simulating W events is given. The

physics event generator and the detector simulation are described in detail, as well

as the procedure for �tting the W and Z masses. Chapter 7 is devoted to the study

of systematic uncertainties. Systematic and scale errors dominate the uncertainty in

the W mass measurement. Chapter 8 gives the measurement. Chapter 9 describes

the implication of this measurement for the Standard Model and looks into the

prospects for high precision measurements in the future.
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Chapter 2

Standard Model and the W

Mass

2.1 Standard Model

The SU(3)c � SU(2)L � U(1) gauge theory of strong and electroweak interactions

is normally referred to as the Standard Model(SM). It earns its title by providing

a good theoretical explanation of an enormous amount of experimental data. It

also has been the basis for quite a few important predictions. Using the standard

model, the existence and properties of the gluon, and the W� and Z0 bosons were

predicted.

The f8g dimensional representation of the SU(3)colour gauge theory, Quantum

Chromodynamics(QCD), provides a mechanism for binding quarks together into

hadrons and also describes the dynamics of the strong interaction.

The SU(2)L � U(1) electroweak gauge model with spontaneous symmetry

breaking[5, 6, 7] uni�es the weak interactions of the W� and Z0 bosons with the

electromagnetic interactions. Here the Higgs Mechanism is introduced to give mass

to the W� and Z0 bosons and the fermions. The e�ective single boson exchange

4



Lagrangian has the form:

Le� =
1
2
e2 (J�em)

2

q2
+

1
2
g2J

+�
L J�L�

q2 �M 2
W

+
1
2
g2Z (J

�
Z )

2

q2 �M 2
Z

(2:1)

where Jem is the electromagnetic current, J�L are the charged currents, and JZ is

the neutral current. It is customary to introduce a parameter, �, which measures

the relative strengths of the neutral and charged currents:

� = (
g2Z
M2
Z

)=(
g2

M2
W

) (2:2)

Simple relations exist among the basic parameters.

g =
e

sin �W
(2:3)

g0 =
e

cos �W
(2:4)

gZ =
e

sin �W cos�W
(2:5)

where �W is the weak mixing angle. For a given �W , all gauge couplings are de-

termined by the electric charge e. At the tree level, the W mass and the Z mass

are[9]:

MW =
A

sin �W
(2:6)

MZ =
A

sin �W cos �W
(2:7)

where � = e2=4�, sin2 �W = 1�M2
W =M

2
Z , and

A = (
��p
2GF

)1=2: (2:8)

With A determined from � and � decay experiments and sin2 �W obtained from

neutrino scattering experiments,

A = 37:2810� 0:0003GeV�1 (2:9)

sin2 �W = 0:23� 0:01 ; (2:10)
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Figure 2.1: The correlation between the W mass and the top quark mass. The

curves, from top to bottom, correspond to Higgs masses of 60, 100, 250, 600, and

1000 GeV. The upper and lower horizontal lines indicate a �50MeV measurement

of the W mass about a central mass of 80.22 GeV.

the predicted W mass is

MW = 77:7� 1:7GeV ; (2:11)

in disagreement with experimental measurements[11, 12]. This discrepancy results

from the failure to include higher order (radiative) corrections to the Wmass[9]. One

important higher-order e�ect is the polarization of the vacuum through the creation

of virtual fermion-antifermion pairs by the photon. This leads to a modi�cation of

the value of � and changes the W and Z masses through Eqs.2.6-2.8. The parameter

A should be evaluated with �(M2
Z) ' 1=128, not 1=137 (the low-energy value).

Loop insertions in the W and Z propagators shift their masses. A heavy top

quark can lead to a substantial correction of the lowest order result. The top quark

contributes to the W and Z self-energy diagrams. They lead to a modi�cation of
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Eq. 2.7,

MZ =
A

� sin�W cos �W
(2:12)

where � ' 1+
3GFM

2
t

8�2
p
2
. Mt is the top quark mass. We see that the correction depends

quadratically on the top quark mass[42].

The Higgs boson also contributes to the W and Z self-energies, leading to an

additional term[42]:

�� = � 3

8� cos2 �W
ln
MH

MW
(2:13)

where MH is the Higgs mass. We see that the corrections depend strongly on the

top quark mass and weakly on the Higgs mass. We can use these dependences to

predict the top quark mass when we have accurate W and Z mass measurements.

Fig. 2.1 shows the constraint on the top quark mass when we measure the W mass

to 50 MeV, which is very likely the ultimate accuracy achievable at hadron colliders.

After the top quark is discovered and its mass measured to some accuracy, e.g.

5 GeV, the W, Z and top quark masses may be combined to obtain information on

the Higgs mass.

2.2 Hadronic W� Production

W� bosons are produced in the hadron collider by the reaction

p+ p �! W� +X: (2:14)

At the quark level:

qq0 �! W� (2:15)

qg �! W�q0 (2:16)

qg �! W�q0 (2:17)

qq0 �! W�g (2:18)
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where q and q0 can be valence quarks or sea quarks from the p and p. At the energy

of the Tevatron,
p
s = 1:8 TeV , the sea{valence quark combination gives the biggest

contribution to the cross section[3].

The W's have both hadronic and leptonic decay modes. The hadronic decay of

the W, e.g., W ! u+ �d, results in two jets in the �nal state. The rate is small and

overwhelmed by dijets produced through ordinary QCD processes. The leptonic

decays, on the other hand, are largely free of background. The mass is measured

through the leptonic decays of the W. The common leptonic decay channels are:

W+ �! e+�e; (2:19)

W� �! e��e (2:20)

W+ �! �+�� (2:21)

W� �! ���� (2:22)

We will focus on the electronic decay modes of the W, since these were used to

make the W mass measurement reported in this thesis.

2.2.1 W
+ Di�erential Cross Section

It is illustrative to look at one of the typical subprocesses for W� boson production

and decay.

In the subprocess:

ud �! W+ �! e+�e (2:23)

with momenta labeled as in Fig. 2.2, the matrix element is

M =
GFp
2
M2
WVud

�(d)
�(1� 
5)u(u)u(�)
�(1� 
5)�(e+)

ŝ �M2
W + iMW�W

(2:24)

where ŝ = (u+ d)2 is the square of the center-of-mass energy, and we use standard

notation for the Dirac spinors.
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u

− d νe

− e+
W

+

Figure 2.2: The subprocess ud �! W+ �! e+�e.

The spin-averaged di�erential cross section is:

d�̂

d cos �̂
=
jVudj2
�ŝ2

(
GFM

2
Wp

2
)2

ŝ(1 + cos�̂)2

(ŝ�M2
W )2 + (�WMW )2

(2:25)

where � is the angle between the �d quark and the electron in the center-of-mass

frame. The transverse momentum p̂T of the e+(or �e) is:

p̂2T =
1

4
ŝ sin2 �̂ (2:26)

or

cos �̂ =

s
1� 4

p̂2T
ŝ

(2:27)

Changing variables from d cos �̂ to dp̂2T by introducing

d cos �̂

dp̂2T
= � 2

ŝ

q
1� 4p̂2

T

ŝ

(2:28)

into Eq.(2.22), we have:

d�̂

dp̂T
2 =

jVudj2
�

(
GFM

2
Wp

2
)2

1

(ŝ�M2
W )2 + (�WMW )2

1� 2p̂2T=ŝ

(1� 4p̂2T =ŝ)
1=2

(2:29)

The divergence at p̂T =
p
ŝ=2 'MW =2 stems from the Jacobian, Eq. 2.28, and is

known as the Jacobian Peak. This is at the parton level. The divergence is removed

after the parton distributions are folded in and averaged over the Breit-Wigner

shape. This leaves the Jacobian Peak with �nite height.
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The inclusive hadronic cross section for pp �! e+�e has the form:

d�(PP �! e+�X) =
1

3

X
q;q0

Z 1

0
dxa

Z 1

0
dxbq(xa)q

0(xb)d�̂(qq0 �! e+�) (2:30)

where q(xa) is the probability of �nding a parton in the proton carrying fraction xa

of the proton's momentum. The summation is over both quarks and antiquarks. The

subprocess cross section, d�̂, is given by Eq.(2.29), with ŝ = xaxb s, where s is the

p�p center of mass energy. The parton distributions are evaluated at Q2 = ŝ =M2
W .

2.3 W Mass Measurement Technique

The advantage of using the Jacobian Peak to measure the W mass was realized

and studied in [13]. The location of the Jacobian Peak in the electron transverse

momentum spectrum is sensitive to the W mass, and the fall o� at high PT , near

half the W mass, is sensitive to the width. The data in the region of the peak can

be compared to a Monte Carlo simulation to extract the W boson mass.

It can be shown that there is also a Jacobian Peak in the W transverse mass

distribution. The W transverse mass is de�ned in the plane transverse to the pp

beams in a manner analogous to the invariant mass:

m2
T (W ) = (PT (e) + PT (�))

2 � (~pT (e) + ~pT (�))
2 (2:31)

It can be rewritten as

m2
T (W ) = 2PT (e)PT (�)(1� cos�e�) (2:32)

where �e� is the angle between the electron and neutrino in the transverse plane.

Since the neutrino is not directly measurable in the detector, it is signaled by the

presence of large missing transverse momentum (6PT ).
When the W is produced with zero pT , which is roughly true for most W's, the

transverse mass is given simply by:

mT (W ) = 2j~pT (e)j = 2j~pT(�)j (2:33)

10



Combining Eq.2.33 and Eq.2.29, we have:

d�̂

dm̂T
2 =

jVudj2
4�

(
GFM

2
Wp
2

)2
1

(ŝ�M2
W )2 + (�WMW )2

2� m̂T
2=ŝ

(1� m̂T
2=ŝ)1=2

(2:34)

The divergence at m̂T =
p
ŝ 'MW is again removed after folding in the parton

distributions and averaging over the Breit-Wigner shape.

However, the W can also be produced with a �nite longitudinal momentum pWL

and transverse momentum pWT . Taking the transverse momentum of the W along

the x direction and the longitudinal momentum along the z direction, we have

�x =
pWT
EW

(2:35)

�z =
pWL
EW

(2:36)

where EW is the total energy of the W. Using primes to denote cm variables, the

Lorentz transformation for the electron is :

Ee = 
(E 0
e + �xp

0
xe + �zp

0
ze) (2:37)

pxe = p0xe +

 � 1

�2
�2xp

0
xe + 
�xE

0
e (2:38)

pye = p0ye (2:39)

pze = p0ze +

 � 1

�2
�2zp

0
ze + 
�zE

0
e (2:40)

and for the neutrino is:

E� = 
(E0
� + �xp

0
x� + �zp

0
z�) (2:41)

px� = p0x� +

 � 1

�2
�2xp

0
x� + 
�xE

0
� (2:42)

py� = p0y� (2:43)

pz� = p0z� +

 � 1

�2
�2zp

0
z� + 
�zE

0
� (2:44)
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From these equations we may calculate the transverse mass in the laboratory

frame in terms of the c.m. frame quantities. The result is:

m2
T (W ) = m

02
T (W )(1 + O(�2x)) (2:45)

We can see that the transverse momentum of the W, pWT , a�ects the transverse mass

only at order �2x � (pWT =m
W )2, while it a�ects the electron pT more directly. So

the Jacobian Peak is smeared out more in the electron pT distribution than in the

W transverse mass distribution. The spectrum shape is then less sensitive to the

W mass. In addition, there are errors introduced by the theoretical uncertainties in

the PWT spectrum. There is, therefore, a big advantage to using the distribution in

W transverse mass to determine the W mass. Of course, both electron and neutrino

pT distributions can be used to cross check the W mass measurement.
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Chapter 3

The D� Detector

The D� Detector was designed and constructed to study proton-antiproton col-

lisions at the Fermilab (Fermi National Accelerator Laboratory, FNAL) Tevatron

Collider. The preliminary physics focus is the study of high mass states and high

PT phenomena. The D� detector was optimized with the following three general

goals in mind:

� Excellent identi�cation and measurement of electrons and muons.

� Good measurement of parton jets at high PT using a highly segmented calorime-

ter with good energy resolution.

� Good resolution in missing transverse momentum (6PT ) to detect the presence
of neutrinos and other noninteracting particles.

A cutaway isometric view of the detector is shown in Fig. 3.1. The detector consists

of a tracking system, a calorimeter to measure the energies of electrons, photons and

jets, and a muon system to identify muons and measure their momenta. Included

among the detector subsystems are:

� a Vertex Drift Chamber (VTX)

13



Figure 3.1: The D� Detector

� a Transition Radiation Detector (TRD)

� Central and Forward/Backward Drift Chambers(FDC)

� Central and End Calorimeters(EC) and

� a Muon Detector.

A brief description of each sub-detector will be given in the following paragraphs.

3.1 Central Tracking(CD)

3.1.1 Vertex Detector(VTX)

The VTX chamber is the innermost tracking detector. It is 80 cm long, centered

on the interaction region, and begins just outside the beryllium beam pipe at r =

3:7 cm. The active region extends radially to r = 16:2 cm:
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The typical resolution is 50�m in the r�� direction and 1 cm in the z direction.

3.1.2 Transition Radiation Detector(TRD)

The TRD occupies the annulus between the VTX and CDC and provides added,

independent electron identi�cation to the very good discrimination already provided

by the calorimeters. The ability to discriminate electrons from hadrons has been

studied in detail in a test beam[16]. Use of the total energy alone gives a factor

of 10 rejection of pions while retaining 90% of the electrons. The rejection factor

increases to 50 using a likelihood analysis, without further loss in electron e�ciency.

3.1.3 Central Drift Chambers(CDC)

The CDC provides coverage for tracks at large angles, i.e. 40o < � < 140o. It

is a cylindrical shell of length 184 cm and inner and outer radii of 49:5 cm and

74:5 cm. The r � � and z-coordinate measurements are made using four concentric

rings of detectors, each containing 32 azimuthal cells. In each cell there are seven

30�m gold-plated tungsten sense wires that run parallel to the z-axis and provide

the r � � measurement. Two delay lines located just before the �rst, and after

the last, sense wire are used to measure the z-coordinate. The CDC is operated

with Ar(93%)CH4(4%)CO2(3%) gas with 0:5% H2O. The inner sense wires are

maintained at a voltage of 1:45 kV and the outer sense wires are held at 1:58 kV .

The r � � resolution is about 150�m and the z-resolution is �z ' 2mm. The

rejection of two overlapping tracks is in the range of 75 to 100, while the e�ciency

for retaining single tracks, using the CDC and the VTX, is 98%.

3.1.4 Forward and Backward Drift Chambers(FDC)

The FDC's extend the coverage for charged particle tracking to within � ' 5o of

the beam axis. These chambers are located at either end of the concentric barrels
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of the VTX, TRD and CDC. Each FDC consists of three separate chambers: the

� module whose sense wires are radial and measure the � coordinate, sandwiched

between a pair of � modules whose sense wires measure the � coordinate. FDC

chambers are operated with the same gas as the CDC. The r�� resolution is about
200�m. The resolution in z is �z ' 4mm.

3.1.5 Read Out Electronics

The readout electronics for central detectors are almost all the same. There are

three stages of signal processing: the preampli�ers mounted directly on the cham-

bers themselves, the shapers located in the detector platform, and the 
ash ADC

digitizers located about 20 meters away from the detectors. Hardware zero sup-

pression is employed to reduce the amount of data transmitted and and to increase

transfer speed.

3.2 Calorimeter

Calorimetry is essential for the W boson mass measurement. It provides the energy

measurement, and plays an important role in identifying electrons, photons and jets.

It also provides the measurement of missing transverse momentum to signal the

presence of neutrinos, which would otherwise go undetected. The D� calorimeter,

shown in Fig 3.2, was designed to be nearly compensating, responding equally to

hadrons and electrons (e/h=1.05) [17], This results in an excellent measurement of

the energy of incident hadrons. It is achieved using liquid argon as signal sampling

material and uranium as absorber. The calorimeter covers almost the entire 4� of

solid angle. Fig. 3.3 shows one quadrant of the detector and indicates clearly the

calorimeter coverage in pseudorapidity (�) [30]. The region j�j < 1:1 is covered by

the Central Calorimeter(CC). The two end calorimeters, ECN and ECS, extend the

� coverage to j�j ' 4:5.
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Figure 3.2: Calorimeter

3.2.1 Central Calorimeter

The central calorimeter(CC) is contained in one cryostatic vessel. It consists of

three concentric cylindrical shells. There are 32 electro-magnetic(EM) modules in

the inner ring, 16 �ne hadronic(FH) modules in the surrounding ring and 16 coarse

hadronic(CH) modules in the outer ring. Uranium is used as the absorber for the

EM and FH modules, and copper is used for the CH modules. Located on either

side of each uranium plate is a signal board, which collects the deposited charge

on copper pads and transmits it to connectors at the ends of the modules. The

gap between the uranium plates and the signal boards, the region �lled with liquid

argon, is 2.3 mm.

Each EM module covers 0.2 radians in � and is divided into 4 radial segments of

approximately 2.0, 2.0 ,6.8 and 9.8 radiation lengths(X0). The readout tower size is

0:1� 0:1 in �����. The third layer, near the shower maximum, is further divided
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Figure 3.3: Calorimeter � coverage

into 0:05� 0:05 pads in order to give good shower shape and position measurement.

The FH modules have three radial segments of approximately 1.3, 1.0, and 0.9 in-

teraction lengths(�A). The CH modules, 3.2 �A thick, have no radial segmentation.

The �, � segmentation is also 0:1� 0:1.

There are about 15,000 signal readout channels in the Central Calorimeter.

3.2.2 End Calorimeters

The two mirror-image end calorimeters(ECN and ECS) extend the coverage down

to � =4.5 | 5.2. There are four types of modules in each of the EC's. The EM

module and the inner hadronic(IH) module are designed as single units which cover

the entire aperture. Outside the EM and IH, there are middle and outer (MH and

OH) rings of 16 modules each.

The EM module has 0:1 � 0:1 readout towers in �� � �� space. The third

layer is subdivided into 0:05� 0:05 towers, as in the CCEM modules. In the radial

direction, it is divided into 4 depths of 2.6, 2.6, 7.8, and 10.4 radiation lengths.
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The hadronic modules have the same �; � segmentation as the EM modules.

There are four depths that total about 4�A in the �ne hadronic portion and one

depth in the coarse hadronic portion, also of 4�A. In the two end calorimeters there

are approximately 30,000 channels.

3.2.3 Intercryostat Detectors

Since the D� calorimeter is divided into three independent cryostats, the regions

in between the cryostats contain some amount of uninstrumented material. To

obtain somemeasure of the energy deposition in these areas, two scintillation counter

arrays, the intercryostat detectors(ICD), are mounted on the front surfaces of the

EC's. Each ICD consists of 384 scintillator tiles of size �� � �� = 0:1 � 0:1. In

addition, separate single-layered massless gaps(MG) are installed in the region of

overlap of the CC detector and each of the EC's. Together, the ICD's and massless

gaps provide a good approximation to the standard D� sampling of EM showers in

these di�cult to cover regions.

3.2.4 Calorimeter Readout Electronics

Signals from the calorimeter modules are brought to cryostat feedthrough ports

by 30
 coaxial cables and connected to the 27 layer printed circuit feedthrough

boards. The feedthrough boards are responsible for reordering the module oriented

input signals into � | � tower oriented outputs. This way, each preamp board hosts

one trigger tower of size �� ��� = 0:2� 0:2.

Liquid Argon signals go directly to charge sensitive preampli�ers, located in

shielded enclosures mounted directly on the cryostats. There are two kinds of am-

pli�ers with di�erent gains to provide the full dynamic range. The variation in the

ampli�er gains of a given type is about 1 � 2%. This is further calibrated to within

0.25% by a calibration pulser system.
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Output signals from the preampli�ers are transported on 110
 twisted pair ca-

ble some 25 meters to circuits which shape the signals and subtract the baseline

(BLS's). The signals are integrated(RC = 430ns) and di�erentiated (RC = 33�s)

and ampli�ed by a factor of � 3. After shaping, the signal is sampled twice, just

before the beam crossing and 2:2�s after. The di�erence, which is proportional to

the collected charge, is obtained as a DC voltage. Two storage capacitors for each

channel allow double bu�ering at the analog level. The output is sent to a com-

parator which senses the signal amplitude. Signals less than one eighth the dynamic

range of the analog to digital converter (ADC) are boosted by a precision �8 DC

ampli�er. A bit is set to record which signals are ampli�ed. By this method, 15

bit dynamic range is achieved with an economical, 12 bit successive approximation

ADC.

Each BLS mother board hosts the 48 channels that form a ����� = 0:2� 0:2

trigger tower. In parallel with the main signal processing, a part of the input signal

to the BLS card is extracted, di�erentiated and sent on to the trigger system. The

EM and hadronic channels of a trigger tower are added separately and the sums are

used for fast, Level 1, event selection.

The main BLS signals are multiplexed 16-fold onto the crate backplanes. The

signals are sent, 24 at a time in 16 serial times slices, over 50 meter cables to the

digitization electronics. Each ADC card handles 384 channels. There are 24 channels

of 12 bit ADC circuits on each card. Together with the �1 | �8 ampli�ers, the

overall dynamic range achieved is 215.

The gain parameters are set so that 4 MeV of deposited energy corresponds

to approximately one ADC count. A minimum ionizing particle (MIP) deposits

between 2 (in EM1) and 30 (in FH1) ADC counts in the layers of the calorimeter.

The random electronic noise and the noise caused by the uranium radioactivity are

between 5 and 10 counts. Adding all the towers that the MIP particle goes through
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increases the signal linearly while the noise increases only as the square root. It is

possible to measure a minimum ionizing particle in the calorimeter[18].

The system has been tested extensively, and found to be linear, stable, and

reliable. The rate of failure of the signal channels in the detector is impressively

low[20, 22].

3.3 Hardware and Software Triggers

For a typical instantaneous luminosity at the Tevatron, L = 5 � 1030 cm�2 sec�1,

and an inelastic cross section of � � 50 mb, the interaction rate is � 250 kHz.

Two levels of triggering, hardware and software, are used to reduce the rate to the

1 � 2 Hz level for data recording.

3.3.1 Hardware Trigger : Level 0 and Level 1 Trigger

The Level 0 trigger is formed from the signals that come from scintillation counters

con�gured around the beam pipe. It is used to signal any inelastic pp collision. It

also provides a fast, approximate measurement of the interaction vertex. It forms,

basically, the D� minimum bias trigger.

The Level 1 trigger is also derived from fast electronics (hardware). The calorime-

ter hardware trigger makes its decision to accept or reject an event in the time avail-

able between two beam crossings ,i.e. in 3:5 �s. It reduces the data rate to about

100 � 200Hz.

The Level 1 trigger inputs are fast signals from the Base Line Subtracters (BLS).

Each BLS card contains all the channels of a pseudo-projective tower of ����� =

0:2� 0:2. The EM energies and �ne hadronic energies of the cells in the tower are

summed separately. Coarse hadronic channels are not used in the trigger since they

normally contribute more noise than signal at the fast trigger level. The summed
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signals are transported through coaxial cables to the calorimeter trigger processing

system, the trigger framework.

In the trigger framework, these signals are digitized and various quantities, such

as the PT of each tower, the missing PT and the scalar ET are calculated from

lookup tables. Physics processes are triggered based on these quantities. Within

the time between two beam crossings, the trigger framework decides whether the

event should be rejected or digitized and transferred to the software trigger.

3.3.2 Software Trigger : Level 2 trigger

The software trigger consists of various physics �lters. The trigger software runs on

a farm of 50 VAX stations(VAXstation 4000 model 60). The nodes work in parallel,

running identical software and handling events sequentially. The input rate from the

Level 1 is 100 � 200Hz. At this stage, the full calorimeter information is available,

and some limited tracking and vertex information. At Level 2 the electron and jet

candidate list passed from the Level 1 is processed. For instance, the Level 2 takes

the �; � position of an electron candidate from the Level 1 and unpacks a 5�5 region
of readout towers around it. It then uses the energy and tracking information in this

region to check if the candidate satis�es PT threshold, isolation, shower shape, and

tracking requirements. If the event is of interest, it is sent to the host computer for

recording. The event size is typically one million bytes. The raw data are recorded

on 8mm tapes.

3.4 O�ine Data Reconstruction

The data recorded on tape are all the energies in the cells of the calorimeters if

their energies are beyond threshold, and the hits in the tracking chambers. It is the

job of the o�ine data reconstruction program to unpack the information, and to

form clusters from the energy depositions in the cells of the calorimeter and tracks
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from the chamber hits. It then applies electron, photon, muon, jet, and missing

PT algorithms to identify these objects. The D� o�ine reconstruction program,

FULL D�RECO, contains more than 100,000 lines of code. The standard (STA)

output data size is about 1000 VAX blocks (500 Kbytes). It contains the complete

information of the event. A data summary format(DST) is also available which is

typically about 35 VAX blocks per event.

The STA outputs are normally stored on 8mm tapes, while the DST's reside on

disk for fast access.
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Chapter 4

Trigger and O�ine Event

Selection

4.1 Data Collection

The �rst run at the Tevatron with the D0 detector began in late April, 1992. A

few weeks later the �rst di-jet event was seen in the new detector. In the follow-

ing months, we continued to accumulate data, while working to improve detector

performance. At the end of July, 1992, the Tevatron shut down for studies. After

the shutdown, accelerator performance improved and the luminosity climbed to over

1030 cm�2sec�1. The detector was now operating stably, and we began to accumu-

late data for physics analysis. Fig. 4.1 shows the integrated luminosity versus time

for the remaining nine month period of the run. During the 14 month long acceler-

ator run, known as Tevatron Run 1(a), we recorded 16:7� 2:0 pb�1 of data to tape,

not counting the many special purpose runs to calibrate and study the detector.

The total integrated luminosity delivered by the accelerator was 31:1 pb�1, which

includes the time for beam low beta squeeze and scraping.

The ine�ciencies in acquiring data come primarily from two sources: deadtime
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Figure 4.1: Run 1(a) Tevatron and D� Performance.

resulting from a main ring beam veto and D� operating ine�ciency. The accel-

erator main ring beam pipe passes through the D� detector. Proton-antiproton

interactions that occur during the injection of beam into the main ring or when the

beam in the main ring is near the D� detector are vetoed. Events are vetoed if they

occur in either of two time windows. The �rst veto turns the experiment o� during

injection, which occupies the �rst 400 msec of the 2.6 sec main ring cycle. This

results in a 15% loss of Collider luminosity. Another veto is turned on for 1�2�secs
every 20�secs, the circulation time of the beam in the ring, vetoing events when the

beam passes by the D� detector. This microblanking results in an additional 5-10%

beam loss. During the times these vetoes are active, energy depositions are observed

in the hadronic portion of the calorimeter near the main ring beam pipe. The total

loss to the main ring vetoes is about 25%. The D� operating e�ciency is 80%. After

accounting the losses due to the low beta squeeze and scraping, approximately 60%

of the accelerator beam is available for physics.
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4.2 Online Triggers

At Level 1, the trigger for W's requires one EM tower with PT greater than 10 GeV.

For Z's, two EM trigger towers each with PT greater than 7 GeV are required.

Level 2 works on the candidate list passed from the Level 1. For each candidate

trigger tower (�� ��� = 0:2� 0:2) above the PT threshold at Level 1, the Level

2 �nds the highest energy readout tower (����� = 0:1� 0:1 ) and forms a 3� 3

readout tower cluster around it. A cluster of energy in the calorimeter is identi�ed

as a \trigger electron" if (1) it is isolated and 90% of the energy is in the EM section

of the calorimeter and (2) the shower shape is consistent with that expected for

electrons.

W events are required to have one trigger electron with a transverse momentum

of at least 20 GeV . The missing PT in the event must be 20 GeV or more. The

Z candidates are required to have two trigger electrons, each with PT greater than

20 GeV .

All events that pass Level 1 and Level 2 requirements are recorded on tape for

o�ine analysis.

4.3 O�ine Event Selection

The raw data is recorded on 8mm tapes. The events are then reconstructed o�ine

using a `farm' of computers. The reconstruction program �nds the event vertex and

the tracks which point to the energy clusters. It then calculates the cluster energies,

and uses a series of algorithms to reject events in which the candidate electrons are

really misidenti�ed hadrons or jets.
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4.3.1 Electron Identi�cation

After data are recorded on tape, the o�ine production program (the FULL D�RECO)

employs a \nearest neighbor" algorithm for �nding the electron or photon energy.

An EM tower with energy greater than 1.5 GeV is used as a seed and neighboring

cells over 50 MeV are added to it to form a cluster. For electron or photon can-

didates, the energy in the EM portion of the calorimeter must exceed 90% of the

total energy, and the highest energy �� = :1 by �� = :1 tower is required to contain

more than 40% of the cluster energy. The PT of the cluster must be greater than

1.5 GeV. Electron candidates are required to have a track in the central or forward

drift chambers which points from the event vertex to the cluster center.

The above criteria are required by the o�ine program and de�ne an electron

candidate. Additional quantities are calculated by the o�ine production program

and made available to be used to discriminate signal from background. They may be

used, or not, depending on the level of background in the particular class of events

studied. Shower shape : The pro�le of energy deposition in the calorimeter, along

and transverse to the candidate electron direction, must agree with that expected

for an electron. In the struck �� = :1 � �� = :1 tower there are eight energies

measured, the energy deposited in layers EM1 and EM2, the four energies in the

more �nely subdivided (�� = :05� �� = :05) layer EM3, and the energies deposited

in EM4 and FH1. For an electron, the energy deposited in the layers of the hadronic

calorimeter beyond FH1, more than 55 radiation lengths into the shower, should be

negligible even for the highest energy electrons. If one includes the 32 energies in

the EM3 layer in the towers adjacent to the struck one and the z vertex, to �x the

direction of the electron, there are 41 measured quantities which must agree within

errors with the values expected given the electron total energy (including the energy

in the FH1 layer within the cluster) and its location in the detector (described by

the pseudorapidity �). The expected mean values, xi, of these quantities and the
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covariance matrix

�ij(�; Etot; Zvtx) = (xi � xi)(xj � xj) = xixj � xi xj (4:1)

are obtained from Monte Carlo simulations of shower shapes which are carefully

compared to data acquired in a test beam at Fermilab. For each event the �2 is

formed:

�2 =
MX

i=1;j=1

(xi � xi)��1ij (xj � xj) (4:2)

and the event rejected if the �2 is too large. This requirement on the shower shape

provides good rejection of pions, while retaining high e�ciency for electrons[19].

Isolation : An isolation variable, Ical, is de�ned using the energies measured in the

calorimeter:

Ical =
E(0:4)�EM(0:2)

EM(0:2)
(4:3)

where E(R) is the total energy deposited within the circle in (�; �) space of radius

R =
p
(��)2+ (��)2 and EM(R) is the EM energy within the radius R.

Track match signi�cance : A track in the central drift chamber or the forward

drift chamber is normally required to point to the shower center in the calorime-

ter. The track match signi�cance quanti�es this requirement. In the central barrel

calorimeter, using cylindrical coordinates z; �; �, it is de�ned by the equation:

Strk =

s
(
�z

�z
)2 + (

��

��
)2 (4:4)

where �z and �� are the di�erences between the coordinates of the track and the

calorimeter shower center at � = 92cm, the depth of the third EM layer. The �'s

are the resolutions in z and �. In the end calorimeters, the track match signi�cance

is de�ned as:

Strk =

s
(
��

��
)2 + (

��

��
)2 (4:5)

where the di�erences �� and �� are calculated at z = 179cm, the depth in the end

calorimeter of the EM3 layer.
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4.3.2 Missing PT Measurement

The missing PT is de�ned as :

~6PT = �X
i

~P iT (4:6)

where P iT is the transverse momentum in cell i. The sum extends over all the chan-

nels in the calorimeter with signal amplitude outside a 2 � window centered on

the mean of the channel noise. Energy 
uctuations in the sampling calorimeters;

energy lost in and around the beam pipe and to cracks in the calorimeter; and sig-

nal 
uctuations caused by the uranium radioactivity, random electronic noise, and

coherent noise (pickup) all contribute to the resolution in missing PT . Good resolu-

tion in missing PT is achieved in the D� calorimeter by (1) minimizing the energy


uctuations by providing good energy resolution for both hadrons and electrons in

a compensating calorimeter, (2) eliminating cracks by overlapping successive rings

of modules in the calorimeter, (3) reducing the energy loss near the beam pipe in

the forward and backward directions by extending the calorimetry to within two

degrees of the beam axis, (4) minimizing the uranium noise and random electronic

noise by careful electronic design and limiting the pad sizes, and therefore cell ca-

pacitances, in the detector, and (5) carefully shielding the electronics and cables to

reduce coherent noise to an insigni�cant level. The intercryostat regions are covered

by massless gap detectors and intercryostat detectors. The coverage in solid angle

is almost complete, with few uninstrumented regions.

Extensive studies were carried out to understand the noise in the calorimeter.

Random noise will increase proportional to
p
N where N is number of channels in

the sum. Coherent noise increases linearly. For such a large system, with 50,000

channels designed to respond to charges at the femtocoulomb level, the coherent

noise could easily destroy the missing PT measurement. Many studies were carried

out on subsystems of the D� electronics and in test beams to learn how to shield
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the electronics and cabling. The results of these studies were incorporated into the

�nal design. This resulted in a system in which the coherent noise (/ N) reaches

the level of the random electronic noise (/ p
N) only after adding 2000 channels

together. The contribution to the resolution in missing PT is negligible[21].

From studies on the collider data, the missing PT resolution can be parameterized

by Eq. 4.7 for minimum bias events and Eq. 4.8 for di-jet events:

�x;y = 1:9 + 0:019 ~ET ; (GeV ) (4:7)

�x;y = 2:0 + 0:0176 ~ET ; (GeV ) (4:8)

where �x;y is the resolution for the x or y component of the missing PT and ~ET =P
Eisin�i is the scalar ET . The typical missing PT resolution is 3.5 GeV.

4.3.3 Selection Criteria

The selection criteria are chosen to reduce the background to a relatively low level

while keeping high e�ciency for �nding W and Z events. Care has been exercised

in not biasing the measurement of the W and Z masses.

Identical requirements are imposed, when possible, on the electron and the neu-

trino to minimize possible selection biases, and to keep the event selection as simple

as possible for ease of simulation.

Standard W mass selection cuts

The selection criteria for W events are listed in Table 4.1. These include cuts

intended to identify isolated electrons and kinematic cuts to eliminate background

at low PT without greatly reducing the W signal. In order to ensure an unbiased

measurement of the electron energy, the electron is also required to be away from

the EM calorimeter module boundaries. The criteria for selecting electrons at the

trigger level and in the o�ine analysis are similar, but the algorithms used are very

di�erent. In general, the o�ine cuts are tighter than those used in the trigger.
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Electron identi�cation

EM fraction > 90%

Energy in center tower of the cluster > 40%

Ical < 0:15

H �matrix �2 < 100

Strk < 10

Kinematic cuts

Electron PT > 25 GeV

Missing PT > 25 GeV

PWT < 30 GeV

Table 4.1: W event selection cuts

The same electron identi�cation requirements are imposed on both electrons in

the Z decay. They are each required to have a transverse momentum of at least 25

GeV.

The number of W and Z events surviving the cuts, categorized according to the

location of the decay electron(s), are given in Table 4.2. (In the table, CC is the

central calorimeter, j�j � 1:1, ECN the north end calorimeter, and ECS the south

end calorimeter.) Figs 4.2 (a), (b) show the measured distributions in electron and

neutrino transverse momenta for the W events surviving the cuts. Figs 4.3 (a) and

(b) give the spectra in PWT , and W transverse mass. In the succeeding sections,

we shall make use of only W and Z events with electrons detected in the central

calorimeter to determine the W mass.

The cuts listed above are the standard cuts for the W and Z samples used in the

mass determination. Additional cuts were imposed to study the sensitivity of the

W mass to the selection criteria and to backgrounds.

Select single vertex W event

Adding the requirement that in the event only one vertex be found by the central

tracking system reduces the W mass sample by 23%. The distribution in the number

of vertices for W events was compared to that in a QCD sample. The QCD sample

consisted of events with one high PT EM jet and large missing PT . These two
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(a) (b)

Figure 4.2: Distributions in (a) electron transverse momentum and (b) Neutrino

transverse momentum.

(a) (b)

Figure 4.3: Distributions in (a) W transverse momentum and (b) W transverse

mass.
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W sample

ECN CC ECS

1522 5830 1420

Z sample

ECN-ECN ECN-CC CC-CC CC-ECS ECS-ECS

34 110 313 118 28

Table 4.2: Number of W, Z events in di�erent detector regions

samples showed similar distributions in the number of vertices, indicating that no

reduction in background is achieved by imposing this cut. However, the single

vertex requirement might well improve the missing PT resolution, by reducing the

total energy deposited in the calorimeter in the event. In Figs 4.4 (a) and (b) the

transverse mass spectra are compared with and without the requirement of a single

vertex. No improvement in resolution is visibly seen. Considering the large loss in

the number of events, this cut is considered further only as a consistency check (

see Chapter 8).

Cut on the number of tracks in the electron �nding road

The number of central detector tracks in the electron �nding road could be more

than one. There are various reasons such as conversion electron tracks, low energy

charge particles from the underlying event, etc. Comparing the W mass sample

and the QCD sample, the requirement of a single track in the electron �nding road

reduces the QCD background sample by � 40% and the W mass sample by 13 %.

Since other studies indicate that the QCD background is su�ciently low to begin

with (see next section), it is not necessary to impose this cut on the data. It was

used to study the dependence of the W mass on the QCD background.

Cut on the ionization in central tracking

The ionization in the central tracking system, dE=dx, can be used to reduce

the background in the electron sample from neutral pions in which one or both

photons from the �0 decay convert in the central tracking system. A requirement
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(a) (b)

Figure 4.4: Comparison of the measured transverse mass distributions with and

without the single vertex requirement. In (b) the areas of the distributions are

normalized to one.

of dE=dx < 2 MIPs (Minimum Ionizing Particle) reduces the QCD sample by 30%

and the W sample by 11%. This requirement may also be used to study the e�ect

of QCD background on the W mass determination.

4.4 Background

The major background for W �! e� events are from the following sources.

4.4.1 QCD background

Hard processes in which a high PT jet fakes an electron and the energy recoiling

against the jet is lost, or partially lost, creating missing PT , can mimic W ! e�

events. While the probability for obtaining both a large PT electron and missing

PT in these events is small, the inclusive jet cross section for jet PT greater than 25

GeV is 2600 nb[24], 1100 times the W ! e� production cross section.
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Figure 4.5: The distribution in missing PT of the QCD background (histogram)

with W events (data points with error bars) superimposed. The usual requirements

on missing PT and PWT are not imposed on the W events. See text for a discussion

of the normalization.

The QCD background is determined directly from data. The QCD sample comes

from a prescaled single EM trigger. There is no missing PT requirement in the

trigger. The EM cluster is required to pass the shape cuts normally imposed on

an electron, but no isolation cut is imposed at the trigger level . The PT threshold

of the EM cluster is 16 GeV at the trigger level and increased to 25 GeV in the

o�ine analysis. In addition, all the electron identi�cation requirements are made

on the QCD background sample that are normally made on the W events, with the

exception of the isolation cut. To remove W events from the background sample,

an anti-isolation cut is imposed, Ical > 0:2. The anti-isolation cut rejects almost all

the W events while keeping a substantial fraction of the QCD W-like events. The

possible bias on the QCD sample from the anti-isolation requirement is studied by

varying the anti-isolation cuts. This variation did not introduce signi�cant change

in the shape of the QCD background.
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(a) (b)

Figure 4.6: Monte Carlo generated transverse mass spectra for W's decaying directly

to an electron (signal) and through tau decay (background). (a) linear vertical scale.

(b) logarithmic vertical scale.

The signal sample is selected by imposing the same selection criteria stated before

except there is no requirement on missing PT and PWT . The signal and background

samples are normalized on the missing PT distribution for missing PT less than 10

GeV. Fig 4.5[23] shows the missing PT distributions of both QCD background and

signal samples. After a missing PT cut of 25 GeV, the background sample is 5� 2%

of the signal sample. It is reduced further, to 2� 1%, after requiring PWT < 30GeV ,

as in the standard W mass data set. The background is mostly at low transverse

mass. The e�ect of this background is discussed in detail in Chapter 7. The error

introduced in the W mass from the QCD background is very small.

4.4.2 W �! ��; � �! e�e�� Background

The W boson can decay to �� and the subsequent � �! e�e�� cascade will give a

high PT electron. This event type has both a high PT electron and a large missing
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PT . It mimics the W to e � decay. The branching ratio for W to � decay is the same

as that of the electron channel. However, the � can decay through both leptonic

and hadronic channels. The branch ratio for � �! e�e�� is only 17.93%[15]. Since

the electron is from a secondary decay, the PT is smaller than produced in direct W

decay to an electron and neutrino. Therefore, the kinematic cuts on the electron PT

and the missing PT reduce this background by a substantial amount. The impact

on the W mass determination is studied using the fast Monte Carlo simulation (see

chapter 6). Figs. 4.6 (a) and (b) show the transverse mass spectrum from this chan-

nel after proper kinematic cuts. It gives a background in the low traverse mass region

of less than 1%. The e�ect on the W mass �t above 60GeV is small ( see Chapter 7).

4.4.3 Z �! ee Background

One of the electrons from Z decays may go into calorimeter cracks and get lost or be

misidenti�ed as a jet, producing a non-negligible amount of missing PT . Events of

this type can also mimicW ! e� decays. Since the Z cross section times branching

ratio is a factor of 10 smaller than that of the W, this background is not expected to

be very large. From Monte Carlo simulations with the full D� detector geometry, it

is found to be 0:7� 0:5%[25]. Those events are more likely to contribute in the high

transverse mass region, i.e. MW
T � 80� 100GeV , compared with QCD events and

W to tau decay events. Since most of the W mass information is coming from the

Jacobian edge and the very low and very high end of the transverse mass spectrum

is more likely to be contaminated by background, we set our standard transverse

mass �tting window to be 60 GeV to 90 GeV.
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Chapter 5

Detector Energy Scale

Calibration

5.1 Energy Scale Carryover From Test Beam

The absolute energy scale of the D� detector is provided initially by test beam

energy calibrations. There were two test runs to study and calibrate the calorime-

ter modules. In the �rst test, several EM and hadronic end calorimeter modules

were calibrated using beams of electrons and pions. In the second, two central EM

calorimeter modules and several hadronic modules were calibrated. The EM energy

scale is set by using the measured relationship between the electron beam momen-

tum and the pulse height from the calorimeter, recorded in ADC counts[26]. The

calorimeter electronics in the test beam and at D� di�er somewhat, primarily in

the lengths of cables used and the times at which the analog signals are sampled.

They are compared by using a stable pulse generator to inject equal charges in both

systems. Various other di�erences between the test beam and the D� detector,

such as the high voltage(HV) applied across the liquid argon gap and the measured

purity of the liquid argon, are also taken into account. Using this initial energy
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Source of Correction CC ECN ECS

Change HV 2:5kV �! 2:0kV +1.5 % +1.6% +1.6%

Test beam Pulser time dependence -0.4% -1.0% -1.0%

Test beam beam momentum re-calibration +0.5% +0.1% +0.1%

Optimization of sampling fraction � +2.0% � +2.0% � +2.0%

Algorithm di�erence (TB vs D�) 0.1% | |

D� calibration pulser instability +0.5% +0.5% +0.5%

Liquid Argon temperature/purity +1.0% +1.2% -1.2%

Total Correction +5.2% +4.4% +2.0%

Table 5.1: Energy scale corrections

scale calibration, the measured Z mass was found to be lower than that measured

by the LEP experiments. This observation triggered an extensive re-examination of

the electromagnetic energy scale. Table 5.1 lists the �nal correction factors used in

setting the energy scale. The total error is about 1.5%.

5.2 Calorimeter Azimuthal Uniformity

The D� central calorimeter consists of 32 independent modules. None of these has

been directly calibrated in a test beam. The modules were constructed with strict

tolerances on absorber thickness, gap size, and other geometrical properties expected

to in
uence the amplitude of the signal from the liquid argon. However, in the test

beam studies two modules were tested, and their responses to electrons di�ered by

1{2%. Also, the Z mass distribution initially observed was broader, at the 2{3 sigma

level, than that expected from the electron energy resolution measured in the test

beam. This evidence, together with the low measured Z mass, lead us to suspect

variations in the responses of the modules of the central calorimeter.

There were some studies of calorimeter uniformity using minimum bias events.

These events are plentiful, but using the low energy depositions per cell of the

minimum bias events, typically 50{100 MeV, it is hard to give conclusive results on
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the high energy, 20{50 GeV, electron response.

High energy EM showers may be used to make a simple, unambiguous relative

calibration of the modules in situ at the Collider[27]. Since the pp beams in the

Tevatron are not polarized, the energy 
ow in the direction transverse to the pp

beams should not have any azimuthal dependence. Any � dependence must be the

result of instrumental e�ects. Energy scale variations among the di�erent calorime-

ter towers directly a�ect the energy 
ow distribution. We have to address two issues:

(1) Is there any observable nonuniformity as a function of the azimuthal angle, �?

and (2) If the response is nonuniform, is the nonuniformity the result of di�erences

in scale?

We address these two issues below, after describing brie
y the method of analysis

and sources of error. The results presented are from the analyses of two data samples,

the �rst acquired during normal data taking and the second obtained during a special

run at the Collider carried out explicitly for this calibration.

5.2.1 Energy Flow Method and Error Analysis

Suppose the di�erential PT spectrum is a simple exponential:

dN

dPT
= Ae�BPT (5:1)

where A and B are constants for a �xed �, and PT is the true energy of an EM

cluster. Let P 0T be the measured transverse momentum of an EM shower. We de�ne

the relative calibration constant �i by Eq 5.2:

PT � �i � P 0T (5:2)

where i is the � index and �i can be � dependent. Using Eqs. 5.1 and 5.2, we derive

the measured di�erential P 0T spectrum as :

dN

dP 0T
= A�ie�B�iP 0T : (5:3)
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Let Ni be the number of EM particles (EM showers) over a certain measured P 0T

threshold P 00T i. We have:

Ni =

Z 1

P 00
Ti

dN

dP 0T
dP 0T =

A
B e

�B�iP 00Ti : (5:4)

Requiring Ni = Nj , we have

�i � P 00T i = �j � P 00Tj (5:5)

It should be noted that Eq. 5.5 does not depend on the assumption of an exponential

spectrum, and holds more generally provided Ni = f(�iP
00
T i). We can extract the

relative calibration constants by normalizing all of the � indices to one:

�i = �0 � P
00
T0

P 00T i
(5:6)

where �i is the calibration constant for the ith bin in azimuth, averaged over �.

The errors in the �i are readily computed using Eq. 5.4:

@Ni

@�i
= �AP 00T ie�B�iP

00
Ti = �NiBP

00
T i; (5:7)

or, with �i ' 1:0 and �Ni=Ni = 1=
p
Ni,

�� = j��
�
j (5.8)

=
1

BP 00T i
� 1p

Ni
(5.9)

=
1pABP 00T i

� e
B�iP

00
Ti

2 : (5.10)

From Eq. 5.9 we can see that the error on the relative calibration constant is pro-

portional to 1=
p
N as expected. It is also inversely proportional to the threshold

P 00T i and the slope of the exponential decay constant B. B depends on the trigger

cuts used and also on the PT threshold (not very strongly). Fig. 5.1 shows the PT

spectrum for one type of trigger, which required, at Level I, one EM trigger tower

with 5 GeV or more and, at Level II, an EM cluster with PT in excess of 7 GeV
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(a) (b)

Figure 5.1: Di�erential PT spectrum of EM clusters observed with special purpose

trigger (a) linear vertical scale. (b) logarithmic vertical scale.

and a shower shape consistent with that expected for electrons. The fall with PT

is approximately exponential. The slope for PT in the range from 8 to 15 GeV is

B ' 0:2 GeV �1. After we know the slope B, we can choose the PT threshold to

minimize ��:

@(��)

@P 00T
=

e
B�iP

00
Ti

2pABP 002T

� (B�P
00
T

2
� 1) = 0 (5:11)

or:

P 00T i =
2

B� (5:12)

Using � ' 1:0, B ' 0:2 GeV �1, we �nd the optimum PT threshold for this trigger:

P 00T ' 10 GeV . This analysis has served as a guideline for calibration data taking.

It should be emphasized that the detector energy resolution, vertex position

resolution, etc., are not taken into account in Eq. 5.9. In the case where the normal-

ization is done to one of the � indices, a factor of
p
2 should be taken into account,
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i.e.,

�� =

p
2

BP 00T i
� 1p

Ni
(5:13)

5.2.2 Simple Monte Carlo Simulation

As a test of this method, some simple Monte Carlo simulations were done with

the following assumptions: (1) The di�erential PT spectrum is a simple exponential

with B = 0:2 GeV �1, (2) the EM shower energy resolution is �E=E = 16%=
p
E,

(3) the Z vertex resolution is �Z = 5 cm, (4) The EM modules are 100 cm away

from the beam line, and (5) the nonuniformity in � is Gaussian distributed with

an rms spread of 1 %. Three di�erent approaches were used to extract the relative

calibration constants.

� Method I: Eq. 5.6 was used, normalizing all the the modules to a particular

one.

� Method II: The logarithm of Eq. 5.4,

logNi = log(
A
B )� B�iP 00T i (5:14)

was �t to a straight line. The slope gives information on the relative calibration

constants. AlthoughA and B can be � dependent, they cannot be � dependent.

We start with a linear two parameter �t to logNi versus P
00
T i and calculate the

average value of log(A=B). After forcing log(A=B) to be the average value, we
do a one parameter linear �t to extract the slope.

� Method III: The average measured PT over a given P 00T i threshold for each �

index is:

P 0T i =

R1
P 00
Ti

P 0T i
dN
dP 0

T

dP 0TR1
P 00
Ti

dN
dP 0

T

dP 0T
= P 00T i +

1

B�i (5:15)
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The quantity, P 00T i � P 0T i, is proportional to the relative calibration constants.

Since B is independent of �, we have:

P 00T i � P 0T i
P 00Tj � P 0Tj

=
�i
�j

(5:16)

If we normalize to one � index, we have:

�i =
P 00T i � P 0T i
P 00T0 � P 0T0

� �0 (5:17)

All three methods are applied to the Monte Carlo simulation. The results are

shown in Fig. 5.2, Figs. 5.4 (a), (b), and Fig. 5.5. We see that the calibration

constants extracted track the input values very well, especially for Method I and

Method II. The errors using Method III are expected to be larger. A detailed com-

parison shows a tendency toward worse statistical accuracy than that expected from

Eq. 5.13. The
p
2 factor should be replaced by

p
3 in order to best describe the ob-

served error.

5.2.3 Using All EM Triggers From Normal Data Taking

These methods were �rst applied to the data from the regular collider runs. Since

a special purpose trigger was not designed for this analysis and a single trigger did

not provide enough data, all the EM triggers which require at lease one EM cluster

were used. These are the triggers used for W/Z physics, the top quark search, direct

photon physics, and W + jets studies. They all require one or more EM clusters

and the highest PT threshold for the EM cluster is 20 GeV. Among the triggers,

the single electron trigger designed primarily for W/Z physics, which requires one

trigger electron above 20 GeV, makes up about 40% of the total 2.3 million events.

The data taken for these particular triggers correspond to an integrated luminosity

of � 14 pb�1.

In the o�ine analysis, each EM cluster is required to have (1) at least 90% of

its energy in the EM calorimeter and (2) at least 40% of its energy in the central
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Figure 5.2: MC study. Comparison of input calibration constants to values extracted

using the three methods described in text.

Figure 5.3: Calibration constants used as input in MC study.
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(a) (b)

Figure 5.4: Scatter plots of the calibration constants extracted vs the MC input

values. (a) Values obtained by Method I vs MC inputs. (b) Values obtained by

Method II vs MC inputs.

Figure 5.5: Scatter plots of the calibration constants extracted by Method III vs the

MC input values.
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����� = 0:1� 0:1 readout tower. Some requirements to avoid anomalous energy

deposition in the calorimeter are also applied.

5.2.4 Data Set With Special EM Triggers

At the end of Tevatron Run 1(a), a special EM trigger was implemented to acquire

data for the explicit purpose of studying the uniformity of the central calorimeter.

The trigger was a single EM tower with 5 GeV or more PT at the hardware level,

and a cluster PT of 7 GeV at the software trigger level. Some 3.5 million events

were recorded. The results obtained from an analysis of this data permitted a deter-

mination of of the relative CC module calibration constants to .5%, and improved

noticeably the W/Z mass resolution.

In the D� detector coordinate system, module index number 1 covers � from 0.

to �=32, number 2 covers � from �=32 to 2 � �=32, and so on. Fig. 5.6 (a) shows the
relative calibration constants as a function of module � index. No clear pattern is

seen. Fig. 5.6 (b) shows the distribution of the relative calibration constants. The

average value of all modules is normalized to one. Fig. 5.6 (b) shows a mean value

of 1.0, as expected, and an rms deviation of all the modules of 1.3%. The maximum

di�erence between pairs of modules is 5%.

One point worth mentioning is that the calibration constants obtained using

the EM triggers of normal data taking and the constants obtained with the special

purpose EM trigger are consistent. The error on the calibration constants estimated

by using Eq. 5.9 is less than 0.5%. The rms of the calibration constants is 1.3% as

shown in Fig. 5.6 (b).

Now we address the issue if the calibration constants are related with energy

scale.

To answer the question of whether the module to module variation is related

to energy scale, we divide the 32 Central Calorimeter modules into three categories
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Figure 5.6: (a) Relative calibration constants for the D� central calorimetermodules

as a function of module � index. (b) The distribution of the calibration constants.
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High Gain Modules Medium Gain Modules Low Gain Modules

�i < 0:99 0:99 � �i < 1:01 �i � 1:01

Table 5.2: Division of three di�erent regions according to the gain of modules.

according to their relative calibration constants, see Table 5.2. If the relative cal-

ibration constant �i is greater than 1.01, we call it a `low gain module' because

it needs a multiplicative factor that is greater than unity to bring its gain to the

true energy scale as indicated in Eq. 5.2. Medium gain modules are those with

0:99 � � < 1:01 and high gain modules are those with � � 1:01.

Now we separate the W �! e� sample into three categories. If the electron is

in one of the low gain modules, we put it in the low gain sample; if the electron

is in one of the medium gain modules, we put it in the medium gain sample, and

so on. Fig. 5.7(a) shows a comparison of the transverse mass spectra of the low

gain and high gain samples before applying the relative calibration. We see that the

transverse mass is shifted toward larger values in the high gain sample. Fig. 5.7(b)

shows the comparison between the two samples after applying the correction to the

electron energy. There is no signi�cant di�erence between these two distributions.

Comparisons between the medium gain sample and the low gain sample, and be-

tween the medium gain and high gain samples are shown in Figs. 5.8(a), (b) and

Figs. 5.9(a), (b). Looking at the plots carefully, we conclude that the indepen-

dently determined calibration constants predict the shifts in the transverse mass

distributions correctly.

We can go one step further and �t the W mass for the various samples. Using

Fig. 5.6 and Table 5.2, we know that the averages of the calibration constants in

the high and low gains regions di�ers by 3:6� 0:2%. From Table 5.3 we see that the

uncorrected W masses di�ers by 3:2� 0:8%. After event by event correction, the W

masses di�ers by �0:8� 0:6%. We conclude that the relative calibration constants
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no correction (GeV) with correction (GeV)

High Gain Sample 81:27� 0:36 79:40� 0:33

Medium gain sample 79:93� 0:20 79:84� 0:20

Low gain sample 78:71� 0:31 80:04� 0:33

All events 79:74� 0:15 79:86� 0:15

Table 5.3: Fits to the W mass for electrons detected in high, medium, and low gain

calorimeter modules.

predict not only the direction of the shift in the W mass, but also its amplitude.

This gives strong evidence that the calibration constants obtained from the energy


ow method describe the energy scale variations correctly.

5.3 Z Mass Measurement And Energy Scale

The well measured Z mass at LEP serves as a useful calibration point. The Z

invariant mass spectrum is a convolution of the intrinsic relativistic Breit-Wigner

line shape with the detector resolution. Two di�erent methods have been used to

measure the Z mass in the D� detector. We shall discuss them brie
y below.

5.3.1 Z Mass Fitting Method I

The Z invariant mass spectrum is model by a relativistic Breit-Wigner shape with

an exponential factor which accounts for the variation of the Z production cross

section with Z mass in the region of the resonance[28]. The detector response is

taken into account by convoluting with a gaussian response function on an event by

event basis[29] . A likelihood function is formed for each measured mass mi with

associated resolution, �i:
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Figure 5.7: Transverse mass distributions. All distributions are normalized to unity

area. (a) no correction; (b) electron energy and missing PT are corrected by the

calibration constants.
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Figure 5.8: Transverse mass distributions. All distributions are normalized to unity

area. (a) no correction; (b) electron energy and missing PT are corrected by the

calibration constants.
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Figure 5.9: Transverse mass distributions. All distributions are normalized to unity

area. (a) no correction; (b) electron energy and missing PT are corrected by the

calibration constants.
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Z 1
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2
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whereMZ and �Z are the input mass and width of the Z. A and B are used to model

the background. They are determined from a �t to the dielectron invariant mass

spectrum in the regions above and below the Z mass, 30-70 GeV and 100-130 GeV.

The total background in the �tting window is 7%. The mass mi is the measured

mass for the ith Z event, and �i is the deviation expected from the event kinematics:

mi =
q
2Ei

1E
i
2(1� cos
) (5:19)
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@mi

@
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 (5:20)

Here, Ei
1; E

i
2 are the energies of the electrons and 
 is the opening angle between

the two electrons in the ith event. The electron energy resolutions, �Ei1 ; �Ei2 , can

be calculated from Eq.6.8, and the error in the opening angle may be determined

from the uncertainties in the measured polar and azimuthal angles of each electron

using the equation:

cos 
 = sin �1 sin �2 cos(�1 � �2) + cos �1 cos �2: (5:21)

The logarithm of the likelihood function, W, is formed for the events in the

invariant mass window from 70 GeV to 110 GeV,

W (MZ ;�Z) =
NX
i=1

ln
l(MZ;�Z ;mi; �i)

A(MZ ;�Z)
; (5:22)

and the Z mass obtained which maximizes W.

5.3.2 Z Mass Fitting Method II

The second method starts by generating Z events with a relativistic Breit-Wigner

line shape and then performs a fast detector simulation in the same manner as for
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(a) (b)

Figure 5.10: (a) The dielectron invariant mass spectrum compared to theory at the

best �t value of the Z mass (b) The negative of the logarithm of the likelihood

function (after moving minimum to zero) as a function of the input Z mass.
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W events(see Chapter 6). The resulting Z invariant mass spectra are stored as

a function of the input Z masses. They are compared with data by a maximum

likelihood method and the best �t value of the Z mass obtained. Using the energy

scale determined from the test beam measurements, we �nd:

MZ = 87:11� 0:18(stat) GeV=c2:

The data are compared to theory at the best �t value of the Z mass in Fig. 5.10.

The resulting Z mass is still a few percent lower than the LEP Z mass. We now

shift our energy scale up so that our measured Z mass matches that measured by

the LEP experiments. We'll justify this method of setting the EM energy scale in

Chapter 7 using two di�erent methods, and also determine the scale error on the

�nal W mass measurement.
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Chapter 6

Monte Carlo Simulation Of W

Events

The starting point for the Monte Carlo (MC) simulation is the double di�erential

cross section, d2�=dPWT dyW , calculated by Arnold and Kau�man[31] at next to

leading order (NLO). The W produced at PWT , yW according to this distribution

then decays to an electron and neutrino. Proper electron angular distribution and

decay kinematics are taken into account. A fast detector simulation follows.

It is not feasible to use full D�GEANT to simulate W production and decay in

the D� detector. The typical time needed for one event using full D�GEANT is 20

minutes on a typical VAX workstation1. It is important to study many e�ects which

in
uence the measurement at the 50-100 MeV level. For instance, the presence of

radiative decay, W ! e�
, shifts the W mass by about 100 MeV from the value one

would otherwise obtain from a �t to the spectrum in transverse mass. We would

like to know this e�ect to about 10 MeV. The relationship between the number of

1A Vaxstation 4000 model 60, an 11 MIP machine
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events and the statistical error can be described by the empirical relationship:

�MW =
12p
N

(GeV ) (6:1)

where N is the number of events used in the �t. The magic number 12 here is a result

of D� detector resolution, �ducial cuts, and event selection cuts. According to this

formula, 1:44 million events are required to determine the radiative e�ect to 10 MeV.

The typical overall yield after taking all kinematic and �ducial cuts into account

is 20%, which implies following in the MC simulation 7.2 million events of `fake'

experimental data. To �t the experimental sample, we would like to have at least 10

times more statistics in the theoretical distribution than in the `fake' experimental

data. So we need to generate 72 million events. If we used full D�GEANT, it

would require 2700 years running on the typical VAX workstation. Of course, there

might be some tricks to reduce the requirement. But still, it is hard to imagine

using the full D�GEANT to study all the e�ects that impact on the measurement

at the 10-100 MeV level. With a fast MC simulation we can achieve a speed of 100

events per second. Only a few days running on one machine are required to study

the e�ect on the measurement of radiative decays.

6.1 W+ Production

AW+ is produced by the interaction of an up (u) quark and an anti-down (d) quark.

(We ignore the contributions from other quark generations, i.e. Charm, Strange,

Bottom, and Top, for simplicity. The following argument can be extended easily to

other quark generations. Also see Fig. 6.1 caption for comments about processes:

qg �! W+q0 and qg �! W+q0.) The quarks can come from either a valence or

a sea quark in a proton and an anti-proton. Because the weak interaction of the
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charged currents is left-handed in the Standard Model2, only the interactions shown

in Fig. 6.1, are allowed. There are three categories: (1) both u quark and the d are

from valence quarks, Fig. 6.1(i); (2) u or d is from a valence quark and the other

one is from a sea quark, Fig. 6.1(ii) and (iii); (3) both u and d are from sea quarks,

Fig. 6.1(iv) and (v).

We choose the proton direction as the z axis. In the W rest frame, the decay

positron angular distribution has the form (1� cos ��)2 for con�gurations (i) to (iv)

and (1+ cos ��)2 for con�guration (v) in Fig. 6.1. Here, �� is the angle between the

position and the z axis. For W+, d2�=dyd cos�� may be written:

d2�

dyd cos��
� (1 + cos ��)2 � 1

2
� d�

W+

s

dy
+ (1� cos ��)2 � (1

2

d�W
+

s

dy
+
d�W

+

v

dy
) (6:2)

where d�W
+

s =dy is for sea-sea quark contribution and d�W
+

v =dy is for valence-

valence, valence-sea quark contribution. We can write it as:

d2�

dyd cos ��
� (1 + cos2 ��) � d�

W+

s

dy
+ (1� cos ��)2 � d�

W+

v

dy
(6:3)

In the program, we generate d2�=dPWT dy separately for sea-sea and valence-

valence/sea contributions, i.e. we start fromArnold-Kau�man distributions, d2�s=dPWT dy

and d2�v=dP
W
T dy, tabulated separately for the sea-sea and valence-valence/sea inter-

action. The angular distribution is then generated di�erently, depending on which

process is involved.

Fig. 6.2 shows the double di�erential cross section for W+ production as a func-

tion of the transverse momentum PT and pseudorapidity yW . All valence and sea

quark contributions are included. Integrating the cross section over PT , the rapidity

distribution of the W+ is obtained. It is shown in Fig. 6.3. It is interesting to note

that the distribution is asymmetric for valence - valence and valence - sea contribu-

tions, i.e. con�gurations (i) to (iii) in Fig. 6.1 (triangle points in Fig. 6.3). There

2The charged currents are V-A, and the leptons which couple through charged currents are

lefthanded in the zero mass limit.
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a (i) valence - valence quarks

   from proton

    from anti-proton

a (ii) valence - sea quarks

   from proton

   from anti-proton

a (iii) sea - valence quarks

   from proton

   from anti-proton

a (iv) sea - sea quarks

   from proton

   from anti-proton

a (v)  sea - sea quarks

    from proton

    from anti-proton

u
V

d
V

u
V ds

us d
V

us ds

ds us

u
V

d
V

u
V

us

d
V

us

us

ds

ds

ds

Figure 6.1: Valence and sea quark con�gurations for W+ production. The light

arrows indicate the momentum directions of quarks and antiquarks. The dense

arrows indicate the helicities of the quarks and antiquarks. Note the contributions

from processes: qg �! W+q0 and qg �! W+q0 can be included as part of the

contributions to processes (ii) to (v).

60



Figure 6.2: The di�erential cross section for W+ production as a function of the

transverse momentum PT and pseudorapidity y.

is a shift towards positive rapidity for the W+. The positive rapidity is de�ned in

the proton direction. Thus there is a preference in the W production to preserve

the 
ow of charge. This is expected in the parton model because of the di�erence

between the structure functions of up and down quarks. Fig. 6.4 shows the structure

function of u and d valence quarks; d(x) damps faster than u(x) with increasing x.

We can also see that the contribution from sea quarks, i.e. con�gurations (iv) and

(v) in Fig. 6.1, is symmetric, as expected. In the Arnold-Kau�man NLO calculation,

the sea quark contribution is 29%, which is consistent with the result in [3].

Integrating the double di�erential cross section over the W rapidity, we obtain

the PT spectrum shown in Fig. 6.5(a). The three curves with di�erent valence

and sea quark contributions are normalized to the same area. We see that the

PT distribution is not sensitive to the various quark contributions. Therefore, we

conclude that it is not very sensitive to the choice of structure functions.
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Figure 6.3: Rapidity distribution of the W+ boson. Round symbols give the total

di�erential cross section. Triangles give the contribution from valence-valence and

valence-sea quarks. Squares give the contribution from sea-sea quarks.

Figure 6.4: u and d quark structure functions.
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Figure 6.5: The transverse momentum distribution of the W+.

A relativistic Breit-Wigner shape is used to model the W resonance line shape.

The formula used is given in Eq. 6.4.

f(m) =
m2

(m2 �M2
W )2 +

m4�2
W

M2
W

(6:4)

where MW and �W are the mass and width of the W boson. The parton luminosity

change over the Breit-Wigner resonance region is modeled by an exponential decay

factor, e��m, with � = 0:015.

6.2 Fast Monte Carlo Detector Simulation

After a W+ is generated with a given mass and momentum, it is allowed to decay to

a positron and a neutrino with the angular distribution described in section 6.1[8]. A

Lorentz transformation then results in the kinematic quantities of the decay positron

and the neutrino in the laboratory frame. A fast detector simulation follows. The

electron PT , the recoil of the W, and the underlying event from the spectator quarks
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in the pp collision are modeled separately in the fast Monte Carlo simulation.

6.2.1 Electron Energy Resolution

The electron energy resolution was studied in the D� test beam. For the central

calorimeter, the electron energy resolution is described well by the equation:

�e
E

=

s
C2 + (

Sp
E
)2 + (

N
E
)2 (6:5)

which includes contributions from sampling 
uctuations, electronic and uranium

noise, and a constant term described by the parameter C. However, di�erent values
of S, ranging from 13% to 17%, are required to describe the resolution in di�erent

� regions. We need a better way to describe the electron energy resolution in the

whole central calorimeter.

According to [32], the energy resolution for a sampling calorimeter is:

�e
E

=
1p
N

= 3:2%

s
EC
F (�)

�
s

t

E(GeV )
(6:6)

where EC is the critical energy, EC ' 550=Z (MeV ), with Z the atomic number

of the material. The factor F (�) takes into account the shortening of the track

length due to the cuto� energy. E is the energy of the electron, t = d=X0 is the

thickness of the calorimeter in units of the radiation length, X0. We can see that

the electron energy resolution depends on the thickness of the uranium plate. Since

all the uranium plates in the central calorimeter have equal thickness, the sampling

term in the expression for the electron energy resolution must depend on the angle

of incidence. The e�ective thickness of the uranium plate varies with the incident

angle �: d = d0= sin � where d0 is the thickness of uranium plate itself. Then we

may rewrite Eq. 6.6:

�e
E

= 3:2%

s
EC
F (�)

�
s

t

E(GeV ) � sin � (6:7)
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With the conventional de�nition of PT , PT = E � sin �, we obtain a formula which

should describe the electron energy resolution in the central calorimeter with a

sampling term independent of �. (The noise term also depends on eta but this

doesn't matter much.)

�e
E

=

s
C2 + (

S0p
PT

)2 + (
N
E
)2 (6:8)

We shall examine both test beam data and Monte Carlo simulations of the test beam

data to see if it works. Table 6.1[33] shows the electron energy resolution sampling

term S at three di�erent �0s obtained from Monte Carlo data with electron energies

between 10 GeV and 150 GeV. The resolution varies from 13% to 17% from � = 0:05,

normal incidence, to � = 1:05, a 60o incident angle. The term S0 comes from using

Eq.6.8. The variation is much smaller, only 0:5%. It is clear that Eq.6.8 describes

the Monte Carlo data better than Eq.6.5 does for di�erent incident angles with a

single sampling term.

Table 6.2[34] gives the results of measurements made in the test beam. Again,

di�erent sampling terms are required in Eq. 6.5 to describe the data at di�erent �,

i.e. di�erent incident angles. However, only one sampling term is needed for the

entire central calorimeter if Eq.6.8 is used. We conclude that Eq.6.8 is the best

formula to describe the electron energy resolution in the central calorimeter. The

following choices are made for the coe�cients of the constant, sampling, and noise

terms.

C = 0:003; S0 = 0:13
p
GeV ; N = 0:38 GeV (6:9)

A similar argument holds for the end calorimeters. However, the variation in

incident angles for trajectories pointing to the end calorimeters is small. There is

no observable change in the sampling term in the test beam data. Eq.6.5 is used

with the following parameters.

C = 0:003; S0 = 0:157
p
GeV ; N = 0:4 GeV (6:10)
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Test Beam Load II Monte Carlo Data

� C N S S0
0.05 0.005 0.0 0.128 0.128

0.45 0.005 0.0 0.131 0.130

1.05 0.005 0.0 0.168 0.133

Table 6.1: Comparison of the sampling constants S and S0 in the electron energy

resolution (Monte Carlo).

Test Beam Load II Data

Sampling fraction set 5 Sampling fraction set 1

� N (�xed) C S S0 C S S0
0.05 0.43 0.003 0.134 0.134 0.003 0.131 0.131

0.45 0.43 0.005 0.129 0.123 0.003 0.136 0.129

1.05 0.27 0.000 0.165 0.130 0.000 0.175 0.138

Table 6.2: Comparison of the sampling constants S and S0 in the electron energy

resolution (test beam data). The comparison is made for two choices of the sampling

fractions. See text for reference.
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Figure 6.6: Distribution in instantaneous luminosity at which W events were ac-

quired.

After adopting the electron energy resolution parameterization from the test

beam data, we used the Z ! ee invariant mass spectrum observed in the collider

data to extract the constant term while keeping the same sampling term and noise

term as in the test beam. Fitting to the collider Z events gives C = (1:0� 0:8)%.

The 0.8% uncertainty in the electron energy resolution contributes to the systematic

error in the W mass.

6.2.2 Hadronic Response Of PW
T Recoil

The recoil of the W, with PWT and yW obtained from the Arnold-Kau�man

calculation, is treated as a jet and smeared according to the D� jet energy resolution.

The underlying event is modeled using real collider minimumbias events. Fig. 6.6

shows the distribution in instantaneous luminosity at which the events were acquired

in the W analysis. The data were acquired over almost a decade in instantaneous

luminosity. Minimum bias events for the underlying event are chosen at a scaled
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value of the luminosity that makes the multiple interaction rate in the Monte Carlo

generated W events the same as in the W data sample. From [35], we know the

expected average number of interactions in a W event nW is given by Eq. 6.11,

nW = 1 + �LW t; (6:11)

where � is the total inelastic scattering cross section integrated over the D� accep-

tance, i.e. � = 43mb. LW is the instantaneous luminosity at which the W event is

produced, and t is the time between bunch crossing time, i.e. t = 3:5�s.

For the minimum bias trigger, the average number of events per crossing , nmin,

given that there is at least one, is:

nmin =

P
nfn(n)P1
n=1 fn

=
n

1� fn(0) (6:12)

where n is the average number of event per crossing and fn(0) is the Poisson prob-

ability function fn(n) = nne�n=n! for n = 0. Substituting n = �Lmint in 6.12 and

requiring nW = nmin, we obtain:

1 + �LW t =
�Lmint

1� e��Lmin t (6:13)

For a given W event occurring at instantaneous luminosity LW , we can solve for the

required instantaneousLmin at which to pick the minimumbias event. This equation

can be easily solved graphically. For the distribution in instantaneous luminosity

of the W mass sample, shown in Fig. 6.6, we can �nd a matching instantaneous

luminosity distribution of minimum bias events and use it to select minimum bias

events in the MC model. The main vertex of the minimum bias event is used as the

W event vertex. This allows matching of the MC vertex distribution with that from

the beam automatically.

The energy 
ow in minimum bias event and that underlying the W event are

compared by studying the scalar ET as a function of pseudorapidity �. The dis-

agreement is less than 10%. This uncertainty contributes to the uncertainty in the
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W mass and is included as a systematic error. The 
uctuations in the underlying

event and the uncertainty in the recoil momentum shift and smear the spectrum

in the transverse momentum of the W. These two e�ects cannot be separated in

the data. The transverse momentum of the W is calculated from the missing PT

and the electron momentum, ~PWT = ~P �T + ~P eT . The scale of the measured P
W
T dif-

fers from the electromagnetic scale because the missing PT involves energy in the

hadronic calorimeter. This scale is obtained by studying Z events. In a Z event, PZT

can be obtained in two ways: from the measurement of the transverse momenta of

the two electrons, ~P eeT , and from the recoil activity in the Z event, � ~P recT , which

is the way PWT is measured in W events. Fig. 6.8 shows a schematic view of the

two measurements of the ~PZT projection onto the bi-sector of the angle between the

electron ~PT 's, the � axis. The advantage of using the � axis is to minimize the e�ect

of electron energy resolution. We de�ne the di�erence of the two measurements as:

� � ~P eeT � �̂ + ~P recT � �̂ (6:14)

A linear �t to � as a function of ~P eeT � �̂ relates the hadronic recoil measurement of
PZT to that measured from the two electrons: P recT = �P eeT , see Fig 6.7. The value of

� found is 0:83� 0:06. The error has been expanded to include both the statistical

error and the deviations from linearity of the �t. The e�ect of this uncertainty on

the W mass has been calculated and included as a systematic error.

6.2.3 Trigger And ujj E�ciencies

The threshold for the electron PT is set at 10 GeV in the Level 1 trigger. The

threshold is 20 GeV on both the electron PT and missing PT in the Level 2 trigger.

As a result of resolution broadening, and because these triggers do not use the full

information available to the o�ine analysis, the triggers are not fully e�cient until

higher energies are reached in both variables. The trigger e�ciencies are modeled

in the Monte Carlo simulation. The electron and missing PT trigger e�ciencies are
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Figure 6.7: The PZT obtained from the two electrons minus the PZT calculated from

the recoil, projected along the bisector of the angle between the two electron PT 's.

� vs ~P eeT � �̂. (See text for the de�nition of �.)

 1
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Figure 6.8: Vector diagram showing the projections of the ee and recoil measure-

ments of PZT onto the bi-sector of the angle between the two electron PT 's.
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studied independently as a function of o�ine electron and missing PT respectively.

These trigger turn-on curves are used in the Monte Carlo simulation.

Figs. 6.9 (a) and (b) show the electron trigger turn-on curves. They are obtained

by comparing to the number of events obtained with a lower threshold:

�(PT ) =
N(PT ; PH)

N(PT ; PL)
; (6:15)

where �(PT ) is the e�ciency at PT and PH and PL are the high and low trigger

thresholds. A third of the data were taken without the z vertex information in the

trigger, Fig. 6.9(a). Two thirds of the data were taken with the z vertex measured

by the Level 0 detectors (called the Slow Z vertex in D� jargon.) The e�ciency

for these data are shown in Fig. 6.9(b). Similar trigger turn-on curves are shown in

Figs. 6.10 for missing PT . In general, the use of the z vertex information improves

the resolution in PT (or missing PT ) and full e�ciency is reached more rapidly, at

a lower value of PT . Approximations to error functions are used to �t the curves.

The trigger is about 95% e�cient for electrons with PT = 25 GeV and 90% e�cient

for missing PT of 25 GeV .

A measure of event selection biases| electron shape cuts, isolation cuts, etc.|

can be obtained by studying the projection of the momentum recoiling against the

W along the electron PT , called ujj in Fig. 6.11. Electron selection criteria can bias

the data against events in which the hadronic recoil against the W is large, and

in the same direction as the electron. The projection ujj is plotted vs. PWT and

compared to the Monte Carlo in Fig. 6.12. The e�ciency used in Fig. 6.12(b) was

obtained independently by tightening the isolation cut and H-matrix �2 cut and

observing the number of events lost as a function of ujj.

Various calorimeter and tracking chamber �ducial cuts are also implemented in

the fast Monte Carlo simulation. It is important to simulate those cuts correctly be-

cause they a�ect the electron � distribution which a�ects the shape of the transverse

mass spectrum, and the W mass.
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Figure 6.9: Electron trigger turn-on curves. (a) Turn-on curve measured without

z vertex information. (b) Turn-on curve with z vertex measured by Level 0 trig-

ger(called Slow Z vertex).

Figure 6.10: Missing PT trigger turn-on curves. Solid line: Turn-on curve measured

without z vertex information. Dotted line: Turn-on curve with z vertex measured

by Level 0.
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Figure 6.11: ujj is the projection of the momentum recoiling against the W along

the electron direction (in the transverse plain).

Figure 6.12: (a) ujj vs PWT without ujj e�ciency in the Monte Carlo. (b) ujj vs PWT

with ujj e�ciency in the Monte Carlo.
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6.2.4 W �! �� �! e�� Decay E�ect

A W+ can decay to �+ and �� . The branching ratio is the same as the W+ decaying

to a positron and a neutrino. The �+ can decay to a positron and two neutrinos

with a 17% branching ratio. This decay channel gives a high PT positron and large

missing PT , as in the decay of a W+ to a positron and neutrino.(see section 4.4 in

Chapter 4.) We generate this decay and follow it in the fast detector simulation.

The fraction that survives all the W mass selection cuts are kept in the fast MC to

simulate this e�ect in the data.(The same procedure is followed for W�.)

6.3 Comparisons Between Fast MC And Data, And

Mass Fitting Procedure

The W mass is extracted from a comparison of the experimental distributions to

those obtained from the Monte Carlo simulation with the W mass as a free param-

eter. In principle, electron PT , missing PT and transverse mass can all be used to

extract the W mass.

The transverse mass is de�ned in the plane transverse to the pp beam in a manner

analogous to the de�nition of the invariant mass.

m2
T (W ) = (P eT + P �T )

2 � ( ~P eT + ~P �T )
2 (6.16)

= 2P eTP
�
T (1� cos�e�) (6.17)

where P eT and P �T are the electron and neutrino transverse momenta, and �e� is the

angle between the electron and the neutrino in the transverse plane. The neutrino

PT comes from the missing PT measurement, which involves all the calorimeter

cells. It generally su�ers from poor resolution and detector biases. Among the three

quantities, the electron PT is the best measured. But W's are not produced at

rest. The transverse momentum of the electron is sensitive to PWT . The spectrum
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in PWT can be modeled theoretically but only with large uncertainty. On the other

hand, transverse motion of the W shifts the transverse mass only by terms of order

P 2W
T =(m2

W + P 2
W )[13]. Generally, smaller systematic errors are expected in �tting

the transverse mass distribution than �tting either the electron or neutrino PT

distributions. The electron and neutrino PT distributions serve as good cross checks.

The fast simulation generates transverse mass spectra as a function of the in-

put W mass. These spectra are compared with data using a maximum likelihood

method. Fig. 6.13(a) shows the best �t Monte Carlo transverse mass spectrum

overlapped with the data.

Fig. 6.14, Figs. 6.15(a), (b), and Figs. 6.16(a),(b) show the comparison between

data and Monte Carlo for the spectra in W, electron, and neutrino transverse mo-

menta, and also for the distributions in the variables ujj and u?. In these com-

parisons, the W mass obtained from the �t to the transverse mass was used in the

Monte Carlo simulation. Data and Monte Carlo agree very well. The W mass is

obtained from a �t with a �xed W width of 2.12 GeV . The W mass scaled by the

ratio of the Z mass measured at LEP to the Z mass measured in this experiment, is

Mw = (79:86� 0:16(stat)) GeV (6:18)
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Figure 6.13: Transverse mass spectrum compared to Monte Carlo simulation. The

chi-squared was calculated by comparing data and Monte Carlo in 200 MeV bins in

transverse mass between 60 GeV and 90 GeV .

Figure 6.14: Spectrum in PWT compared to the Monte Carlo simulation.
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Figure 6.15: The overlap of Monte Carlo simulation(curve) onto data distribution

(dots with error bars). (a) Electron PT . (b) neutrino PT .

Figure 6.16: The overlap of Monte Carlo simulation(curve) onto data distribution

(dots with error bars). (a) u?. (b) ujj.
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Chapter 7

Systematic And Energy Scale

Uncertainties

In Chapter 6, we obtained the W mass and the statistical error in the W mass

by �tting to the W transverse mass shape. We now examine all the important

systematic uncertainties, and obtain the error in the W mass from the uncertainty

in the energy scale that remains after normalizing our measured Z mass to the Z

mass measured at LEP.

7.1 Systematic Uncertainties

There are many theoretical and experimental issues which must be considered to

obtain the W mass at a level of accuracy of 100 MeV. The systematic error in the W

mass is the change in the W mass that results when the uncertain factor is varied by

one standard deviation from its nominal value. The important items are discussed

below.
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7.1.1 Trigger E�ciencies

In the Level 2 trigger, a 20 GeV threshold is imposed on both the electron PT and

the missing PT . Figs. 6.9 (a) and (b) show the turn-on curves for electron triggers.

Fig. 6.10 shows the missing PT trigger turn-on curves. The errors on the �tted

parameters are very small. There is no noticeable e�ect on the W mass when the

�tted parameters are varied by one standard deviation. The trigger turn-on curves

without (or with) z vertex were used separately, not weighted according to the data,

to look at the e�ect on the W mass. The variation from this approximation is larger

than that caused by possible deviations from the form described by the analytical

formula. The change in the W mass is 20 MeV.

7.1.2 Electron Energy Resolution

Section 6.2.1 in Chapter 6 describes the parameterization of electron energy resolu-

tion and constrains the constant term to be C = 1:0� 0:8%. The 0:8% uncertainty

is varied in the MC model and results in a change of 70 MeV in the W mass.

7.1.3 Neutrino PT Scale And Resolution

It is easy to understand how the underlying event might a�ect the neutrino PT

resolution. Here we shall show that it also a�ects the neutrino PT scale.

Fig. 7.1 shows a schematic view of the measurable quantities in solid lines on

the transverse plan of a W event. ~P recT denotes the recoil activities against the W.

~u denotes the underlying event from the debris of the W production, i.e. spectator

quarks. ~P eT represents the electron PT from the W decay. Generally ~P recT and

~u cannot be separated from each other in the actual measurement. The missing

transverse momentum is de�ned by Eq. 7.1:

~6PT � �(vector sumof allmeasured transversemomentum) � �
X

~P iT (7:1)

79



 1

P
e

T

~

P
ν

T

~

P
W

T

~

P
rec

T

~

u~

Figure 7.1: A typical W event in the transverse plane: solid lines indicate the

measured quantities. See text for the meaning of each item.

For the W event shown in Fig. 7.1, the missing PT is given by Eq. 7.2:

~6PT = �( ~P eT + ~P recT + ~u); (7:2)

and the neutrino PT is

~P �T = ~PWT � ~P eT = � ~P recT � ~P eT : (7:3)

So, we have the relationship between the missing transverse momentum and the

neutrino PT from Eq. 7.2 and Eq. 7.3:

~6PT = ~P �T � ~u: (7:4)

Since the underlying event ~u is randomly distributed with regard to the direction

of the neutrino PT , on average the direction of the missing PT will be the same as

that of the neutrino from W decay. But the average amplitude of the missing PT is

not necessarily the same as that from the neutrino PT .

6PT =
q
(P �T )

2 + u2 � 2P �Tu cos�u� (7.5)

' P �T +
1

2
� u

2

P �T
� u cos�u� � 1

2

u2

P �T
� cos2 �u� ; P �T >> u (7.6)

(7.7)
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where �u� is the angle between the neutrino PT and the underlying event vector u.

Setting < cos�u� >= 0 and < cos2 �u� >= 0:5, we get:

< 6PT >'< P �T > +
1

4
� < u2 >

< P �T >
; P �T >> u: (7:8)

The requirement P �T >> u is generally true. So the average missing PT is generally

larger than the the neutrino PT . For typical values of < u2 >= 30GeV 2 and

< P �T >= 35GeV , <6PT > � < P �T >' 215MeV , a signi�cant shift. Therefore, the

understanding of the underlying event will directly a�ect our neutrino PT scale. We

use minimum bias events from collider data to simulate the W underlying event.

This approach was checked by comparing, as a function of pseudorapidity �, the

mean scalar ET in minimum bias events and W events. In the W events, the scalar

ET was studied as a function of PWT and extrapolated to PWT = 0 to estimate

the contribution from the underlying event. The scalar ET distributions in W and

minimum bias events agree to within 10%. This uncertainty is varied in the MC

model and results in a change of 130 MeV in the W mass.

7.1.4 Energy Underlying An Electron

The debris in the proton and anti-proton collisions that produce aW can also deposit

energy in the same calorimeter cells as the decay electron from the W. This causes

the measured energy of the electron to be too large. This e�ect is studied with W

events and minimum bias events. Eq. 7.9 gives the parameterization of the energy

underlying the electron as a function of detector pseudorapidity �.

�E = 0:091 + 0:022�2+ 0:025�4 (GeV ) (7:9)

The uncertainty is 20 { 40 MeV. The electron energies are corrected downward by

this amount. Because of the energy underlying the electron, both the W and Z

masses are shifted. The shifts are already incorporated in the W and Z mass values
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given by Eq. 8.2 and Eq. 5.23 respectively. The uncertainty on the shifts after we

take the ratio of W to Z mass and scale it to the LEP Z value is 50 MeV.

7.1.5 Hadronic To EM Scale

Section 6.2.2 of Chapter 6 described the method of normalizing the response of

PWT , which is mostly hadronic energy, to the EM scale and gave P recT = �P eeT with

� = 0:83� 0:06. A change of 0.06 in � in the MC model gives a change of 80 MeV

in the W mass.

7.1.6 QCD Background

The QCD background is determined directly from data to be 2 � 1% in section

4.4 of Chapter 4. After all the W mass selection cuts are applied, there are only

a handful of events left. It is hard to determine the transverse mass shape of the

QCD background. Two assumptions for the shape of the background were tried to

study the variation of the W mass. The �rst assumes the transverse mass shape

of the QCD background to be exponentially falling between 50 GeV and 100 GeV.

This assumption is put into the MC model and normalized to the values stated

above. There is no observable e�ect on the measured W mass. The second assumes

a background 
at in transverse mass. With the background level and uncertainty

stated above, the W mass changes by 30 MeV.

7.1.7 Structure Functions

This study varies the structure functions used in the MC generation. Most of the

popular structure functions are tried. The variation in the Wmass is 70 MeV. Future

studies will discriminate `good' structure functions from 'bad' ones according to their

agreement with the experimental data. This will reduce the systematic error from

this source.
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7.1.8 Uncertainty On The W Width

The Wmass obtained from the �t was at a �xed value of theW width, � = 2:12GeV .

The width was varied by �0:11 GeV, the current error in the width of the W. This

variation changed the W mass by �20 MeV.

7.1.9 Fitting Error

The error due to uncertainties in the �tting procedure is obtained by varying the

�tting window in W transverse mass. It is discussed in detail in section 8.2.1 of

Chapter 8. A 30 MeV change is seen.

7.1.10 Summary

Table 7.1 summarizes various contributions to the systematic errors. The total

systematic error is 200 MeV. The e�ect of radiative decays is still under study.

7.2 Uncertainty On EM Energy Scale

Two methods are used to determine the energy scale error.

� Method I : Uses both Z and J= signals to constrain the EM scale.

� Method II: Uses Z events alone to obtain the EM scale and o�set.

Method I: We have observed J= �! e+e� with more than 3� signi�cance.

Fig. 7.3(a) shows the ee invariant mass spectrum in the region of the J= . The

measured mass is mJ= = (3:00� 0:27) GeV .

We de�ne the scale factor � and energy o�set � through the following formula:

Etrue = �Emeasured + � (7:10)
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Source of Uncertainty MeV

Trigger E�ciency 20

Resolution and neutrino PT scaley 149

Energy underlying electron 50

ujj e�ciency 10

Hadronic to EM scale 80

QCD background 30

Theoretical model uncertaintyz 86

W width 20

Fitting Error 30

Total 200

y Resolution and neutrino PT scale

Electron energy resolution 70

Neutrino PT scale, resolution 130

(W underlying event)

Jet energy resolution 20

.

.

z Theoretical model uncertainty
Structure function 70

PWT spectrum 50

Table 7.1: Systematic uncertainties on the W mass measurement(D� Preliminary)
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where Etrue stands for the true electron energy and Emeasured is the electron energy

measured in the calorimeter. The invariant mass of the two electrons is:

mtrue =
q
2Etrue

1 Etrue
2 (1� cos 
) (7:11)

where 
 is the opening angle between the two electrons. Substituting Eq. 7.10 into

Eq 7.11, we have

mtrue ' �mmeasured + �f (7:12)

where f = 2(Emeasured
1 + Emeasured

2 )=mmeasured sin
2(
=2). Using the measured Z

and J= masses, and the average f-factors for the two decays, we �nd � = 1:047�
0:009; � = 12� 340MeV . The parameters � and � are strongly correlated, as one

might expect. The corresponding error in the W mass is �(MW ) = 195MeV .

Method II: Electrons from Z decays are not monochromatic. Electrons in

the central calorimeter vary in energy from 45 GeV to 70 GeV. For Z decays with

electrons back to back, i.e. E1 ' E2 ' 45 GeV , the f factor is about 2. For Z

decays with small opening angles, i.e. E1 ' E2 ' 70 GeV , the f-factor is about

1.5. A linear �t to the measured Z mass as a function of the f-factor is shown in

Fig. 7.3(b), and gives � = 1:043 � 0:013; � = 270 � 620 MeV . These values are

consistent with those determined from the �rst method. Again, � and � are strongly

correlated. The advantage of this method is that it �xes the electron energy scale

using high energy electrons in the same energy range as those from W decays. With

this method we arrive at a scale error of �(MW ) = 310MeV .

We can see that both methods give o�sets consistent with zero. This justi�es

the zero o�set assumption used in Chapter 5 to derive the EM energy scale from our

measured Z mass. Therefore, no correction is made on the Z mass obtained in Chap-

ter 5. The larger uncertainty, �(MW ) = 310MeV , is retained as the systematic

error since we are still working on the J= signal.
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Figure 7.2: Di-electron invariant mass spectrum for J= signal.

Figure 7.3: Measured Z invariant mass as a function of the f-factor with �tted curve.
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Chapter 8

Results

8.1 W Mass From W �! e� Decay

Combining the results on the mass �tting from Chapter 6, with the systematic and

scale errors found in Chapter 7, the measured W mass is:

MW = 79:86� 0:16(stat)� 0:20(syst)� 0:31(scale)GeV (8:1)

Adding the statistical, systematic, and scale errors quadratically gives

MW = 79:86� 0:40GeV (8:2)

The energy scale uncertainty is the larger value obtained using method II of the

chapter 7. Some preliminary studies, already discussed in Chapter 7, indicate that

this error can be reduced to about 200 MeV. The total error will go down to about

300 MeV.
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8.2 Consistency Checks

8.2.1 Vary Fitting Window

The result presented above was obtained from a �t to the transverse mass from 60

GeV to 90 GeV. When the minimum transverse mass is changed to 50 GeV the W

mass changes by 90 MeV. When it is changed to 70 GeV, the W mass changes by

140 MeV. The number of events in the �t changes when the window size is varied

and to separate the statistical contribution from the real shift due to the change

in the �tting range, this exercise was repeated with 40 MC samples. Each MC

sample contains the same number of events as the experimental data. The mean

shift observed using the 40 MC samples was 30 MeV with an rms deviation of 140

MeV. The shift observed in the data is consistent with this result. The 30 MeV shift

is kept as the systematic error in the �tting procedure.

We also changed the maximum transverse mass to 92 and 94 GeV. The W mass

changes is less than 20 MeV. The same changes applied to the 40 MC sample gives

a mean shift of 10 MeV with an rms deviation of 20 MeV.

8.2.2 Select Single Vertex W Events:

We require only one vertex be found by the central tracking system. This reduces the

event sample by 23%. The W mass obtained from this sample is 79:84� 0:18 GeV .

8.2.3 Vary The Electron Selection Cuts:

Besides the event selection cuts discussed earlier, we require further that (i) there

is only one track in the electron �nding road and (ii) the ionization loss in the

central tracking system is less than twice that expected from a minimum ionizing

particle. The event sample is reduced by 22%. An independent study indicates that

the QCD background is reduced by a factor of two. The �t to this sample gives:
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MW = 79:89�0:18GeV . This result is consistent with the QCD background study.
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Chapter 9

Conclusions

There have been, up to now, six measurements of the W mass. They all come

from the observation of W's decaying to leptons. The measured masses are listed in

Table 9.1, along with the errors reported by each experiment.

We can combine the measurements to obtain a world average W mass and the

error associated with it. Since correlations exist among di�erent experiments and

also, for the CDF experiment, between the electron and muon decay mode results,

it is quite complicated to properly combine the errors. We proceed by �rst com-

bining the results of the CDF electron and muon channel measurements, taking the

Experiment Mode MW Stat Syst scale total

CDF(1991) [36] e 79.91 0.35 0.24 0.19 0.46

� 79.90 0.53 0.32 0.08 0.62

UA2(1992) [37] e 80.37 0.22 0.17 0.25 0.37

D� (1993) [38] e 79.86 0.16 0.20 0.31 0.40

CDF(1994) [39] e 80.47 0.15 0.21 0.13 0.29

� 80.29 0.20 0.22 0.06 0.30

Table 9.1: A summary of all W mass measurements (unit in GeV).
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correlations within the same data run, such as that due to the energy scale error,

into account. We then combine these results with the other experiments. We shall

assume that the only error common to experiments using di�erent detectors is the

uncertainty resulting from imprecise knowledge of the structure functions. It is as-

sumed that there is no correlation between the CDF 1991 and 1994 results, aside

from that due to the structure functions. The uncertainty from the structure func-

tions ranges from 60 to 100 MeV, as reported by the various experiments. We take

it to be 80 MeV.

9.0.4 Method

We consider, for simplicity, the case of combining two experiments. It can be gen-

eralized easily to many dimensions.

Let us assume that we have two measurements X1 and X2 of a quantity whose

true value is X. The error matrixM is:

M =

 
�21 �12
�21 �22

!
(9:1)

Where �1; �2 are the errors on the measurement X1; X2 respectively and �12 =

�21 = cov(X1; X2) is the covariance of the two measurements. The inverse matrix

M�1 is:

M�1 =
1

1� �2

0
@ 1

�21
� �
�1�2

� �
�1�2

1
�22

1
A (9:2)

where � = cov(X1; X2)=�1�2 is known as the correlation coe�cient. We shall denote

M�1 as in Eq. 9.3 for convenience.

M�1 =

 
a11 a12
a12 a22

!
(9:3)

The �2 of the two measurements can be constructed as:

�2 = (X �X1)
2a11 + 2(X �X1)(X �X2)a12 + (X �X2)

2a22 (9:4)
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The derivative of the �2 with respect to X is:

@�2

@X
= 2(X �X1)a11 + 2a12(X �X2) + 2a12(X �X2) + 2a22(X �X2) (9:5)

Setting @�2=@X = 0, we �nd the formula, Eq. 9.6, for the best estimate of X.

X =
X1a11 +X1a12 +X2a12 +X2a22

a11 + 2a12 + a22
(9:6)

Plugging a11; a12, and a22 into Eq. 9.6, we get:

X =
X1(

1
�21
� cov(X1;X2)

�21�
2
2

) +X2(
1
�22
� cov(X1;X2)

�21�
2
2

)

1
�21
� 2 cov(X1;X2)

�21�
2
2

+ 1
�22

(9:7)

The error in X is obtained from Eq. 9.8[43]:

�X2 = ~DMD (9:8)

where D is the derivative vector calculated from the transformation, Eq. 9.6, and ~D

its transpose.

D =

 
@X=@X1

@X=@X2

!
(9.9)

=

0
B@

a11+a12
a11+2a12+a22

a22+a12
a11+2a12+a22

1
CA (9.10)

Once we know the covariance between the two measurements, we can easily

combine the measurements using Eq. 9.7. The associated error is obtained from

Eq. 9.8.

The issue is how to calculate the covariance of the two measurements. We shall

assume that the two measurements are positively correlated and the covariance of

the two experiments is the common error squared. We can justify this in following

situation.

Suppose we have two measurements, X1 and X2. Their errors are �1 and �2

respectively. Assume the common error �c is the same as �2. This implies that
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�1 > �2. Common sense tells us that we should just use the second measurement,

X2, as the combined result, since it contains no additional error of any kind. If we

impose this condition on Eq. 9.7, we require the coe�cient of X1 to be zero:

1

�21
� cov(X1; X2)

�21�
2
2

= 0 (9:11)

We �nd

cov(X1; X2) = �2c (9:12)

Substituting this in Eq. 9.7, we �nd a simple expression for X:

X =
X1(�22 � �2c ) +X2(�21 � �2c )

�21 + �22 � 2�2c
(9:13)

The result is to weight the experiments with the uncorrelated errors. We shall

use Eq. 9.13 and Eq. 9.8 to evaluate the world average W mass and its error in the

following sections.

9.0.5 The World Average W Mass

Combining the Electron And Muon Channels From the CDF 1991 Ex-

periment.

We use

Me = 79:91GeV M� = 79:90GeV (9:14)

�e = 0:465 GeV �� = 0:620GeV �c = 0:17GeV (9:15)

in Eq. 9.13 and Eq. 9.8. We �nd

Mcdf1991 = 79:91� 0:39GeV; (9:16)

the result presented by CDF in their publication[36].
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Combining the Electron And Muon Channels From the CDF 1994 Ex-

periment.

Use

Me = 80:47GeV M� = 80:29GeV (9:17)

�e = 0:29GeV �� = 0:30GeV �c = 0:14GeV (9:18)

in Eq. 9.13 and Eq. 9.8 to obtain

Mcdf1994 = 80:384� 0:231GeV: (9:19)

This, again, is the result obtained by CDF[39].

Combining The CDF 1991 And UA2 1992 Results: Mcdf;ua2

The masses and their errors are:

Mcdf1991 = 79:91GeV Mua2 = 80:37GeV (9:20)

�cdf1991 = 0:39GeV �ua21992 = 0:37GeV �c = 0:08GeV (9:21)

and the combined result:

Mcdf;ua2 = 80:142� 0:274GeV (9:22)

The CDF 1994 And The D� 1993 Combined Result: Mcdf;d0

We use

Mcdf1994 = 80:384GeV Md0 = 79:86GeV (9:23)

�cdf1994 = 0:231GeV �d0 = 0:40GeV �c = 0:08GeV (9:24)

in Eq. 9.13 and Eq. 9.8 and �nd:

Mcdf;d0 = 80:268� 0:205GeV (9:25)
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The World Average W Mass.

Finally, with

Mcdf;ua2 = 80:142GeV ; Mcdf;d0 = 80:268GeV (9:26)

�cdf;ua2 = 0:274GeV �cdf;d0 = 0:205GeV �c = 0:08GeV (9:27)

we obtain

M = 80:22� 0:17GeV (9:28)

9.1 Constraints On Standard Model Parameters

We discussed in Chapter 2 the correlation between the top quark mass and the W

mass. Fig. 9.1 shows again the correlation between the top quark mass and the

W mass for di�erent values of the Higgs mass with the constraint from the world

average W mass and its error shown as a horizontal band. Electroweak radiative

corrections, perturbative O(��s) contributions, and tt threshold e�ects ( the Greens
function approach) are incorporated[40]. Using the world average W mass, we get

Mtop = 158� 28+19�15GeV; (9:29)

where the last error is due to the Higgs mass with 250 GeV as its central value, 60

GeV as the lowers limit and 1000 GeV as the upper limit.

9.2 Prospects for Improving Upon the Current Mea-

surements

We have reported a preliminary measurement of the W mass using electrons in the

central calorimeter, j�j � 1:1. As the analysis progresses, we expect to reduce both

scale and systematic errors. We will add W and Z events with electrons detected in

the end calorimeters. This will reduce the statistical error.
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Figure 9.1: The correlation between the W mass and the top quark mass. Various

curves from top to bottom correspondent to Higgs masses MH =60, 100, 250, 600,

and 1000 GeV respectively. The middle horizontal line indicates the world average

value of the W mass. The upper and lower horizontal lines indicate the one sigma

error on the world average.
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In the current Tevatron run, Run I(b), which started toward the end of 1993, we

expect to quadruple the data. Since scale and systematic errors depend primarily

on the number of Z events, we shall be able to reduce the scale and systematic

errors, as well as the statistical error, with the larger data sample. The statistical

error will be approximately 50-80 MeV. We expect the total error to be in the range

from 100 - 150 MeV. When combined with other W mass measurements, and the

observation of the top quark and the measurement of its mass, this result will lead

to even tighter constraints on the Standard Model.
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