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Abstract

The D0 Experiment (E-740) is located at the Tevatron of the Fermi National Accel­

erator Laboratory (Fermilab). As one of only two general-purpose experiments situated

to take full advantage of pp collisions at a center-of-mass energy of 1.8 TeV, D0 occu­

pies an important position in the investigation of fundamental interactions at high en­

ergies. One of the main tools of the D0 experiment is the calorimeter, which is used to

measure the energies and positions of electromagnetic particles and hadronic jets (rem­

nants of constituents produced in pp collisions at large transverse momenta). To be of

value, calorimeters must be calibrated using particles of known energy. Electrons and

hadrons traversing calorimeter modules of the D0 detector were studied in a special

test beam during the period between July 1991 and January 1992. A subset of the col­

lected data is used here to improve the ability to measure the energy of hadronic jets.

Using hadron data in the energy range 7.5-150 GeV, we optimize single-particle

hadron energy resolution by varying the different layer weights (sampling weights) of

the calorimeter that are used to parameterize the energy of incident particles. We find

that through such optimizations we can achieve a 10% improvement in the energy reso­

lution of single hadrons, and that this improvement is reduced to only about 3% when

the weights are restricted to be energy-independent, position-independent, and fixed to

the value that produces the best single-electron resolution. We observe that optimiza­

tion causes the relative electronJhadron response to depart from unity, which suggests

that weights based purely on energy loss through ionization (dE/dx), may be more

suited for measuring jet energy, because they appear to produce a relative elec­

tronJhadron response ofthe calorimeter that is closer to unity.

Using predictions from parton fragmentation, we then assemble electron and

hadron events in the energy range between 2 GeV to 150 GeV into jets of energy be­

tween 15 GeV to 225 GeV. These jets should be very similar to jets observed at D0. We

find that optimizing layer weights can improve the resolution of such simulated jets by

a significant amount 00-15%) over that found using weights proportional to dEldx. Our

results can be used to develop techniques that could also improve the energy resolution

ofjets observed in D0.

Chapter 1.

Chapter 2.

Chapter 3.
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Chapter 1.

Introduction

It was Democritus who first speculated on the possibility of the smallest possible

particle, which he called the atom. Although science has applied that label to an object

that is now known to be made of even more fundamental particles, the concept of hav­

ing a smallest possible unit of matter still entrances us all. Particle physics is based on

such concepts, and it involves the investigation of the properties of the most fundamen­

tal particles, forces, and interactions that make up the universe. The origins of this

field can be traced to experiments such as those of Curie, Thomson, and Rutherford,

whose groundbreaking research into the nature of radiation and matter has laid the

foundation for the more sophisticated modem investigations.

In this search for yet smaller, and thus more fundamental, particles, it has been

necessary to develop methods to probe the fine structure of matter. It is important to

investigate not only normal and stable matter, but also particles that are rarely, if ever,

observed in nature. The best way to probe these issues is through the use of particle

accelerators, and the only way to measure the results of the interactions produced by

accelerators is through modem detector techniques.

The Fermi National Accelerator Laboratory in Batavia, Illinois, USA, is the site of

the Tevatron, currently the world's highest-energy particle accelerator. The Tevatron is
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capable of boosting protons and antiprotons to an energy of 0.9 TeV, producing collisions

with a center-of-mass energy of 1.8 TeV. This very powerful device provides an environ­

ment in which much important physics has been performed in fixed target experiments,

and, as the collider detectors CDF and D0 mature, even more exciting discoveries may

be forthcoming. Investigations are underway to provide precise tests of the Standard

Model, the latest modem view of matter, and to search for fundamental particles that

are predicted, but not yet observed, such as the top quark and the Higgs boson. Also, if

the Standard Model is to prove inadequate, the Tevatron is the most likely existing tool

that can provide evidence for any departures.

The D0 experiment, as one of only two general-purpose collider experiments

equipped to take full advantage of the collision energies available at the Tevatron, occu­

pies an important position for testing the Standard Model. However, the D0 detector

would be of little use if an accurate calibration of its response were not available. In

order to fully calibrate the detector, and to obtain a complete understanding of its op­

eration, a fixed-target test beam was set up on the Neutrino West Beamline at Fermi­

lab. At the test beam, various modules of the D0 calorimeter and components of the

tracking system were placed in a beam of particles of known energy and trajectory,

thereby allowing a complete investigation of detector response that could be used to

simulate interactions expected in the D0 collider experiment.

This dissertation is concerned with various aspects of the measurement of the reo

sponse of the D0 calorimeter to particles in the test beam, and with ways to extend that

information to the study of multiparticle jets. The remainder of this chapter will out­

line the historical and theoretical development of the Standard Model, and describe

some of the physics options for D0. Chapter 2 will present the basic concepts of calo­

rimetry, which provides the principal investigative tool for D0. A description of the D0

detector is given in Chapter 3, and Chapter 4 describes the apparatus at the D0 test

beam. Chapters 5 and 6 present the results of analysis of the test·beam data that are

needed to provide optimized use of the 00 detector for the measurement of the energies

of hadronic jets. Finally, Chapter 7 contains the conclusions that can be drawn from

this analysis. Information on the D0 test-beam Particle Library and the test-beam

3

Transporter system, subjects to which I have made major contributions, are provided in

appendices for future reference.

1.1 The Fundamental Constituents of Matter

In the 1800s, the atom was presumed to be the most basic building block of all mat­

ter. With the verified existence of nearly a hundred different elements, and hence dif­

ferent atoms, matter seemed to be made ofa very complex set of fundamental particles.

At the turn of the century, J. J. Thomson discovered electrons: charged particles

whose charge-to-mass ratio was much greater than that for ions. This introduced the

possibility that atoms were composed of many of these smaller, negatively charged par­

ticles, each balanced out with corresponding positive charges. Then, in 1911, Ruther­

ford and his colleagues published results in which (X particles were scattered from thin

metal foils. From the observed scattering distribution it was apparent that atoms were

composed mostly of empty space, and a small, massive, positively charged nucleus. A

more complete model of the atom was proposed in the 1930s (after the discovery of the

neutron), in which matter is composed of a small number of subatomic particles: elec­

trons, protons, and neutrons.

Subsequently, however, new particles were observed in cosmic rays and in experi­

ments in early particle accelerators: positrons, muons, pions, kaons, hyperons, etc. The

group of particles that had strong interactions (including protons and neutrons) were

called hadrons. Since all of these particles appeared to be indivisible, it seemed that

they were all elementary. However, as hundreds of hadrons were soon identified,

scientists were again faced with a bewilderingly large number of fundamental constitu­

ents of matter.

In order to account for the huge array ofhadrons, Gell_Mann[lJ (and, independently,

G. Zweig)[2J in 1964 attempted to describe them as composites of a smaller number of

even more fundamental constituents, which Gell-Mann termed quarks. Soon experi­

mental results began to support this theory. Deep inelastic scattering experiments

were performed in the late 1960s, in which high-energy electrons were scattered offpro­

tons and neutrons. This was known as "deep" scattering because, through the uncer-
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tainty principle, the high momentum transfers from the incident electrons to the target

provided "deep" probes into the structure of the nucleon. The distribution in the angles

of the inelastically scattered electrons suggested that the electrons collided with point­

like charged objects (which were termed partons) that resided within the nucleon. Soon

Gell-Mann's quarks became identified with these partons (both quarks and gluons).

Today it is recognized that there are a relatively small number offundamental par­

ticles that are described by the Standard Model, and that quarks and gluons are con­

stituents of all hadrons.

1.2 The Standard Model

The Standard Model is based on a gauge theory, and has its underpinnings in the

GIashow-Weinberg-Salam (electroweak) theory, which describes the behavior of the uni­

fied weak and electromagnetic interactions, and in Quantum Chromodynamics (QCD),

which describes the behavior of strong (color) interactions.

Gauge theories contain force-mediating bosons to transmit interactions. QED uses

a simple U(I) group to describe the electromagnetic force through the exchange of mass­

less photons. Electroweak theory expands this to the SU(2)I8iU(I) group to account for

the existence of three additional massive intermediate lJector bosons (!VBs) as the car­

riers of the weak force. These bosons correspond to the charged W+ and W-, and to the

electrically neutral ZOo Finally, QCD involves the color SU(3) group, which contains an

octet of color-charged gluons that carry the strong force. The Standard Model, com­

bining electroweak theory and QCD, involves the SUc(3)I8iSUw(2)I8iUQ(I) group to de­

scribe the existence of all of these force mediators. (C refers to color, W to weak isospin,

and Q to electric charge, the symmetries pertinent to the Standard ModeL)

1.2.1 Fundamental Particles in the Standard Model

The Standard Model describes matter as consisting of two types of point-like, spin

1/2 fermions: quarks and leptons l31 . These come in at least three different groupings,

or families. The Standard Model does not constrain the number offamilies of particles,

so the possibility of having additional leptons and quarks cannot be excluded. Interac-

5

tions among all these particles are described in terms of the transfer of a third type of

field particle: the gauge boson.

The properties of the fundamental particles are given in Table 1.1. The fundamen­

tal fermions are arranged in the form ofweak-isospin doublets.

Table 1.1 Fundamental Particles

Color Electric Weak
charge Charge Hypercharge

(d) (~) (~)
(r,g,b)

( +2/3) 1Quarks I r,g,b -1/3 3

Leptons I e:) (~) (i) - (-?) - 1

There are six different leptons: electron, electron neutrino, muon, muon Mutrino,

tau, and tau Mutrino, and all are subject to the weak force. The charged leptons couple

to the electromagnetic force, but no leptons are affected by the strong force. The weak

hypercharge Y of the doublets is related to weak isospin I and charge Q through the re­

lation Y=2(Q-I~.

Only five of the six quarks have been detected thus far: up, down, charm, strange,

and bottom. A sixth quark, the top, is expected to have a mass of about 165 GeV,141 and

is being sought for assiduously. Each quark has fractional electric charge, and a strong

charge (called color), which can take the values red (r), blue (b), or green (g). Quarks

appear to be confined within hadrons, of which there are two kinds: baryons and

mesons. Hadronic matter consists of quarks in color-neutral combinations, Le., a quark

and an antiquark (mesons), or three quarks, all of different color (baryons). Two quarks

can occupy the same energy state within a hadron, but only if they have different color

charges. The u (up) and d (down) quarks make up essentially all matter that appears in

the universe. Protons consist of two u and one d quark, and neutrons contain two d and

one u quark.

The properties of the three types of force-mediating (spin-one) gauge bosons in the

Standard Model are shown in Table 1.2. Although normal gauge theories predict only



6 7

massless intermediate vector bosons, mass can be generated by a mechanism known as

spontaneous symmetry breaking. This mechanism requires the presence of a new spin­

zero field, or particle, known as the Higgs, which has yet to be observed. [51

1.2.2 Fundamental Interactions in the Standard Model

The experimentally observed interactions are accounted for accurately in the Stan­

dard Model. The electromagnetic force has infinite range and follows an inverse­

squared law. The infinite range is related to the fact that the force-mediating photons

are massless. The weakening of the electromagnetic coupling with distance of

separation is explained by higher-order effects such as vacuum polarization, which is

the screening of electric charge by virtual particle-antiparticle pairs. [51

The weak force has an extremely short range, and seems to be far weaker than the

electromagnetic force (at low momentum transfers). The short range of the weak force

can be explained by the large masses of the force·mediating IVBs. The large masses of

the Wand Z limit the distances they can propagate. At extremely short distance (or

large momentum transfers), the electromagnetic and weak forces become comparable in

strength. The weakness of the weak force relative to the electromagnetic force in

1.3 Testing the Standard Model

particle decays is accounted for merely by the momentum-transfer scales of the interac­

tions. The link between the electromagnetic and weak forces provides the basis for uni­

fication of the electromagnetic force and the weak force in electroweak theory.

Quarks, bound by the strong color force within a hadron, exhibit the behavior

known as asymptotic freedom. At extremely close ranges, the strong force seems to have

essentially no effect on the binding of the quarks; that is, at large momentum transfers,

they appear to be free within the hadrons. As the separation between quarks is in­

creased, however, the force becomes far stronger than for electromagnetic interactions.

As the quarks are separated yet more, the potential energy of the system becomes so

great that quark-antiquark pairs are generated spontaneously, and form new hadrons.

In this way, "free" quarks are never observed. This description of the strong force is

used in calculations in perturbative QCD, where extremely close ranges (or, equiva­

lently, extremely high momentum transfers) correspond to small coupling constants in

interactions (see Sec 1.3.2).

The surprising result that the strong color force becomes weaker asymptotically is

well accounted for in QCD. It has origin in the fact that QCD corresponds to a non­

Abelian gauge theory, while QED is Abelian. The non-Abelian nature of the gluon fields

allows them to couple (that is, g H g + g), while one photon cannot split into two (even

virtually). Thus gluon interactions provide terms that cancel the reduction of coupling

at large distances that holds in QED, and, in fact, produce just the opposite effect.

Although the Standard Model provides an excellent description of all fundamental

processes, it contains many free parameters. Quantities such as particle masses,

coupling constants, and mixing angles must be determined experimentally. The Stan­

dard Model relates the various parameters, and makes predictions that must be tested

thoroughly. Experimental elementary particle physics addresses these issues, and the

most important facilities for such tests involve particle accelerators.

o

o

o
:tl

Electric
Charge

o

o

rb, r'g, bg
br, gr. gb

(rr-bb)

V2
(rr+bb-2gg)

V6

og

Table 1.2 Force-Mediating Hosons

Color
Charge

Gluons

Mass
Bosons I Symbol

(GeVlc2)

Photon y 0

Intermediate
Vector ZO 80.22%0.26
Bosons W~ 91.173%0.020
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Figure 1.1 Example ofprotonaantiproton collision involving constituent
quarks (q) and mediating gluon. (g).

The scattered partons undergo a process known as fragmentation, in which they

evolve into hadrons. Since fragmentation involves primarily low-momentum trans­

fers,I7J the end result is frequently the production of aiet of tightly collimated particles,

In collisions involving the color force between a proton and an antiproton, a quark

or gluon from one scatters from a quark or gluon from the other (Fig. 1.1). The remain­

ing spectator partons continue on (although they also participate in the interaction

because of the overall need to conserve color and to produce only color-singlet hadrons).

1.3.2 Perturbative QCD

QCD, just like QED, contains a fundamental coupling constant (a.) in the QCD La­

;:rangian. The coupling constant in QED (Clem) describes electromagnetic interactions,

md is a function of distance (or, equivalently, momentum transfer) in such a way that

:he strength of the electromagnetic force increases as the momentum transfer increases.

[n QCD, however, the coupling gets weaker as the momentum transfer increases, an

lffect which (as has been indicated) can be attributed to the self-coupling of the color­

:harge-carrying gluons.

The QCD Lagrangian, again just as in QED, must be dealt with in terms of a

lerturbative expansion in the coupling constant as in order to provide predictions that

:an be compared with physical results. Divergent integrals that appear in certain

;erms of the expansion are renormalized, that is, combined into terms such as physical

nass and charge of particles. [6J The result is that the 'infinities' are replaced in the

heory by finite physical values of these parameters, which are determined experimen­

:ally.

Effectively, perturbative QCD applies renormalization through the introduction of a

nass or momentum scale A that appears in the leading order definition of the coupling

with total energy approximately equal to that of the initial parton. Although partons

cannot be observed directly, a measurement of the energies of these jets can give a good

indication of the parton energies.

Additional gluons or quark-antiquark pairs can be produced before fragmentation

occurs, resulting in more jets. The cross section of each different final state is basically

the probability of seeing that fmal state. For example, the initial or the scattered

parton can radiate a gluon. Such effects usually decrease the cross section for any final

state, because each higher-order contribution involves an extra multiplication by the

strong-coupling parameter (a.), and thus the probability of seeing this final state is

correspondingly reduced. The cross sections for different processes can be calculated

using the electroweak theory or QCD (using a perturbative expansion, see Sec. 1.3.2),

and compared to the experimental results. This comparison can then be used to check

the validity of the Standard Model or to measure its parameters.

Iip

1. A comparison of data with QCD predictions at very high transverse
momenta.

2. The identification of a heavy top quark and a measurement of the
top quark mass.

3. The identification of the triple electroweak gauge coupling through
measurement of radiative W decays.

4. Precision measurements of the W mass.
5. Searches for new high-mass particles for investigating physics be­

yond the Standard Model.

1.3.1 Collider Physics

Accelerators are used to investigate fundamental phenomena by colliding particles

with either a fixed block of matter (fixed-target experiments) or with other particles

that are traveling in the opposite direction (collider experiments). In most accelerators,

the primary particles are either electrons or protons; this is mainly because they are

stable and readily available. Hadron colliders, such as the Tevatron, offer important

ways to explore the validity of the Standard Model. (6
) For example, hadron colliders are

very well suited for the following possible studies:
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constant:

a - 12n
s - (33-2n,)ln(Q2/ A2) (1.1)

sion (proportional to as3) involve three-parton fmal states, such as two quarks and a

gluon from one of the parent quarks. Increasingly more complex final states are de­

scribed by increasingly higher terms in the expansion. Several other higher-order proc­

esses are shown in Fig 1.3.

g

g

g

Higher order proceIlee

g

q

g

g

Figure 1.3 Eramples ofhighsr order processes

Ne:lt-to-leadmR' order a.a proeeaaell

q~:
q q

q~g

q g

o(pp .... 2jets) =~ j jdxadxJa/p(Xa,Q2)!b/P(Xb,Q2;'Cab .... 2jets) (1.2)
ab

Here q is the magnitude squared of the momentum transferred in the collision, %i

is the fraction of the total hadron momentum carried by parton i at a given q, tilh is

the parton distribution function, which gives the probability that parton i carries a mo­

mentum fraction %i of hadron h, and ~ is the cross section for the fundamental subproc-

In order to fully test QCD, the theory must be compared with experimental data in

the energy regions where the perturbative expansion is valid. Various tests are readily

performed at hadron colliders, such as a measurement of the inclusive jet cross section,

a measurement of the dijet mass spectrum, multi-jet production, and the longitudinal

distribution ofjet production.

For example, the two-jet cross section for a fundamental process to be observed at

hadron colliders can be written to first order as follows:

g .p~ .1:>- g

.~g

g T 't' g q g

q x q g
V~ q/

q q
g

Figure 1.2 E18.II1ples of some lowest-<>rder a,' QCD proce....

where q is the magnitude of the square of the four-momentum transfer in the scatter­

ing, and ntis the number of flavors appropriate to the process in question. The value of

A, and therefore as' must be determined from experiment. Since the perturbation ex­

pansion does not converge rapidly for large a. (that is, low q), QCD is best explored at

high energies where high momentum transfers are possible. Additionally, it is useful to

select events with large transverse momentum (PT)' because these events correspond to

collisions at short distances, and therefore high q.
In the perturbative expansion of QCD, higher-order terms in the cross section corre­

spond to more complex final states. For example, a two-parton final state, which is the

simplest possible interaction, is described by the leading-order term in the expansion.

Therefore, the cross section for a "two-to-two" scattering is proportional to a/. Several

Feynman diagrams of two-parton final-state processes are show in Fig. 1.2.

Since each additional gluon coupling in a QCD interaction contributes terms pro­

portional to vas in the amplitude, the next-to-Ieading order (NLO) terms in the expan-
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These processes are observed through:

Figure 1.4 ii production processes

ess of the scattering of constituent partons a and b. The sum is over all colors and fla­

vors of quarks and gluons, and the integrals are over the ranges of the xi' This cross

section can be calculated and compared with experimental measurements.

Most of the relevant measurements rely upon accurate determinations of jet angle

and energy, and uncertainties in jet production cross sections at hadron colliders are

primarily due to limitations in jet energy measurement,l61 as well as from the algo­

rithms used to measure jets. Theoretical uncertainties arise from a lack of knowledge of

parton distribution functions, which are usually determined in deep inelastic scattering

experiments at low fI, and then extrapolated via QCD to the relevant range of kine­

matics. lsl

ij

q ~:
g'AA~A __ / t

g~,

::L t

The predominant interaction through which top quarks are expected to be produced

at the Tevatron is through the gg fusion process, or a qq interaction via an intermediate

gluon, as shown in Fig. 1.4.

and have deduced that the mass of the top is mt > 45.8 GeV/c2• In addition, combining

results from several LEP experiments, and using radiative corrections from the Stan­

dard Model, a theory-dependent prediction of the top mass is available at mt =165 ± 25

GeV/c2•14J

1.3.3 Search for the Top Quark

The discovery of the top quark would lend considerable validity to the Standard

Model, and finding the top quark is therefore one of the highest priorities in high energy

physics. Several experiments have placed quite stringent limits on the top mass.

Electron-positron collider experiments at LEP and SLC have placed limits on the

mass of the top quark using the interaction:[S]

where X refers to anything else, and where the Ws are real or virtual, depending on the

top mass. The bs produce hadronic jets, and each of the Ws can decay into either a

charged lepton and a neutrino, or into two quarks (which are seen as hadronicjets).

The mode that yields the cleanest signature involves the leptonic decay of both Ws.

Here the backgrounds from QCD are smallest and, since the resolution of most detec­

tors is quite good for charged leptons, they can be easily measured with high precision.

This channel is characterized by the presence of two b-jets, two high-PT charged leptons

(ee, eli, or 1iIi), and missing ET from the two neutrinos. Unfortunately, the branching

ratio for this process is quite low (about 5%), so the yield is small.

A much higher rate (30%) exists for a semi-Ieptonic decay, or where only one of the

Ws decays into a charged lepton and the other into two quarks. This process is marked

by two b-jets, 2 quark jets from the W, an isolated high-PT charged lepton (e or Ii), and

missing ET from one neutrino. Unfortunately, the background for this channel, namely

W bosons produced in association with jets, is quite high. This background can be re­

duced by identifying a b-quark in the final state, which would not be prevalent in the

jets of the background events. Since the b is identified through its lifetime or its transi-

(1.4)
pp-tt+X

t .... bW+, t .... bW-

(1.3)e+e- - tJ - tt
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The estimates for this mass scale are much larger than is currently reachable in

any foreseen accelerators: typically, the prediction is about 1015 GeV/c2J121 mtimately,

all four forces (including gravity) might be included in the unification, but that would

require a yet higher mass scale.

One of the most popular theories that proposes to provide unification is supersym­

metry (SUSY). SUSY predicts that every fundamental particle is associated with an­

other whose spin differs from the first by 1/2 unit. Thus, every fermion (boson) has a

boson (fermion) superpartner with identical quantum numbers except for spin. This

provides a means for canceling divergences in virtual loops for each particle by its SUSY

partner, thereby accounting for one of the biggest mysteries in unification, namely the

difference between the unifying scale and the masses of the fundamental objects.

SUSY introduces a new quantum number, which is called R·parity, with:

where B is baryon number, L is lepton number, and S is spin. R is +1 for natural parti­

cles, and -1 for supersymmetric partners (SSPs).181 Assuming R.parity conservation

(which is not required by the theory), an obvious prediction of SUSY is that SSPs must

be produced in pairs, all SSPs must decay into other SSPs, and the lightest SSP is sta­

ble. If the lowest mass object is weakly interacting (e.g., the photino), then the cross

section for events with substantial missing ~ would be observed to be anomalously

large.

Since no SUSY partners of the known fundamental fermions or bosons have been

observed, there is as yet no evidence for SUSY. The search for SUSY particles is there.

fore a very important goal of experiments at the Tevatron, and both CDF and D0 are

pursuing an active program along these lines. Channels for investigating SUSY at

hadron colliders involve multi-jet events from direct production of SSP pairs, and

searches for an excess of events with a large amount ofmissing E
T

•[6J

tion into a lepton, b-detection is highly dependent on the ability to identify charged lep­

tons or short-lived particles. However, because the charged lepton from b-decay usually

appears in the middle of a b-jet, this process is only useful when the lepton is a muon;

that is, if the jet can be contained in the high-density material of the calorimeter, the

muon can then be detected downstream of that. Finally, although the channel wherein

both Ws decay hadronically corresponds to 44% of the total rate, the jet combinatorics

and the multijet QCD background to this mode is exceedingly large.

Using a combination of the first of the above two channels, CDF has produced the

best limit thus achieved on the top mass: mt > 91 GeVlc2 at a 95% confidence level,[lOl

assuming couplings of the Standard Model. These results bear out the expectation that

hadronic collider experiments at the Tevatron are very well suited for finding the top.

With increasing luninosity at the Tevatron, there is hope that this search will soon be

successfully concluded.

1.3.4 Searches Beyond the Standard Model

Although the Standard Model is quite successful in describing the phenomena ap­

parent at low energies, it seems unlikely to be the 'ultimate' complete theory. There are

several reasons for this:[lll there are too many parameters that must be determined

experimentally; there is no apparent reason why the gauge group happens to be

SU(3)~SU(2~U(I); there is no reason why there are several different gauge couplings,

or why the fermion masses have their particular values; etc. Although the Standard

Model correlates the experimentally observed features, a more elegant theory would

also explain their origin. The search for more complete Grand Unified Theories (GUTs)

is an attempt to find a more appealing theoretical solution.

One of the common threads in GUTs is the idea that all forces can be unified at

some very high mass scale. At such a scale, the groups SU(3), SU(2), and U(l) could be

shown to be merely subgroups of a larger symmetry that would be unbroken at higher

energies. In this way. the three forces encompassed in the Standard Model could be

unified much in the way the electromagnetic and weak forces have been unified in the

electroweak theory. Essentially, the goal of GUTs is to seek a formulation that, at some

mass scale M, has:

a em (M
2

) = as (M2)

R = (_1)-3B+L+7S

(1.5)

(l.6)
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Chapter 2.

Calorimetry

One of the most powerful and versatile types of high-energy particle detectors is the

calorimeter. Calorimeters are basically blocks of material in which particles can inter­

act and deposit a fraction of their energy. The deposited energy can be sampled, and

thereby provide a measure of the total deposited energy. Calorimeters usually have suf­

ficient depth of material to contain essentially the total energy of an incident hadron.

The D0 detector (which will be discussed in detail in Chapter 3) relies upon calo­

rimetry for measuring energies of jets and isolated electromagnetic showers (produced

by electrons, direct photons, etc.), In order to understand the operation and perform­

ance of the calorimeter, a test beam was constructed (see Chapter 4) for the primary

purpose of studying the energy response and position resolution for both leptons and

hadrons, as well as such issues as stability, gain and pedestal variations in individual

channels of the calorimeter. This dissertation is focused on using the test-beam data to

improve the overall response of the D0 detector to jets. In order to properly interpret

and apply the calorimeter signals observed at the test beam, it is important to have a

good understanding of the principles of calorimeter detectors. This chapter, which fol­

lows closely the development given in Wigmans,l13l presents a general outline of calo­

rimetry and its use in elementary particle physics.
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Calorimeters have several properties that make them well suited to experiments at

high energies:113J

1. Sensitivity to the energy of both charged and neutral particles - a
feature clearly not obtainable using detectors that rely solely on a
magnetic field for energy determination.

2. Particle discrimination from differences in shower development for
different kinds of particles.

3. Precision of measurement that improves with increasing energy. a
vital feature at the high energies of the Fermilab Tevatron.

4. A calorimeter depth needed to contain showers that increases only
logarithmically with energy, so it is possible to construct compact
calorimeters that will contain even the highest energies at the Teva­
tron.

5. No magnetic field required to obtain energy measurements.
6. Flexibility in segmentation that can provide precise position resolu­

tion.
7. Fast response times (less than 50 ns) • an issue of great importance

at the highest luminosities.
8. Energy information that can be used for on-line selective triggering

as well as omine reconstruction, thus increasing data rates and re­
ducing storage of uninteresting events.

Combining the above features, calorimeters can be designed to investigate the most

fundamental physics issues. In particular, by surrounding the interaction region with

calorimetry, such devices can be used to measure any missing transverse energy that

would signal the production of neutrinos or similarly weakly interacting SUSY parti­

cles. Also, due to their ability to measure hadronicjets. calorimeters can provide impor­

tant information about predictions of QCD.

2.1 Interactions Within a Calorimeter

Particles deposit energy within a calorimeter (or within any type of matter) by in­

teracting electromagnetically and hadTonically. Electromagnetic interactions involve

the photoelectric effect, Compton scattering, pair production, and ionization, and are

characterized by the radiation length of the traversed material. Hadronic interactions

are stronger and of short range, involve primarily strong interactions with atomic nu­

clei, and are characterized by the collision length of the material.
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2.1.1 Electromagnetic Interactions

Charged leptons lose energy in matter primarily through ionization and brems­

strahlung, or radiation of photons in the nuclear Coulomb field. Photons lose energy

primarily through the photoelectric effect, Compton scattering, and pair production.

Different effects dominate at different energies, depending on the type of particle and

the material that the particle is traversing. The energy dependence of cross sections for

interactions of electrons and photons in various types of matter is shown in Fig. 2.1.[141

At high energies, pair production and radiation dominate electromagnetic processes,

both of which involve multiplication of electromagnetically-interacting particles.

below the critical energy Ec' the energy at which the primary energy loss mechanisms

change from radiation to ionization loss. That is, as long as the particles within a

shower have average energy greater than Ec' the shower continues to grow both spa­

tially and in particle number. When the average energy of the particles becomes less

than the critical energy, the shower begins to diminish as the shower particles lose en­

ergy by ionization and eventually come to rest (or annihilate if they are positrons).

Muons with energies below ~ 1 TeV lose energy mostly through ionization and

therefore produce relatively narroW paths of energy deposition in the calorimeters. En­

ergy loss through ionization can be calculated in terms of the mean energy loss per unit

path length, or <dE / d:c>, by the Bethe-Bloch formula:[15J

(2.1)('f.) =4~-::zH2·t .r)- I]

where m is the rest mass of an electron, ~ =vIc is the particle's velocity relative to the

speed oflight in a vacuum, yis the particle's Lorentz factor (l_~2rIl2, Q=ze is the parti-

cle's charge, Z is the atomic number of the medium, 1 denotes the average energy

needed to ionize an atom in the medium, and n is the number of atoms per unit volume.

The units of dEldx are usually described in terms of MeV.cm2/g, which is obtained by

dividing Eq. 2.1 by the density of the traversed material, to obtain a material­

independent measure of the energy loss.

The value of <dE / dx> for relativistic muons initially falls with increasing energy,

and reaches a minimum near ~=0.96. At higher energies, <dE/d:c> undergoes a "rela­

tivistic rise", and levels off at about 2-3 MeV/g-cm2 in most materials. [13J Due to the low

rate of energy loss, the depth of material needed to contain muons is very large. Thus,

calorimeters are not designed to contain muons.
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Since the dominant energy loss mechanisms for both photons and electrons at high

energies involve particle multiplication, these particles produce electromagnetic show­

ers as they traverse matter. Thus showers develop until the energy of any particle falls

2.1.2 Hadronic Interactions

Since hadronic interactions are dominated by the strong force, they are much more

difficult to predict than electromagnetic interactions. Although the energy deposition
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Figure 2.2 Responses ofhadronic and electromagnetic components

(a), for which e I h = 2.0, the observed energy will be sensitive to the relative fractions of

energy in the hadronic and electromagnetic components. Specifically, the energy will

differ by a factor of two for showers that are either purely electromagnetic or purely

hadronic in nature.

Consequently, calorimeters that do not have similar response to the two compo­

nents of the hadronic shower will have a poorer resolution, due to variations in the rela­

tive magnitudes of electromagnetic and hadronic components of the shower. However,

the energy deposited in calorimeters of type (b) (e I h = 1.0) will on the average be pro­

portional to the sum of the incident energy of the hadron, independent of such vari­

ations. Thus, fluctuations in the relative fraction of energy in the two components will

produce a degradation in resolution in calorimeters of type (a), but will have a far

smaller effect on the resolution in calorimeters of type (b). Therefore, a calorimeter

with e I h close to unity will provide better inherent hadronic resolution.

In order to minimize this degradation in resolution, large departures in e I h from

unity should be avoided. This can be achieved by selecting materials that have the

property of compensating for invisible energy. Such calorimeters, which will be dis­

cussed in more detail in Section 2.2.3, are known as compensating calorimeters. Com­

pensating calorimeters effectively reduce the difference in the relative responses of the

electromagnetic and hadronic components of a shower in a calorimeter. Also, by the

also appears in the form of a shower similar to the electromagnetic case, the scales and

complexity are greater. Since the primary energy loss mechanisms depend upon multi­

ple interactions with atomic nuclei (and therefore the mean free path for nuclear colli­

sions), hadronic showers have greater spatial extent, both longitudinally and laterally.

Thus, the amount of material needed to contain a hadronic shower is correspondingly

greater than for an electromagnetic shower of the same incident energy.

The hadron must undergo an initial strong interaction at some point within the

calorimeter in order to start the transfer of its energy. The ensuing shower composition

is highly dependent upon the results of this initial interaction, in which the incident

hadron's energy is shared among produced hadrons, which can interact again further

downstream in the material. However, a significant fraction of the produced mesons de­

cay via the electromagnetic interaction (It°, 11). These particles, along with any photons

emitted in nuclear de-excitation, produce more local electromagnetic showers. The

shower produced by a hadron consists therefore of a sum of two contributions: a local­

ized electromagnetic part and a more extended hadronic part.

The electromagnetic component of the shower energy is deposited through the same

mechanisms as were described in Sec. 2.1.1. The hadronic component, on the other

hand, keeps propagating in the calorimeter, with a significant amount of its energy lost

through mechanisms that do not produce large signals (ionization energy) in a calorime­

ter. Also, a fraction of energy is spent in breaking up nuclei, and some is lost in decays

of,c and K', etc., into final states involving neutrinos and muons, which leave the calo­

rimeter. The amount of this lost or invisible energy can vary greatly from shower to

shower. Consequently, not only is the signal for the hadron response smaller than for

electrons or photons, but, in addition, fluctuations in the amount of detectable energy

cause a degradation in the energy resolution for the response of the calorimeter to the

hadronic component (hadronic response) as opposed to the response to the electromag.

netic component (electromagnetic response). The ratio of the mean electromagnetic reo

sponse of the calorimeter to the mean hadronic response is commonly known as e I h.

Figure 2.2 demonstrates two possibilities in the response of a calorimeter to the

electromagnetic and hadronic components of a hadron shower. In calorimeters of type

electromagnetic (a)

hadronic

/'{\

electromagnetic (b)

"

AT:
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same token, compensating calorimeters reduce the difference in response to electromag­

netically interacting particles (such as photons and electrons) and hadronically interact­

ing particles (pions, etc.).

It is important to distinguish between the relative response of a calorimeter to elec­

trons and to hadrons of same energy, as opposed to the value ofelh, which refers to the

ratio of the response of a calorimeter to the electromagnetic and hadronic components of

a hadron shower. Clearly, because an electron interacts only electromagnetically, the

relative electronlhadron response is related to e I h, but it does not have to be the same.

When elh is unity, then the relative electronlhadron response will also be unity; how­

ever, when e I h differs from unity, because the electromagnetic and hadronic fractions of

a hadron shower can vary, the electronlhadron response will also vary and will usually

differ from both e I h and from unity.

2.1.3 Mixed Interactions (Jets)

Since hadrons arise primarily from the fragmentation of constituents, the response

of a calorimeter to single hadrons is not as important for hadron collider experiments as

the response to a mixture of purely electromagnetically interacting particles and

hadrons (as found in a jet). Because a jet is composed of both kinds of particles, the jet

energy resolution will be optimal if the response to electromagnetically interacting par­

ticles is the same as the response to hadronically interacting particles, which, as we in­

dicated above, would hold if e I h were unity. Studies have shown that the relative elec­

tronlhadron response of a calorimeter can have the greatest detrimental effect on jet

resolution. [13J

Although jets are conceptually similar to single-hadron showers (because single

hadron showers also have electromagnetic and hadronic components), there are two im­

portant differences. First, there are fluctuations in the composition of the jet (between

hadronic and electromagnetic particles) that are due to the original partonic fragmenta­

tion that produced the jet. Since partonic fragmentation cannot be simulated at a test

beam, fluctuations in the products of this initial phase likewise cannot be simulated in

test beam data (such effects can only be calculated phenomenologically). Second, the

mixture of particles in a jet is established at the interaction point, rather than within
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the calorimeter's material. This can be used to improve jet resolution through the use

of separate electromagnetic and hadronic calorimeter sections, which can be accom­

plished by designing a front section with enough depth to contain electromagnetic show­

ers, and a subsequent section to contain hadronic showers. The electromagnetic section

can be chosen to obtain the best resolution for purely electromagnetic particles within

the jet, and the hadronic calorimeter for the best possible resolution for hadronic parti­

cles within a jet (recognizing that a substantial portion of the energy of a hadronic

shower can be deposited within the electromagnetic section).

2.2 Sampling Calorimeters

There are two main types of calorimeters: homogeMous and sampling. Homogene­

ous calorimeters are usually constructed of a single active material, namely material

that is sensitive to energy deposition throughout its volume. A lead-glass calorimeter is

an example of a homogeneous calorimeter. Sampling calorimeters, of which D0 is a

prime example, consist of alternating layers of active material and absorber. The ab­

sorber, which is usually an extremely dense material such as lead or uranium, gener­

ates showers that are propagated and sampled statistically in the active readout mate­

rial. Since active material is in general much less dense and more expensive than

materials such as lead or uranium, the volume and cost of homogeneous calorimetry is

often prohibitively expensive, especially for use at high energies. Sampling calorimetry,

on the other hand, can be constructed in a compact, efficient manner, allowing a cost­

effective method to contain high-energy showers.

The active layers in a sampling calorimeter can consist of any stable material that

can be made to ionize or scintillate. Examples include gases, plastic scintillator [poly­

methyl methacrylate (PMMA), or the polystyrene-based scintillator SCSN38l. silicon,

the warm liquid tetramethyl pentane (TMP), and cryogenic liquids such as argon or

krypton. Although energy deposited in the absorber is completely lost, and the fraction

deposited in the active material is small (usually less that 20%), the observed fraction

can be predicted to good precision, and thereby used to obtain the overall incident en­

ergy.
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2.2.1 Energy Measurement in a Sampling Calorimeter

Assuming that the amount of energy detected in the active material bears a linear

relationship to the total energy, the total energy of an incident particle can be estimated

through Eq. 2.2:

X
E

k =a2:-Pi LiJc
i

(2.2)

2.2.2 Energy Resolution of a Sampling Calorimeter

Since the energy in a sampling calorimeter is measured on a statistical basis, fluc­

tuations are expected about the predicted mean response, which contributes to the reso­

lution of the detector. The resolution of a detector is also affected by contributions from,

for example, electronic noise, background radiation, and the dependence of response on

the nature of incident particles. The ratio of resolution to the mean response can be ap­

proximated by the following equation:

where L k
j

is the signal observed in the jth active readout layer, and X is the number of

readout layers in the calorimeter. The sampling weights ~i and the scale factor a are

described below.

The relative sampling weights ~i in Eq. 2.2, reflect the contribution of the different

layers to the energy deposited in the active material:

Here, Ffactive is the total energy deposited in the active material, and Eiabsorber is the

total energy deposited in the absorber material for the jth layer of the calorimeter.

Eitotal is the sum of the energies deposited in both active and passive parts, which is the

total energy deposited in the jth layer. The sampling weights are expected to be in­

versely proportional to the sampling fractions for energy deposition through ionization

«dEldx», which are found by assuming that all particles are minimum-ionizing

(MIPs). This is given essentially by Eq. 2.1 when ~3. Because of non-linearites in re­

sponse, these dE Idx weights are only approximately correct for any given calorimeter.

The energy scale factor a for the calorimeter is found by studying the response of

the calorimeter to particles of known incident energy, usually in a test beam. After this

calibration is established, a is used to convert the readout units (e.g., ADC counts from

analog-to-digital converters) to units of energy (GeY).

Pi
j

E total

E!.cn.e
E!.cn.e +E;bforber

E~..

(2.3)

~=d+~+~ ~~p

where cr and 11 are the observed standard deviation and mean energy, respectively; C is

a constant term that corresponds to a contribution from effects such as gain variations

in any amplifiers, uncertainty in beam momentum, and any difference in response to

electrons and pions; N is an energy-independent noise term, with possible contributions

from any background radiation and electronic noise; and S is a sampling term, repre­

senting the contribution from statistical sampling fluctuations. The parameters cr and 11

are usually obtained from fits of a Gaussian form to the observed energy distributions

at some fixed incident energies. For very high energies, the resolution is often charac­

terized by the sampling term S, although the constant term eventually dominates at

highest energies. The noise term, N, being energy-independent, will limit the resolution

at low energies.

2.2.3 Compensating Calorimeters

Because hadronic showers involve nuclear breakup, which is an endothermic proc­

ess, calorimeters generally display a lower response to hadrons than to

electromagnetically-interacting particles, and the value ofe I h is usually> 1. However,

many calorimeters use a technique known as compensation to produce a more equiva­

lent response. Compensation can be reached through any combination of three ways:[131

1. Reducing the response to the electromagnetic component of a shower
by varying the amount of active and passive material, or by placing
a boundary layer between the absorber material and the active ma­
terial. The latter can suppress electromagnetic response by absorb­
ing the soft photons produced in the outer layers of the absorber.

2. Increasing the hadronic component of a shower by improving the ra-
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sponse to neutrons from nuclear breakup. This can be achieved by
adding hydrogen atoms into the active medium (e.g., methane).

3. Increasing the response of the hadronic component of a shower by
use of a fissionable material such as 238U as the absorber. Low en­
ergy neutrons can fission, and produce ionization in the medium.

The third technique is the only one that provides extra energy to the system. Vari­

ous combinations of active materials in conjunction with 238U produce different effects

on the behaviour of e / h. In particular, it has been shown that uranium-liquid argon

calorimeters have an e / h ratio that approaches unity with increasing energy (e / h -)

1.05).

2.2.4 Position Resolution of Sampling Calorimeters

The active layers in sampling calorimeters are usually constructed in the form of a

grid of readout cells in order to provide position information for incident particles. The

precision of position measurement is primarily dependent on the granularity of the calo­

rimeter, the signal-to-noise ratio, and the characteristic width of the showers. The

granularity of the readout cells is therefore chosen so as to obtain a resolution consis­

tent with the inherent resolution of the showers that will be seen in those cells. Thus,

the very narrow, high-intensity, localized electromagnetic showers require very fine

granularity, and provide extremely fine position information (sometimes < 1 mm); while

the broad, highly fluctuating hadronic showers have a much poorer position resolution,

which often cannot be improved through finer granularity. Given adequate cell granu­

larity. the position resolution of a hadronic or electromagnetic shower is determined pri­

marily by the signal-to-noise ratio. and thus improves with increasing energy approxi­

mately as 1/"E.
The trajectory of an incident particle through a calorimeter is assumed to be the

same as the pattern of energy deposition of the shower. The position of the shower in

the various layers can be found statistically using algorithms such as a weighted energy

mean, or a center-of-gravity. Angular resolution depends on position resolution, and on

the number oflayers that are combined and read out together. The readout of the longi­

tudinal layers is often limited by purely financial considerations, and at times by the

signal/noise ratio.
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Chapter 3.

The DO Detector

D0 is a multi-purpose detector located at the Fermi National Accelerator Labora­

tory (Fermilab). It has been designed to study pp collisions at the Tevatron, at center­

of-mass energies of - 2 TeV. The D0 experiment completed its initial run in 1993, and

a second run is scheduled for 1994. An upgrade is being planned for the late 1990s, in

order to take data at the higher luminosities expected after the improvement of the ac­

celerator complex. In this chapter we will describe the main elements of the D0 sys­

tem.

3.1 Fermilab and the Tevatron

The Fermilab accelerator has been operating in the fixed-target mode since 1972.

With the construction of the Tevatron, and the introduction of the collider mode, the en­

ergy available in the center-of-mass has been extended to almost 2 TeV. The Tevatron

is currently the world's highest-energy pamcle accelerator, and provides a unique op­

portunity for studying physics of fundamental interactions at the largest mass scales. A

diagram of the accelerator system is given in Fig. 3.1



Figure 3.\ D0 and the Fermilab Tevatron

H- ions are accelerated to 750 KeV in a Cockroft-Walton accelerator. After being

boosted to 200 MeV in a 150 meter linear accelerator (the LINAC), the H- ions are

stripped of electrons using a carbon foil just before they enter a booster synchrotron (the

Booster) as protons. The booster accelerates the protons to 8 GeV, then injects them

into the 1.3-mile diameter Main Ring accelerator. The Main Ring is used to accelerate

protons and antiprotons to 150 GeV for injection into the Tevatron, and to provide 120

GeV protons for producing antiprotons.

When producing antiprotons, protons are accelerated to 120 GeV in the Main Ring

and targeted in the pP source area. There, 8 GeV negative particles are selected and

accumulated in the accumulator source ring for the space of several hours, while their

phase space is reduced by stochastic cooling. IBI When a sufficient number of antiprotons

have been collected and cooled, they are injected back into the Main Ring and acceler­

ated to 150 GeV. After there is a sufficient number of antiprotons, protons are also ac­

celerated to 150 GeV. The protons and antiprotons are then injected into the Tevatron

PlJoun:e

D0
...",...

LINAC
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in six equally spaced bunches, and each bunch is accelerated to the maximum energy of

900 GeV. The Tevatron is located physically just below the Main Ring, and utilizes su­

perconducting magnets to guide the protons and antiprotons. (6) Collisions occur typi­

cally at a center-of-mass energy of 1.8 TeV at both the B0 interaction region (CDF ex­

periment) and the D0 interaction region (D0 experiment).

3.2 Specific Goals of D0

Some of the most important searches that can be performed at a hadron-hadron col­

lider involve the identification and measurement of properties of high-mass particles

such as the top quark, as well as precision measurement of the production and proper­

ties of the W and Z gauge bosons. As mentioned in Sec. 1.3.3, the best channels for the

measurement and identification of the top involve the emission of charged leptons, i.e.

electrons or muons. Excellent charged-lepton measurement is important for the preci­

sion measurements of the W and Z masses, and accurate measurement of the energy of

hadronic jets is vital for testing QCD. Also, in order to detect neutrinos and similar ob­

jects, it is necessary to use transverse momentum conservation to identify missing

transverse energy (missing ET) in the detector. Thus, D0 was designed to provide ex­

cellent identification of charged leptons, 'measurement of the energies of charged lep­

tons and hadronic jets, and accurate measurement of missing ET•

To guarantee a good measurement of missing ET, D0 was designed to have almost

completely hermetic coverage for the measurement of electrons, muons and hadronic

jets, with very few cracks or holes. D0 also chose a sampling calorimeter to provide

precise electron measurement and accurate measurement of hadronic jets. Since the

measurement of jets depends upon the ratio of responses to electromagnetic and

hadronic particles (e I h), liquid argon was chosen as the active material and depleted

uranium (23BU) as the absorber. The high density of uranium permitted the construc­

tion of a compact calorimeter. The D0 electromagnetic calorimeter sections have very

fine granularity, allowing sub-millimeter position resolution, and fractional energy reso­

lution of about 0.15/"E, with E in GeV. The hadronic calorimeter sections have the

depth needed to contain most jets (2: 6 interaction lengths), and hadron energy resolu-
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tion of about 0.5/..JE. To identify and measure muons, even within high-energy QCD

jets, D0 designed a muon system consisting of magnetized toroids and layers of propor­

tional drift tubes surrounding the entire calorimeter.

Being interested primarily in the highest mass scales, D0 chose to design a small

tracking system and a compact calorimeter as the most cost-effective way of attaining

large coverage of muons and a hermetic calorimeter. Thus, D0 was designed without a

central magnetic field, which would aid in measuring the momentum of charged parti­

cles, but would require a much larger central tracking system (and thus a much larger

calorimeter and mUOn system).

3.3 The D0 Detector

The D0 detector consists of three main subsystems

1. The Central Tracking System, for tracking charged particles pro­
duced in the collision.

2. The Calorimeter System, for providing the energy measurement for
all objects contained in the calorimeter (e.g., electrons, direct pho­
tons, jets, etc.).

3. The Muon Detection System, for measuring the momenta of muons
that leave the calorimeter.

A diagram of the D0 detector is shown in Fig. 3.2. A special subsystem, the inter­

cryostat detector (lCD) has been added to supplement the calorimeters in regions that

have large amounts of "dead" material, where energy cannot be read out because of

structural design. The combined system provides almost full coverage for the detection

of jets, muons, and electomagnetically-interacting particles (e"',nO, etc.), with excellent

ET resolution, jet containment, and discrimination between charged hadrons and elec­

trons.

The D0 coordinate system defines the z·axis along the proton beam, the x-axis out

from the center of the Tevatron, the y-axis up, the azimuthal angle ell, and the polar an­

gle 9 is measured from the proton beamline.

31

t~

Figure 3.2 The D0 Detector and associal<!d detector systems

3.3.1 Central Tracking

The D0 central tracking system[161 consists of four distinct sections as shown in

Fig. 3.3(a); vertex drift chambers, a transition radiation detector (TRD), a central drift

chamber (CDC), and forward and backward drift chambers (FDC).

The inner vertex drift chamberl17\ contains three supercelliayers in the fonn of cy_

lindrical drift chambers located just outside of the beam tube. A 90% CO
2

and 10%

ethanol mixture is utilized as the gaseous ionizing medium. With wires of maximum

length of 110 cm parallel to the beam axis, the three layers are held between four

carbon-fiber cylinders. The system is designed to have a position resolution of 30-85
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Figure 3.3 D0 central tracking system with FDC eross section

~m, and a two-track discrimination at better than 90% confidence for track separations

greater then 700 ~.1171

The forwardlbackward drift chambersl16J are composed of two distinct types of mod­

ules. The <l> chambers have 16 layers of 50 cm wires in the radial direction to measure

the azimuthal angle, as shown in Fig. 3.3(b). Sandwiching each <l> chamber are two e

chambers, each with 8 layers of sense wires, with the orientation as shown in Fig.

3.3(b). The two e chambers are rotated by 45° with respect to one another. Both cham­

bers use the same gas mixture as in the CDC.

3.3.2 The Muon Tracking System

The D0 Muon tracking system[201 is composed of magnetized iron toroids between

layers of proportional drift tubes (PDTs). The PDTs of the wide angle muon spectrome­

ter (WAMUS) and the small angle muon spectrometer (SAMUS), provide an angular

coverage to within three degrees of the beam pipe. Fig. 3.4 shows the placement of the

muon toroids and PDTs.
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Figure 3.4 Characteriatics of the muon system

There are five toroids in the main muon tracking system: one central toroid (CF)

and two endcap toroids (EF) for the WAMUS, and two smaller toroids for the SAMUS.

The transition radiation detectors[18] contain polypropylene foils to generate transi­

tion radiation X-rays, followed by radial drift chambers, operated with Xe gas, to detect

the X-rays. The TRDs provide discrimination between electrons and hadrons for mo­

menta below 200 GeV (pion/electron rejection factor of ~ 30 for an electron efficiencY of

90%).[191

The central drift chamber has four cylindrical layers, each divided into 32 cells in

the (r,'l» plane. The basic cells are formed from Rohacell covered with epoxy-coated

Kevlar cloth, and wrapped with a double layer of 0.002 in. Kapton.[161 The field shaping

electrodes are lines of conductive ink screen (printed onto the Kapton), and are linked

internally to resistive dividers. Since each cell contains 7 sense wires and 2 delay lines

parallel to the beam direction, each charged particle traversing this chamber can pro­

duce signals in 28 sense wires and 8 delay lines. The central drift chamber (which uses

a 93% Ax, 3% CO2, and 4% CH, mixture) provides good ionization (dEldx) measurement

to distinguish single electrons from coalescent e+e- pairs from photon conversions. The

accuracy in the measurement of the axial coordinate of a charged particle trajectory is

about 3 mm.

SAMUS
Toroid

Wide Angle PDT
A Layer
B Layer.
C Laye



34

Table 3.1 gives some important characteristics of the toroids.

Table 3.1 Muon Toroid Characteristic

Toroids Central (CF) Endcap{EF) Small Angle

Angular Coverage 41" S eS 139° 9° S eS 43° 2.5° s es n°

Z interval (em) ± 378.5 447.0 - 599.4 447.0 - 599.4

Mean Field (Tesla) 1.9 1.9 1.9

Number of Coils 20 8 4

Turns/coil 10 8 24

Operating Current 2500 2500 417
(Amps)

Operating Voltage I 107 19 13.3
(Volts)

Coil Resistance {mOl I 42.8 7.5 32

The WAMUS is composed of three main layers of PDT modules, labeled A, B, and C.

Layer A is closest to the calorimeters, and measures the trajectory of the incident muon;

and layers B and C are beyond the iron, and measure the trajectory ofthe exiting muon.

~~'''''::'''~61cm

~
'. ~~~~~~

~~~--
...............

~~~

;';';V
sense
wire

Figure 3.5 Muon WAMUS PDT cell otN.ture, obowing aellle wire oignola ond diamond·oboped pattern of
vemien poda. The different regiona olthe vemier pado are read out aeparotely.

Each layer of the PDT module is composed of several decks of rectangular cells:

layer A has 4 decks, and layers B and C have 3 decks. Each of the cells consists of an

aluminum support structure enclosing a sense wire and two vernier sense pads, and is
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operated with 90% A:r and 10% CO2 as the active gas. Each sense wire goes through the

centers of two adjacent cells, as shown in Fig. 3.5. An incident particle will therefore

produce two signals in a single sense wire, and the time delay between signals gives an

estimate of the particle's coordinate, to within about 10 em accuracy.

The vernier cathode pads, which are placed on each side of the aluminum structure,

are repetitively constructed with a diamond shaped pattern of61 em, as seen in Fig. 3.5.

The sum and difference of the induced signals on the top and bottom sets of pads are

calculated to give the position of the charged particle to about ± 2 mm within each dia­

mond pattern. Thus, the rough coordinate (±10 ern) found from the sense wire identifies

the appropriate diamond of the vernier pads, and the pads then provide a resolution to

within 2 mm. In the tranverse (x) direction of the cell, position is determined by drift

time to the sense wire, to a resolution of ±0.3 mm. The A layer provides a resolution

for any particle incident on the iron toroid of about ±O.6 mrad or ±O.l mm, and the B

and C layers together yield a resolution for the exiting particle of ±0.2 mrad or ±0.17

mm.

The SAMUS is similarly constructed of three layers of POTs, again labeled A, B and

C. These PDTs are constructed of stainless steel tubes 30 mm in diameter, each con­

taining a 50 11m sense wire running down their center. The coordinate resolution in a

single drift tube is about 0.2 mm. There are three sublayers of PDT modules, each com­

posed of two sub-sublayers of PDT tubes in parallel. Each of the three sublayers is at

an angle with respect to the other: the X and Y sublayers are at 90°, and the U sub­

layer is at 45° to both.

The few "punch-through" hadrons from the calorimeter usually interact in the addi­

tional absorber material of the muon system, and therefore the Muon Tracking System

helps to further discriminate hadrons from muons (the calorimeters already provide ex­

cellent containment, as will be discussed below).

3.3.3 The Calorimeters

There are three main calorimeters in the D0 detector: one central calorimeter (CC)

and two end calorimeters (EC). Each of these consists of a set of modules contained in a
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azimuth $ to form semi-projective towers with intervals of All~$ = 0.lxO.1, as viewed

from the interaction point. Therefore, the size of the calorimeter cells changes signifi­

cantly both with TI and with radius, as indicated in Fig. 3.7. The third layer of the elec­

tromagnetic sections, which contain the peaks of electromagnetic showers, are subdi­

vided further into 0.05xO.05 in T1~ space.

separate cryostat, which is filled with liquid argon as an active material (see Fig. 3.6).

Each calorimeter contains electromagnetic and fine hadronic compartments that are

subdivided into a number of readout layers, and which use depleted uranium for an ab­

sorber. There are also coarse hadronic compartments, which use copper or stainless

steel. The argon is maintained in a liquid phase using liquid nitrogen as a coolant, and

the argon purity is monitored by specialized argon purity test cells, developed by the

University of Rochester. [21]

DP LIQUID ARGON CALORIMETER

END CALORIMETER
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CALORIMETER
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Figure 3.6 Perspective view ofD0 calorimetere.

Positions and segmentation in Dl2I calorimeters are specified according to the azi­

muth $, pseudo-rapidity TI = -in tan (9~), and longitudinal depth. The position in $ is

specified in terms of a new unit of angle measure, which we call a Dl2I units, which is

defined so that 1 Dl2I unit = 211164 radians. We use this unit because it corresponds to

exactly 10 readout cells in $, and thus cells can be specifed by an integer coordinate.

The calorimeters are composed of electromagnetic layers, which fully contain most elec­

tromagnetic showers, and hadronic layers, which, together with the electromagnetic

layers, fully contain most hadronic showers. The various calorimeter layers are com­

posed of separate readout cells, whose transverse size varies with pseudo-rapidity TI and

Figure 3.7 Quarter view of D0 detector, indicating the range ofpeeudo-repidity of individual cella.

The basic repetitive structure of the calorimeter cell is illustrated in Fig. 3.8.[221

Uranium plates alternate with G-10 signal boards that are plated with a coat of resis­

tive epoxy on the side of the liquid argon, and have a copper plane on the inner side.

The uranium absorber plates, which are either S or 4 mm thick in the electromagnetic

layers, and 6 mm thick in the hadronic layers, are separated by two 2.3 mm liquid

argon-filled gaps and a 1.7 mm signal board. The high-resistance coats are maintained
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Figure 3.8

In order to ensure good jet-energy measurement, the D0 calorimeters were de­

signed to contain most hadronic showers land thus most jets) that are likely to be pro­

duced in 1.8 TeV collisions. A diagram of the amount of absorber material in the Dl1l

detector, including both the calorimetry and the iron in the muon system, is shown as a

function of a in Fig. 3.9, in terms of the interaction length), (which is the mean free

path for inelastic nuclear interactions, a function of the atomic weight of the traversed

material).

The central calorimeter ICC) consists of three cyclindrical layers: the electromag­

netic (CCEM), the fme hadronic ICCFH), and the coarse hadronic ICCCH). Each of the

cylindrical layers consists of wedge-shaped modules. A cross section of the CC is shown

in Fig. 3.10. The main ring vacuum pipe goes through one of the CCCH modules (not

shown explicitly in the figure.).122J

at a positive high voltage of about 2000 volts relative to the grounded absorber plate.

Incident particles produce free electrons in the liquid argon on both sides of the readout

boards. These electrons are attracted to the layer of resistive coating by the high volt­

age. These currents induce image signals on the copper readout pads, which are then

amplified and transmitted to the data acquisition system.

Side View

outer .....lat...u

marie badronie
lIlOdul..

Figure 3.10 The DlIl central calorimeter

Planar View

The CCEM modules contains 20.5 radiation lengths of material in the angular

range 35' S aS 145°, or 1111 S 1.15. The absorber plates are formed of uranium plates

that are 3 mm thick, 2.6 m long, and 160-200 mm wide. The four longitudinal layers of

a CCEM module have 2, 2, 7, and 10 radiation lengths in depth. The CCFH (3.24 ab­

sorption lengths thick) and CCCH (2.93 absorption lengths thick). together with the

a

10'
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Figure 3.9 Depth of material in the DI1l detector aa a function or angle from the beam pipe

().)
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CCEM, contain a total of 6.93 absorption lengths of material in the angular range 60° S

9 S 120°, or I" I S 0.55.

The south and north end calorimeters (ECS and ECN) together extend the region of

calorimetry from 9 = 45° to 9 = 1° (" = 0.9 to " =5), resulting in at least partial accep­

tance down to about 1° from the beam pipe. The end calorimeter systems consist offour

module subsystems, all with azimuthal symmetry: a disk-shaped, finely segmented,

electromagnetic calorimeter that is located in front of a central cylindrical inner

hadronic module (ECIH), which is within a ring of 16 middle hadronic modules

(ECMH). Outside of this is another ring of 16 outer hadronic modules (ECOH). A view

of the ECEM is shown in Fig. 3.11:

Figure 3.11 End calorimeter electromagnetio _ion

The ECEMs provide electromagnetic coverage from about 1° to 26° relative to the

beamline, The four layers have depths 0.3, 2.6, 7.9, and 9.3 radiation lengths. The first

two absorber plates in the ECEM are composed of stainless steel in order to be more

sensitive to any "upstream interactions", or showers that are initiated in the cryostat

walls (there is about 2 radiation lengths of material in front of the ECs). The remaining

absorber plates are all 4 mm thick depleted uranium.

The first four longitudinal layers of the ECIH and ECMH use 6 mm thick uranium
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absorber plates, distributed so the layers are 1.3, 1.2, 1.2, 1.2 interaction lengths in

depth. The fifth layer uses 46.5 mm absorber plates, which are stainless steel for rea­

sons of economy, for a total depth of 3.6 interaction lengths. The ECOH uses 44.5 mm

thick copper plates for absorber, except that, for structural reasons, the first and last

layers are made of stainless steel. The ECIH covers the 9 range from approximately 10

to 15°, the ECMH from to 15° to 28°, and the ECOH from 28° to 64°, (These ranges are

approximate because the modules are designed so that the coverage of each section

overlaps that of its neighbors.)

All calorimeter modules are divided into separate longitudinal readout layers: the

ECEM and CCEM have four layers (EM1, EM2, EM3, and EM4), the CCFH has three

layers (FH1, FH2, and FH3), the ECIH and the ECMH each have five layers (IH or MH

1-5), and the ECOH and the CCCH each have one readout layer. A full cross section of

all of the D0 calorimeters and the Central Tracking System, in their relative configura­

tions, is shown in Fig. 3.12. As can be seen, the three calorimeters provide complete

coverage almost down to the beam pipe.

Fig.... 3.12 A Sid. View oCthe D0 Deleotor. Muon deteotor nol.hown.
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3.3.4 ICD and Massless Gaps

Between the EC and CC calorimeters. at a angles of about ±30·. the edges of the

cryostat walls present a substantial amount of uninstrumented (inactive) material to

any incident particle. Consequently, in order to improve the response of the calorime­

ters to showers occuring in these regions, additional detectors were added within the

calorimeters, as well as between the cryostats.123l as shown in Fig. 3.13.

43

3.4 Data Acquisition, Electronics, and Triggering

The signals produced in various D0 modules are col1ected, amplified, converted into

digital information, and subsequently analyzed. In addition, some of the information

must be examined quickly, and used to 'trigger' on interesting events. All D0 detector

systems have separate data subsystems. but this thesis will only describe that used in

the calorimeter system.

"Massless gaps" are essentially calorimeter cells (see Fig. 3.8), that have copper­

clad G-10 in place of the usual absorber material. Thus, they sample the showers with­

out multiplying them, providing additional information about particles traversing any

poorly instrumented region in front of such cells. The ICD is composed of scintillator

tiles, located between the EC and CC cryoststs. The ICD also provides additional infor­

mation about particle showers in the region of poor calorimeter resolution, without

causing additional shower multiplication.

CCCH

CCFH

CCEM

Figure 3.13 Placement oflCD and massl... gape between calorimeter.

ECOH

ECMH

ECIH

3.4.1 Electronic System

The signals col1ected from the cells of the liquid argon calorimeters are transmitted

via coaxial readout cables through the interior of the calorimeters to feedthrough ports

mounted on the calorimeter walls. After passing through the feedthroughs, the signals

are amplified by low-noise charge-sensistive preamplifiers, which are mounted as close

to the calorimeter as possible (clustered around the signal feedthroughs on the cryostat

wal1s). Signals from these preamplifiers are then sent to baseline subtractors (BLSs),

located on the platform under the detector. The BLSs shape and sample the signals,

and provide further amplification. Upon receiving a trigger from the trigger system, the

BLS generates a signal for the ADCs (analog-to-digital convertors, located in a counting

house outside the interaction region). The signal is then digitized and passed to the

data acquisition system.

3.4.2 The Trigger and Data Acquisition System

It is crucial to preselect the desired events, because the total interaction rate at the

Tevatron is about 300 kHz, while the data acquisition system can only store events at a

rate of about 3 Hz. Since the data storage capacity is far too limited to record events

much above this rate, a three-level system oflayered triggers is used to reduce the data

rate by a large factor. Triggers require an event to meet a set of criteria in order for

that event to be accepted. There are three levels of triggering: Level 0, Levell, and

Level 2. The criteria become successively more stringent as the level of the triggering

increases.

The Level 0 system [24) consists of two sets of plastic scintillating detectors, placed

around the beam pipe in front of the End Cap Calorimeters. The requirement that both
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3.4.4 Zero.Suppression

Because many cells in the calorimeter have no energy deposited in them, there is no

reason to read out every channel in an event. Consequently, in order to minimize the

readout time and the size of data banks for each event, 00 implements optional zero­

suppression. Since all channels contain some finite signal from electronics noise, the

zero-suppression process uses the following simple algorithm to select the "empty" cells:

In order to ensure that variations in electronics response do not have a detrimental

effect on the stability of data runs, gains runs are also periodically taken between data

runs. Gains calibration is performed by injecting a known amount of charge into the

preamplifiers. Thus, variations in the energy response can be tracked on a cell-by-cell

basis. This infonnation is used to normalize all channel responses, and thereby to mini·

mize the effects of any time-dependent variations in the calorimeter system.

detectors register nearly simultaneous hits allows the selection of events from the colli­

sion region. Also, relative timing infonnation between the two detectors can be used to

deduce the approximate position of the interaction point. The Level 0 trigger can per­

fonn four primary tasks: (1) discriminate pp interactions from beam-gas events, (2)

measure the approximate location of the collision point, (3) identify multiple interac­

tions in a single event, and (4) monitor the beam luminosity.

The Levell triggerl251 combines information from the Level 0 trigger, the muon sys­

tem, and the calorimeter to provide a fast hardware event selection. The Level 0 and

Levell triggers together reduce the event rate from about 300 kHz to 130-200 Hz.

The Level 2 trigger is the final software trigger. Events that pass the Level 1 trig­

ger get processed by a farm of about 50 Vax 4000/60s, which apply various algorithms to

the data to select events that satisfy certain criteria. For example, the Level 2 trigger

can apply a "jet-finding algorithm" to the calorimeter data to require that a jet of a cer­

tain mimimum energy be present in the event. The event rate is reduced by Level 2

from 130-200 Hz to the 1-3 Hz, which is low enough for writing to tape. (The Level 2

processing farm has recently been upgraded to use Vax 4000190s.)

lsi S n . (J (3.1)

3.4.3 Calibration of Electronics

In order to provide consistent results and to correct data for such time-dependent

effects as temperature variations, electronics drift, etc., the electronics channels in 00

are calibrated regularly between the normal data runs.

To acquire infonnation about random noise in the calorimeter, pedestal runs are

taken periodically between data runs. These runs are simply sets of data for which

there is no trigger selection, and they therefore provide infonnation about electronics

and other similar noise present in the calorimeter. The statistical means of the re­

sponse for each pedestal run are calculated on a cell-by-cell basis, and these means are

subtracted from the same cells during later data runs. In this way, a zero response in a

cell in a data run corresponds, on the average, to zero energy in that cell. This infonna­

tion is also useful when investigating the resolution of a calorimeter, since the standard

deviation of the total response for the pedestal run corresponds to the tenn N in Eq. 2.4.

where S is the pedestal-subtracted signal in the cell, a is the standard deviation of the

noise found from the most recent pedestal run, and n is some arbitrarily chosen con­

stant. Any channel which meets this criterion is not read out. Such a "two-sigma zero­

suppression" (with n=2) is the standard mode in which data is taken at 00. Hence,

only large positive and large negative signals are read out for subsequent analysis.

(Large negative signals can result from fluctuations due to noise).
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4.1 NWA Building and Neutrino West Beamline.

Chapter 4.

Particles in the Neutrino West beamline are produced by protons extracted from

the Tevatron that interact in a fixed target (see Fig. 4.1). Secondary particles are trans­

ported down the NW bearnline using a set of bending (dipole) magnets, and are focused

through several groups of quadrupole magnets. Two energy modes were available for

Load 2: a high-energy mode, which produced e', It, and 1.1 at momenta from 7.5 GeV/c

to 150 GeV/c; and a low-energy mode, which produced the same particles at momenta of

2-10 GeVlc. Fig. 4.1 provides a sketch of the NW beamline in its high.energy configura-

tion.

The sweeper magnet (NW4S) is used to select the type of beam that eventually

reaches the cryostat. For electrons, the sweeper is set to deflect all charged particles

from the beam, leaving mainly photons, which are then converted to electrons and posi­

trons in a lead plate (NW4PB) located immediately downstream of NW4S. When the

sweeper is turned off, any electrons from the initial interaction are subsequently fil­

tered out of the beam using thin lead sheets (NW6PB and NW7PB),leaving primarily It

and J.l' to be transported further downstream. Energy and charge selection takes place

using a string of bending magnets, NW4W. The strength of the magnetic field in

NW4W can be adjusted so that only negatively-charged particles of a specified momen­

tum continue down the beamline. The remaining dipole magnets remove some of the

momentum dispersion caused by NW4W, and steer the beam to the NWA enclosure.

Qyo....

I
NWA

tI Quadrupole Magnet J PWC

e Target Wheel - Cherenkov Counter

; : : :: Encloaure 4 Dipole Magnet

Figure ~.I NW Beamline

.. .. 600 meters ..... ,._..___. ,I

,",m

'I'evatron
I ..

AlTlU'I'lt NW6PB

Components of the D0 detector and software were tested and calibrated using a

charged-particles beam located in the Neutrino fixed-target area of Fermilab (see Fig.

3.1). Tests were made of the data acquisition system and various parts of the central

detector and muon system, but the main focus was on the calorimetry.

There were three runs taken over the course of several years in the Neutrino West

beamline (NW): a preliminary test of the Central Calorimeter modules was made in

1987 (known as "the 1987 test beam run,,);1261 a full test of the End Calorimeter modules

was made in 1990 (Load 1);[271 and in 1991, a full test of the Central Calorimeters was

performed (Load 2).(281 This dissertation is concerned primarily with results found in

the run of Load 2.

In the run of Load 2, several modules from the D0 Central Calorimeter and End

Calorimeter, as well as simulated versions of the massless gaps and lCD, were placed in

a stainless-steel cryostat and submerged in liquid argon. The cryostat was positioned in

the NW beam line on a movable table (transporter) in the Neutrino West A (NWA)

building. Beams of charged particles of seleeted energies were directed into the cryo­

stat, and the response of the calorimeter modules was measured. Studies of noise, sta­

bility, energy response, and energy resolution were then performed.

The DO Test Beam
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The quadrupole magnets are used to maintain the beam's focus along the way. The

field strengths of all magnets (downstream of the NW4 enclosure) and the positions of

all target wheels can be controlled by EPICURE, a convenient on-line control system,[291

which is used to tune the beam.

The beam configuration as shown was modified somewhat to accommodate the low­

energy mode, but the basic structure of the beamline was still as given in Fig. 4.1.[301

Since pions produced at the initial interaction point (in NW4) must travel about 600 m

to reach the cryostat, many low-momentum pions ( < 5 GeV/c) do not survive this dis·

tance. It was therefore decided to provide a low-energy pion source at a point closer to

the cryostat. To accomplish this, a beryllium target was placed in an enclosure about 40

meters upstream of the cryostat (in front of enclosure NW8). High-energy pions inci­

dent upon this target produce a spray of lower-energy pions, which are momentum­

selected by an additional dipole magnet placed in NW8. With this arrangement, pions

of momentum down to 2 GeV/c were studied in the cryostat. However, it was not possi·

ble to obtain a pure beam of either pions or electrons. Rather, a mixed beam of charged

particles was used, and pions and electrons were selected on an event-by-event basis in

the off-line analysis (primarily through the use of Cherenkov counters).

The position of the beam is monitored by proportional wire chambers (PWCs)

placed along the beam line, as well as in the NWA building. PWCs are also used to pro­

vide precise tracking and momentum information for beam particles on an event-by­

event basis. In particular, the beam trajectories are measured both upstream and

downstream of the final bend magnet (NW9W) and, along with its field strength, pro­

vide an accurate measure of the momentum. The statistical uncertainty on the PWC

momentum measurement is estimated at :1:0.25%, based upon the wire spacing, bend

angle, and distance of the chambers from the bend point.[311.132J.1331 Systematic correc­

tions to the beam momentum are estimated as < :1:0.2% for Load I, and < :1:0.5% for Load

II. [321 These corrections are due to later discovery of survey errors and magnetic field

uncertainties, and are not taken into account for this analysis. The total uncertainty on

the momentum from the PWCs is < 0.75% for both Load I and Load II. Threshold Cher­

enkov counters are also available to provide discrimination between 11- and !t' particles.
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4.2 Test Beam Cryostat and Transporter

The test beam cryostat is a stainless-steel cylinder, approximately 3 m in diameter

and 5 m long (see Fig. 4.2). To simulate the various angles at which particles frompp

interactions would impact the D0 calorimeters, the cryostat is rotated and translated

about the incident beam using the test beam transporter. The transporter (which is de­

scribed in detail in Appendix A) uses a system of computer-controlled motors to move

the cryostat in four degrees of freedom: translation (east-west, transverse to the beam­

line), elevation, rotation (about a vertical axis) and rocking (about a horizontal axis

through the long axis of the cryostat cylinder). A sketch of the test beam cryostat and

transporter is given in Fig. 4.2.

.1lIis

" IlIis
(...t-west)

Figure 4.2 Sk.tch of test beam cryostat and transporter

The cryostat is positioned by the transporter so that the incident particle beam al­

ways enters through a thin "window" (constructed of 2 layers of 0.16 cm stainless steel,

which is about 5 times less absorber material than obtains for the rest of the steel-
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Although the electronics, data acquisition system, and physical configuration of the

modules were nearly identical to that in the D0 detector, there were nevertheless sev­

eral minor differences:

material and other elements that simulate the amount of material expected from the

Central Detector and cryostat walls at D0 in front of the modules). It should be noted

that the two views shown in Fig. 4.4 are rotated about the beam line with respect to

each other.

......1...

Go...

Top View

ICD

Figure 4.4 Top and end viOWll of the Load 2 configuration

End View

1. The ICD was of necessity submerged in liquid argon, rather than re­
siding at room temperature outside of the cryostat.

2. The volume occupied by the Central Detector at D0 was emulated
using a Rohacell excluder, in order to ensure that this large space
was not filled with liquid argon, which would initiate showers differ­
ently than expected in the experimental configuration at D0.

3. Cryostat walls were simulated by 0.5" stainless steel plates placed
in the appropriate locations. These plates did not have the curva­
ture found in the CC cryostat walls, but were of same thickness.

4. Due to space restrictions caused by the simulated planar cryostat
walls, the geometry of the test beam ICD was required to be some-

Particle Beam

, I!" ',II n r:: .'.~ ~ ~ ... ... I "

D Iy/;;, I

Figure 4.3 Calorimeter modul.. In Load Illest beam

4.3 Load 2 Test Beam Configuration

walled cryostat). The transporter moves the cryostat through its various degrees of

freedom so that the incident beam simulates different entry angles and positions ex­

pected for particles emanating from the D0 collision region. The location of the cryostat

is determined with "string-eaters" (encoder devices that measure the displacement

along each axis), and these displacements are correlated with known survey informa­

tion to predict the impact point of the beam upon the modules. Additional information

about the impact point is provided by PWC planes mounted on the side of the cryostat

(not shown in Fig. 4.2) directly in front of the thin entry window.

Since the main purpose of the Load 2 run was to investigate the performance of the

D0 central calorimeter (CC) modules, a number of central calorimeter modules were

placed in the Load 2 cryostat. Because of the coupling between different parts of the

D0 detector, portions of the EC calorimeters were included in the tests, along with a

rough simulation of the Inter-Cryostat Detector. Fig. 4.3 indicates the region of the D0

detector simulated in the Load 2 test run.

The calorimeter modules were placed in the cryostat in a geometrical configuration

similar to that used in the D0 detector. A sketch of the end and top views of the cryo­

stat containing the modules is shown in Fig. 4.4. (The "excluder" consists of low-density
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where P pWC is the measured momentum of the incident particle using the PWCs. Thus

for the accepted events, the spread in incident momentum about the nominal value was

less than 5%. For each event, the energies reconstructed in the calorimeter were nor­

malized to the momentum from the PWCs as follows:

High-energy hadron data at both pseudo-rapidities (sets 1 and 2) will be used in Chap­

ter 5, and all data at T\=0.05 (sets I, 3, and 4) will be used in Chapter 6. Muons are not

used in this analysis. Each data run consisted of 1,000-10,000 events taken at each

nominal incident beam momentum Pnom (determined by the setting of beam magnets),

and measured to high precision using the PWCs. The accepted events are restricted in

the omine analysis such that:

where Skunoorr is the signal observed in cell Ie of the calorimeter, and skmeos is the nor,

malized signal for the same cell. This normalization procedure assumes that any non·

linearities in detector response will be negligible for the < 5% spread in incident beam

momentum for any given run. The net effect of implementing this correction is that the

width of the energy distribution for data taken at some nominal value Pnom will reflect

only the resolution ofthe calorimeter and not the inherent spread in the energies of the

beam particles.

The data were analyzed using a modified "ICD micro-dst" format, [34) in which data

from the calorimeters is processed using the standard D0 software, and then written

into unformatted Fortran files on a cell-by-cell basis. All known corrections were made

directly to the input data, including cell-by-cell corrections for plate thickness (obtained

from survey data of the module structure), gain corrections (TB90L2_GAINCORR), (35)

Ippw~':::lIOml ,s 0.05 (4.1)

(4.2)Ppwc ..Jc=~. ::JUncO"
1lOIII

~ea8

Table 4.1 Test Beam data Incorporated In this thesis

Set Mode T\ «il particle type

1 high-energy 0.05 3.16 n
,

2 high-energy 0.45 3.16 £

3 high-energy 0.05 3.16 e-
4 low-energy 0.05 3.16 e-,£,J.1-

what different than that for D0.1231

5. While the signal cables within the cryostat were the same length as
those in D0, the cable between the preamps and BLSs were longer
in the test beam. However, the resulting difference in capacitance
was corrected for in the calibration procedure.

The test beam data used in this thesis consists of a group of energy scans. An en­

ergy scan is a set of data runs taken with the particle beam directed at a specified

equivalent D0 position in the test beam cryostat, where the energy of the incident beam

is varied across the range of available energies. Specifically, two types of energy scans

were implemented: high,energy energy scans, taken in the high-energy mode at mo­

menta 7.5, 10.0, 15.0, 20.0, 25.0, 30.0, 40.0, 50.0, 75.0, 100.0, 125.0, and 150.0 GeVlc,

and low-energy energy scans, taken in the low-energy mode at momenta 2.0, 2.5, 3.0,

4.0, 5.0, 7.5, and 10.0 GeVlc. High-energy energy scans were taken separately for elec­

trons (e') and pions (n"), and a limited number of J.1'. Low-energy energy scans were

taken with a mixed-particle beam of e', n', and J.1'.

Data were taken over effective coordinates ranging from T\=-0.5 to T\=2.0, and

«il=3.05 to «il=3.42 D0 units (or «il=2.99 radians to «il = 3.36 radians, since 6.4 D0 units =

2n radians, as explained in Sec. 3.3.3), assuming interactions at the center of D0. The

limits in T\ were caused by the acceptance of the modules included in the cryostat, and

in «il by limits on the motion of the transporter (see Appendix A). In addition, data was

taken for several trajectories assuming the interaction vertex in D0 was shifted by ±30

em. Only a subset of the total data sample, consisting of the high-energy and low­

energy scans taken at two coordinates as specified in Table 4.1, is used for this thesis.

4.4 Data Taken at the Test Beam
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Figure 4.5 Reconstructed energy distributions for (a)'-, and (b) ,. for a representative set of incident energies
in Load II at 11- 0.05 and •• 3.16 (3.10 radians)
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In addition, the data taken at 11=0.05 that are used in this thesis were first incorpo­

rated in a Test Beam Particle Library (which will be discussed in Chapter 6, and are

explained in detail in Appendix B), and then the Particle Library was used to supply the

data used for analysis at that coordinate.

Typical reconstructed energy distributions for test beam data taken at 11=0.05 and

41=3.16 D0 units (3.10 radians) are shown in Fig. 4.5 for both n- and e' beams. Included

in the figures is information about the distributions: number of events, the statistical

mean, and the standard deviation (RMS). Also included are the parameters of a fit to

the distribution of the form:

1. Observed signals in the calorimeter were reconstructed, gain­
corrected, and extracted into an unformatted Fortran file, without
pedestal subtraction.

2. Inspill pedestals (accumulated during data taking) for each run
were processed to extract the mean I! and standard deviation a for
each channel.

3. The value of I! was then used to perform basic pedestal subtraction,
instead of using the means from the standard pedestal runs. (This
was done to avoid known program errors in the default test beam
pedestal subtraction process, which were corrected subsequent to
the test beam run.)

and capacitance corrections (due to the difference in cable lengths between the test

beam and in D0). The micro-dst format offers an exceedingly compact data set, which

results in very fast processing time and reduced storage space. The basic micro-dst for­

mat was modified for this analysis in order to further improve accuracy and efficiency of

analysis, through the following changes:

fP) " C"PHE;P)'] (4.3)

which is a Gaussian (or normal) distribution, with mean energy I! and standard devia·

tiona.
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Chapter 5.

Optimization Of Hadronic
Sampling Weights Using Single
Particles

57

of $=3.16 (3.10 radians), and at the pseudo-rapidities ofTJ=0.05 and TJ=0.45 (ep = 3.10 ra­

dians throughout this thesis, so it will usually not be specified). Since processed low­

energy data (from 2-5 GeV) was not available for TJ=0.45, only high energy data (7.5­

150.0 GeV) was used for the analysis in this chapter.

5.1 The Process of Optimizing Sampling Weights

The sampling weights and scale factor for the CC were obtained from the test beam

using the following steps.

1. An initial estimate of the relative energy deposited in the various
layers was found by choosing a set of default weights, which are in­
versely proportional to the dEldx sampling fractions. (These
weights are referred to as dE Idx weights).

2. An initial estimate of the scale factor a was found by nonnalizing
the observed response of the calorimeter to electrons at 100 GeV.

3. A set of optimized electron weights was found for the electromag­
netic layers of the CC, uSinmthe full range of energies for data at
TJ=0.05, TJ=0.45, and TJ=1.05.' 6)

4. A set of optimized weights for hadrons was then found by optimizing
the hadron response, subject to certain constraints imposed with the
goal of improving jet resolution.

here, again, X is the total number of longitudinal layers of the calorimeter, a is our con­

version factor from ADC counts to GeV, ~i are the sampling weights, L ik are the ob-

This chapter is concemed with Step 4 of this process, that is, with detennining the

weights for the hadronic layers that can provide the best jet resolution. In this section,

we describe a suitable procedure for use in the optimization of sampling weights for

electrons, hadrons, and jets. This optimization procedure is identical to the one used for

extracting electron weights. [36j

The hadron data from the test beam consist of data taken at different energies and

positions in the calorimeter (as described in Sec 4.4). For any particular event k in a

data set, we can write, as in Eq. 2.2:

This chapter presents a discussion of the sampling weights used for reconstructing

energies of hadronic showers in the D0 calorimeter. The weights are chosen with the

goal of improving the response of the D0 detector to jets in the central calorimeter. The

purposes of this chapter are fourfold. First, we describe an appropriate optimization

technique that is intended to improve the resolution of the response of the D0 detector

to single-particles by varying the sampling weights of the various D0 calorimeter lay­

ers. Second, without considering the detailed structure of jets, we discuss constraints

that can be imposed upon the optimization of the response to single hadrons, that can

lead to an improvement in the overall jet resolution. Third, we perfonn optimizations,

applying the chosen restrictions, in order to gauge their impact on single-hadron resolu­

tion. Finally, we examine if the restricted optimization produces single-hadron re­

sponse that will, in fact, provide improved resolution for jets relative to that obtained

using essentially default (dEldx) weights.

The data used for this purpose consist of two high-energy scans, both at an azimuth

X
E

lc =a"LJJiLjJc
i

(5.1)
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served signals in ADC counts in the various calorimeter layers for event k, and C' is the

reconstructed energy for event k.

To compensate for any possible energy-independent offsets to the overall energy

scale, a constant l) can be introduced as an ad hoc parameter in Eq. 5.1.

59

is for all T events included in the optimization (it can be limited to a single energy set,

or to events from different energies and calorimeter positions). For cl'iM we use ap­

proximate values for S, N, and C from Eq. 2.4:

Such an offset is only useful in examining individual particles, as when, for exam­

ple, dealing with single electrons. For studies of single hadrons, this offset will be set to

zero, since a non-zero offset will be difficult to use for reconstructing jets. Nevertheless,

we introduce this offset into the formalism in order to maintain consistency with the

procedure used to obtain single-electron weights. (36) Also, the offset will be used in

studies of optimization ofjet energies in Chapter 6.

For simplicity, IX can be incorporated into the ps to get new sampling weights Yj =
apj' Also, l) can be defined as a (X+lft layer, with YX+l =l), and L(x+IJk =1.0. Thus, l)

will have units ofGeV, and Yj will have units of GeV/ADC counts. Finally, for any inci­

dent energy, we can write:

S is typically 0.50 for hadrons and 0.15 for electrons, and C is typically 0.04 for hadrons

and 0.01 for electrons. N is determined by the pedestal noise (primarily due to radia­

tion emitted by the uranium absorber) at the appropriate location in the calorimeter,

and is approximately 1.6-2.0 GeV. For this analysis, N is determined from inspill ped­

estals at the appropriate calorimeter positions.

The l can be minimized using a fitting routine that varies the parameters in small

steps (as found in the CERNLIB software libraries),1371or, instead, the parameters can

be found directly by taking the partial derivatives of the ·i with respect to the Yi and

setting them to zero, as shown:

T I [k Y ]= - 22: T2 Einc - 2:rj Ljk, Ljk =0
k=l(inc) j=1

E
k =at f3 j L jk + d

j

(5.2)

iJX2
UyJ

(Jrne S2E. + c-E.2 + N2
IIIC I1IC

(5.5)

(5.6)

where Yis the number oflayers + 1.

The parameters Yi are obtained by minimizing the following l function with respect

to theYi:

where the products of all variables within the brackets in Eq. 5.7 are averaged over all

the T events.

First, considering the sum over k, we can take an average ofEq. 5.6 over all events,

and obtain:

Y

E
k = 2:rj Ljk,

j

x
2

= t ($~c-~ y,Lul

1= 1 (0:"')'

(5.3)

(5.4)

(E/tIcLJ) = tr//;2LJ)
til j =I

(5.7)

here E\nc is the known incident energy (obtained from PWC information), and the sum
Ifwe define a correlation matrix M 'J = (L,LJ I 0 2 ) , we can solve for the weights Yj as
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Finally, the parameters for Eq. 5.2 can be extracted from the ri' and used to calcu­

late the total energy observed in an event (the reconstructed energy):

Here F is the number of number of layers with fixed weights, and V is the number

of layers that are varied. The resultant solution for the varied weights is similar to

what we obtained before:

Uncertainties on the weights can be found by calculating the second derivative of·l
with respect to r., diagonalizing the resulting matrix (Dv)to fmd the eigenvalues Ai' and

finding the uncertainties Iii =11-./Ai . Upon taking the derivative of Eq. 5.6 with respect

to rm, we find that Dmj = 2Mml However, due to correlations between the energy depos­

ited in the various layers, just the diagonal uncertainties are of little use in evaluating

the results of an optimization. Instead, the resolution on the reconstructed energy pro­

vides the best indication of the results of the optimization.

A simple modification of Eq. 5.4 provides a flexibility to fix certain of the weights in

the optimization and allow others to vary. We can write:

follows:

~(EincLh -1
Yj = LJ -r' (M )j .

j=1 }

X

Eobs =a2:{JjLj +,}
j

k ..!-.. v 2
T (Einc- ~ '/IJLjk- 2: 'YiLjk)

2_,,", /=1 i=1
X - LJ 2

k= 1 (a~)

_ ~ (E illc -EJi;JLA -1
Yj - ~( a2 -,(M )jj

}=1

(5.8)

(5.9)

(5.10)

(5.11)

where Efix is the mean energy deposited in the layers with the fixed weights, which is

related to the sum over F in Eq. 5.10.

This optimization technique finds sampling weights based upon correlations be­

tween the energy deposited among the various layers. It is equivalent to using a 1­

dimensional H-matrix approach,l38]

5.2 Restricting the Optimization of Hadronic Weights
to Produce the Best Jet Resolution

To provide a set of sampling weights for the CC hadronic layers that provide the

best possible jet response, the following assumptions were incorporated in the analysis:

1. Because electromagnetically and hadronically-interacting particles
cannot be distinguished within a jet, the weights must be chosen to
be independent of particle type.

2. Because the energies of particles within a jet cannot be measured in­
dividually, the weights must be independent of the energies of the
particles in a jet.

3. Because the locations and trl\iectories of particles within a jet can­
not be measured individually, the weights should not depend upon
the trl\iectories of particles within the jet.

To make the weights independent of particle type within a jet, a decision was made

to choose the weights so that the response to electrons was optimized, even at the possi­

ble expense of hadron resolution. The rationale for this was that, since the fractional

electron energy resolution is far better than the hadronic energy resolution (at best,

0.15NE vs. O.41-./E), a small change in the sampling weights for the electromagnetic lay­

ers could result in a big change in the electron energy resolution, but would result in

only a slight improvement in the hadron energy resolution. (The actual effect of this

restriction upon hadronic energy resolution will be investigated later in this chapter.)

Since electrons deposit almost their entire energy in the electromagnetic layers of the

calorimeter, the weights for these layers are fixed to those found from the electron opti­

mization. (36)

To make the weights independent of the distribution of particle energies within a

jet, the sampling weights were chosen by optimizing the weights over a wide range of

incident particle energies. This procedure is based upon an assumption that the re-
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Table 5.1 Default sampling weights, with a .. 0.00394 and 1) .. 0

sponse of the detector has a linear dependence upon the energy of incident hadrons. In

other words, that the sampling weights ~i and the scale factor a can be expressed as

energy-independent constants. Consequently, any energy dependence of the weights

has to be ignored when jet response is derived from the response to individual hadrons.

Finally, hadronic response was optimized over two beam positions in the calorime­

ter, using the same procedures as in electron optimization.136] However, although the

electromagnetic weights were optimized over the entire range of the data in the CC,

namely at 11=0.05, 11=0.45, and 11=1.05, the hadronic weights were only optimized at

11=0.05 and 11=0.45 (because hadrons are not fully contained in the CC at 11=1.05).

5.3 Characterizing Results of Weight Optimizations

Calorimeter
Layer

EM1

EM2

EM3

EM4

FH1

FH2

FH3

CH

Sampling
Weights

0.981:1:0.006

0.639:1:0.005

0.750

0.734:1:0.003

1.354:1:0.04

1.293:1:0.04

1.295:1:0.05

6.135:1:0.18

5.3.2 Characteristics of the Response of the Calorimeter to Single Hadrons

The two important characteristics of the response of a calorimeter are the linearity

and the resolution. The resolution is found from a fit of Eq. 5.12 to the reconstructed

data 88 a function of energy.

In order to simplify comparisons between the default weights and any optimized

weights, the optimized sampling weights will be presented as factors that are to multi­

ply default set. To prevent confusion, such factors will be listed as sampling factors.

Consequently, all the sampling factors for the default weights equal unity.

Here E are the nominal energies of the beam settings (found from PWC momentum

measurement, and renormalized as discussed in Sec. 4.4), and o(E) and ll(E) are ob­

tained from Gaussian fits (see Eq. 4.3) to distributiona of the reconstructed energies at

the various settings (as shown in Fig. 4.5). Figure 5.1 shows a plot of the fractional

resolution for the default weights (see Table 5.1) at 11=0.45. In the fit, the noise term N

is fIXed to the standard deviation of the appropriate inspill-pedestal distribution. The

In order to investigate the effects of the constraints on optimization discussed in

Section 5.2, the data will be optimized in several ways, beginning with an unrestricted

optimization, and then applying the restrictions in sequence. These results will be com­

pared to a control set, which relies on reconstruction of energy using a set of default

weights, and thereby used to judge the improvement, if any, produced by the optimiza­

tion.

5.3.1 The Default Sampling Weights

The default (starting) sampling weights for this analysis (corresponding to 13; in Eq.

5.9, with II = 0) consist of the optimized electron weights for the electromagnetic sections

(layers 1_4),136\ and dEldx weights for the hadronic layers (layers 5-8). In the following

analysis, the original optimized electromagnetic weights (and scale factor a) have all

been renormalized so that the weight for the third electromagnetic layer (EM3) is 0.75,

or 13;(3) = 0.75, in order to maintain the previous relative electromagnetic layer weights.

The overall scale factor will not vary throughout all the analysis, and ia fixed so that a =

0.00394 (which is, again, consistent with previous optimization of electron data). Un­

less otherwise specified, results of all optimizations will be compared with those ob­

tained using this default set of weights. The default weights are shown in Table 5.1.

2

(o(E») _..:2 52 N 2

/l(E) - L- + E + £2 (5.12)
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Figure 5.1 Fractional resolution obtained when using default weights at 1]=0.45

parameters of the fit are given in the figure.

Linearity of response of the calorimeter to single particles is an important charac­

teristic of the detector because it also affects jet resolution. (Linearity refers to the de­

gree to which the reconstructed energy is linearly related to the incident energy.) A plot

of the detector response to hadrons at 11=0.45, using the default sampling weights is

shown in Fig. 5.2(a), along with a linear fit through the data. The residuals, or the frac­

tional differences between the data and the results of the fit, are shown in Fig. 5.2(b),

along with the parameters obtained from the fit to a straight line.
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Figure 5.3 Fractional difference between incident and reconstructed energy using default weights at 1]=0.45

From the statistical errors given in Fig. 5.2(b), it is clear that the fit to a straight

line is poor, and that there is a sizeable intercept. At this point, it is important to stress

the fact that such a linear fit is of little use when optimizing jet resolution, since indi­

vidual particle energies within a jet cannot be corrected through such a fit (because the

individual energies cannot be unfolded from the total jet energy). Nonlinearities of the

detector can be characterized, however, by the fractional difference between the recon­

structed and incident energy, as shown in Fig. 5.3. The dashed curve corresponds to the

previous linear fit to the data.
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For a detector with a truly linear response, the data points would all be consistent

with zero (within statistical uncertainty). Clearly, this is not the case for the default

response, especially at the lower energies. It is important to note that the response to

electrons in D0 is essentially linear,l36l so that the plot of the fractional differences in

the response to hadrons provides almost a direct measure of the difference in the rela­

tive electronlhadron response of D0 calorimeters. Thus, Fig. 5.3 shows that, for ener­

gies > 50 GeV, the relative electronlhadron response is greater than unity. Remember

that the relative electronlhadron response is not the same as e I h (see Sec. 2.1.2).
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40 80 120
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Figure 5.2 Reconstructed energies obtained using default weights at 1]=0.45



66

5.4 Optimizing Single-Hadron Response While
Applying Restrictions Aimed at Improving Jet
Resolution

In this section, we will investigate the detector resolution and linearity for single

hadrons under different restrictions on the optimizations of the sampling weights Yi'

We will consider energy and position-dependent weights, allowing the weights to vary

for the electromagnetic layers as well as for the hadronic layers. Then, we will restrict

ourselves to energy-independent weights. After that, data from the two 11 positions in

the detector will be optimized simultaneously to fmd a single set of position­

independent weights. Finally, the weights for the electromagnetic layers will be ftxed to

those considered best for electrons (the default), to obtain a set of weights that is opti­

mized simultaneously for electrons and hadrons. In this manner we hope to learn

which restrictions produce the greatest degradation in resolution and linearity for

hadrons, as well as deduce whether the final optimized weights (applying all restric­

tions) are likely to produce better jet-energy resolution.

The optimized sampling weights can be divided into sets that correspond to differ­

ent restrictions in the optimization of hadronic response. These sets are defined in Ta­

ble 5.2. For this study we use only the data corresponding to the high-energy beam con­

figuration at, " 3.16 D0 units (see Sec. 4.4), thus optimizing over an energy range of

7.5-150 GeV. Also, the optimization for Sets 1 and 2 were perfonned OVer each energy

individually, resulting in a different set of weights for each energy, while the other sets

were optimized for ail energies simultaneously, as shown in the table. The entire data

sample for this optimization consists of the two high-energy sets described in Sec. 4.4,

one set taken at 11=0.05, and one at 11=0.45.

The results from the various optimizations will be presented solely for gauging the

effect of the various restrictions on single-hadron response. Because, for application in

D0, all restrictions must be imposed upon any final set of weights, only the results of

the optimization using Set 6 will be compared to the default set to decide which of the

sampling factors would be best for the D0 detector. However, in Chapter 6 we will be

investigating ways to reduce the impact any of the restrictions through alternate imple-
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mentations, so it is useful to study the relative magnitudes of the effects that the differ­

ent contstraints have on the energy resolution of individual hadrons.

Table 11.2 Definitions ohets othadronlc weights

Set 11 Value EM Weights Energy Points
1 0.05 allowed to vary individual
2 0.45 allowed to vary individual
3 0.05 allowed to vary simultaneous
4 0.45 allowed to vary simultaneous
5 0.05,0.45 allowed to vary simultaneous
6 0.05,0.45 ftx at default simultaneous

5.4.1 Results of Hadronic Optimizations

The sampling factors found for Sets 1 and 2 for each available energy are presented

in Tables 5.3 and 5.4, respectively. AIl stated earlier, correlations between layers make

any uncertainties cited on purely the sampling factors difficult to interpret. Therefore,

no uncertainties are given. Instead, the resolution of the reconstructed energies will be

used to provide an indication of the quality ofthe results.

Table 15.3 Sampling Factors lor Set 1

Energy
(GeV) EM1 EM2 EM3 EM4 FH1 FH2 FH3 eH

7.5 1.98 1.55 1.03 1.28 0.98 0.73 0.66 0.51
10.0 1.81 1.58 1.12 1.19 0.93 0.93 0.80 0.63
15.0 1.68 1.34 0.89 1.24 0.94 0.88 0.95 0.78
20.0 1.97 1.28 0.94 1.20 0.96 0.92 0.91 0.87
25.0 2.30 1.34 0.94 1.21 0.96 0.95 0.98 0.88
30.0 2.18 1.29 0.95 1.19 0.95 0.95 1.02 0.87
40.0 1.91 1.79 0.88 1.22 0.95 0.94 0.96 0.95
50.0 2.98 1.30 0.87 1.17 0.94 0.95 1.02 0.90
75.0 2.58 1.39 0.87 1.15 0.96 0.91 1.02 0.95

100.0 2.16 1.80 0.86 1.15 0.94 0.93 1.04 0.92
150.0 2.41 2.21 0.75 1.13 0.92 0.93 1.00 0.91
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Table 6.4 Sampling Factors for Set 2

Energy
(GeV) EM1 EM2 EM3 EM4 FH1 FH2 FH3 CH

7.5 1.20 0.96 0.98 1.45 0.85 0.70 0.72 0.22

10.0 2.01 0.58 1.07 1.23 0.97 0.89 0.85 0.74

15.0 1.89 1.03 0.94 1.27 0.95 0.94 0.91 0.85
20.0 2.24 1.07 0.93 1.21 0.94 0.93 0.96 0.85
25.0 1.99 1.28 0.99 1.18 0.97 0.93 0.98 0.88
30.0 1.72 1.55 0.97 1.17 0.96 0.90 1.00 0.87
40.0 1.94 1,43 0.98 1.17 0.94 0.92 1.02 0.93

50.0 2.19 1.34 0.94 1.18 0.94 0.95 1.01 0.90

75.0 2.23 1.31 0.94 1.16 0.93 0.94 1.04 0.93

125.0 2.97 1.47 0.98 1.11 0.93 0.94 1.02 0.94

150.0 2.77 1.00 0.93 1.12 0.93 0.95 1.02 0.92

These tables show that the weights vary somewhat with energy, but do not display

any clear trend. Also, due to correlations between layers, the significance of the ob-

served variations is quite uncertain.

Table 5.5 gives the sampling factors for the other optimizations. The weights are

consistent overall, except for the EM weights for Set 6, which, of course, are fixed to the

default values. The hadronic weights are virtually the same for all optimizations.

Table 6.6 Sampling Factors tor Sets 3,4, 6, and 6

Set EM1 EM2 EM3 EM4 FH1 FH2 FH3 CH

3 2.24 1.63 0.87 1.16 0.94 0.93 1.00 0.90

4 2.11 1.13 0.96 1.15 0.94 0.93 1.01 0.91

5 2.16 1.34 0.92 1.15 0.94 0.94 1.01 0.91

6 1.00 1.00 1.00 1.00 0.98 0.94 1.01 0.91

Tables 5.6 and 5.7 provide the parameters characterizing the optimizations for the

data sets at 11=0.05 and 11=0.45, respectively. Although the character of the results for

Sets 1 through 5 are not grossly different, Sets 1 and 2, which allow an energy depend­

ence, provide the best results overall. The results using Set 6 show a larger degradation

in resolution and linearity than the other sets, indicating that restricting the EM
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weights to those that are best for electrons has the biggest detrimental effect on the

hadron response.

Table 5.6 Parameters from optimizations at l1aO.06

Fits to a(E)IE Fits to straight line

Set S (%) C(%) Slope Intercept (GeV)

Default 51.1:t1.0 3.56:t0.21 1.022:t0.001 -0.84:t0.04

1 39.8:t0.9 2.84:t0.17 1.004:t0.001 -0.51:t0.03

3 42.7:t0.9 2.45:t0.21 0.999:t0.001 -0.41:t0.03

5 43.8:t0.9 2.31:t0.21 1.000:t0.001 -0.49%0.03

6 47.2:t0.9 3.30%0.20 0.995:t0.001 -0.75:t0.03

Table 6.7 Parameters from optimizations at 11-0.46

Fits to a(E)IE Fits to straight line

Set S(%) C(%) Slope Intercept (GeV)

Default 48.0:t0.9 3.87:t0.16 1.021:t0.001 -0.94:t0.04

2 39.1:t0.8 2.57:t0.15 1.000:t0.001 -0.21:t0.03

4 40.2:t0.8 2.38:t0.17 1.001%0.001 -0.34:t0.03

5 41.2:t0.8 2.22:t0.18 1.000:t0.001 -0.30:t0.03

6 45.9:t0.9 3.51:t0.16 0.994:t0.001 -0.81:t0.04

Fig. 5.4 shows the fits to the fractional resolutions for the various optimizations.

These fits were used to extract the values of C and S presented in Tables 5.6 and 5.7.

The plots confirm that the best resolution is obtained using energy-dependent weights,

and that restrictions worsen the resolution. However, the energy-independent weights

(Sets 3 and 4), and the energy-independent and position-independent weights (Set 5)

produce only slightly worse resolution at lower energies, and equivalent resolution at

higher energies, indicating that requiring the weights to be independent of energy and

position does not have a great effect on the resolution.
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Figure 5.5 Deviation plote for (a) 1]..0.05, and (b) 1]-0.45

Figure 5.5 gives the fractional differences in the energies (between reconstructed

and incident) for 1'\=0.05 and 1'\=0.45, for the various optimizations. As can be seen, the

default set of weights produce reconstructed energies that are, on average, symmetric

around zero for the range of incident energies. However, optimized results appear to

provide less absolute spread over the entire range of energies. It is important to recog­

nize that the fractional differences for all sets other than Set 6 (and the Default) could

be renonnalized (with an overall scale factor) so that they would be symmetric about

the zero. Since the purpose of these optimizations is just to show the effect of the vari­

ous restrictions, we will not perform such a renonnalization. It should be pointed out

that the factors for Set 6 are constrained by the requirement of best electron resolution,

and cannot be rescaled.

From these results, we conclude that optimization improves the single-hadron en­

ergy resolution. However, it is also clear that the successively imposed restrictions tend

to worsen the resolution relative to that obtained using the unrestricted optimization.

All of the sets of sampling factors do indeed produce resolutions somewhat better than

that found for the Default Set (including Set 6). However, because the Default Set pro­

vides reconstructed energies that are more evenly distributed around the incident ener­

gies than Set 6 does. it is not clear which one would best optimize jet energy resolution.

5.4.2 Varying only Relative Scales on the Default Set ("Shifted Set")

Hadronic resolution can also be improved by simply changing the relative scales

used for the hadronic and electromagnetic sections. That is, the reconstructed energy

can be described by:

E lc a~em + et ~Juul (5.1S;

where FI' is the reconstructed energy for event k; a is the scale factor appropriate for

electromagnetic layers; FI'.m is the sum over layers 1-4 in Eq. 5.1; and F!'had is the sum
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Figure 5.6 displays the energy resolution of the detector for our three cases, and

Fig. 5.7 shows the plot of the fractional differences in energy. Again, the results for a

shift in (J.' to 0.965 are essentially identical to those already found for Set 6. The re­

sponse using the Shifted Set is virtually identical to that for Set 6, and significantly dif­

ferent from that using the Default Set.
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Figure 6.7 Fractional energy deviations for (a) 1'1=0.05, and (b) 1'1=0.45
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Weights 1'1 S(%) C(%) Slope Intercept (GeV)

Default 0.05 5Ud.0 3.56±0.21 1.022±0.001 -0.84±0.04

Set 6 0.05 47.2±0.9 3.30±0.20 0.995±0.00l -0.75±0.03

Default (shift.ed) 0.05 47.2±0.9 3.33±0.20 0.996±0.001 -Q.75±0.03

Default 0.45 48.0±0.9 3.87±0.16 1.021±0.001 -0.94±0.04

Set 6 0.45 45.9±0.9 3.51±0.16 0.994±0.001 -0.81±0.04

Default (shift.ed) 0.45 46.3±0.9 4.13±0.16 1.020±0.001 -O.83±0.04

Table 5.8 Results from varying only the relative hadronlc scale, 11'

over layers 5-8 in Eq. 5.1, using the Default Set of sampling weights; and (J.' is the scale

for the hadronic layers, nominally equal to (J.. It is interesting to see how a change in

the relative value of (J. and (J.' affects the response of the detector to single hadrons.

Table 5.8 compares the results for the Default Set and the fully optimized weights

of Set 6 (both also given in Tables 5.6 and 5.7) with the results when (J.' is shifted from

1.000 to 0.965, an amount chosen arbitrarily to produce results close to the optimized

set. We refer to the shift in the Default Set as the Shifted Set of sampling factors. AB

can be seen, within errors, the results using optimized and shifted weights are essen­

tially identical.
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The results of this section suggest that the small improvement in resolution and

linearity gained through optimization of layer weights can also be achieved by simply

changing the relative scale between the electromagnetic and hadronic modules. Such a

simplification of the optimization procedure is reasonable because differences in the

relative responses between different portions of the calorimeter can have a negative im­

pact on resolution. Thus, reducing these differences, as is done by changing the relative

scale here, can improve the resolution. Since the optimization routine is designed to im·

prove the resolution, the primary impact of the restricted optimization may well have

arisen out of such a variation between the electromagnetic and the hadronic scales. The

results of this section seem to have verified that this is the case.

Figure 5.6 Resolution plots for (a) 1'1=0.05, and (b) 1'1=0.45
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5.4.3 Quality of the Response of the Calorimeter to Hadrons

As we have discussed before, the goal of any optimization of the response of a calo­

rimeter to single hadrons is to improve the measurement of jet energy. However, with­

out a detailed knowledge of the structure of jets, and without the means to implement

any such knowledge in the optimization, it is, of course, difficult to determine which

weights produce the best jet resolution. We have therefore examined the response to

single hadrons in order to estimate the features of the calorimeter response that are

likely to have the greatest impact on jet energy resolution.

Three characteristics of energy deposition for single hadrons that come to mind in­

volve the resolution, linearity with energy, and the relative electronlhadron response.

Improving resolution is desirable because it leads to more precise measurement of ener­

gies of single particles, and thereby, hopefully, to a more precise measurement of the

energy of a jet. Also, increasing linearity of response to incident-particle energy is im­

portant for minimizing variations in the reconstructed energy of a jet that may depend

upon the energies of its individual particles. Finally, it is important to ensure that the

mean response of the detector is the same for electromagnetically and hadronically in­

teracting particles, since differences in response to different types of particles can lead

to large a priori variations in the energies of reconstructed jets.

From previous arguments,l13J it appears that the relative electronlhadron response

has the greatest impact upon jet resolution (see Sec. 2.1.3). Since jets of a given energy

can exhibit wide fluctuations in the types of their constituents, there is no simple way to

correct for effects of a large electronlhadron response. Thus, the principle requirement

for improving jet resolution through a variation in the response to single hadrons is

making the average hadron response as close to electron response as possible. The is­

sue of linearity is also very important, but since the energy of jets is the sum of the en­

ergies of individual particles, corrections can be based upon overall jet energy. There­

fore, after settling the eleetronlhadron issue, linearity can also be improved.

Finally, while it is useful to have good single-particle resolution, the degradation of

jet resolution due to variations in the response to different jet constituents at a given jet

energy is far more important. Thus, improving single-hadron resolution of calorimeters
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is not a primary concern in collider environments. It shOUld be recognized that the

overall optimization procedures discuSBed in this chapter tend to equalize the response

of the hadronic layers and of the electromagnetic layers (thus improving resolution).

Because the D0 calorimeter is not completely compensating (that is, eI h = 1.05 and not

1.00), the optimization therefore decreases the reconstructed energies, which has the

unfortunate effect ofworsening the linearity, while improving resolution.

Since the Default Set of weights produces a hadron response that is, on average,

more symmetric relative to the electron response (which, as stated before, is essentially

linear with incident hadron energy), the default weights would seem to be better suited

for use in improving jet resolution. (Although the optimized weights improve both the

resolution and the linearity of response for hadrons, these improvements have less im­

pact on the jet resolution.) Thus, based upon the results of this chapter, the D0 experi­

ment decided to use the default weights for reconstructing jet energies.

It is clear that the methods for determining the appropriate restrictions upon the

optimized weights, as well as the rationale for deciding which weights are best, are only

qualitative. As we have emphasized, a detailed knowledge of jet structure is needed to

determine quantitatively which weights are best for jet resolution. In the following

chapter, we introduce a method for simulating jets using a Monte Carlo program for jet

fragmentation, which, when coupled with data from the test beam, can provide a more

rigOroUB procedure for maximizing jet energy resolution.
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Chapter 6.

Optimizing Jet Energy
Resolution with Jets Simulated
from Test-Beam Data

As we discussed in Chapter 5, restrictions introduced in the optimization of the en­

ergy response of the D0 calorimeter to hadrons worsen hadron energy resolution by a

total of about 6% for the sampling term S over that found using an unrestricted optimi­

zation (see Tables 5.6 and 5.7). The worst degradation occurs when the weights for the

electromagnetic layers are fixed to values that provide the best resolution for single

electrons. Another restriction that produces a clear loss in resolution is when the

weights are required to be independent of the energy of the incident particle. These re­

strictions can produce similar or perhaps even more detrimental effects on jet resolu­

tion. Finally, the qualitative determination that the Default Set of weights would be

best for jet resolution leads to a loss in single hadron resolution of about 9·11% in the

sampling term S. However, without a detailed knowledge of the composition ofjets, it is

hard to predict the impact of such constraints. Unfortunately, jets of precise energy

cannot be produced in test beams, and consequently cannot be studied in a calorimeter.

However, production of jets can be modeled using Monte Carlo generation based on
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QCD theory. The individual hadronic fragments of such jets can be taken from a library

of data obtained in the test beam, summed to fonn a jet, and then propagated through

the detector to simulate the response of the D0 calorimeter to jets. In this chapter, we

use such simulations to study the effects that the restrictions placed on single-hadron

optimization produce on jet resolution. In particular, we study the effects on jet re­

sponse using the default weights from Chapter 5, and investigate possible alternate

schemes for improving jet resolution.

6.1 Generating Test Beam Jets

The Particle Library, based on data from the test beam, was formed to provide the

individual particles needed for generating jets. The Particle Library, which is described

in greater detail in Appendix B, contains both electron and hadron data over the full

range of energies studied at the test beam, but only at the position corresponding to

11=0.05 and eJl=3.16 (3.10 radians) in the D0 calorimeter. Extrapolations, also described

in Appendix B, are performed to shift the scales and locations of particles to the appro­

priate energies and positions of specified jet constituents. These particles are then su­

perimposed to form complete jet events which mimic D0 events on a cell-by-celllevel.

To specify the structure of the jets to be built by the Particle Library, partons were

generated at minimum transverse energies of 20, 30, 40, 50, 63, 80, 100, 120, 150, 175,

and 200 GeV, using the lsl\iet program.140J After fragmentation and radiation, the jet

with the highest PT from the collision was selected and stored in a file specifying the

energy, type, and the 11 and eJl for each constituent. For each specified minimum energy,

this process produced a group of jets distributed around the minimum energy. The

specified set of minimum energies had been selected so that, taken all together, the Isa­

jet events had a broad range of energies with essentially uniform distribution between

about 15 and 225 GeV. We will refer to these seed events as "lslijet events", to distin­

guish them from the test-beam jet events ("TB jets"), which are constructed using the

lsajet events.

For each lslijet event, the Particle Library was used create TB jets that are similar

to jets seen in the D0 detector. Because the library is limited to particles at 11=0.05,
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estimated by a TB jet relative to a real (DQJ) jet, providing a dependence of the standard

deviation of a jet-pedestal event on incident jet energy. The mean value of the jet­

pedestal events is, of course, still zero. A plot of the N parameter (Le., the average

width of the jet-pedestals) vs. incident jet energy, in 5 (kV intervals, is shown in Fig.

6.1. A fit to the energy dependence is also shown in the figure, and is given by:

Due to the way the data in the Particle Library are scaled for low incident energies

(see Appendix B), the noise for a single particle (..1.9 (kV) does not have to correspond

exactly to the noise at smallest jet energy in Fig. 6.1. Also, the same scaling techniques

cause the above fit to become non-physical at energies less than about 10 (kV (for ex­

ample, N(5 (kV) .. 0). Since the particle library is only used down to 15 (kV, this will

not present a problem.

Using Eq. 6.1 in Eq. 5.12, we obtain a modified form that we can use to extract the

N(E) = PI + P2 In (E) (6.1)

PI ~ -2.656:0.001
P2 - 2.106:0.002
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Figure 6.1 Standard deviation of "artificial" ioapill pede.tals (jet-pedestal evente) .. a function of
incident jet energy

Because a non-linearity in the energy response of calorimeters to jets can, in princi­

ple, be easily corrected, we will concentrate on issues relevant to the resolution of the

D0 calorimeters in optimizing TB jets. The jet resolution was fitted to the same generic

equation that was used for parametrizing the energy resolution of single particles (see

Eq.5.12). However, because the noise term in the jet'cannot be simply the sum over the

noise of individual hadrons, the N parameter must be handled differently for TB jets.

For the resolution of hadrons in single-particle test beam data, the term N in Eq.

5.12 was equated to the expected standard deviation of an appropriate pedestal distri­

bution, and thereby the number of degrees of freedom in the fit was reduced. When the

contributions from individual particles are added together to form TB jets, the magni­

tude of the noise in a typical TB jet will usually be far greater than for a single particle,

and will increase with the multiplicity of the jet. Since the multiplicity of a jet also de­

pends upon jet energy, the noise in TB jets will have a dependence upon incident jet

energy. This is an artificial feature of building jets from individual particles, and does

not reflect the true noise of the calorimeter.

Noise in TB jets was estimated by merging data for inspill pedestal events on a cell­

by-cell basis, using the same correction algorithms that were applied to the cells occu­

pied by the particles in a TB jet, using the following procedure. First, an inspill-pedestal

library was created in parallel with the Particle Library: this contained inspill pedestal

events from the test beam. For each initial Isejet event that had been used to create TB

jets, we then created a jet-pedestal event by adding events from the pedestal library for

all individual particles in the Isejet event. Essentially, a TB jet was built, but with cells

containing only pedestal signals, rather than ionization energy. This procedure overes·

timates the noise seen in a DQJ jet-pedestal event by an amount equivalent to that over-

6.2 Parameters ofJet Response

only central jets could be simulated accurately (see Appendix B for a discussion of the

differences between the assembled jets and DQJ jets). For each specified Isajet event,

200 TB jets were constructed from data randomly selected from the Particle Library

(see Appendix B).
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The analysis in Chapter 5 indicated that the default weights (given in Table 5.1)

should be used for building jets. Here we will examine the jet properties found using

these weights. Figure 6.2(a) gives a plot of the reconstructed jet energy vs. the incident

jet energy, including a linear fit through the data, and the parameters for the fit (the

statistical errors on these are very smaIl). In Fig. 6.2(b) we show the result of the linear

fit compared to the fractional energy difference.

other parameters ofthe fractional resolution:

(

2
0(£) 2 52
!l(E») = C + E +

[PI +P2In (E)r
E 2

(6.2) 0.025, (a)

I 0.3
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I ~~ ! I t t!l++l\ 0.2
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Figure 6.3 (a) Relative differences and (b) relative resolution for corrected rec:onstructad jet energies

As seen in Fig. 6.2, the response of the calorimeter to energy is not completely lin­

ear, and has both a large offset and a slope that differs significantly from 1.0. In order

to correct for these effects. a simple second-order polynomial can be fitted to the re­

sponse, and the reconstructed energy can be corrected using the resulting function. In

this chapter we correct all energies in this manner. The corrected energy for the default

weights. in terms of the plot of fractional energy differences, is given in Fig. 6.3(a), and

the relative resolution is shown in Fig. 6.3(b).

Figure 6.2 Reconstructed energies obtained using default weights at ,,=0.45

(b)

0.3

(6.3)2PI + P2 Eree + P3EreeE eorr
ree

The fit that corresponds to the corrected data in Fig. 6.3 is:

with PI = 2.42 GeV, Pz = 1.13, and P3 = -3x10-4 GeV\ and where E,... is the uncorrected

reconstructed energy shown in Fig 6.2.

Figure 6.3 shows that the data at the lower end of the energy range have more scat­

ter than at the central region. This is due to the fact that the simulation of DQI jets

becomes less accurate at the lowest energies. This breakdown of the simulation is

mainly due to the scaling of the lowest energy particles, and an arbitrary cutoff of low­

energy jet constituents used when building the TB jets (see Appendix B).

The Isajet jets in this analysis were required to be in the central region of the calo­

rimeter at the Isa,iet generation stage. However, due to the way the particle library pro­

duces the coordinates of TB jets by shifting the particles at 11=0.05 to the appropriate

coordinates, TB jets will not vary in structure, regardless of pseudo-rapidity of the Isa­

jet jet.
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t.;\

••••••.•.•,!.•~.!,! .•,••.••! ;

t ':

f
-0.1 50 125 200

Incident (Parton) Jet Energy (GeV)

0.1

E"",-E...
----e-;;;;-

m= 0.929

b = -2.75 (GeV)

f(E) = mE + b

50 125 200
Incident (Parton) Jet Energy (GeV)

50

200

(a)

(GeV)

125

E",



82

6.3 Optimization of Jet Resolution

83

6.3.1 Optimization of Relative Electromagnetic and Hadronic Scales (Scheme
08-I)

Just as in the case of single hadrons, the relative scales of the signals from the elec­

tromagnetic and hadronic sections were varied, keeping the default weights for the indi­

vidual layers in the two sections. The reconstructed jet energy I.E"ree) is found from:

where Ek
rec is the reconstructed energy for TB jet event k, ~em and~had are the sums

of the energies found in the electromagnetic and hadronic layers, respectively (calcu­

lated using the default weights), and a.m and ahad are parameters that are varied using

our standard optimization routine for all TB jet events (all energies). The resultant val­

ues of aem and ahad are given in Table 6.2. Uncertainties on these values are not in­

cluded: since the scales are found through the optimization procedure used to find sam·

piing weights, the uncertainties are of little use in evaluating the results, due to the

correlations between them.

All results in the following optimizations will again be presented in terms of sam­

pling factors, relative to the default weights, as was done in Chapter 5. (The default

weights correspond to dEldx weights for the hadronic layers, and EM-layer weights cho­

sen to optimize the response to electrons, and were given in Table 5.1).

Five different optimization schemes (08) were implemented to try to improve the

energy resolution of TB jets. 08-1 simply varies the relative scales between the EM

and hadronic layers, and otherwise uses the default weights. 08-2 allows all weights to

vary, and provides a single constant offset l) for the simultaneous optimization of all jet

energies. 08-3 admits weights that depend on the reconstructed jet energy, and 08-4

allows weights that depend on the fraction of total reconstructed jet energy deposited in

the electromagnetic layers (EM fraction). Finally, 08-5 implements a sequential opti­

mization of energy-dependent and EM fraction-dependent variations. A summary of the

various optimization schems is included in Table 6.1, and the details of the separate op­

timizations are given below.

k k k
Erec = aemEem + a/uulE/uul (6.4)

Table 6.1 Summary of optimization schemes (OS)

as Parameters allowed to vary # constant offset l)
parameters

1 scale factors describing relative set to zero
contributions of EM and hadronic 2

sections

2 energy-independent weights varies
describing the relative 8

contributions of all layers

3 parameters describing the set to zero
energy-dependence of 8 layer 16

weights

4 parameters describing the EM varies
fraction-dependence of8 layers 18
weights and a constant offset l)

5 parameters describing the EM varies for EM
fraction-dependence and 8 dependence

energy-dependence of8 layer set to zero for
weights and a constant offset l) energy-dependence

Table 6.Z OPtlmlzed relative scales (OS-1)

I ::: I ~::: I

6.3.2 Full Optimization Without Energy Dependence (Scheme 08-2)

The TB jet resolution was optimized simultaneously over the full range of energies,

resulting in the set of8 sampling factors and the constant offset S (see Eq. 5.9), given in

Table 6.3. This scheme assumes that the weights are independent ofjet energy.
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Table 6.3 Fully optimized, energy-independent sampling factors (08·2)

6.3.3 Sampling Factors as a Function of Reconstructed Jet Energy (Scheme
OS·3)

.~" .._--

Calorimeter
Layer

EMl

EM2

EM3

EM4

FHl
FH2
FH3
CH

5 (GeV)

Sampling
Factors

2.443

1.163

0.856

1.335

1.006

0.895

0.839

0.758

3.325

3

EMl (a)

..~
......

EM4 (d)

EM2 (b)

• eO ....

FHl (e)

EM3

....
" .n II •••

FH2

(c)

(0

Figure 6.4 Sampling factors as a function of reconstructed energy (OS·,'!). The fits are to linear functions of
Ihe formPt + P.E.,(see Table 6.4).

A13 can be seen in Fig. 6.4, the sampling factors at the extreme ranges of the energy

scales do not seem to follow the trend observed in the center regions. By changing the

ranges for the fits, we have determined that restricting the fits to the trend established

by the central energy regions results in the best overall resolutions. The functions in

the figures are plotted only over the energy ranges used in the fits.
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FH3
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31. The default reconstructed energy (Etkf) was calculated using the de-
fault weights in Eq. 5.9.

2. The events were divided into 5 GeV bands of Edt!'
3. A set of sampling factors were obtained for each band Edef
4. The samling factors were fitted to a linear function of Edt"

The energy-dependent weights were found as follows:

A constant offset 5 is not allowed in this optimization, since such an offset is not

suitable optimizations over small energy ranges. The calculated sampling weights,

along with the linear fits to Etkf' are shown as a function of reconstructed energy in Fig.

6.4. All eight fits are superposed in Fig. 6.4(i) to demonstrate the correlations between

the weights as a function of energy, along with a line at unity. The parameters for

these functions, along with the statistical uncertainties on them, are given in Table 6.4.
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Table 8.4 P ....ameters de""rlbln!r energy-dependeDce ofsampUng factors (08-3)

It can also be seen from Fig. 6.4 that some of the sampling factors do not seem to

depend linearly on energy. We have tried to fit the sampling factors with a more com­

plex energy dependence. but found that using a linear fit provides similar overall reso­

lution, and produces a more linear energy response. We have consequently chosen the

simplest parameterization for this study.

PI P2 (xI0-3)(GeVI)

J EMl I

2t~

EM2

.............

EM3

----. ...

FH2FHl

" . ' If ..... ·I~~-........-.._

EM4

4

3

-1.69:1:0.02

-0.51:1:0.02

-0.33:1:0.03

-1.88:1:0.03

-0.56:1:0.03

0.49:1:0.03

1.56:1:0.03

1.28:1:0.03

2.571:1:0.003

1.195:1:0.003

0.963:1:0.004

1.579:1:0.004

1.104:1:0.004

0.870:1:0.004

0.714:1:0.004

0.652:1:0.004

EMI
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Figure 6.5 Sampling factors aa a function of the fraction of the II!CDDAlrucled energy in a TB jet that is
depoeited in the EM oection. The fita anl to linear functiODll of the form P1+p. F£M (see Table 6.5)

4

FH3

3

I ~ ... ..

As seen in Fig. 6.5, the sampling factors for FEM S 0.2 and FEM ~ 0.8, (especially for

Ii) show marked deviations from the trend established in the rest of the range. This is

caused primarily by the characteristic patterns of energy deposition for jets in these re­

gions. For example, a jet with more than 90% of its energy in the electromagnetic sec­

tion. will have little energy in CH that could be used to sharpen the CH sampling factor.

It is interesting that all weights appear to approach unity at highest energies. as

shown in Fig. 6.4(i). This would suggest that these weights should provide the greatest

improvement in reconstructed energy resolution at lowest energies.

6.S.4 Sampling Factors that Depend on Jet EM Fraction (08·4)

The weights that depend on EM fraction were found as follows. Starting out with

the default EUf values. as discussed in Section 6.3.3, we defmed FEM as the fraction of

the energy in a TB jet that reconstructed in the EM section. The FEM values for all

events were divided in bands of 0.04 width, to obtain a set of sampling factors (and a

constant offset Ii) for all events (independent of energy) within each band of EM fraction.

These factors were then fitted as a function ofFEM'

The sampling factors as a function of EM fraction in a TBjet are shown in Fig. 6.5,

along with the linear functions used in the fit. The parameters for these functions,

along with their statistical errors, are given in Table 6.5,
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Also, it should be recognized that jets usually deposit ~ 0.5 of their energy in the EM

section, so the low incidence of jets with > 0.9 of the total energy in either section

makes the optimizations in these regions tend to be limited by statistics (the statistical

uncertainties on these points are connected to the correlations between weights, so

these uncertainties are not shown in the plots).

3
EMl EM2 EM3

Table 6.5 Energy.independent sampling factors (OS-4) obtained from linear fits to the
EM energy fraction in TB Jets (with statistical uncertainties from the fits) ........ he. 'n

....
.';..... '" e'-... . ,o;ri-" '. e,l· Ii ..

PI P2 (xlO-1 GeV1)

EMl

EM2

EM3

EM4

FHl

FH2

FH3

CH

l)

1.788:&004

1.370±0.007

l.Ol6±0.006

1.263±0.005

0.896±0.005

0.977±0.005

1.247±0.006

1.011±0.005

-0.057±0.00l

8.37±0.07

-4.47±0.l

-2.11±0.09

0.96±0.08

3.34±0.09

-1.99±0.l

-9.40±0.l

-6.60±0.l

56.9±0.l

3
EM4 FHl FH2

3
FH3 CH

.__ .A........•..·.. O.
'.~

50

.;;;-

125 200 50 125 200
EM Fraction Corrected Reconatructed TB Jet Energy (0.VJ

Figure 6.6 Sampling factors aa a function of EM-fraction corrected reconatructed energy (OS-5). The fits are
to linear functions of the form PI + PJE.... (oe. Table 6.6).

We also see in Fig. 6.6 that the sampling weights for the lowest energies show a

marked difference from those for the higher energies. This indicates that using both

EM fraction and energy-dependent corrections will have a negative impact on lowest­

energy jets.

6.3.5 Sampling Factors that Depend on both EM Fraction and Reconstructed
Energy (Scheme OS-5)

In order to exploit infonnation about both the energy of the TB jet and its EM frac­

tion, optimizations were carried out that included both dependences. First, the factors

found in Sec. 6.3.4 (for OS-4) were applied to data, and then sampling factors were re­

calculated as a function of reconstructed energy as was done in Sec. 6.3.3. However, the

reconstructed energy for this optimization was taken, not as E,uf' but as the corrected

energy E EM found using the parameters discussed in Sec. 6.3.4.

Plots of the final factors as a function of EEM are shown Fig. 6.6, and the parame­

ters for fits to a linear dependence on EEM are shown in Table 6.6. We see in Fig. 6.6

that after correcting for the EM fraction, the sampling factors are all close to unity over

our entire energy range, indicating that applying both energy-dependent and EM

fraction-dependent corrections is not significantly more useful than using only one of

these corrections.
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Table 6.6 Energy dependent sampling factors obtained from linear fits to the energy
after it is corrected for EM fractions (OS-5) (with statistical uncertainties from the fits) OS-2

OS-5OS-4

OS-1

ro ~ ~ ~ ~ m ~ ~ ~ ~ ~ ~

Optimized Reeonstrocted TB Jet Energies Ene (GeY)

Figure 6.7 Nominal parton energy as a function of rec:onstructed TB jet energy for various optimizations.
The fits sre 10 second-order polynomial functions ofEne'

Default
f

200

150

100

150

Incident
(Parton)
Energies
(GoY) r 08-3

200

1150

100

.0

7.65±0.02

7.29±0.02

-1.75±0.02

-4.17±0.03

-6.07±0.02

4.57±0.03

9.71±0.03

6.90±0.03

P
2

(x10-4 Gey-I)PI
0.927±0.003

0.898±0.003

0.998±0.003

1.042±0.004

1.094±0.003

0.957±0.004

0.869:1:0.004

0.927±0.004

EM1

EM2

EM3

EM4

FH1

FH2

FH3

CH

6.3.6 Corrections to Reconstructed Energies

As stated in Sec. 6.2, all reconstructed TB jet energies for the default as well as for

the optimized parameters were corrected using a second-order polynomial in E
rec

(Eq.

6.3). The plots of the nominal parton energies vs. reconstructed energies are given in

Fig. 6.7, and the parameters for the fits indicated are given in Table 6.7.

Table 6.7 Parameters from fits of second-order polynomial In reconstructed TB jet
energy to the Incident parton energy (with statistical errors from the fits)

OS-# PI (GeV) P2 Pa (x10-4 Gey-I)

Default 2.41±0.02 1.13±0.01 -3.12±0.03
1 2.22±0.02 1.02±0.01 -2.16±0.02
2 -1.96±0.02 1.04±0.01 -0.96±0.02

3 1.37±0.02 0.97±0.01 1.70±0.02
4 -2.07±0.02 1.05±0.0l 1.53±0.02

5 -1.97±0.02 1.04±0.01 -1.03±0.02

These plots give little indication of the differences between the different response

distributions. The parameters in Table 6.7 give greater detail about the differences be­

tween the various optimizations.

6.4 Judging the Success of the Optimization Schemes
on Resolution

To investigate the effect of the optimization schemes on reconstructed TB jet energy

resolution, a separate set of data, consisting of 218,500 events, was generated from the

Particle Library. The corrections obtained from the optimization schemes were then ap­

plied as follows:

1. For each event, we calculated the default reconstructed TB jet en­
ergy Edtf' using the default weights.

2. Choosing some optimization scheme, the appropriate sampling fac­
tors were then determined for any given Edt('
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Figure 6.8 Fractional resolutions for TB jets 8B a function of incident energy for the various optimization
scheme•. Fits .Bhe data are to Eq. 6.2
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Table 6.8 Parameters describing resolution of reconstructed and corrected TB Jet
energies

3. These factors were then applied to .the layer energies to find the op­
timized reconstructed energies E'opt' for any given optimization
scheme i.

4. Finally, the corrections to the reconstructed TB jet energy, based on
Table 6.7, were applied to determine the final energies E'corr'

These corrected and optimized energies were then compared with the parton ener­

gies to determine the jet resolution as a function of incident energy, as explained here.

The reconstructed energies gcorr were separated into bands of 5 GeV. In parallel with

the rescaling of energies of singles hadrons that was based on the measurementes using

PWCs (see Eq. 4.2), we also rescaled all the values of E i
corr to the mean parton energy

in the band. This eliminated any smearing in Eicorr due to the spread in parton ener­

gies. We then calculated the standard deviation a(E) and mean I!(E) for each band of

gcorr energies. The parameters of the resolution were then extracted by fitting Eq. 6.2

to the values of all!. The parameters S and C from the fits, and their statistical uncer­

tainties, are given in Table 6.8, and the cOlTected data for the various schemes with the

fitted functions are shown in Fig. 6.8.

OS-# S (%/vE) C(%)

Default 71.l5±O.OO4 O.OO2±O.OO3

1 58.l8±O.Ol 1.98±O.OO2

2 48.l9±O.01 2.32±O.OO2

3 43.42±O.Ol 2.76±O.OOl

4 37.03±O.Ol 3.32±O.OO2

5 35.l8±O.01 3.40±O.OOl

Because of the similarity of the plots in Fig. 6.8, and the fact that an increase in C

can be compensated by a decrease in S in Table 6.8, ifis difficult to gauge any improve­

ment in jet energy resolution from the different optimization schemes. We therefore

provide in Fig. 6.9 a comparison of the resolutions for the various schemes relative to

the case using the default parameters.
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Fractional energy differences for the various optimization schemes are shown in

Fig. 6.10. As can be seen in the figure, the fractional differences are all very similar. as

expected, since all energy responses were corrected using a second-order polynomial in

Erec' (see Sec. 6.3.6). Nevertheless, this verifies that the corrections were adequate. (As

we mentioned previouslY, when the sampling factors in Sections 6.3.3, 6.3.4, and 6.3.5

were fitted to third or fourth-order polynomials in E..... these fractional differences were

not as well-behaved.)

From the results of this chapter. we see that the energies of TB jets more closely

reflect the original parton characteristics (as shown by jet energy resolution) when we

implement our optimization schemes. Thus, the weights suggested by single-particle

optimization can be improved upon by applying a more detailed knowledge ofjet struc­

ture to test beam data.

20050 125
Incident (Parton) Jet Energy (GoY)

Figure 6.9 Ratio ofoptimized TB jet resolutiona to the default values .. a function ofjet parton energy.

From Fig. 6.9, we see that while 08-1 improves the resolution over the default

scheme, it is not as marked an improvement as those using the other schemes. The im­

provements for 08-2 to 08·5 are only slight at the highest energies, but more apparent

at the lower energies. The 08-4 and 08-5 schemes appear to provide the best overall

resolution.
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Chapter 7.

Conclusion

Electron and hadron data from the D0 test beam Load II data run, at an azimuth of

$=3.10 radians (3.16 D0 units) and pseudo-rapidities TJ=0.05 and TJ=0,45, and at ener­

gies of 2 GeV to 150 GeV, were used to improve the energy resolutions of simulated D0

jets. The techniques examined in this thesis outline methods that can be used to cali­

brate calorimeters for measuring jet energies at collider detectors. We have shown that

by varying relative scales for different calorimeter layers (sampling weights), the jet en­

ergy resolution of calorimeters can be optimized significantly.

In Chapter 5, we applied a naive (although widely used) procedure to improve the

energy resolution for single hadrons in order to obtain optimal sampling weights. This

was done by minimizing the difference between incident and reconstructed hadron ener­

gies. We found that the resolution and linearity of the response of the D0 detector to

hadrons can be improved by varying different sampling weights for individual layers of

the calorimeter. Defining a default set of weights as dEldx weights for the hadronic sec­

tions, and optimized weights for the electromagnetic sections (which were obtained by

optimizing the response of the electromagnetic section of the calorimeter to electrons),

we can allow all layer weights of the calorimeter to vary, and thereby improve the sam­

pling term of the hadron resolution over the default resolution by about 10%. Such an
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optimization also improves the linearity of the calorimeter's response to hadrons.

Because the purpose of improving hadron response in the test beam is primarily to

improve the response of the D0 detector to hadronic jets, three restrictions were im­

posed on the optimization procedure in order to enhance jet energy resolution. These

restrictions entailed ignoring the energy dependence, particle-type dependence, and po­

sition dependence of the sampling weights for single-particle showers. We showed that

imposing such restrictions leads to a deterioration in the resolution and linearity of re­

sponse for single hadrons, relative to that given by the unrestricted optimization. Re­

quiring the response to be independent of particle-type (by choosing the layer weights

for the electromagnetic sections to be the values that produce the best electron resolu­

tion, Le., the default EM weights), causes the greatest degradation in optimal hadron

resolution (an increase in the sampling term of about 4%). Nevertheless, applying even

all three restrictions to the optimization still produces an improvement in the sampling

term of about 3% over the resolution found using the default sampling weights. Also,

allowing a simple variation in relative scsle between hadronic and electromagnetic sec­

tions of the calorimeter produces an improvement in resolution that is close to that ob­

tained using the restricted optimization, which indicates that using the full optimiza­

tion gives no benefit over using a simple variation ofrelative scales.

However, both the restricted optimization and the variation in relative scales gives

an absolute hadron response that is uniformly lower than the response to electrons. Be­

cause the relative electronlhadron response has a greater effect on jet resolution than

variations due to non-linearities in energy response or due to single-particle resolutions,

we conclude from the results that the default weights may, in fact, be better ones to use

for reconstructing jet energies in the D0 calorimeters than the weights from the re­

stricted optimization.

To more directly examine the effect of different layer weights on jet resolution, we

simulated jets using data from the test beam. Except for the overestimated noise recon­

structed for the test beam jets, and the fact that the simulation is not well implemented

at jet energies below =20 GeV due to the lack of test beam data at low energies, the test

beam jets should have properties similar to jets expected to be produced at D0. By
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varying the sampling weights, we tried to improved the energy resolution of these simu­

lated jets. Taking account of the difference in noise, results of various optimizations

show that test beam jet resolution can be improved significantly (10-15%) over that

found using the sampling weights determined only from single-particle information.

Different sets of energy-independent, as well as energy-dependent, sampling weights

were then obtained that improve the energy resolution of all test beam jets relative to

that using default weights.

Our studies suggest that up to 15% improvements in jet energy resolution can be

achieved at D0, provided that the energy deposition we have simulated using data from

the test beam is sufficiently similar to that for jets in a collider environment. This be­

ing quite likely to be the case, we expect that such improvements can be implemented,

and thereby provide important additional tools for studying multi-jet production, espe­

ciall in fmal states such as Ii production where the t and 1 quark decay into all-jet

systems. Consequently, we would argue that D0 should use different sampling weights

for hadronic jets and for purely electromagnetic showel'll.
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Figure A.I Calorimeter modules studied in the 00 teot belllD4.

AppendixA.

The D0 Test Beam Transporter
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The Dl2l calorimeter modules surround the interaction region of the proton and anti­

proton beams. Particles from the interactions enter the detector at different positions

and angles. The response of the detector must therefore be calibrated at all these coor­

dinates, and the best way to perform such a calibration is to illuminate the detector

with particles ofknown energy and particle type. For this purpose, modules from repre­

sentative regions of the Dl2l calorimeter were placed in a special cryostat that was posi­

tioned in a test beam. Two primary tests of Dl2l modules were performed in this man­

ner: Load I, which contained modules from the Dl2l End Calorimeter; and Load II,

which contained modules from both the Dl2l Central Calorimeter and the End Calorime­

ter. The two test beam configurations are sketched in Fig. A.1. A transporter system

was designed to move the test-beam cryostat relative to the incident beam in order to

study the response of the calorimeter modules as a function of position and entry angle

of the beam particles. This Appendix describes the features of the Transporter.

Al Design Specifications of the Transporter

The Test Beam Transporter system is required to move a large cryostat, containing

massive but delicate modules in a bath of liquid argon, through a wide range of motion

in four degrees of freedom. The loaded cryostat, including the attached plumbing, sup­

port structures, modules, and liquid argon, weighs about 75 tons.

In order to ensure reproducibility of the data runs, the overall placement accuracy

of the transporter was required to be about 1/3 of the size of the beam spot (which was

about 4 cm wide and 2 cm high). In addition, a sophisticated readback system was re­

quired to monitor position settings to better than 1 mm for studies of the dependence of

response on position in the calorimeters. The range of motion had to be sufficiently

large to cover all calorimeter regions of both Load I and Load II. Finally, the speed and

acceleration of the movement had to be limited to prevent any shifting of the modules

within the cryostat.

Since the beam studies involve a large range of highly precise motion, an interac­

tive system of motion control was required, in which coordinates of the Dl2l coordinate

system ("Dl2l coordinates") can be specified in terms of '1, 41, and the interaction z-vertu
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by an operator. The transformations from these coordinates to the transporter system

("NWA coordinates") require a computer-driven interactive control system that can be

programmed to handle the coordinate transformations. Finally, a variety of safety con­

trol systems must be built into the control system (electronically, mechanically, and

through software), to conform with strict limitations on the ranges of motion due to the

somewhat restricted space in which the cryostat is located.

The pit and the immediate upstream area are enclosed by mesh fencing for reasons

of radiation safety. Also, concrete and steel radiation shields, and enclosed beam

dumps, are used to protect the environment and the experimenters from any stray ra­

diation. AB shown in Fig. A.2, the control electronics for the transporter are located in a

pair of racks near the central entrance to the NWA building, with a manual control

panel mounted on the side of one of these racks.

Figure A.2 NWA Test Beam cryostat and transporter layout

A.2 A Description of the Transporter System

thin window

Figure A.3 Sketch or test beam cryootat and transporter

A.2.1 Motion of the Transporter

A rough sketch of the transporter and cryostat system is shown in Fig. A.3.

The entire system is moved by four motors, one for each axis. Tramlation in X

(translation) is provided by motion of two horizontal east-west screws, and elevation in

Y by four vertical screws. Rotation in e is performed with a chain wrapped around the

circular transporter table. Rocking motion in <II is implemented with a horizontal screw,

particle beom

Cryoetat

Light Curtein

Dr- -,

-North

The test beam transporter and cryostat are located in the NWA (Neutrino West

Line, Building A). The transporter can be controlled via an electronic control panel (re­

ferred to as "manual control"), or via a software-driven computer interface. Both control

systems will be described in detail below. A sketch of the cryostat in relation to the

NWA building is given in Fig. A.2. The cryostat and transporter system reside in a pit

2.92 meters deep, so that the incoming particle beam (1.52 meters above the NWA floor)

enters the cryostat at the proper height.
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The position of the table is measured by an electronic single-axis multiplier (SAM)

device, that keeps a count of signals produced by the linear scales. The system is zeroed

Linear scales to measure the position of the tables are located on the bases of the

tables (see Fig. A.4). The encoder for each linear scale consists of four pairs of LEOs

and photodiodes, a main scale grating, and a reference scale grating. The scale gratings

are of 20 l1lII pitch. The index scale grating moves along the main scale grating, along

with the pairs of LEOs and photodiodes. Light from the LEOs shines through both sets

of gratings, and is detected by the photodiodes. The system provides a resolution of 5

)lm.

main seele gratingindell: .eel. grating

Figure A.4 Linear see!.. on tables lINd for mounting the Cryostat PWC

limit .witch

home switch

A proportional wire chamber (PWC) mounted upon a table assembly was attached

to the front face of the cryostat for Load I, and was moved to the side of the cryostat for

Load II. The places where the PWCs are attached for each Load are indicated in Fig.

A.3 by the dashed rectangles around the thin beam-entry windows. For Load I, the

fixed base of one table was mounted upon the side of the cryostat, the second table was

mounted upon the first, and the PWC was mounted on the second. For Load II, the

fixed base of the table was mounted on the face of the cryostat, and the PWC was

mounted on the table.

Table A.I Transportar motor parameters of motion

producing motion along rocker guides located around the cylindrical cryostat.

Readback of the positions for each axis is monitored dynamically through the use of

a set of displacement transducer devices, named "string-eaters". These devices consist

Axis I Range Velocity Placement Readback
Accuracy Precision

elevation (Y) 76cm 5cm/min. 0.5cm 0.8mm

translation (X) 366cm. 10 cm/min. 0.5cm 0.2mm

rotation (9) 190· 3·/min 3.0mr 0.3mr

rocking (~) 28· 3·/min 1.5 mr 0.2mr

A.2.2 The Cryostat PWC

of an internal spool containing a stainless steel cable. The end of the cable can be at­

tached to some part of the transporter system. while the transducer is mounted on some

base (fIXed with respect to that axis). As the transporter moves. the cable is extended

from or retracted into the spool, producing a measurable digital signal in a VME read­

back system (shown later). The VME control electronics provide a full-precision posi­

tion signal to the on-line data acquisition system, and a coarser-precision readback to

the transporter software control system for placement of the transporter. There are

four string-eaters for the elevation, two for the translation, and one each for rotation

and rocking. The rotation string-eater rests on an arc-shaped piece of metal that guides

the cable around the circular transporter table.

The placement accuracy, readback precision,[411 range of motions, and maximum

velocities for all four axes are presented in Table A.1.
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using a "home" switch located at the extreme negative limit of travel; thus, if the SAM

loses track of the position, the entire table must be returned to the home position to be

recalibrated. The current position can be lost, for example, in the case of a power out­

age. Calibration marks on the linear scales are located every 5 cm, so that a SAM can

check if it has lost its position at these points. Also, limit switches at either end of the

range prevent the table from continuing off the end of its track.

The position of the table is passed to the VME system, which passes a precise meas­

urement of the position of the PWC to the data acquisition system, and which generates

a coarser measurement for the transporter software control system. The resulting

placement accuracy is ± 1 mm, and the readback precision is ± 5 J,lm, for the 50 cm

range of travel.

A.3 The Safety System

Four principal safety features are included in the transporter design. They are in

effect whether the transporter is being moved manually or via software controls. The

individual components are described below.

1. Current-sensitive relays are built into the motor drive system, are designed to trip if

the current to the motors goes over a prescribed limit. Thus, in the event that some

obstruction blocks the motion of the transporter, the current increase will trip a re­

lay before damage is done to the transporter. In the event of a trip, the relays must

be reset manually at the manual control panel (which will be described in Sec.

A.6.1). The current limits were set by trial and error, by turning screws in the re­

lays until they did not trip under normal running conditions.

2. Limit switches are located at the extreme ranges of each of the axes of travel are

designed to prevent the system from either going beyond the safe limits of motion,

or crashing into the walls of the pit. When the transporter reaches a limit switch,

motion for that axis is only allowed in the reverse direction.

3. A "light curtain" is installed along the east wall of the pit, because the limit

switches cannot be configured to prevent the cryostat from running into that wall
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without requiring an unacceptable limitation in the degrees of freedom. This refers

to a group of horizontal beams of coherent light and light sensors placed in a verti­

cal row parallel to the east wall. In the event that any object interrupts any of the

beams of light, a relay is tripped in the control electronics, cutting the power to all

drives.

4. Each drive has a clutch built into the linkage between the motor and the drive sys­

tem. Thus, if a mechanical obstruction interferes with the motion along any axis,

that motor will disengage. Also, metal plates at the physical limits of the motion of

each axis activate the drive clutch to prevent the transporter from falling off the ta­

ble.

There are, in addition, software safety features built into the control program (de­

scribed later) to prevent a variety of mishaps from occuring. These features do not af­

fect the manual control of the transporter, and are described below.

1. The program will stop the motion along any axis before it reaches a prescribed limit

at each end of the allowed travel. These limits are usually set to points just inside

the physical limit switches.

2. The program checks each position that the transporter is commanded to proceed to

("command position") before commencing motion. By calculating a "virtual volume",

that surrounds the cryostat, the program determines if the final position will result

in some portion of the transporter striking some obstruction. For example, none of

the physical or software limits, or even the light curtain, can be configured to pre­

vent a special combination of coordinates that result in the preamp box striking the

east wall ofNWA. The software boundary prevents such an occurrence.

3. The program continually monitors the positions of the X and Y axes using both the

motor encoders and the string-eaters. If a sizeable discrepancy exists between any

two readouts on either axis, the program will halt and prevent further motion until

the problem is diagnosed and corrected.

Finally, there are warning and safety features available for personal protection of

the operator of the transporter as well as any individuals in the transporter area:
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1. There are warning lights in the pit area that flash whenever the transporter is en­

abled.

2. There are large red crash buttons located near the stairs in the pit at the southwest

and northeast comers, that, when pressed, interrupt all power to the transporter

and disable it immediately, until a reset button is pushed on the manual control

panel.

3. There are halt buttons both on the manual control box and on the software control

keypad that halt all motion when activated.

4. The main power switch is located near the manual control box, and can be thrown

by any concerned observer. This power switch is locked in the off position when the

transporter is not in use, to prevent unauthorized motion of the transporter.

A.4 The Control System Electronics

The software control system for the transporter consists of a control chassis con­

taining the control electronics, 4 motor drivers that control the motion of the motors,

the PWC controls, and readback interfaces for monitoring the position of the various

transporter components. In addition, a manual control panel is included for direct con­

trol of the transporter axes. A sketch of the layout of the system is given in Fig. A.5.

Fig. A.5 also shows the location of the VME interface, which monitors data from the

string-eaters and from the cryostat PWC. The main power switch is located opposite

the manual control box.
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The transporter computer-control is based upon a Motion Plus'" system produced by

MTS Corporation. MTS also supplied a control chassis, which houses electronic cards

that control the functions of the system, including one system processor card which is

used to run the software control program, one CRT interface, four command generators,

four encoder translators, and four YO cards to provide control of the transporter system.

A description of these components is included here.

The main components of the system processor card are an 8 MHz Intel 80188 CPU

(essentially the same as a 8088 CPU), 64 KB of RAM, and a serial port. Programs are

written and compiled on a host computer, downloaded through the serial port into the

RAM, and then executed on the CPU to control the motion of the various axes of the

transporter system.

Each axis of motion has an individual command generator, which is a card using an

on-board microprocessor (an Intel 8085A-2) to process motion profile (a description of

the planned acceleration, velocity, and deceleration) data from the main CPU, and then
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to control the motion of a drive motor. The command generators can sense the motion

of the motor, and provide rapid profile modifications dynamically.

Each axis also has an encoder seroo translator, which utilizes command pulses and

direction information from a command generator, reads the measured position of the

motor, and provides appropriate motor control signals to the individual motor.

The host computer, a PC-compatible Ast Premium/286, was maintained near the

cryostat during the initial software development of the control programs. MTS provided

an IDE (integrated development environment) to produce programs for running on the

processor card. The IDE also contained an interface to directly control the downloaded

program. A CRT interface is also utilized to produce textual information on a small

video display. Coupled with a remote keypad (which uses one YO card to communicate

with the system), a CRT provides control of the transporter program away from the host

PC.

The YO cards have 32 discrete Input/Output lines which can be connected to exter­

nal devices to control peripherals, receive input from control devices, and monitor YO

information from position measurement devices. The bi-directional YO ports use 0 or

+5 V (at 10 mAl levels to indicate off or on states, respectively. Each port can be as'

signed as either an output or an input line.

One of the YO cards is used to interface with a remote keypad, which, along with

the CRT, is located near the cryostat for local operation of the transporter (see Fig. A.2).

The other three YO cards receive data from the VME readback system about the posi­

tions of the string-eaters and the PWC, and are also used to interface with the beam

trigger electronics to detect when beam is being received and to notify the data acquisi­

tion system when the transporter is being moved.

A.S The Transporter Control Program

The transporter software control system is intended to provide an interactive and

convenient method for any operator to specify D0 coordinates and have the transporter

place the cryostat in the appropriate position. As mentioned above, the system also pro­

vides safety features and controls the cryostat PWC. In addition, the system can move
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the transporter through a pre-defined list ofpositions during position scans, while inter­

acting with the data acquisition system to prevent motion of the transporter during

data-taking. The program that controls this wide range of activities is described below.

A.5.l Brief Summary of the Programming Language

The transporter control program is written in a custom language, INC0L86, an im­

proved version of INCOL (INdustrial Control-Oriented Language), which is designed by

the control-systems manufacturer (MTS Corp.). The language uses a very fundamental

set of commands for motor control, and has limited mathematical and text YO com­

mands for user interaction. Also, only a finite number of pre-named variables are avail­

able, which are shared among all subroutines and functions in the program. The vari­

ables are named according to their nature, and there are 256 of each type. For example,

character strings are labeled SO to S255, integers are 10 to 1255, etc. Due to the limita­

tions on variable names (strings of letters and descriptive names cannot be used), and

the fact that all variables are shared, a strict record must be kept of which variables

were used for what purpose and in what routines. This list of variables is in the file

VARIABL.TXT.

Programs written INCOL86 are multitasking, and are composed of tasks. Each of

these tasks is identified within the program by name, and no name can be used twice.

The tasks can either be started, by a START command, or executed, with a DO com­

mand. When a task is started, the calling task then immediately proceeds with its next

step. When a task is executed, the calling task waits until the required task is per­

formed before going to the next step. Any program is simply a group of tasks, any of

which can initiate any others, and all ofwhich share the same common variables.

A.5.2 The Transporter Program

We include a brief description of the transporter control program, both for a refer­

ence, and to aid in future modifications ofthe code.

The program consists of a main calling task, INIT, which starts a variety of other

tasks. The program can be broken down into three main tasks, MENU, SETMON, and

ALARMS, each of which fills a fundamental purpose in the program. MENU continu-
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Figure A.6 Diagram oflranoporler control program
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We include a list of all the tasks and a brief summary of their function. In paren·

theses, we include the calling program or programs of the tasks, if they are not given in

the sublists.

ously scans for input from either the host PC or the numeric keypad, and takes the ap­

propriate actions when given input, such as entering new positions, moving the trans­

porter, resetting the PWC position, or starting special tasks. SETMON runs a

continuous loop to read the PWC and transporter positions and status, and print the

relevant information to the display screen. ALARMS is intended to continuously moni·

tor the status of various safety features of the system, and notifY users of the source of

the problem when something an alarm condition occurs. However, the test beam data

runs ended before the completion of the ALARMS package, so that ALARMS is not fully

implemented, although its framework is in place.

A task SETUP is called by INIT at the beginning of the program. SETUP, which

runs once and then terminates, initializes the system by setting the motor encoder posi.

tions (which are set to an arbitrary scale and position when the program is downloaded)

equal to the string-eater positions, homing and resetting the PWC (which must be done

when power to the system is lost), etc.

A map of the most important tasks in the transporter control program is given in a

flow diagram of the program in Fig. A.6. M~or routines (that run continuously and per­

form many functions) are distinguished from "service" routines (such as those that read

the keypad or calculate new positions), by indicating the former in uppercase and the

latter in lowercase. Some routines are not represented in the diagram, but are de­

scribed below.

1. INIT: starts the program.

2. SETMON UNIT): monitors the positions of the transporter and
PWC, and prints these positions to the screen.

3. MENU UNIT): watches for input from the keypad and PC, and per­
forms the actions selected.
a. invl: simple routine to invert text for menu selections, without

conflicting with print commands from other routines nmning in
parallel.

4. SETUP UNIT): initializes all variables and startup conditions of the
program.

5. ALARMS UNIT): currently not implemented.

6. MONITER (READKEY, SETMON): continuous loop to print posi-
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A.6 Using the Transporter Control Systems

The manual controls for the cryostat transporter consist of a set of reversible polar­

ity DC voltage pots. These pots adjust the voltage (0 to 10 volts) connected to the trans-

A.6.1 The Manual Controls for the Cryostat Transporter

The manual controls for the transporter are mounted on the side of the rack that

contains the electrical system for the the motor control (see Fig. A.5). A sketch of the

manual control system is given in Fig. A.7.

pos neg locaVremoteX_._
EJI

west east_.- EJI
up down

9 _.- E;I
ccw cw

ell _.- (E)J
up down

~ ~

• 00
reset halt P9' ne'

Figure A.7 Manual ""ntrota for tranaporter

high Current
relays

The manual control system is intended primarily for use during mechanical mainte­

nance when there is no data-taking. It allows direct manipulation of the motion of each

axis, but provides no readback information or D0 coordinate information. The

software-controlled system provides computer-aided calculation of destination parame­

ters and computer-controlled motion of all transporter axes. We will discuss both op­

tions below.

tions to screen for SETMON.
a. movin~init: since the ranges of motion for X and 9 are greater

than the motor encoders can measure, moving_init resets the en­
coders when their internal limit is reached.

7. LOOP3 (MENU): continuous loop to check for keypad or PC input.

8. READKEY (LOOP3): wait for input from either PC or keypad.
a. padread: reads commands from keypad
b. pcread: reads from PC
c. padent: enters numbers from keypad

9. TAKEACT (LOOP3): take whatever action requested by operator.

10. automove (TAKEACT): commences predefmed series of movements
while communicating with the data acquisition and beam trigger
system for position scans.

11. CRDCHECK (TAKEACT): checks if coordinates are within bounds,
calls routine to convert to NWA coordinates, and then moves trans­
porter.
a. convert: converts D0 coordinates to NWA coordinates.
b. chec\t...bounds: verifies that new position is acceptable (virtual

box around cryostat).
(1) r_bounds: checks if preamp box is close to any obstructions
(2) box_bounds: builds virtual box around cryostat to check for

problems.

12. MOVEIT (CRDCHECK): controls the movement of the transporter
andPWC.
a. movall: determines which axes should be moved, then initiates

motion.
(1) movel: moves axis 1 (Y).
(2) move2: moves axis 2 (X).
(3) move3: moves axis 3 (9).
(4) move4: moves axis 4 (ell).

b. movepwc: starts pwc motion.
(1) loopl0: loops until PWC is in position, then stops PWC mo-

tion.
13. INITLOOP (SETUP): initializes all axes, homes PWC, resets all

variables.
a. init2: performs special initializations of tranlation (X) axis.
b. init3: performs special initializations of rotation (Y) axis.
c. PWCINIT: controls calculation of new PWC coordinates and

homes the PWC.
(1) convpwc: calculates new PWC positions based upon trans-

porter command positions. .
(2) homepwc: moves PWC to negative extreme, then moves it

to positive until the coordinates are properly set.
d. ALARMJ,OOP: loops continuously comparing translation

string-eater values to make sure there isn't a great difference
between any two values of the X and Y axes (a safety feature).
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A.6.2 The Manual Controls for the Moving PWC

The moving PWC contains a set of readback and control boxes which can be used in

conjunction with or separate from the computer control system, as shown in Fig. A.8.

For Load I, there were two sets of three controls, one set for each degree of freedom (ver­

tical and horizontal). In Load II, there was only one set, for horizontal motion.

porter motors, thus providing direct control over the motion of each axis. A key is re­

quired to put any axis into "local" mode, which refers to using the manual control

system, as opposed to "remote" mode, or control by the transporter control program (de­

scribed below).

Each axis has a positive and negative button, only one of which can be turned on at

a time. Once pushed, turning up the voltage pot for that polarity will cause motion in

that direction. Simultaneous motion along multiple axes in the same or different direc­

tions is also possible, but the voltage is the same for all axes going in the same direction

(since there is only one pot for each polarity). The directions are labeled aecording to

motion: X, Y, eis clockwise (+) or counter-clockwise (-) as viewed from above, and ell "up"

is the direction that rotates the preamplifier box on the side ofthe cryostat upward.

In the event of a current relay trip or light curtain activation, the "halt" button

must be pushed and held in for several seconds until the relay is reset (signaled by an

audible "click").

I ~ ;-1
•P""ilion (em)

.......,

I~ , ~ I
Figure A.8 Manual controls ror the cryostat pwe

Brake

Position Readback

Manual Control

The top box is a brake, which halts the motion of the PWC, overriding both the sol1;­

ware and hardware control, to prevent possible motor drift due to anomalous currents

in the control system. In normal operation, this brake is off. During the course of the

Test Beam runs, the brake was never used.

In the middle is a position readback device and power box. Turning off the power

on this box disables the PWC motion, and also erases the current PWC positions from

the control electronics. The position is read out in the range :t 25 cm, with zero corre­

sponding to when the PWC table is centered.

The lowest box provided manual movement of the axis of the PWC. A toggle switch

enables either clockwise or counterclockwise motion of the driver motor of the axis, and

the resulting position changes can be observed on the readback LED. The switch is sim­

ply a bi-directional DC voltage source connected directly to the drive motor (0 or 10 V).

A.6.S The Computer Control System

The interface for the computer control system consists of a video screen and a key­

pad, located near the northeast comer of the pit (see Fig. A.2). The video screen dis­

played information about the positions of each axis of the transporter, as well as al­

lowed a command interface for entry of data from the keypad. A diagram of the display

and the keypad are shown in Fig. A.9.

The top half of the display gives status information about the transporter and the

moving PWC. The second line, LOCATE, tells whether the axis is in the command posi­

tion or off position. The second line, STATUS, reports "STILL" if the motor is not turn­

ing, and "MOVING" if it is in motion. The third line, PWCSTS, gives information about

the moving PWC, reporting its axis positions (since this information is of primary im­

portance only to experts, the display does not clearly label the axes. Instead, the num­

ber in the X column is the command position (em) of the X axis, and the number in the

THETA column describes the current position of the PWC X axis. For Load I, the other

two columns also reportsd similar information about the Y axis.
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Figure A.9 Remote keypad and display for computer-oontrolled transporter system

The fourth line, PSTION, reports the current position (inches for X and Y, milliradi­

ans for 9 and ell) of the motors as determined by the encoder motor control system. (The

encoders keep an internal count of motor revolutions, and translates them to arbitrary,

specifiable, units). The fifth line, STRING, gives the positions as reported by the string­

eaters. These positions are the most relevant ones, and when the motor system is reset,

it is calibrated by the string-eater positions.

Differences between PSTION and STRING values indicate a discrepancy in the en­

coder position, and the program automatically resets the encoder positions when size­

able differences occur. This is a somewhat common occurence, especially for the rocking

(ell) motion, since the motion is rotational, but controlled by a linear screw (so the rota­

tional position is not linear with the number of motor revolutions). The values of the

two numbers are always somewhat different, as the precision of the placement is not as

great as shown on the screen.

The bottom half of the screen is used to input command information to the program.

The first row of numbers indicates direct command positions for each axis: X, Y, 9 and ell.

The second row indicates the desired D0 coordinates, in 11, ell, and z-vertex. Whenever

coordinates are changed in the second row, all coordinates for the first row are auto-
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matically recalculated to reflect the NWA coordinates needed to simulate the requested

D0 position. However, since the positions of the transporter in NWA coordinates do not

always correspond to D0 coordinates, an entry in Row 1 does not affect the numbers in

Row 2.

The cursor (shown as a ">") can be moved between the various values of the first

two lines using the arrow keys on the keypad (the arrow keys and the "H", or HALT

keys, are keys Fl through F6 on the keypad, but an adhesive label has been placed over

them to label them as shown). Then, the value of the selected position can be changed

by: 1) pressing the ENTER key to indicate to the program that the data entry mode is

required, 2) typing in the desired command position, and 3) pushing the ENTER key

again to terminate data entry.

Once all axes show the desired command positions, the MOVE option can be se­

lected to start the motion of the transportsr, by moving the cursor to that option, and

pressing ENTER. (When the cursor is in the bottom row, selections are indicated by

reversing the video of the text for the selected option, to differentiate "action options"

from "data entry options"). Also located on the bottom row is the HALT option, which

completely halts and resets the system, resetting all encoder positions to the string­

eater positions, and freezing all axes until MOVE is selected again. The PWC option

resets the PWC table, by zeroing the PWC, then moving to the appropriate PWC posi­

tion (recalculated to center the PWC on the beam). The PWC option is useful when the

transporter is moved manually.

The bottom row also contains the AUTOMOVE option. When this is selected, a pre­

defined sequence of moves is initiated. In this sequence, the transporter and PWC are

automatically moved to some coordinate in a list, the transporter waits until one com­

plete beam spill passes from start to finish, and then moves to the next coordinate in

the list.
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AppendixB.

D0 Particle Library

The Test Beam Particle Library was created to provide a source of fully corrected

particle showers from data from the test beam. It was originally designed for simulat­

ing Dill jete from test beam particles (TB jets). However, the Particle Library has also

been gaining popularity as an easily accessible source of single-particle showers. In this

Appendix, we describe the data contained in the Particle Library, as well as the proce­

dure used to construct simulated jets.

B.I Contents of Particle Library

The Particle Library contains data from the test beam on hadron and electron

showers that have information on signal response stored on a cell-by-cell basis. The Li­

brary has showers in the energy range from 2 GaY to 150 GaY, taken at the pseudo­

rapidity 11=0.05 and azimuth 4'=3.10 radians (3.16 in Dill units) in the central calorime­

ter. Any set of showers (or euents) in a particular energy range is known as a field of

events. Using PWC information, these events have been renormalized for small disper.

sions in incident momentum. All required corrections to the showers were made di.

rectly at the input stage, including correctioDll for cell-by-eell plate thickness variations

(obtained from survey data of the module structure), gain corrections, and capacitance
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corrections (due to the use of longer readout cables in the test beam than at Dill). Also,

by using inspill pedestal data to perfonn pedestal subtraction upon the data, the stan­

dard test-beam analysis software was bypassed to avoid previously existing prob­

lems.1421 Finally, events were selected using information extrinsic to the calorimeter,

i.e., scintillation counters were used to detect muons and MIPs that passed through the

calorimeter, Cherenkov counters were used to select electrons and pions, "hot cells"

were found using pedestal data, etc. No further data selection was performed using the

calorimeters, which thereby defined an essentially unbiased sample of events, compara­

ble to that expected in Dill. Also, there was no zero-suppression performed on these

data.

Histograms of the total energy spectra for data stored in the Particle Library are

shown in Fig. B.1, B.2, B.3, and B.4, for hadrons and electrons. The number of events,

the mean reconstructed energies (using optimized electron weights for the electromag­

netic sections,[36) and dEldx weights for the hadronic sections), and the RMS widths of

the distributions are given on the graphs. The parameters (not given) obtained using

Gaussian fOrIDS fitted to the data, are in rough agreement with the calculated means

and widths given in the figures. (Fits to the Gaussian forms are shown in the graphs.)
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Reconstructed Energy CGeVl

Figure B.1 Particle Library hadrons from 2 GeV to 20 GeV
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Figure B.3 Particle Library electrons from 2 GeV to 20 GeV
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Figure B.4 Particle Library electrons from 26 GeV to 150 GeV

The energy fields within the Particle Library are assigned an identification number

(10), as shown in Table B.l.

TableB.l
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A plot of the electron and hadron responses versus incident energy, along with a

second-order polynomial fit to that data, are shown in Fig. B.5 (the parameters of the

fits, and their statistical errors, are given in the graphs).

given the command to build a jet of N particles, and that each particle i has pseudo­

rapiditY"i' azimuth 4jli' energy E j , and is ofparticle type T j •

When using single-particle events from the TB Particle Library, the energy of any

chosen shower must be scaled to the appropriate energy of the jet fragment, then

shifted spatially to reflect the appropriate trajectory. Finally, all the particles must be

added together to fonn a TB jet. The step-by-step procedure is outlined here, and the

individual parts are described in detail in the following sections.

1. For each particle i, the jet-builder fl1"St selects an appropriate
shower from the library. It does this by ~hoosing the nearest field
and particle type (this procedure is described in Section B.2.1), and
then selecting randomly an event from within the field, and reading
the cell-level infonnation from the Library into an array.

2. Each cell in the event is then scaled for energy by a value Ai (de­
scribed in Sec. B.2.2).

3. Each cell of the event is then shifted by Or! and licll (described in Sec­
tion B.2.3).

4. The cells are then added together into a jet (Section B.2.4).
5. After all particles are processed, the final TB jet is presented to the

analysis routines.

PI = -0.616±0.03

P2 = 1.009±0.002

P3 = 0.00016±0.00002

Erec = PI + P2 Einc + P3 Elu,

PI = -0.189±0.006

P2 = 0.998±0.0005
P3 = 0.00OO7±0.00008·

Erec = PI + P2 Einc + P3E~c

~ ~ m ~ ~ ~ m ~

Electron Incident Energy (GeY) Hadron Incident Energy (aeY)

Figure 8.5 Polynomial fila to electron and hadron data in the Particle Library
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B.2 Using the Test Beam Particle Library to Simulate
D0Jets

Given the information about the constituents of a jet, the Particle Library can be

used to simulate D0 jets by adding together appropriate particles from the test beam on

a cell-by-cell basis. The "jet-builder" is a routine that can be used either in a standalone

Fortran program, or linked to the D0 Library. In the latter case, a special version of

the jet-builder deposits the simulated jet event directly into some appropriate D0 Zebra

banks for direct manipulation with the standard D0 analysis packages. The descrip­

tion here focuses primarily on the D0 Library version.

Since the Particle Library contains electrons and hadrons in narrow energy bands,

with energies only down to 2.0 GeV, and the data were taken only at ,,=0.05 and 4jl=3.10

radians (3.16 D0 units), several approximations must be made when other showers are

needed for fonning TB jets. In the following, we assume that the jet-builder has been

B.2.1 Particle and Energy Field Selection

The Particle Library is rather primitive, being limited in both energy range and

particle types. In particular, nOs and photons are approximated by single electron show­

ers. All hadrons are approximated by ltB, and all muons are ignored. Thus, the particle

type is either hadron or electron.

The jet-bUilder detennines the appropriate Particle Library energy field by finding

the energy field with the nominal energy value closest to the fragment energy Ej • and

assigning the appropriate ID (from Table B.1) to the fragment. Particles with energies

of Ej 2: ISO GeV are chosen from the 150 GeV fields (ID 17), and particles with energy Ej

S 2 GeV are chosen from the 2 GeV fields (ID 1).

B.2.2 Energy Scaling

Using the parameters given in Fig. B.5, the required energies are scaled by a factor

Ai' which is found by:
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The coordinates of every cell k in the Particle Library event are then shifted by:

where E j is the energy of the jet constituent particle as given above, and Eid is the nomi­

nal energy of the Particle Library field, as found from the Fortran code given above (Ej

is represented in the code as E_IO, and Ejd is represented by E_IO). Every cell in event

i from the Particle Library is then scaled by "i'

Using this procedure, when Ei = Ejd' "i = 1 as expected. Thus, energies between the

nominal energies are scaled appropriately, and energies both above and below are pro­

jected according to the trend established by energies from 2 GeV to 150 GeV.

This procedure has three principal drawbacks. First, particles of energy below 2

GeV probably do not follow such a projection, so very low energy particles are not repre­

sented accurately. Second, it is likely that particles with energy below a certain magni­

tude probably do not even make it past the upstream material into the 00 detector, es­

pecially electromagnetic particles. Finally, using the above algorithm means that all

hadrons below 2 GeV are constructed out of the extremely small event sample available

for such hadrons (308 events, which represent all the available processed 2 GeV

hadrons from the test beam).

To properly establish a prediction of low energy response, Monte Carlo studies

should be made of the behavior of such low energy particles. However, since such a

study was not available, an arbitrary 300 MeV cutolfwas made on constituent particles.

Effectively, this means that any particles with E i < 300 MeV have A.; =0, and do not con­

tribute to the jet event.

where 11°;4 and 41°i4 are the coordinates of the cell for the shower in the Library,11ik and

<l>ik are the transformed coordinates, and the nearest integer of each shift is taken to ob­

tain a new cell address for each cell k.

This procedure has the disadvantage that it does not properly simulate particles at

large 1111. Since cells in the central region are larger than cells in the regions at higher

1111, the simulation results in jets with large 1111 that are identical to jets with small 1111.

However, the approximation can still be useful for certain issues, such as investigating

the distribution of jets with pseudo-rapidity according to Monte Carlo. The jet-builder

creates 00 jets up to a pseudo-rapidity of 1111 .. 4.5. Since there are gaps in coverage in

the transition between the CC and the EC, and the layers are of somewhat different dis­

tribution between the two calorimeters (the EC has 4 EM + 5 IH layers, while the CC

has 4 EM + 3 Fli + 1 CH layers), transformationa of the cells in the CC are made to the

appropriate cells in other regions, for the portion of the jet that is not contained in the

CC. Where a transformation of a particular cell cannot be performed due to less com­

plete coverage (especially in the Inter-Cryostat Region), the jet-builder simply "drops"

the cell from the CC, thus further reducing the accuracy of the jet mapping at high 1111.

Translations in 41 are handled by a simple rotation ofazimuthal coordinates (as was

shown above), and due to azimuthal symmetry of 00, 41 tranalationa are less question­

able.

Ai
PI +PZEj +P3E/

PI +PzEid+P3E~
(B.I)

TJiJr. = NINT(TJfJc + '"Ji)

tPiJr. = NINT(tP~ + &Pi)
(B.3)

B.2.3 Position Shifting

For a track with 11 = 11j and 41 = 41j' the jet-builder finds &1; and ll4Ii, the shifts of the

events from the Particle Library, as follows:

lJTJi = TJi - 0.05
&Pi = tPi - 3.16

(B.2)

B.2.4 Constructing the Jet

The individual showers are added together to obtain the final TBjet as follows. We

include this as a technical reference for a programmer desiring to construct a similar

program. First an integer array is created, of the fann INDEX(30,-60:60,64), along with

an empty real vector JET_DATA(60000). Once data from the first particle is available.
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each cell k in the particle shower is entered into the variable JET_DATA(J). Each time

an entry J is opened in JET_DATA, the value of J is assigned to INDEX(Lkj;rlkj.4Ikj), with

L\ the layer index for that cell, and Tl\ and 4Ik j the shifted coordinates. After the data

for the first particle in the jet is entered, the vector JET_DATA contains M non-zero en­

tries, where M is the number of cells in the first shower.

As succeeding particles are processed, the array INDEX(Lj.Tlk,,4Ikj ) is first checked to

see if an entry for the cell with coordinates L j, Tlki' and 41\ had previously been made. If

so, the energy of the cell k is added to JET_DATA(J) (where J = INDEX(L"Tlkj.4Ikj)). Ifno

entry had been made, the energy of cell k is entered into the first empty space in

JET_DATA. and then the array INDEX is updated accordingly. Thus, as particles within

a jet are processed, the vector JETJ)ATA grows, and INDEX receives entries. After all

showers are entered, and the jet event is submitted for analysis, the two variables IN­

DEX and JET_DATA are reinitialized to zero and processing is begun on the next jet

event.

This method of building TB jets provides a very powerful tool for analysis, but it

has some limitations. The most important is that the noise in a TB jet is much greater

than in jets expected to be produced at D0. This is because, as events are added to­

gether to form jets, the intrinsic noise in those events is also added together. Neverthe­

less, the mean response, shape, and shower development for TB jets should be very

similar to that of a D0 jet.
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