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The motivation for this experiment was to investigate the 

nuclear response to deep-inelastic scattering and exclusively 

on the dependence of A and v. The hadronization attenuation 

phenomenon is presently understood in terms of three 

parameters aq,N' ah,N' and lf, where the formation (or 

hadronization) length is believed to be proportional to v. 

The measurements presented by this experiment attempt to 

provide insight to this dependence by illustrating the v 

dependence as a function A and by showing the overall response 

to deep-inelastic scattering. 

Data was collected over the years of 1990 and 1991 by the 

E665 collaboration at Fermi National Accelerator Laboratory in 

Batavia, Illinois. At Fermilab, 500 GeV muons were deep

inelastically scattered off of five nuclear targets: hydrogen, 

deuterium, carbon, calcium, and lead. From this reaction, the 

nuclear response following the formation of hadrons was 

investigated by a complex array of neutron liquid 

scintillation detectors and the E665 spectrometer. The 

neutron detectors provided the means for studying nuclear 

decay while the E665 spectrometer defined the kinematic 

scattering variables Q2 and v. 





The nuclear response is evaluated in terms of an average 

excitation energy and is determined by two independent methods 

which model the low energy neutron decay spectrum. One method 

assumes the excitation energy to be dependent directly on 

total neutron multiplicity while the other method models the 

neutron Time-of-Flight spectrum in terms of a thermodynamical 

liquid-drop evaporation and a Fermi gas approximation of the 

excited nucleus. From these models, a nuclear response 

dependence on A and v is observed. While carbon and calcium 

appear to be relatively cold over all v, lead appears to be 

hot for v < 200 GeV and cold for v > 200 GeV. These results 

indicate that for v<200 GeV the hadronization length may be 

between the average radius of calcium and lead. 



4 

Acknowledgement 

Without the dedication and hard work of the E665 

collaboration, this dissertation would have never been 

accomplished. Many thanks to Heidi, Steve, Harry, Perry, 

Janet, Frank, Keith, Arijit, and everyone else on the author 

list. Good luck in your futures! 

I would also like to thank Pistinguished Professor Roger 

Finlay for his support and guidance over my many years at Ohio 

University and especially for giving me the opportunities to 

work in experimental nuclear and high energy physics. 

I would also like to thank my advisor, Ken Hicks, for his 

friendship, careful guidance, inspiration, and patience with 

my unusual graduate experience. On several occasions, I know 

he believed that this point would never come. 

In addition, I would also like to thank my lovely wife, 

Shannon, for her love and everlasting support through this 

extremely long and trying endeavor. I know, however, that she 

will never believe it is truly over. I must also acknowledge 

my parents, Rita and William Clark, for their many many years 

of .support and words of wisdom (like .,.get on the stick"). If 

you ever meet my father, he'll probably tell you about the "D" 

I earned in Algebra. I must also thank the whole Hayes clan 

and especially Shannon's father, William Hayes. 

This dissertation is dedicated to my two wonderful 

children, Tyler and Haley, and hope they develop the same love 

of science and curiosity of nature. 



5 

Table of Contents 

Title Page. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 

Approval Page . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 

.Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 

Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 

Table of Contents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 

List of Tables. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8 

List of Figures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10 

Chapter 1 

1. 0 Introduction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13 

Chapter 2 

2.0 Deep-Inelastic Scattering..................... 18 

2.1 The Quark-Parton Model and Bjerken Scattering. 22 

2.1.1 The Impulse Approximation and Infinite 

Momentum Frame._ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 4 

2.2 Hadronization................................. 27 

2.2.1 Hadronization in Nuclear Matter............. 28 

2.2.2 The Hadronization Length.................... 31 

Chapter 3 

3.0 Nuclear Excitation Following Deep-Inelastic 

Scattering................................... 33 

3.0.1 Cold Nuclear Excitation..................... 33 

3.0.2 Hot Nuclear Excitation...................... 34 

3 .1 Nuclear Decay. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 5 

3.1.1 The Liquid Drop Evaporation Approximation... 36 

3.1.2 The Fermi Gas Approximation................. 38 

Chapter 4 

4.0 Introduction and Overview..................... 41 

4.1 The E665 Apparatus............................ 42 

4.1.1 The E665 Coordinate System.................. 43 

4 . 1 . 2 The Muon Beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 4 

4.1.3 The Scattered Muon Detector................. 45 

4.1.4 The Vertex Spectrometer..................... 46 



4.1.5 The Forward Spectrometer ................... . 

4.1.6 The Electronic Calorimeter ................. . 

4.3 Triggering the E665 Detector ................. . 

4 . 4 Data Acquisition ............................. . 

Chapter 5 

6 

46 

46 

47 

48 

5.0 SNC Experimental Setup........................ 50 

5 .1 Electronics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51 

5.2 Liquid Scintillators.......................... 58 

5.2.1 Neutron Time-of-Flight...................... 63 

5.2.2 Flight Paths and Solid Angles............... 66 

5.2.3 Pulse Shape Discrimination.................. 68 

5.2.4 Analog to Digital Calibration............... 70 

5.2.5 Neutron Efficiencies........................ 83 

5.3 Veto Paddles.................................. 96 

5.3.1 Halo-Muon Veto Paddle....................... 96 

5.3.2 Charged Particle Veto Paddle................ 97 

5.3.3 SNC Experimental Reference Mark............. 97 

5.3.4 Timing Calibration of the Charged Particle 

Veto Paddle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 8 

Chapter 6 

6. 0 E665 Data Reduction........................... 100 

6.1 PTMV". D •••••••••••••••••••••••••••••••••.••••• ~. 100 

6.1.1 Pattern Recognition ......................... 101 

6.1.2 Track Fitting ........................... ~... 102 

6.1.3 Muon Identification (Matching) .............. 103 

6.1.4 Vertex Finding.............................. 103 

6 .1. 5 E665 Monte Carlo. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105 

Chapter 7 

7.0 Analysis of the RUN90 SNC Data ............ ~··· 106 

7.1 ADC Pedestals and Energy Calibration .......... 106 

7.1.1 Wandering ADC Pedestal Problem .............. 108 

7 .1. 2 Drifting ADC Gate. . . . . . . . . . . . . . . . . . . . . . . . . . . 112 

7.1.3 ADC Software Reconstruction ................. 114 

7.1.4 ADC Systematic Efficiency ................... 118 



7 

7.2 ADC Lower Level Threshold or Bias ............. 121 

7.2.1 Neutron Efficiency and ADC Bias for Pb ...... 121 

7.3 The SNC T-0-F Response ........................ 123 

7.3.1 T-0-F Background Correction ................. 125 

7.3.2 T-0-F t 0 Determination ...................... 128 

7.3.3 T-0-F Systematic Error ...................... 129 

7.3.4 T-0-F Reconstruction ........................ 133 

7.4 Veto Paddle Response .......................... 133 

Chapter 8 

8.0 Physics and Event Selection ................... 136 

8.0.1 E665 Spectrometer Resolution ................ 136 

8.0.2 The Calorimeter Cut ......................... 137 

8.1 The SNC and Random Event Sets ................. 140 

8.2 Neutron Multiplicity Dependence on Q2 and v ... 142 

8.3 Angular Dependence on Neutron Production ...... 148 

8.4 Nuclear Temperature ........................... · 149 

8.5 Nuclear Excitation Energy ..................... 156 

Chapter 9 

9. 0 Conclusions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158 

Bibliography. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161 

Appendix A 

A.1 E665 Run90-91 Author List ..................... 165 

Appendix B 

B.1 ADC Calibration Coefficients .................. 166 

Appendix C 

C.1 Directions of Cosine .......................... 168 

Appendix D 

D.1 Neutron Attenuation ........................... 170 

Appendix E 

E.1 Relative Efficiency Coefficients .............. 171 

Appendix F 

F.1 Operating Voltages............................ 173 

Appendix G 

G.1 T-0-F Background and Corrections .............. 174 



2.1 

3.1 

5.1 

5.2 

5.3 

5.4 

5.5 

5.6 

5.7 

5.8 

List of Tables 

Hadronization length models ...................... . 

Estimated average excitation energies form 

1-hole states of lead and calcium ................ . 

Filled SNC word bank ............................. . 

Dimensions of the seven SNC scintillator counters. 

Physical properties of NE213 liquid .............. . 

Percent resolution of SNC detectors 2 through 7 .. . 

Target-detector positions, flight paths, 

and solid angles ................................. . 

Photon sources used in energy calibration ........ . 

Dimensional and volume comparisons of GRESP 

and SNC scintillators ............................ . 

Lmax/Lc and L~/Lc versus detector resolution 

generated by GRESP for detector #4 ......... ~ ..... . 

5.9 Calculated detector resolutions at 

8 

32 

34 

52 

58 

59 

64 

67 

72 

74 

75 

each Compton energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 9 

5.10 Linear Fit parameters, errors, and 

test paraitteters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81 

5.11 Neutron attenuation of selected materials 

at energies of 1, 5, and 10 MeV................. .. 87 

5.12 Linear fit parameters from a least-squares 

fit routine for each detector .................... . 

5.13 Neutron numbers from PSD shape subtraction ....... . 

5.14 Timed- difference between the two ends of 

the charged particle veto paddle ................. . 

6.1 X-Vertex target positions ........................ . 

7.1 Listing of input and output tapes and event 

totals from the RUN90 SNC split .................. . 

7.2 Stable Pedestal Characteristics .................. . 

90 

95 

99 

105 

107 

108 

7.3 First wandering pedestal characteristics .......... 110 

7.4 Three pedestal channel locations .................. 113 

7.5 Pedestal gate ratios .............................. 114 



9 

7.6 Per event percentage breakdown of detectors 

above their pedestal values ....................... 118 

7.7 Breakdown of the final SNC data set and 

determination of the total system efficiency ...... 120 

7.8 Neutron kinetic energy binning for 

Stanton efficiency application .................... 123 

7.9 Channel Ranges for the two forms of background .... 127 

7.10 Normalized random background rates 

for each target. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12 8 

7.11 Determination of the T-0-F systematic error ....... 132 

7.12 Neutron energy resolution for a T-0-F resolution 

of 9.81 channels and a flight path of 152.5 cm .... 132 

7.13 Stopping powers of the plastic veto paddle ........ 135 

8.1 Physics and event cuts on the SNC analysis ........ 136 

8.2 SNC and Random event set statistics ............... 142 

8.3 Statistics and multiplicities for bins in v ....... 143 

8.4 Statistics and multiplicities for bins in Q2 .~ ••••• 145 

8.5 Extrapolated gap neutron totals for Pb ............ 147 

8.6 Fermi gas nuclear temperature evaluations for the 

lead T-0-F data over various kinematic ranges ..... 150 

8.7 Average excitation energies determined by 

the neutron multiplicity and Fermi gas fit ........ 157 

B.1 1990 gaussian fits................................ 166 

B. 2 1992 gaussian fits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167 

C.1 Direction of cosines .............................. 169 

D.1 Neutron total cross sections ...................... 170 

E.1 

E.2 

F.l 

G. l 

G.2 

G. 3 

G.4 

G. 5 

G. 6 

Relative efficiency gaussian fits ................ . 

Relative efficiency Compton edges ................ . 

Operating voltages ............................... . 

Neutron kinetic energy spectrum corrections ...... . 

Tail background rates ............................ . 

Neutron target totals for 20<V<500 GeV ........... . 

Tail subtracted Correceted SNC for V<SOO GeV ..... . 

Deuterium subtracted lead for V<200 GeV .......... . 

Tail subtracted lead for V<SOO GeV ............... . 

171 

172 

173 

174 

174 

175 

176 

177 

178 



10 

List of Figures 

2.1 Feynman diagram illustrating deep-inelastic muon 

scattering. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19 

2.2 The Parton Model of deep-inelastic scattering..... 25 

2.3 Hadronization Process............................. 27 

2.4 The ratio of hadron multiplicity distribution for 

various nuclear targets displayed as a function 

of v. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 9 

3.1 Excitation energy versus nuclear temperature 

for 208Pb determined by the Fermi gas 

approximation of the nucleus .. ~................... 38 

3.2 Excitation energy versus nuclear temperature 

for ' 0ca determined by the Fermi gas 

approximation of the nucleus...................... 39 

4.1 Plan view of the RUN90 E665 Spectrome~er.......... 43 

4.2 The Fermilab muon beamline........................ 44 

4.3 E665 data acquisition systems..................... 48 

5.1 Location of the SNC experimental setup with 

respect to the target-vertex area................. 50 

5.2 Scintillator orientation.......................... 51 

5.3 Pulse shape discrimination electronics............ 53 

5. 4 Dynode electronics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54 

5 . 5 ADC electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 5 

5 . 6 TDC electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 6 

5. 7 Sum-dynode electronics. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57 

5.8 Dimensions of the SNC liquid vessel............... 58 

5. 9 SNC detector assembly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60 

5.10 SNC transverse magnetic field phototube shielding. 61 

5.11 Magnetic shielding test with Helmholtz Coils...... 62 

5.12 Measured widths of neutron T-0-F peaks versus 

kinetic energy for various sized detectors........ 63 

5 .13 Solid angle geometry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66 

5.14 PSD spectrum from NE213 liquid.................... 69 



11 

5.15 Compton electron distributions at various 

detector resolutions.............................. 73 

5.16 Resolution versus maximum and half maximum 

light output relation for the four GRESP volumes.. 76 

5.17 Calculated detector resolutions................... 78 

5.18 January 1992 foreground and background spectra 

for detector 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82 

5.19 Angle of entry effect on total detector 

efficiency . ................................... ·. . . . 84 

5.20 Stantonl efficiency calculations.................. 85 

5.21 Target wheel assembly............................. 86 

5.22 Relative neutron production versus energy 

from .AmBe. • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 8 8 

5.23 PSD resolution change............................. 91 

5.24 Determination of the ADC lower limit.............. 92 

5.25 PSD shape subtraction for counting neutrons....... 93 

5.26 Comparative plots of neutron detection from 

two target positions ....................... ·....... 94 

5.27 Dimensions of the SNC veto paddles................ 94 

5.28 Bench test timing electronics..................... 98 

6 .1 Flow chart of ·the E665 code....................... 101 

6.2 Solid and liquid target X-Vertex histograms ....... 104 

7 .1 Stable pedestal channels. . . . . . . . . . . . . . . . . . . . . . . . . . 109 

7.2 Illustration of the wandering pedestal problem .... 111 

7.3 Gate width ratios for three pedestals ............. 115 

7.4 Flow diagram of the ADC reconstruction 

program RADC...................................... 116 

7.5 Illustration of the detector correlated 

oscillatory problem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117 

7.6 Energy calibrated stable pedestal events 

for detectors 2 through 7 ......................... 119 

7.7 Relative neutron production as a function of 

ADC bias for a variety of neutron energy ranges ... 122 

7.8 T-0-F spectra of the nuclear targets .............. 124 

7.9 Relative background rate versus detector number ... 125 



12 

7.10 Gamma decay peaks from Ca and Pb .................. 130 

7.11 Gaussian fit to the gamma decay peaks ............. 131 

7.12 Correlated Veto-SNC events ........................ 134 

8.1 Percent resolution in v ........................... 137 

8.2 Percent resolution in Q2 
•••••••••••••••••••••••••• 138 

8.3 y'BJ distributions before and after the 

calorimeter cut................................... 139 

8.4 Random event v distributions before and after 

calorimeter cut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140 

8.5 SNC v distributions before and after 

the calorimeter cut. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141 

8.6 Neutron multiplicities for each range in v and 

for each target type. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144 

8.7 Neutron multiplicities for each range in Q2 and 
for each target type. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146 

8.8 Production extrapolations for the neutron 

energy gap below 0.6 MeV .......................... 147 

8.9 Neutron production from lead versus 
detector nl.lIIlber. . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 148 

8.10 Neutron production from lead versus 
scattering angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149 

8.11 Neutron T-0-F spectra from lead for V<200, V<60 

v > 2 0 0 Ge V. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151 

8.12 Neutron T-0-F spectra from lead for Q2<1.2, 1.2<Q2<2, 

Q2<1. 2 GeV2 I c'. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152 

8.12 Neutron T-0-F spectra for calcium and carbon ...... 153 

8.13 Neutron T-0-F spectra from all targets ............ 154 

C.l Definition of direction of cosine angles .......... 168 



13 

1.0 :Introduction 

Scattering experiments are used as a tool to investigate 

the structure of the nucleus. As the energy and beams used 

in scattering experiments advance, so do the theories 

concerning nuclear matter. At the beginning of this century, 

Rutherford's experiment lead to the discovery of the nucleus 

in the atom. Shortly after, the nucleus was believed to have 

structure made of two featureless fermions, the proton and 

neutron. In the late sixties[BL69], electron-proton 

scattering showed that the nucleon was made from three partons 

which led to the formation of the quark-parton model. Since 

then, deep inelastic scattering, or scattering of high energy 

leptons from nucleons at large energy-momentum transfer, has 

been used to measure the internal structure of the nucleons 

and to test theoretical ideas such as Quantum Chromodynamics. 

Presently, our understanding of the internal structure of 

nucleons is expressed in the theory of Quantum Chromodynamics. 

This model includes the color force as the strong interaction 

between quarks and the carrier of this "force is the gluon. 

The potential of the strong force can be expressed as[EI85] 

V =-k+« I 
c I s 

(1-1) 

The first Coulomb-like term is due to the exchange of massless 
.. 

gluons, which are emitted and absorbed by the color 

interaction. The second term provides the color force with 
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its unique features. At small r, the potential is weak and 

the quarks possess asymptotic freedom. At large r , the 

potential gets very strong and it is this feature that 

confines the quarks and gluons to the hadron. Hadrons are 

built from two types of colorless quark combination: Baryon 

(three quarks} and Meson (quark-antiquark pair} . 

In order to observe the structure of a nucleon, a 

suitable probe is needed. A particularly good probe is the 

virtual photon produced by scattering a lepton, such as a 

muon, from a nucleon or nuclear target. By varying the four-

momentum transferred to the target from the virtual photon, 

different kinematic regions of the target can be observed. 

This scattering is characterized by the quantum mechanical 

wavelength of the photon 

(1-2} 

which is inversely proportional to the virtual photon 

momentum. 

In the parton model, after the muon imparts momentum and 

energy to the nucleon, this energy is available for the 

creation of new particles or hadronization. The 

hadronization process begins as the struck quark within the 

nucleon pulls away from the remaining di-quark. Potential 
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energy, Vc-« 5 I, builds up in the system until its release in 

the form of quark anti-quark pairs which recombine to form 

hadrons. 

It is difficult to calculate the hadronization process 

with QCD. Only model calculations exist. In the naive 

parton model, a complicated QCD process is represented by a 

flux tube[FI78] which exists between the quark and di-quark 

which stretches as the two move apart. 

the tube and the probability of the 

increase as the length of the tube 

The energy stored in 

tube breaking both 

increases. This 

dependence is believed to be linear in energy and the Lund 

model[AN78] assigns a phenomenological value of 1 GeV/fm to 

the string constant. When the flux tube or string breaks, 

quark anti-quark pairs are created and combine amongst 

themselves to form primary hadrons. 

The hadronization process is still early in its stage of 

understanding, and is also complicated by using nuclear 

targets (carbon, calcium, lead, ... ) instead of a nucleon 

target (hydrogen). It was first found at SLAC[OS78] that the 

nuclear size had an attenuating affect on the production of 

hadrons within a certain range of energy and momentum 

transfer. The forward hadronization yield in heavy elements, 

such as tin and copper, compared to the yield in deuterium 

showed a significant decline in the range of energy transfer 



16 

around 2 0 GeV. Is this decline in the hadron yield giving 

information about the hadronization or flux tube length? Is 

there a way of monitoring the energy lost in the hadronization 

to the target nucleus? 

One possible way of studying the hadronization length is 

by observing the excited residual nucleus. If the 

hadronization takes place outside the nucleus, then the 

residual nucleus might be expected to have a low excitation 

energy. Alternatively, if the hadrons are produced inside 

the nuclear radius, then the nucleus would have a large 

excitation energy. Furthermore, a comparison of several 

different sized nuclei in the same range of momentum transfer 

can also help determine the hadronization length. If the 

hadronization length is small then all nuclei should be 

excited to a high temperature by the exiting hadrons. If the 

length is long then the temperature should be low for light 

nuclei and higher for heavier nuclei[HI91]. 

Data on such a process have been taken by the 

E665[AD90] collaboration at Fermi National Accelerator 

Laboratory and is the basis for this dissertation. At the 

muon lab, a 500 GeV muon beam was scattered onto targets of 

hydrogen, deuterium, calcium, carbon, and lead. The E665 

spectrometer measured the momentum and energy of the scattered 

muon along with other particles produced in the reaction. An 
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array of seven neutron detectors (from Ohio University) were 

placed at backward angles (80 to 145 degrees) and collected 

neutron data in coincidence with the scattered muons. [HI91] 

Neutron time of flight determined the energy, while pulse 

shape discrimination aided in separating gamma ray data from 

neutron data. 

From the data collected at E665, one may be able to 

determine new and interesting properties of the hadronization 

process. Over a wide range of momentum and energy transfer, 

neutron data was collected from reactions with five different 

nuclei. In the energy range where hadronization attenuation 

was first seen, a large body of neutron data has been 

collected. It is also interesting to compare theoretical 

model predictions with the analyzed results of this 

experiment. 
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2.0 Deep-Inelastic Scattering 

Over the last thirty years, as the motivations for 

probing different aspects of nuclear matter changed, so did 

the experimental designs and the types of lepton beams used. 

The results presented by lepton scattering have provided 

substantial phenomenological information. With limited 

success, theorists have generalized these results through QCD 

and the quark-parton model[PE87]. 

The primary motivation for E665 was fueled by both the 

lack of theoretical success for the European Muon 

Collaboration effect [AU87] and to extend the results presented 

by EMC and SLAC. The muon was utilized since it possesses 

several experimental advantages over other leptons such as the 

electron, neutrino, and their anti-particles. The advantages 

will be discussed later. 

The fundamental process in muon-nucleon scattering is 

virtual photon exchange. This process is illustrated by the 

Feynman diagram in figure 2 .1. Since the virtual photon 

contains no inherent structure and is completely absorbed by 

the target, deep-inelastic scattering provides a clean and 

well understood probe to observe the structure of nuclear 

matter. 

To first order, Quantum Electrodynamics (QED) allows· us 
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µ. 

k = (E,k) 

.,. q = (v,ij) 

Nucleon 

P = (M,O) w 
Hadrons 

Figure 2 .1: Feynman diagram illustrating deep-inelastic muon 
scattering. 

to calculate the cross section of the leptonic vertex. This 

introduces an immediate and powerful simplification. The only 

lines entering the hadronic vertex are those from the nucleon 

and virtual photon. In figure 2.1, the four-momentum of the 

incoming and outgoing ·muon are represented by k"= ( E, "K) and 

k~=(E,k") respectively. 

virtual photon is then 

The four-momentum of the exchanged 

I 
q=k"- k". Using these kinematic 

variables, three Lorentz scalars describe the reaction 
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Q 2 = - q 2 = - ( k
11 

- k
11

1 ) 2 = 2 (EE1 - k
11
k/cose) - 2m

11 
2 

= 4EE1sin ( ~ ) 2 fox ~<E, E 1 ( 2-1) 

v = P·q = E-E1 

M 
W2 = (P+q) 2 =M2 -Q 2 +2Mv 

(2-2) 

(2-3} 

where ~ and M are the mass of the muon and the nucleon 

respectively, P is the four-momentum of the nucleon before the 

interaction in the laboratory frame and 0 the muon scattering 

angle. In this system v is the energy of the virtual photon 

and W is the invariant mass of the final hadronic state. 

Notice that W is written in terms of both variables 0 2 and v 

which are independent of each other. The allowed kinematic 

limits of these Lorentz scalars are given by 

. m 2v2 

" s 0 2 s 2MY E{E-v) 
0 s v s E 

M2 s W2 s 2ME 

(2-4} 

after keeping m11 to second order. By observing equations 2-1 

and 2-2, one finds that the kinematic ranges for 0 2 and v 

expand as the beam energy is raised. In other words , a higher 

energy beam allows closer scrutiny of the nuclear 

substructure, as given by equation 1-2. It is often 

convenient to describe the reaction by two other dimensionless 

Lorentz scalar variables 

02 = _Q:_ 
XBJ = 2P·q 2MY 

P·q v 
y = P·k = E 

(2-5} 

whose kinematic limits are 



21 

( 2-6) 

Physically, these Bjorken variables xBJ and y represent the 

fraction of the nucleon momentum and energy transfer carried 

by the struck quark. For xBJ<l, the reaction is entirely 

inelastic, while for xBJ=l, the reaction is elastic where the 

nucleon recoils or remains intact. In this case, the 

invariant mass of the final state is equal in magnitude to the 

nucleon mass by 

w2= M2 since 0 2 = 2Mv (2-7) 

The variables 0 2 , v, and W2 all can be determined just 

by experimentally observing the scattered muon. This allows 

direct measurement of the virtual photon kinematics. 

Experimentally, the muon is the best candidate for measuring 

the virtual boson kinematics, since electron and neutrino 

scattering present several difficulties[PE87]. 

Other than low statistics, the primary difficulty of 

neutrino scattering is that energy transfer must be resolved 

from the fragmented final state hadron products or by 

extremely careful monitoring of the beam. Either procedure 

requires detailed modeling and results with large systematic 

error .. Electron beams present separate difficulties of their 

own. Compared with muons, the kinematics from electron 
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scattering can be measured just as easily. However, the 

energies which electrons can reach by accelerators today are 

lower by an order of magnitude, therefore muons can 

investigate a much wider kinematic range of 02 and v. Also due 

to the electron's light mass, as compared to the muon, 

electrons produce much more Bremsstrahlung radiation, where 

the cross section for emission of Bremsstrahlung photons 

2 
a -"z2(~)2 

Brem m C 
s 

(2-8) 

therefore electron measurements are much more sensitive to 

radiative corrections than are muons[MA69]. 

2.1 The Quark-Parton Model and Bjorken Scaling 

The double differential cross section for figure 2.1 can 

be written· as 

d 2 2 E' __ a_ : ~ _ £P.V w_ 
dE1d0 q 4 E p.v 

(2-9) 

where L"v denotes the leptonic vertex and Wp.v the hadronic 

vertex. The value for the leptonic vertex is solved d.iret;i.:.ly 

by Quantum Electrodynamics as 

(2-10) 

The exact form of the hadronic tensor is unknown, therefore we 

must express it using simple assumptions based on conservation 

laws. After some mathematical manipulation, Wp.v is expressed 
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in terms of just two structure functions, W1 and W2 as [HA84] 

(2-11) 

Contracting with the leptonic vertex, the double differential 

can now be written as 

( 2-12) 

The functions W1 and W2 contain all the information about the 

structure of the target nucleon. For virtual photons with 

very small wavelengths or large 0 2 , it has been found that the 

cross section behaves like elastic scattering from spin ¥2 

Dirac particles as 

By comparing equations 2-12 and 2-13 we can write 

2 w:point: = ....2.:.. a ( v - 02 ) 
i 2m2 2m 

wrint: = a ( v - 02 ) 
2m 

( 2-14) 

In 1967, Bjerken postulated that in the kinematic limit, 02-co 

and v -co, if lepton-parton scattering is indeed point-like 

then the structure functions are no longer separately 

dependent on 02 and v but become dependent on the 
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dimensionless variable xBJ. In this limit the structure 

functions W1 and W2 can be rewritten in terms of new structure 

functions F1 and F2 by equation 2-14 as[HA84] 

MW1 (v, q 2) - F1 (xN) 

v W2 ( v I q 2) - F2 ( XBU") 
(2-15) 

In 1968, SLAC-MIT experimenters provided the first 

evidence that Bjerken scaling approximately held. These 

results led Feynman in 1969 to propose that the nucleon has 

substructure composed of spin lh point-like components which he 

called partons. These partons, now called quarks, led to the 

formation of the quark-parton model of nuclear matter. 

2.1.1 The Role of the nnpulse Approximation and the 

Znf inite Momentum Frame in the Quark-Parton Model 

The quark-parton model is based on a set of 

approximations which apply in deep-inelastic scattering. 

Feynman originally proposed that the scattering process occurs 

as a two step procedure where first, one parton absorbs the 

virtual photon four-momentum and then after some time scale, 

the partons recombine to form the hadronic final state. This 

process can only be valid if the interaction time is short 

compared to the recoil or hadronization time scale. The 

nuclear adopted impulse approximation can be understood by 

considering an infinite momentum frame, as in figure 2. 2, 

where the nucleon is moving very fast before the interaction. 
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p: 
k~ = (E',k') 

P. (1-x)~ 

N 

Figure 2.2: The Parton Model of deep-inelastic scattering 

In high energy photon nucleon scattering, the infinite 

momentum frame is an excellent approximation of the center of 

momentum frame. 

In the infinite momentum frame, each parton carries four

momentum xP~, is considered to be massless, has negligible 

transverse momentum, and is quasi-free due to time dilation. 

This suggests that the parton interacts with the virtual 

photon independently of the other partons around it. For the 

case where Q 2 >M2 , 

This implies that within this kinematic range xBJ defines the 
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x=~=x 
2P·q BJ 

(2-16) 

fraction of the nucleon momentum carried by the parton. 

The parton model however, only holds true if the 

interaction time is much shorter than the time taken for 

parton recombination or hadronization. By the uncertainty 

·principle, 

ll.Ellt'2:.h (2-17) 

therefore the interaction and hadronization time scales in the 

lab frame are[PE87] 

(2-18) 

respectively. Consequently, the impulse approximation is a 

reasonable assumption only in the kinematic range for v>M. 

In summary, the quark-partcn model is a valid description 

of the nucleon only within the scattering kinematic limit of 

v>M. Within this requirement, the total cross section is an 

.incoherent sum of the scattered parton constituents. 

Additionally when Q2 is large, the Bj or ken variable xBJ, 

determines the scattered parton's effective mass and momentum 

fraction of the nucleon. More importantly though,xBJ 

describes the elasticity of the interaction. A value of 1 

reveals elastic photon-nucleon scattering while a smaller 

value indicates that the struck quark breaks from its 
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constituents. Such an event is known as fragmentation or 

hadronization where the invariant mass W2 , is much greater 

than nucleon mass. 

2.2 Badronization 

Upon receiving momentum and energy from the scattered 

muon, the bombarded nucleon begins to elongate with the 

scattered quark moving away from its diquark constituent. As 

the separation increases, the colored field lines or strings 

begin to interact by exchanging gluons and the effective 

potential grows more ·repulsive. The stretching continues 

until the potential reaches the point where it is 

energetically mor.e fav?rable 

to create a quark-antiquark 

pair with two short strings 

rather than one long one. 

The process of creating 

pairs continues until all 

strings are completely 

broken and the pairs (or 

hadrons) fall apart carrying 

the remaining energy. The 

production of hadrons is 

called hadronization and is 

described in figure 2.3. 

r-iqure Key 

a) Nucleon 
"VV'V Photon 

, -.- ..... 
- ReklUne 

Scatt&1ed --- Scattered .- Gluon 
Muon ' '!../I Quark • Quark 

0 Anliquark 

bl -:Ci I 17•-
c) - :6·00·6• -
d) • 'o t o/ - •-·•--•--•o--eo--+--+--o• -• /o t o" . 

Figure 2. 3: a) DIS b) field 
lines interact c) qq pairs 
create d) Hadronization. 
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2.2.1 Hadronization in Nuclear Matter 

Up until the present, the hadronization process has only 

been studied and interpreted from the results produced by the 

final state fragments collected by various experiments. The 

data has shown the existence of an extremely important 

feature, hadronization. attenuation, but is limited in its 

detail for interpreting the complete interaction mechanism. 

By studying the secondary interaction or the nuclear response 

to hadronization, it is believed that more can be learned 

about the process and ultimately useful information about the 

strong interaction will be provided. 

Before discussing some of the features and models of 

hadronization it is convenient to introduce some of the 

parameters which are believed to interpret the process. The 

description involves three parameters: a qN, 1 r, and a hN. 

These are called the quark-nucleon cross section, the 

hadronization (or formation} length, and the hadron-nucleon 

cross section respectively. The quark-nucleon cross section 

is a measurement of how strongly the partonic state interacts 

with nuclear matter. The hadronization length is a measure of 

how far the partonic state travels before becoming the 

hadronic state. The hadron-nucleon cross section is a measure 

of how strongly the hadronic final state interacts with 

nuclear matter[BA87]. 
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Figure 2. 4: The ratio of hadron multiplicity distribution for 
various nuclear targets displayed as a function of V[SA91]. 
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Figure 2. 4 summarizes the attenuation effect described by 

several experiments for the dependence on nuclear size and 

transferred energy. In deep inelastic scattering the fraction 

of muon-transferred energy carried by a particular hadronz 

is defined as a Lorentz scalar variable as 

z = P•ph = Eh {2-19} 
P•q v 

where P, q, and v 'have been defined in section 2. 0. Ph and Eh 

are the four-momentum and lab frame energy of the 

hadron[FI78]. The vertical axis of figure 2.3 is defined as 

{2-20} 

N.,. dz~ 

the ratio of hadron multiplicity distributions for nuclear 

targets {Xe, Sn, Cu, ... } to deuterium. This ratio can be 

interpreted as the fraction of the number of hadrons produced 

by the nuclear target compared with the hadrons produced by 

deuterium. The production spectrum in z of hadron h in deep-

inelastic scattering with fixed 02 and v for a given sample 

of events is expressed as[SA91] 

(2-21} 

where qi(xBJ) are the quark distribution functions summed over 

all quark flavors (i =u, u, d, a, s, s, ... ) ' ei is the electric 
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charge, and h are the hadron types ( 1t +, 1t-, 1t o, K+, K-, ... ) . The 

fragmentation function Df ( z) is interpreted as the probability 

to observe a hadron of type h from the fragmentation of a 

quark i, carrying a fraction z of the quark momentum. Df(z) 

can be parameterized fairly simply using just statistical 

arguments[FI78]. 

An interpretation of hadronization attenuation from 

figure 2.3 must be made carefully, since different values of 

a lower z cut were applied. It was found however that the Xe 

data agreed with the EMC data when the same cut of z~0.2 was 

applied. The plot therefore indicates a hadron multiplicity 

dependence on z and shows that the amount of attenuation 

increases with this parameter. 

Figure 2.3 shows a certain dependence on the 

hadronization attenuation phenomenon as a function of A and v. 

While some models link the reabsorption to the quark-nucleon 

cross section[DE92] and others to the hadron-nucleon cross 

section[BA87], most agree that the formation length is the 

parameter which ultimately governs the attenuation process. 

2.2.2 The Badronization Length 

The hadronization length can be interpreted as the space

time evolution of the partonic state into the hadronic state. 



32 

In other words, the formation length is referred to as the 

interval between when the muon scatters off the quark to the 

moment the stretched nucleon fragments into hadrons. Since 

the space-time interval is on the order of -10-24 seconds (or 

-10-15 meters) , a direct measurement of the length is 

inconceivable and one must rely on models and the data of 

secondary interactions (such as the excitation energy of the 

residual nucleus). Table 2.1 illustrates some of the models 

and their corresponding inspirations. In general, these 

models are different in the formation time but are similar in 

that they are all proportional to v. 

Table 2.1: Hadronization length models[BA87]. 

l:.AJ:Jression Model or Inspiration 

1 oc Eq The formation length takes a fixed time in 
f mq(Q2) 

ocv the quark rest frame. 

Eh vz The formation length takes a fixed time in 
]foe_ oc- the hadron rest frame. mh mh 

1 vz vz The formation length takes the time to ]foe-.- __ oc_ 
evolve from - pairs into hadrons from ll.E mh m; qq 
vacuum, time proportional to AE=mh. 

lfocEhocvz QCD-inspired model. 

lfoc ly(Z) Lund-inspired "yo-yo" model. 

lfoc lc(z) Lund-inspired constituent length model 
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3.0 Nuclear Excitation Following DZS 

If the transparency of nuclear matter to hadronization 

depends strongly on A and V, then one would expect to observe 

a range of nuclear excitation energies (or nuclear 

temperatures) as these parameters are varied. Since this 

effect has never been measured, the possible scenarios that 

will be discussed are purely speculative and may not describe 

the actual phenomenon. 

3.0.1 Cold Nuclear Excitation 

For the situation where the nucleus appears to be 

transparent to hadronization (RA(z) -1 by equation 2-20), the 

final state of the residual nucleus after deep-inelastic 

scattering remains questionable. In this scenario, the flux 

tube is believed to be much longer than the nuclear radius and 

the fragmentation products are created entirely outside of the 

nuclear matter. This transparency is shown in the xenon data 

(in figure 2.3) for v>120 GeV and z>0.4. Since baryon number 

must always be conserved in the interaction, the recombination 

of this particle is inevitable and may occur at any point 

along the flux tube. In the extreme case, the baryon may 

recombine into the identical form of nucleon (that was 

originally scattered on} and with the di-quark remnant. If 

the di-quark remnant retains its initial location, then the 

final state of the nucleus would appear to remain unexcited. 
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In the more probable situation, the baryon may either 

recombine outside or leave the nucleus. This result would 

leave the nucleus in a 1-hole excited state and is referred to 

as cold excitation. The average excitation energies of cold 

lead and calcium were estimated [HI93] by models [MA92] and 

(e,e'p) [DI90] scattering and are tabulated in table 3.1. 

Table 3.1: Estimated average excitation energies from 
1-hole states of lead and calcium. 

Target <E*> (MeV) 

208pb 30 to 40 

4oca 20 to 30 

3.0.2 Bot Nuclear.Excitation 

In the kinematic region where hadronization attenuation 

is expected, one may observe a highly excited or hot nucleus. 

Since the model for attenuation is not well understood, the 

final state of the excited nucleus is. also vague. If the 

reabsorbed energy is localized to one region of the nucleus 

just before decaying, then one may observe pre-equilibrium 

nuclear fragmentation. In this situation, the nucleus is 

classified as having hot spots and is a common occurrence in 

heavy-ion reactions[RI90]. In the other extreme the nucleus 

may come to an equilibrium ep.ergy or thermalize. If the 

excitation energy is not too great[GR74], then the decay may 
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be approximated by a liquid drop evaporative model. 

3.1 Nuclear Decay 

According to the Bohr assumption, the cross section of a 

nuclear reaction X(u,p)Y can be written as[BL79] 

(3-1) 

where ac(«) is the cross section for the formation of a 

compound system through a specific entrance channel ex on 

target X. Gc(P) is the probability that the compound system 

C, once formed, decays through a specific exit channel p, 

leaving a residual nucleus Y. The disintegration of the 

compound system into the different channels p, y, etc., can 

be described in terms of total decay rate 

r (E;) = 1i 
-r (E;) 

(3-2) 

which depends on the excitation energy E; and the lifetime 

-r(E;) of the compound system. Since C can decay into several 

channels, the total decay rate r is divided into decay rates 

ref erring to each specific channel by 

rcE;> =~rp CE;> (3-3) 

where the sum is extended over all possible channels and 

I'p (E;) is a specific decay rate. The probability for C to 

decay into any specific channel can be expressed as[BL79] 
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(3-4) 

and the cross section is therefore written as 

(3-5) 

Since the transition time for strong decay ( 't -10-24) is 

several orders of magnitude smaller than electromagnetic decay 

( 't -10-1s) , equation 3-5 indicates that the probability for 

strong decay is more probable. Furthermore, it is expected 

that Oc(a) is, in general, much larger for neutrons than 

protons and alphas since the latter must penetrate the Coulomb 

potential barrier. Therefore, for the reaction where neutron 

decay is energetically favorable, the cross section ac(a) can 

be put approximately equal to the cross section o(a,n) of the 

X(a,n)Y reaction: 

(3-6) 

where «0 is the entrance channel for which the target nucleus 

X is in its ground state[BL79]. 

3.1.1 The Evaporation Approximation · 

The simplest model of decay assumes a purely classical 

approximation to equation 3-6, the evaporation approximation, 

which makes the analogy with evaporation from a classical 

liquid drop. This approximation has proved to be extremely 

useful for obtaining first estimates of cross sections, 

excitation energies and the spectral energy shapes of the 
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emitted particles. It should be noted however, that it is not 

accurate enough for a detailed description. 

The evaporation approximation involves two assumptions. 

First, the nucleus is considered as a classical black body 

which absorbs all particles on its surface. The particles are 

considered to have classical trajectories so that in the 

absence of any barriers the cross section is considered 

completely isotropic. Secondly, the nuclear temperature is 

taken to be a constant, so that the level density takes the 

form of 

-!! 
p (E*) - e T 

( 3-7) 

where E* is the excitation energy, Ep is the particle energy 

and T is the nuclear temperature. The energy distribution for 

all emitted particles is expressed as 

for 
(3-8) 

for 

where Bp is the barrier energy. For the case of neutrons for 

which there is no Coulomb barrier, equation 3-12 reduces to 

En 

a(a,En) ocEne-T 

where En is the neutron kinetic energy. 

(3-9) 

Notice that this 

expression is exactly the Maxwellian energy distribution of 

particles evaporated from a liquid drop[ER60]. 
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Figure 3.1: 208Pb excitation energy (log left, linear right) 
versus nuclear temperature, determined by the Fermi gas model. 

3.1.2 The Fermi Gas Approximation 

Historically, Bethe's free gas (or Fermi gas) model of 

the nucleus has had the largest impact on the interpretation 

of experiments. It is the very nature of this model that it 

describes the overall behavior of the level density and its 

gross structure throughout the periodic table rather than the 

behavior of the level density of any particular nucleus [ER60] . 

In the Fermi gas model, the nucleus is considered as a 

free gas of neutrons and protons of both spins confined to 

move in a volume. The Fermi energy is expressed as[ER60] 
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(3-10) 

where M is the nucleon mass and r 0 is the nucleon radius. 

The thermodynamic temperature t is given as 

( 3-11) 

where f=(4/~2 )e0 • The corresponding nuclear temperature Tis 

obtained from the relation 

..!.=..!.- 2 
T t E* 

( 3-12) 

and is expressed in terms of the thermodynamic temperature and 
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the excitation energy[ER60]. Figures 3.1 and 3.2 illustrate 

the excitation curves for lead and calcium as a function 

nuclear temperature. 

The nuclear temperatures determined by this model can be 

used directly in the evaporative neutron cross section of 

equation 3-4. Moreover, the cross section can be fitted to 

the neutron energy spectral shape and by the Fermi gas 

approximation the excitation of the nucleus can be determined. 
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4.0 J:ntroductfon and Overview of the E665 Appartatus 

The objective of this chapter is two-fold: first, a 

detailed description of the process for obtaining the events 

used in this study, and second, a brief description of the 

portions of the experiment relevant to the analysis. The 

specifics of the experiment are described in detail in 

reference [AD90]. 

The Fermilab Experiment E665 collaboration consisted of 

over 95 faculty, research scientists, and graduate students 

from 18 institutions in the United States, Germany, and 

Poland. The goals of the collaboration are to study hadron 

production and to measure nucleon structure functions with 

Inelastic Muon Scattering on a variety of nuclear targets. 

Formally proposed in 1983 [FR83], E665 first received muon beam 

in 1985, and took publishable data in 1987, 1990, and 

199l[KE92]. This author's contribution to the collaboration 

is entirely with the later two data periods, although the 

analysis of the 1990 data will only be presented. 

Between the 1987 and 1990 data periods, several changes 

were made to the apparatus which are not discussed in 

reference [AD90]. The targets used were liquid hydrogen( 2H) 

and deuterium (2D) , carbon (12C) , calcium (natca) , and lead (natPb) 

and were changed on a spill-by-spill basis to reduce time

dependent systematics. The streamer chamber was removed and 
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replaced with drift chambers to improve vertex resolution. 

Several new scattered muon triggers and an upstream 

scintillator wall were also added[KE92]. In addition, an 

array of seven liquid organic neutron scintillators was added 

for secondary nuclear decay studies. 

4.1 The E665 Apparatus 

The E665 apparatus consisted of four main sections: the 

muon beam line, the vertex spectrometer, the forward 

spectrometer, and the muon detectors. The muons were 

processed in the beamline and then were directed onto the 

targets located within the vertex spectrometer. The 

scattered muon and the particles produced by the interaction 

were then analyzed by the vertex and forward 

spectrometers[C092]. While the hadrons were stopped by an 

absorber at the end of the forward spectrometer, the muons 

continued through to a series of muon detectors. The plan 

view of the two spectrometers and the muon detectors is 

illustrated in figure 4.1 along with a table describing the 

E665 acronyms. 'l'he component~ of the experiment· allowed a· 

precise measurement of the incident and final muon kinematics 

and analysis of the variety of particles produced in the 

interactions of interest. 
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1) SVW: Veto wau 9) C1: Cerenkov Counter 16) DC1-4: Drift Chambers 23) Hadron Absorber 
2) Beam Station 4 10) TOF: Time-Of-Right Array 17) RICH: Ring Im. car. Cntr. 24) SVS: Sein. Hodo. 
3) SNC: Neutron Counters 11) PTA: Proprtional Tubes 18) DC5-8: Drift Chambers 25)PTM: Propotlonal Tub. 
4) Targets: H,D,C,ca,Pb 12) PC: 2mX2m MWPC 19) SSA: Scintillator Hodo. 26) SMS: Sein. Hodo. 
5) CERN Vertex Magnet 13) PCF: 2mx1m MWPC 20) PSA: 0.1mxD.1m MWPC 27) SPM: Scatt. Muon 
6) VDC: vertex DrlftChmbrs 14) CNcago ~Mag 21) SUM: Upstream Trig. wau 28) Shielding Block wan 
7) PCV: 3mx1m MVWPC 15) PSC: 0.1mxD.1m MWPC 22) CAL: Ell calorimeter 29) PHI: RF sync. Hodo. 
8) CD: C8fenkov Cowder 

1
4 

Vertex • I • 
Spectrometer 

Region 

Forward 
Spectrometer 

Region 

·I I .. Muon.,, 
Detector 
Region-

Figure 4.1: Plan view of the RUN90 E665 Spectrometer 

4.1.1 The E665 Coordinate System 

The global coordinate system used by E665 is a right 

coordinate system with the X-axis defined along the nominal 

beam path. In reference to the outside world, the X-n.xi !::: runs 

close to north-south on the Fermilab site with X increasing 

towards the north. The Y-axis is defined to run parallel to 

the experiment floor with Y increasing towards the west. The 

center of this coordinate system is nominally defined to be 

the center of the Chicago Cyclotron Magnet[KE92]. 
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Figure 4.2: The Fermilab muon beamline. 

4.1.2 The Muon Beam 

The E665 muon beam was generated from the spallation of 

the 800 GeV/c Tevatron proton beam on a 48.5 cm long beryllium 

target. The Tevatron delivered an average of 4x1012 protons 

in 20 second long spills every 59 seconds. Within each spill, 

the protons were micro-bunched by the 53 .1 MHz radio frequency 

of the accelerator. From the point of the target, the 

secondary particles (mostly ~ions and kaons) and protons were 

steered off into beam dumps and the muons were focussed into 

a series of FODO beamlines before entering the beamline 

spectrometer as in figure 4.2. (FODO is an acronym referring 
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to a collection of magnets containing a (F)ocussing 

quadrapole, a zero gradient(O) magnet, a (D)efocussing 

quadrapole, and another zero-gradient (0) magnet [KE92].) After 

being carefully selected by the muon spectrometer, the muon 

beam which entered the experimental hall had the 

characteristics of an average momentum of 475 GeV/c, a 

momentum resolution of 0. 5% [AI91], roughly one muon every 18. 8 

ns per spill, and a timing resolution of roughly 1 ns[MA83]. 

4.1.3 The Scattered Muon Detector 

The scattered muon detectors have a two fold purpose. 

The first is to signal a scattered muon for triggering the 

experiment. The second is to provide reconstruction of the 

scattered muon segment, so that the muon track can be 

identified. The detectors used in the triggering are the SMS 

and SPM hodoscopes illustrated in figure 4 .1. The SMS 

detectors covered the beam region and were used in a variety 

of configurations as vetos for the physics trigger. The SPM 

detectors had a central hole and were used for scattered muon 

ident~fication in the trigger used in the analysis. The PTM 

and SMS detectors were used to reconstruct the scattered muon 

segment. Matching between the track segment and the forward 

spectrometer tracks was done in the Muon Matching 

program[C092,RY91]. 
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4.1.4 The Vertex Spectrometer 

The Vertex Spectrometer had two purposes: 1) to track the 

scattered muon and charged particles as they emerge from the 

target and 2) to identify and analyze low momentum particles. 

The apparatus consisted of one large super-conducting dipole 

magnet (the Cern Vertex Magnet or CVM) , a set of drift 

chambers (the Vertex Drift Chambers or VDCs) , an assortment of 

multiwire proportional chambers (the PCV and PC), and a set of 

proportional tube planes (the PTA) [AL83]. 

4.1.5 The Forward Spectrometer 

The Forward Spectrometer detected the high momentum 

particles as they traveled through and beyond the Chicago 

Cyclotron Magnet (or CCM) . Its importance to the analysis is 

that it largely determined the energy and momentum resolution 

of the scattered muon energy[KE92]. The apparatus consisted 

of one large super-conducting dipole magnet (the CCM) with 

field lines equal in magnitude but in opposite direction to 

the CVM, an assortment of MWPCs (the PCF, PSC, and PSA), and 
. 

a set of drift chambers (the DCs) [AI91] . 

4.1.6 The Electromagnetic Calorimeter 

The primary role of the Electromagnetic Calorimeter (CAL) 

was to provide information for the elimination of 

electromagnetic background in the analysis (such as muon-

target Bremsstrahlung and muon-electron scattering) . The CAL 
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had an active area of 9 m2 and was composed of twenty 5 mm 

thick lead planes interspersed with propotional tubes[RA89]. 

4.2 Triggering the E665 Apparatus 

An experimental trigger provides a signal when an event 

of potential interest has occurred. E665 had many trigger 

types including Alignment, Calibration and Physics 

Triggers[C092]. In order to keep unnecessary detector readout 

at a minimum, E665 used a two level triggering system. The 

Level One Trigger was produced as soon as the muon traversed 

the apparatus and was used generally to gate and strobe 

detector electronics. The Level Two Trigger was started by 

the muon but had a much stricter definition of an acceptable 

scattered muon. The Level Two Trigger was responsible for 

starting the Data Acquisition System and came some 200 ns 

after the Level One. 

Two of the Physics Triggers that were used to generate 

the events for this analysis were the Small Angle Trigger 

(SAT) and the Large Angle Trigger (LAT) . The SAT fired if a 

muon failed to reach its predicted unscattered intercept with 

the SSA and SMS detectors. The location of this intercept was 

evaluated for each beam muon individually [KE92] . The LAT 

trigger differentiated from the SAT in that it selected large 

angle muon scattering or high 02 events[BH91]. 
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The overall apparatus data acquisition system is shown in 

figure 4.3. The main interface was CAMAC with six CAMAC 

branches attached to three front-end PDP11/34s. There was one 

serial CAMAC branch used for control functions. In addition, 

a FASTBUS system acted as a fourth front-end. The front-end 

machines were read out in parallel and stored in bulk memory 

until concatenated and the information was read out onto 8mm 

tapes. The system was capable of acquiring and logging data 

at an average rate of 250 kbytes per second. The apparatus 

deadtime {of about 20%} depended only on the 3 ms readout 
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time. 

The framework of the data acquisition system was the FNAL 

VAXONLINE system. Several kinds of on-line monitoring were 

performed: front end monitoring of basic hardware operation 

and periodic calibration; general checks of the data 

structure; on-line analysis of individual detector systems and 

immediate readback and analysis of a subset of the raw data 

tapes [AD90] . 
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5.0 SNC Experimental Setup 

The SNC apparatus consisted of three main components: 

seven NE213 scintillation neutron counters {SNC), one large 

polystyrene charged particle veto paddle, and one polystyrene 

halo-muon veto paddle. Figure 5 .1 illustrates the location of 

these components with respect to the CVM pole face and the 

target area. Upstream of the right most scintillator {number 

7) and the halo-muon paddle was a tower of lead bricks used as 

beamline-radiation shielding. The numbering of the 

scintillation counters (1 through 7) moves left to right (or 

upstream) while the target slice numbering {1 through 5) goes 

Solid 
Targets • t::~~~...-~~~+-++--~~--r 

Figure 5 .1: Location of the SNC experimental setup with 
respect to the target-vertex area. 
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Figure 5.2: Upper: Scintillator counter orientation; Lower: 
Top view of the SNC setup. 

right to left (downstream). Figure 5.2 shows a top view of 

the SNC setup with respect to the target area and the CVM. 

For safety and structural reasons, the target area was 

surrounded by an ~ inch thick aluminum cage and a 3 mm thick 

plastic tent. The attenuation for 1 to 10 MeV neutrons by 

these materials was calculated and found to be approximately 

a 10% effect {discussed in the analysis, chapter 7). 

5.1 SNC Hardware Electronics 

Several forms of information were processed by the SNC 

hardware electronics before being read onto 8mm tape by the 

E665 data acquisition (DA) system. The SNC raw data was 
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stored in a 44 word bank, with the important words as 

described in table 5.1. One rack of hardware existed in the 

experimental hall which discriminated, amplified, and sorted 

out the different forms of data. The second rack of 

electronics in the counting room processed the data in the 

form to be interpreted by the DA computing system. Figures 

5. 2 and 5. 3 illustrate the experimental hall hardware diagrams 

for the scintillation counters. From each tubebase, three 

signals were processed; two anode signals and one dynode 

signal. 

Table 5.1: SNC RAW word bank 

Word Name Description 

1 DlADC Detector 1 Anode 

2 D2ADC Detector 2 Anode 

3 D3ADC Detector 3 Anode 
I 

4 D4ADC Detector 4 Anode 

5 DSADC Detector 5 Anode 

6 D6ADC Detector 6 Anode 

7 D7ADC Detector 7 Anode 

8 VETO BA Bent-End Veto ~..node 

9 VETO SA Straight-End Veto Anode 

13 SNC Summed T-0-F 

14 PSDA Summed PSD 

15 PSDD Dynode PSD 

16 VETO BT Bent-End Veto T-0-F 

17 VETO ST Straight-End Veto T-0-F 

21 SUMO Summed Dynode 
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Figure 5.3: Experimental hall PSD and neutron Time-of-Flight 
(SNC) electronics. 

For timing and pulse shape discrimination (PSD) 

information, the anode signals (one from each tubebase) from 

each detector were first fanned together (through the Lecroy 

628) and then sent either through the discriminator (Phillips) 

or through the PSD hardware before being processed by the 

counting room electronics (figure 5. 3) . The anode signal from 

the halo-muon paddle was first discriminated (Lecroy 623B) and 

then used as a veto signal in the timing discriminator 

(Phillips) which was set at a low threshold of -15 mV. A 

second NIM signal from the anode fan-in unit was sent through 

the PSD circuitry which was integrated and amplified before 
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entering the {Ortec 552) pulse shaper. 
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For additional pulse height information, (for signals 

above the ADC range), a dynode response was also processed and 

recorded. The dynode responses from each tube base were 

fanned together and then amplified by a "home-built" circuit 

(figure 5.4). The resultant PSD signal was then processed in 

a similar manner as described above. 

The ten signals from the electronics hall were then 

processed by the counting room electronics as illustrated in 

figures 5.5, 5.6, and 5.7. The DA computer read out the SNC 
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Figure 5.5: Counting room ADC electronics. 

signals from four CAMAC units; one Lecroy 2228A Timing-to-

Digital Converter (TDC), two Lecroy 2249a Analog-to-Digital 

Converter, and one Lecroy Scalar/Counter. 

The second set of seven analog (scintillator counter) 

signals and the two analog veto signals occupied the eight 

inputs of the first ADC unit {figure 5.5). The ADC was reset 

by the common E665 clear pulse while the ADC gate was opened 

by the "AND" of the discriminated SNC (timing) signal with the 

discriminated and delayed "ORed" E665 Level One Trigger {by 

the Lecroy 365AL Coincidence Unit). The width of.the gate was 

set by the Lecroy 623 discriminator to 120 ns. 
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The first five inputs of the TDC (figure 5. 6) were 

occupied by the discriminated SNC, PSD, PSD-dynode, and veto 

paddle signals. The TDC cormnon start was pulsed by the "ORed" 

E665 Level One Trigger, and then was cleared by the E665 

com..~on clear signal. 

The first input of the second ADC unit (figure 5.7) was 

occupied by the surmned dynode signal from the "home-built" 

Fan-in/Amplifier. The ADC unit was cleared by the cormnon E665 

clear pulse and was gated by the "AND" of the E665 Level One 

trigger with the discriminated SNC timing signal. The gate 
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Figure 5.7: Counting room Sum-Dynode electronics diagram. 

width was determined by the Lecroy 365AL Coincidence Unit and 

was set to 50 ns. 
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5.2 SNC Liquid Scintillators 

The dimensions of the seven large liquid organic 

scintillators are tabulated in table 5. 2 with respect to 

figure 5.8. The values of hi and di ultimately determine the 

total scintillator volume. 

Table 5.2: Dimensions of the seven SNC scintillators. 

:::.:.tector hi (cm) h 2 (cm) di (cm) d 2 (cm) 

1 5.1 5.3 19.1 20.3 

2 10.2 10.6 19.1 20.3 

3 10.2 10.6 19.1 20.3 

4 10.2 10.6 19.1 20.3 

5 10.2 10.6 19".1 20.3 

6 10.2 10.6 19.1 20.3 

7 10.2 10.6 19.1 20.2 

The SNC detectors were assembled at Ohio University in 

the late 1970's. Over several years of research and 

development, a wide assortment of volumes and shapes were 

engineered and built to provide maximum performance. The 

results of these studies are discussed in detail 

elsewhere[AN85,ME86]. It was found that the array of 10 by 19 

centemeter detectors gave comperable timing, pulse height 

resolution, and pulse shape discrimination performance in 

comparison to the other smaller detector dimensions for 

neutron kinetic energies of 2 to 26 MeV. 
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Figure 5.8: SNC vessels. 

Each detector was filled with NE213 liquid and was 

appropriately bubbled with nitrogen (for removal of oxygen). 

Within each vessel, a small bubble was left to account for 

liquid expansion under temperature and pressure variations. 

Figure 5.9 illustrates the components of each detector. The 

interior walls and bases of each aluminum vessel were coated 

with silicate based Ti02 which allowed for maximum light 

collection. Mounted to the base of each was a ~ inch 

Table 5.3: Physical properties of NE213 liquid[LE87] 

Density Refrac. Boiling % Light Decay Maximum 
(g/cm3 ) index Point(°C) Output Const(ns) A(nm) 
0.874 1.508 141 78 3.7 425 

H/C 
Ratio 
1.213 
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borosilicate glass window. A 4 inch conical lucite light 

guide painted with water based Ti02 bands was glued with epoxy 

to the glass window. A sectional band of light guide was left 

unpainted to improve timing resolution and pulse height 

uniformity[AN85,AN83] (based on Monte Carlo calculations by 

Scholerma..'"lil and Klein[AN85]}. Scintillation light was 

detected using 5 inch, 14 stage RCA4522 photomultiplier tubes 

which were optically coupled to each light guide. 

Since the SNC detectors were located in the vertex area 

of the spectrometer, the large fringing fields from the Cern 

Vertex Magnetic had to be properly shielded. Unprotected in 
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SNC transverse magnetic field phototube 

the presence of these large transverse magnetic fields, the 

RCA phototubes could suffer undesired gain shifts resulting in 

overall poor performance. Surveyed measurements found the 

fields to be as large as 30 gauss around the locations of 

detectors 1 and 2. Figure 5.10 illustrates the many layers of 

shielding required. The first set of shielding consisted of 

five layers of mu-metal wrap and was found to be adequate up 

to about 15 gauss. The magnetic shielding was tested by 

placing the wrapped phototubes in a transverse magnetic field 

generated by a pair of Helmholtz coils as figure 5.11. The 

current in the coils was raised until a large gain shift was 

seen by the photomultiplier. The field strength of the coils 
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Figure 5.11: Magnetic shield testing with Helmholtz Coils. 

was calibrated by a hall probe and in terms of its current. 

The second component of magnetic field shielding was comprised 

of ~ inch thick (nine inch diameter} soft iron pipe. It was 

found that the combination of the two shielding components 

allowed excellent protection for magnetic fields up to 40 

gauss. None the less, those detectors closest to the CVM were 

adversely affected and indicated that the fringing fields were 

much larger than 40 gauss. This effect will be discussed in 

section 5.2.5. 
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5.2.1 Neutron Time-of-Flight 

Since the Time-of-Flight (TOF) neutron spectra will 

ultimately determine the overall result of this experiment, it 

is vital to know the timing resolution of the scintillator 

counters. Such a measurement was done on the SNC detectors 

(and others) around the time of their construction at Ohio 

University Accelerator Laboratory[AN85] . At flight paths of 

11.1 and 13.3 meters, 

discrete energy neutron 
' 

groups of energies 
I 

31 
I 
! 
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kinetic energy for various detector sizes. SNC detectors 2 

through 7 are equivalent to C and SNC detector 1 is equivalent 

to D in figure 5 .12. The solid curves show the predictions of 

calculations of the energy dependence peak width, which take 

account of straggling in the target, finite angular spread, 

finite beam burst width, and finite transition time effects in 

the detector. The dashed lines shows contributions from 

straggling, angular spread, and beam burst only[AN85]. 

This data can be translated into useful information by 

expressing the resolution in terms of a percent resolution as 

in table 5.4. The .5 and 1 MeV points were extrapolated from 

the solid line of figure 5 .12. Notice that the timing 

resolution is excellent, even for energies below 3 MeV (less 

than 1%} . 

Table 5.4: Measured timing resolution of SNC detectors. 

Neutron Energy Resolution Percent 
(MeV} (ns} Resolution ( % } 

0.5 10.0 0.80 

1.0 7.0 0.79 

2.0 5.0 0.80 

4.0 3.5 0.79 

6.0 3.0 0.83 

8.0 2.5 0.80 

10.0 2.25 0.81 
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It should be noted that inspite of the previous data 

results, some features of the present setup were different 

enough to broaden the timing resolution. For example, in the 

present setup a less conventional discriminator (the Phillips) 

was used whereas a more precise constant fraction 

discriminator was used previously. This feature alone may 

have had a 5% effect. In the extreme case the resolution may 

have been broadened by roughly 10%, but this is still much 

less than the binning of the TDC unit. This feature will be 

discussed in the analysis chapter. 
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5.2.2 Flight Paths and Solid Angles 

Due to the orientation of the SNC detectors with respect 

to the target area, there existed 35 separate flight paths and 

solid angles (or five for each detector). The target-

detector flight paths were calculated by reference to the 

center of each detector with respect to the survey mark on the 

charged particle veto paddle as in figure S. 27. Once the 

positions of each detector were determined (with respect to 

the CCM), the angles 0 and~ and the flight path r could be 

determined from the geometric transformation formulas[SP90]. 

The solid angles for each target-detector combination were 

calculated by equation S-1 with respect to figure 5 .13. 

dC = TCab = TCs 2cos (90-6) cos (90-cJ>) 
z2 z2 

(S-1) 

Figure S.13 describes the solid angle in terms of a rotated 

circle about x and y 

through the angles 

0 and ~- The 

value s represents a 

the original 

radius (3. 7S 

inches) where a 

and b are the 

(new} rotated 

radii. The final Figure 5.13: Solid angle geometry. 

values are listed in table S.S. 
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Table 5.5: Target-detector geometric information. 

Trg Det x y z e <I> I I dO 

* * (inch) (inch) (inch) (deg) (deg) (inch) (cm) (msr) 

1 1 9.53 59.27 8.06 82 81 60.6 153.9 13.4 
2 15.53 60.27 1.31 89 76 62.3 158.1 12.6 

3 9.53 60.27 -5.44 95 81 61.3 155.6 13.2 
4 15.53 60.27 -12.19 101 76 63.4 161.1 11.9 

5 9.53 60.27 -18.94 107 81 63. 9 162.3 11.6 

6 15.53 60.27 -25.69 112 76 67.3 171 9.9 

7 9.53 60.27 -32.44 118 81 69.1 175.5 9.2 
2 1 9.53 59.27 -1.78 92 81 60.1 152.6 13.8 

2 15.53 60.27 -8.53 98 76 62.8 159.6 12.2 

3 9.53 60.27 -15.28 104 81 62.9 159.8 12.2 

4 15.53 60.27 -22.03 109 76 66 167.7 10.5 

5 9.53 60.27 -28.78 115 81 67.5 171.4 9.9 

6 15.53 60.27 -35.53 120 76 71.7 182 8.2 

7 9.53 60.27 -42.28 125 81 74.2 188.6 7.4 

3 1 9.53 59.27 -11.63 101 81 61.1 155.3 13 

2 15.53 60.27 -18.38 106 76 64.9 164.8 11.l 

3 9.53 60.27 -25.13 112 81 66 167.6 ·10.5 

4 15.53 60.27 -31.88 117 76 69.9 177.6 8.9 

5 9.53 60.27 -38.63 122 81 72.2 183.4 8 

6 15.53 60.27 -45.38 126 76 77 195.7 6.6 

7 9.53 60.27 -52.13 131 81 80.3 203.8 5.9 

4 1 9.53 59.27 -21.47 110 81 63.8 161.9 11.5 

2 15.53 60.27 -28.22 114 76 68.3 173.6 9.5 

3 9. 53 . 60.27 -34.97 120 81 70.3 178.6 8.7 
4 15.53 60.27 -41.72 124 76 74.9 190.3 7.2 
5 9.53 60.27 -48.47 128 81 77.9 ., ".., " r A 

.J.. ::1 I • ::1 l.J • 'ot 

6 15.53 60.27 -55.22 132 76 83.2 211.3 5.3 
7 9.53 60.27 -61.97 135 81 87 220.9 4.6 

5 1 9.53 59.27 -31.31 118 81 67.7 172 9.6 

2 15.53 60.27 -38.06 121 76 73 185.3 7.8 

3 9.53 60.27 -44.81 126 81 75.7 192.3 7 
4 15.53 60.27 -51.56 130 76 80.8 205.3 5.7 
5 9.53 60.27 -58.31 134 81 84.4 214.4 5 
6 15.53 60.27 -65.06 136 76 90 228.7 4.2 
7 9.53 60.27 -71.81 140 81 94.2 239.4 3.6 
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5.2.3 Pulse Shape Discrimination 

While the light emission of most scintillators is 

dominated by a single fast decay component, some materials · 

exhibit a substantial slow component. In general, these two 

components depend on dE/dx to some degree. In scintillators 

where this dependence is strong, the overall decay time of the 

emitted light pulse will therefore vary with the type of 

radiation. Such scintillators are thus capable of pulse shape 

discrimination (PSD), as they are capable of distinguishing 

between different types of incident particles by the shape of 

the emitted light pulse (or more precisely in their rise and 

decay times) [LE87] . Liquid NE213 has this dual component 

feature and is generally used for separating gamma rays 

(electrons) from neutrons (protons) . 

The explanation for this effect lies in the fact that the 

fast and slow components arise from the deexci tat ion of 

different atomic states of the scintillator. Depending on the 

specific energy loss of the particle, these states are 

populated in different proportions, so that the relative 

intensities are different for a given dE/dx[LE87]. 

Electronically, discriminating between different pulse 

shapes requires measuring the decay time of each pulse height 

independently of the amplitude. One of the most widely used 

methods is the zero-crossing system as illustrated in 
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electronics diagram figure 5.3. 

In this system, the detector output is first split into 

two with one branch going to a fast time pickoff discriminator 

(the Phillips) which triggers on the fast leading edge of the 

signal and starts the TDC. After being integrated, the signal 

is then doubly differentiated by a double delay amplifier 

(Ortec 460) which produces a 

bipolar pulse whose zero-

crossing time depends on the 

input rise time. A zero 

cross-over pickoff module 

(Ortec 552) now triggers on 

this point and generates the 

The 
Figure 5 .14: A PSD spectrum 

stop signal in the TDC. from NE213 scintillator. 

time period measured by the 

TDC is thus proportional to the decay time of the detector 

pulse. Figure 5.14 illustrates a typical PSD spectrum for 

neutrons and gamma rays by NE213 scintillator[LE87]. 
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5.2.4 Analog to Digital Calibration 

The absolute efficiency of a liquid scintillation neutron 

counter detector is a sensitive function of the absolute light 

intensity at the photocathode. It is essential that this 

light output function be understood for each detector. In 

this section, the relationship between light output and analog 

pulse height is studied in considerable detail[FI93]. 

The light outputs of the seven NE213 liquid scintillators 

were calibrated by means of four monoenergetic gamma-ray 

sources. The source spectra were collected by an PC-CAMAC 

system interface with a data acquisition system written by Don 

Carter. For the various photon source energies, each 

detector's resolution was extracted by an experimentally 

determined mathematical relation of the characteristic Compton 

scattering distribution. The Compton edge positions were 

determined by comparing preexisting Monte-Carlo Compton 

scattering data with the collected spectra. The Compton 

scattering spectra and the calibration results were fit to 

functions by a least-squares fitting routine and the q\iality 

of the fits were tested by evaluating the chi-squared value. 

The relation between the recoil proton energy and the 

light output for NE213 scintillators has been determined to be 

very nonlinear. As a result, the light output for protons as 

a function of proton energy is generally measured in relation 
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to the light output for electrons. This relation has been 

experimentally[DI79] determined to be linear to first order 

for energies above 100 keV electron-equivalent. The light 

output, or relative pulse height, can be expressed as 

L=a. (E -E} e o ( 5-1) 

where Ee is the electron energy, and E0 is a nonlinear low 

energy parameter. Extensive studies by several 

authors[VE68,MA68,SM68,FL64] have determined that the 

normalizing parameter a. has a value of 1.25 MeV-1 ± 10%. 

As a result of this linearity, organic scintillators are 

generally calibrated by photon sources. For photon energies 

up to 4 MeV, Compton scattering is the dominating process in 

a NE213 scintillator which is a toluene-based solution. For 

monoenergetic photons of energy Ey, Compton electrons are 

produced up to an energy of Ee as given by: 

2E 2 
E ~ y 

c me+ 2 Ey 
(5-2) 

The sharp upper edge of the well, known as the Compton edge, 

is used for the energy calibration. However due to the 

physical nature of the scintillator, the sharp Compton edge is 

smeared out by multiple scattering and varying pulse height 

resolution effects. For a comparative analysis, the 

theoretical shape must then be convoluted. It has been 
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found that both effects strongly depend on the shape of the 

detector system and photon energy. From an extensive study 

over a wide range of volumes, it has been determined that the 

Compton edge position lies closer to the spectrum peak maximum 

for large volume scintillators and closer to the half maximum 

for smaller ones. The final shape of the electron energy 

distribution is separately calculated by means of a Monte 

Carlo simulation for particular detector geometries and photon 

source strengths, as in figure 5 .15. If the detector's 

resolution is well known, the calculated spectra can then be 

compared to the source data by a fitting routine and the 

Compton edge locations can be precisely determined[DI79]. 

The four.monoenergetic gamma sources used to calibrate 

the scintillators are tabulated along with their corresponding 

Compton energies in table 5.6. Since the lines from 22Na and 

137Cs lie within the first quarter of the ADC energy spectrum, 

the 4188 keV line from AmBe was also recorded to sample the 

ful 1 ADC range. The large pulse height data from AmBe 

contributed to a better full energy range calibration. 

Table 5.6: Photon sources used for energy calibration. 

Source Name y-ray Energy (keV) Compton Energy (keV) 

22Na 511 341 

22Na 1275 1062 

1J'Cs . 662 478 

AmBe 4430 4188 
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detector resolutions. All curves produced by Monte-Carlo 
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For this analysis however, a Monte-Carlo simulation was 

not used to generate comparative spectra for our data, since 

one was not available. Instead, the resolutions and Compton 

edge locations were approximately determined by using the 

general results from a paper[DI79] which used the Monte-Carlo 

code called GRESP. Over a wide range of resolutions and 

photon energies, GRESP calculated the edge locations for 

various sized NE213 liquid scintillators. As it turns out, 

this reference used sources identical to ours and studied a 

detector of the similar volume {within 5%) and construction. 

Since the GRESP study was not done on our particular detectors 

and environment, proper error assessment on the GRESP data was 

implemented. Table 5.7 compares the dimensions of the 

detectors studied in their paper with our experiment {SNC) . 

Table 5.7: Dimensional and volume comparisons of GERSP 
and SNC scintillators. 

Detector Radius {cm) Height(cm) Volume (cm3
) 

GRESP#l 1.90 3.80 43 

GRESP#2 2.53 5.07 102 

GRESP#3 6.35 5.07 642 

GRESP#4 12.70 5.08 '""'C',.., A 

""'-''"' 
SNC #1 9.55 5.1 1461 

SNC #2-7 9.55 10.2 2923 

As was described by the paper discussed above, the 

location of the Compton edge essentially depended on two major 

factors: scintillator volume and resolution. By an 

experimental result, they determined that resolution of any 
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sized NE213 liquid scintillator can be approximated[DI79] (to 

within 5% of the true value) by 

L.! - 4nax 
AL GI 1.5 _2 __ _ 

Le Li 
2 

( 5-3) 

where AL, and 4nax are the detector resolution, 

Compton light output, light output at half peak, and light 

output at peak maximum, respectively. Figure 5 .16 illustrates 

this result for four very different NE213 scintillator 

volumes. For the largest detector and as a function of 

resolution, Table 5.8 lists the calculated GRESP ratios which 

relate the Compton edge light outputs with the maximum and 

half maximum light outputs at different photon energies. 

Table 5.8: Lu.ax/Le and ~/Le versus resolution for GRESP#4 . 

y-ray Source .1L/L (%) Lu.ax/Le ~/Le 

22Na (341 keV) 14 0.938 1.076 

18 0.931 1.096 

22 0.924 1.110 

26 0.914 1.124 

30 0.903 1.136 

34 0.892 1 1 A '7 
~•~-I 

22Na (1062 keV) 10 0.966 1.054 

14 0.959 1.068 

18 0.950 1.077 

22 0.938 1.089 

26 0.924 1.093 

30 0.908 1.109 

34 0.892 1.120 
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output relation for the four GRESP volumes listed in table 5-
2. 
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In order to determine the Compton edges as accurately as 

possible, the source spectra were fit to mathematically 

descriptive functions. Several functions were tried by a 

least-squares fitting procedure. Since the area of study 

mainly involved the right side of the Compton spectra, a 

simple gaussian was used 

-.! [ Channel - c212 

Counts= C e 2 c3 
l 

(5-4) 

and appeared to fit particularly well. Appendix B lists the 

fit coefficients along with their corresponding errors. 

Figure 5.17 illustrates the gaussian fits for detector 7. In 

order to test the quality [BE69] of each gaussian fit, the 

reduced chi-squared: 

(5-5) 

was calculated, where Yi, a i, and y(xi) are the data point 

values, data point errors, and least-squares fit values 

respectively. A good fit is generally associated with x~: 

(5-6) 

of values between 0. 8 and 1. 5 [BE69] where n and m are the 

number of data points and the number of fitting parameters. 

Appendix B lists the calculated values for the two data trials 

and show that the gaussian distribution is an excellent 

description for the right side of the Compton spectrum. For 
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the January 1992 data, the background from room quiesent 

radiation was subtracted before the fits were generated. 

To determine the relative positions of the Compton edges 

from the GRESP ratios, the detector resolutions were 
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Table 5.9: Compton edge detector resolutions. 

Det Compton A.L ( % ) 0 4L (%) FWHM(%} Le OL 
# Energy L c 

(keV) 
Le Le (Chan} (chan} 

December 1990 
1 478 48.1 9.02 72.1 81.14 3.94 

1062 34.3 6.34 49.8 140.7 4.06 
4188 28.0 9.99 40.2 447.1 12.6 

2 478 38.7 6.99 56.3 122.5 5.34 
1062 26.5 5.82 38.1 227.2 5.55 
4188 14.2 7.98 21.3 796.7 17.3 

3 341 46.6 7.15 68.8 105.8 4.02 
1062 21.6 6.47 31.2 262.2 6.71 
4188 9.41 6.97 15.3 889.3 17.3 

4 341 50.2 7.36 75.3 125.3 4.88 
1062 20.7 6.03 30.0 272.7 6.2 
4188 7.86 6.75 13.4 816.5 14.9 

5 341 45.9 6.69 67.6 118.2 5.53 
1062 20.6 6.00 29.8 303.5 7.43 

6 341 46.7 6.77 69.1 109.6 4.62 
1062 25.1 6.57 36.1 314.6 8.59 

7 341 40.0 7.42 57.8 88.72 3.93 
1062 20.4 6.66 29.6 234.1 6.39 
4188 8.21 7.19 13.8 834.8 16.8 

January 1992 
1 1062 35.5 6.69 51.5 128.9 3.89 

4188 24.8 7.1 35.6 366.6 7.81 
2 341 55.6 8.21 85.3 96.05 3.72 

1062 26.8 6.01 38.6 217.2 5.37 
4188 14". 0 6.02 21.1 703.9 12.3 

3 341 48.3 8.24 71.8 94.81 3.86 
1062 24.8 5. 83 . 35.7 228.4 5.74 
4188 9.61 6.29 15.6 780.2 14.1 

4 341 50.7 8.03 76.1 113.4 3.7 
1062 25.1 6.13 36.1 236.3 5.45 
4188 8.85 5.86 14.6 707.1 11.7 

5 341 44.6 7.75 65.5 109.7 4.14 
1062 20.9 6.26 30.3 282.5 7.03 
4188 8.63 7. 71 . 14.4 980.8 20.4 

6 341 42.6 6.47 62.1 104.3 4.38 
1062 16.4 6.23 24.3 303.7 7.93 

7 341 48.9 7.87 73.0 75.75 3.71 
1062 21.2 5.99 30.6 203.1 5.5 
4188 7.81 6.17 13.4 727.4 13.2 
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channels per keV, and x is energy in keV. The quality of each 

fit was tested by examining the reduced chi-squared. The 

polynomial fit coefficients and calculated X2v are tabulated 

in table 5.10. The propagated errors associated with the 

linear parameters are also listed in table 5.10. 

Table 5 .10: Linear fit parameters (used in the data 
analysis of chapter 8), errors, and test parameters. 

Detector# a± aa b± ab x~ 
(channels) (channels/keV) 

Dec. 1990 

1 39.69 ± 1.786 0.0955 ± 2.54E-3 1.12 

2 46.63 ± 1.891 0.1743 ± 3.33E-3 1.50 

3 39.62 ± 1.827 0.2040 ± 3.52E-3 0.80 

4 64.69 ± 1.858 0.1837 ± 3.14E-3 2.31 

5 41.45 ± 1.951 0.2433 ± 6.88E-3 1.58 

6 21.44 ± 1.939 0.2714 ± 7.SOE-3 1. 31 

7 24.73 ± 1.820 0.1940 ± 3.41E-3 0.31 

Jan 1992 

1 41.76 ± 1.892 0.0785 ± l.81E-3 1.38 

2 41.13 ± 1.782 0.1569 ± 2.67E-3 1.06 

3 39.07 ± 1.802 0.1765 ± 2.96E-3 0.83 

4 63.87 ± 1.778 0.1551 ± 2.57E-3 1.51 

5 40.73 ± 1.844 0.2234 ± 3.96E-3 1.66 

6 21.20 ± 1.932 0.2604 ± 7.03E-3 2.41 

-7 23.79 ± 1.786 0.1673 ± 2.SOE-3 1.18 

With the 2% GRESP ratio error assessment, the January 

data was found to fit better than the December 1990 data. 
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Several of the December fits 

had X2v values much larger 

than 1.5. The poor fitting 

result can be attributed to 

the lack of a proper 

background subtraction. As 

indicated above, the 

normalized background was 

subtracted from the data only 

for the 1992 data before the 

gaussian fits. 

Unfortunately, the background 

spectra from the 1990 data were unavailable. The spectra from 

the 1992 data indicated that the background was quite large at 

small pulse heights (less than 300 keV) and may have also 

altered the shapes and positions of the 341 kev and 478 kev 

lines of the December data, as illustrated in figure 5.18. 

Therefore, a 5% error was assessed to these lines only for the 

1990 data. With the adjustment, the calculated X2 v values 

indicate that the linear fits are in better agree.i::ut:::uL w.ith Lhe 

determined Compton edge positions and errors. 
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5.2.5 Neutron Efficiencies 

Once the target and detector geometries are determined 

(with respect to the CCM}, calculating the target-detector 

solid angles is very straight forward. However, determining 

the detector efficiencies (for converting ionization energy to 

photons} by comparison is more difficult. For NE213 liquid, 

the light output (and resolution} does not vary linearly with 

neutron energy. Aside from the material itself, other factors 

could contribute to detector inefficiency. 

Other than the physical condition of detector, one of the 

largest inefficiencies comes from the angle of entry into the 

face of the detector. Since the array of SNC detectors was 

parallel to the beam line (and at backward angles to the 

target area}, the angle of incidence could range from 0° to 

50°. Mono-energetic neutrons that pass through the detector 

normal to the face will traverse equal amounts of liquid and 

therefore will have equal probabilities of interaction. As 

the angle of incidence to the normal grows larger, the 

neutrons that pass through the face will traverse different 

amounts of scintillator and thus the detector will exhibit a 

range of efficiencies for a particular neutron energy. This 

is illustrated in figure 5.19. 

A Monte-Carlo simulation program developed at Kent State, 

named Stantonl[CE79], was written to calculate detector 
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Figure 5 .19: 
efficiency. 

Angle of entry effect on total detector 

efficiencies for a wide range of scintillators (including 

NE213) and for several incident particles types (alphas, 

protons, neutrons ... ). Furthermore, the program is able to 

determine the detector efficiencies for neutron energies up to 

300 MeV and with several syst~" parameters such as kinetic 

energy resolution, light output resolution, detector size and 

geometric shape, angle of entry, and discriminator threshold 

(or bias) . For Stantonl, the angle of entry is expressed in 

terms of the direction of cosines. This is illustrated in 

Appendix C along with the values for each target-detector 

situation. Figure 5.20 illustrates two efficiency curves for. 
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Figure 5.20: Stantonl efficiency calculations for angle of 
incidence of 0{=y)=0°, 50°. 

neutrons incident at 0° and 50°. Notice that the effect of 

non-normal neutrons can reduce the efficiency by as much as 

ten percent at around 2 MeV. 

The region between the targets and the detectors mu~L 

also be considered. The attenuation of these features must be 

carefully investigated such as the aluminum target wheel, the 

aluminum cage, the plastic tent, and. the charged particle veto 

paddle. Table 5 .11 lists the attenuation of certain materials 

for three neutron energies. The attenuation was calculated 

by [MA69] : 
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(5-9) 

where N and N0 are the transmitted and incident intensities,n 

is the number of molecules per cm3
, aT is the total cross 

section, and t is the thickness of the material. 

.. 
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Table 5.11: Neutron attenuation from selected materials 
and energies[MC83] 

Material KE (MeV} OT (barns} t (cm} N/N0 ( % } 

Aluminium 1.0 2.9 0.318 94.6 

5.0 2.2 n 95.5 

10. 1.7 II 96.8 

Polystyrene 1.0 3.4 1.27 81.3 

5.0 1.3 II 92.4 

10.0 0.8 II 95.3 

Polyethalene 1.0 3.7 0.30 95.6 

5.0 1.4 II 98.3 

10.0 0.8 II 99.0 

Since it is possible for neutrons to scatter forward 

into the detectors, the total cross section over-estimates the 

total amount of attenuation. This is because some of the 

scattered neutrons will be deflected only slightly in angle, 

and will still continue on into the detector. For the 

materials investigated, it was found through GEANT Monte-Carlo 

simulations [HI93] that the corrected cross section can be 

estimated by: 

a 
a - ---1: 

2 
{5-10) 

where a and oT are the corrected and total cross sections 

respectively. This approximation pivots on the physical 

result that at low energy about half the scatters will be 

forward and half will be backward with respect to the lab 
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frame. Appendix D lists the results of this approximation 

with respect to the various materials. 

Since several factors could contribute to the 

inefficiency or performance of the SNC detectors, a relative 

neutron efficiency test was performed after the end of Run90 

in December of 1990. The test was performed by use of an 0. 21 

Ci Am-Be neutron source which had a distribution of neutron 

energies as in figure 5. 22. Several problems hampered an 

exact relative neutron efficiency measurement as will be 

discussed in the paragraphs below. 
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At the time of the test, the CVM and CCM magnets were 

turned off. The lack of fringing magnetic fields had an 

adverse affect on the SNC phototubes since the iron cylinders 

had become magnetized. During normal operation (CVM on), the 

gains of the phototubes did not drift much from their preset 

values. The iron cylinders shielded the phototubes by 

becoming oppositely magnetized with respect to the fringing 

fields. As a result (with the CVM off), the phototube gains 

drifted and the ADC information needed to be recalibrated. 

The ADC information was calibrated by the use of mono

energetic gamma sources. The source energies used were 511 

keV and 1275 keV from 22Na and 4188 keV from Am-Be. The 

corresponding Compton edge energies are listed in table 5~6. 

The Compton edge location within each shape (with respect to 

their maximum peak shape) was found in the same manner as in 

section 5. 2. 4. The Compton edge shape fits and edge locations 

are tabulated in Appendix E. From the edge locations, the 

light output (in channels) was linearized by a least-squares 

fitting routine· (by the equations in Appendix B) and the 

results are listed in table 5 .12. The general result from the 

ADC calibration determined that the gain shifting limited the 

maximum pulse height range to about 3000 keV {or to about 5 

MeV neutrons) . 



Table 5.12: Linear fit parameters (relative efficiency 
measurement only) from a least-squares fit 

Detector a± aa b± ab 

1 42.68 ± 7.810 0.1072 ± 6.8E-3 

2 -26.69 ± 6.273 0.1592 ± 5.8E-3 

3 40.23 ± 1.424 0.1900 ± 3.7E-3 

4 69.74 ± 1.943 0.1948 ± 5.4E-3 

5 40.14 ± 1.767 0.2570 ± 4.SE-3 

6 22.59 ± 2.408 0.3335 ± 6.0E-3 

7 24.37 ± 1.272 0.2339 ± 3.lE-3 

90 

In order to separate out the neutron data from the 

gamma data, PSD information was also recorded along with the 

ADC information. The data was recorded through a home-built 

PC-CAMAC interfaced Data Acquisition System (DAQ) . To 

properly sort out the neutrons within a range of ADC energy, 

the two-dimensional information of PSD versus ADC was used in 

the analysis. Since the DAQ could only handle a limited sized 

array (due to memory constraints), the usual 1024 by 1024 

channel spectrum had to be binned down to a 64 by 64 channel 

array. This is illustrated in figure 5.23. This feature 

created problems during the analysis since a hard PSD cut 

(between the gamma peak and neutron peak) was coarse and 

inaccurate. 

Since the coarsely binned two-dimensional ADC-PSD 

histograms were to be used in the analysis, it was important 

to select a lower ADC threshold for where the (PSD) signal to 
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Figure 5.23: PSD resolution change from 1024 to 64 channels. 

noise ratio was highest without sacrificing statistics. It 

was found that the noise was quite large below 1675 keV for 

all detectors. Figure 5.24(c) illustrates the ADC-PSD plot 

from the background signal of detector 5. Figures (a) and (b) 

are PSD projections between 0 to 3000 keV and 1675 to 3000 

keV. This feature ultimately determined the lower ADC limit 

for which neutrons could be separated from gammas. 

It was found in the analysis that separating the neutrons 

from the gammas (and background) by a hard PSD cut was 

extremely difficult and very inaccurate. As a result, another 

technique was developed which separated the data by using a 
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Figure 5.24: Determination of the ADC lower limit (of 1675 
keV) from PSD projections. 

PSD shape subtraction. Figure 5.~5 illustrates (for detector 

5) the PSD shapes from the Am-Be source, the background, and 

the result of subtracting the normalized background shape from 

the Am-Be spectrum. Since the background was entirely from 

gamma radiation, this technique appeared to work extremely 

well. 

Due to time constraints, Am-Be neutron data was collected 

by all seven SNC detectors but only for target positions l, 3, 

and 5. However, the statistics from target position 1 were 

too small and could not be considered in the final analysis. 

The results are listed in table 5.13 and illustrated in figure 
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Figure 5.25: PSD shape sUbtraction for counting neutrons. 
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5.26. The points in the figure are the normalized and 

corrected set where the subtracted set was corrected for the 

acquisition time and the solid angle. The vertical error bars 

are from the combined effect of low statistics and energy 

calibration inaccuracy. 

The results illustrate a consistency in the individual 

detector efficiencies between the two target positions. This 

indicates that the shape subtraction technique is 

satisfactory. However, the accuracy of the relative 

comparison between detectors is somewhat questionable since 

several factors plagued the validity of the measurement. For 
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Figure 5.26: Comparative plots of neutron detection from two 
target positions. 
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these target-detector orientations, the corrections for 

attenuation and the Stanton efficiency offset each other to 

within 2%. In conclusion, if the measurement and analysis is 

satisfactory, then detector 3 was slightly less efficient (5-

10%) than detectors 2 through 6. 

Table 5.13: Neutron numbers from PSD shape subtraction. 

Nsub = NAmBe -Nsack 
N N, = Sub 

Norm t X dC 

Target 3 Target 5 

Detector Nsub ± Osub NNorm ± a Norm Nsub ± 0 sub NNorm ± a Norm 

1 656 ± 409 150 ± 96 1045 ± 859 143 ± 118 

2 1888 ± 365 596 ± 122 3475 ± 703 579 ± 117 

3 1355 ± 99 381 ± 62 2346 ± 174 434 ± 32 

4 1439 ± 118 483 ± 80 2193 ± 179 498 ± 41 

5 1293 ± 82 475 ± 75 1937 ± 141 510 ± 37 

6 1482 ± 64 663 ± 100 2045 ± 88 639 ± 28 

7 1095 ± 50 568 ± 86 1556 ± 68 556 ± 24 
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5.3 Veto Paddles 

There were two veto paddles in the SNC apparatus; the 

charged particle veto paddle and the halo-muon veto paddle. 

The locations of each are shown schematically in figures 5.1 

and 5.2. The dimensions of each are shown in figure 5.27 and 

the operating voltages are tabulated in Appendix F. 

5.3.1 Balo-Muon Veto Paddle 

Preliminary beamline testing determined that halo-muons 

(or unfocussed beam muons) were present in the area of the SNC 

system. In order to avoid data collection from the 

uninteresting event of a halo-muon traversing the liquid 
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Figure 5.27: Dimensions of the SNC veto paddles. 
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scintillators, the halo-muon veto paddle was implemented. The 

veto paddle electronics are illustrated in figure 5.3. After 

the halo-muon signal was discriminated, the responses were 

then hardwired into the "veto" input feature of the "summed" 

SNC Phillips discriminator. In this configuration, any 

signals with pulse heights above the threshold set by the 

(Lecroy 623B) discriminator "vetoed" or discriminated out the 

summed SNC signal. This event would eventually be recorded as 

a TDC overflow (SNC>2047.). In order to determine the rate at 

which halo muons traversed the veto paddle (thus introducing 

an SNC system dead time), the "veto" input was removed (or the 

veto paddle high voltage was turned off) at the beginning of 

raw data tape WD6671(NRUN block 13,259). The results will be 

discussed in chapter 7. · 

5.3.2 Charged Particle Veto Paddle 

Since the primary interaction of the formation of light 

(by neutrons) in NE213 scintillators is by R(n,p)n, it is 

extremely difficult to separate neutrons from protons (which 

enter the detectors) by analyzing the detector responses. 

Therefore a ~ inch plastic charged particle veto paddle was 

placed between the targets and the liquid scintillators as 

shown in figures 5.1 and 5.2. 

5.3.3 SBC Experimental Reference Mark 

The location of the SNC apparatus was determined by the 
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Fermilab surveyors. The entire system was referenced (with 

respect to the CCM) to one tape mark which was placed on the 

veto paddle as shown in figure 5.27. From this mark, all 

other SNC component locations were made. The location of this 

mark with respect to detector 7 is also shown in figure 5.27. 

S.3.4 Timing of the Charged Particle Veto Paddle 

The responses from both ends of the veto paddle were 

recorded in TDC and ADC form as shown in the electronic 

diagrams of figures 5~5 and 5.6. In the event of a charged 

Bent LeCroy&23b Start 

Sign al Discriminator Lecroy 
QVt to CRT 
In 

Tmode 
LeCroy&23b 
Discriminator stop 

Figure 5.28: Electronics diagram of the timing bench test on 
the charged particle veto paddle. 

• 



99 

particle (proton or electron) passing through the paddle and 

into one detector, the timed difference between the two ends 

of the paddle should localize to the area in front of the 

detector (within the light resolution of the paddle). A bench 

top study was performed on the paddle with a 90Sr electron 

source as illustrated in figure 5. 28. With the use of a 

Lecroy QVt, the timed differences between the bent and 

straight ends (tb-ts) were measured for each detector-paddle 

location. Table 5.14 lists the results of the study. The 

pulser was used to determine the exact central channel number 

and the resolution of the QVt. The study of the paddle 

revealed that the timing resolution of the paddle was actually 

quite poor and could range from 7 to 13 ns which rendered the 

time-difference information useless in localizing the event 

within the veto detector. 

Table 5.14: Timed difference between the two ends of the 
charged particle veto paddle (QVt t binning: 1 ns/channel) . 

Source Detector # Centroid Resolution 
(channel) (nsec) 

Pulser - 45 0.1 
90Sr 1 54 10 

n 2 52 11 
n 3 49 12 
n 4 47 13 
II 5 44 10 
II 6 42 8 
II 7 39 7 
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6.0 E665 Data Reduction 

In this chapter the process by which the raw data were 

converted into events with useful kinematics will briefly be 

outlined. Figure 6.1 illustrates the procedural steps in a 

flow diagram. 

6.1 PTMV 

Other than slight changes for new detectors and an 

operating system change to UNIX, the general format used to 

generate the reduced events was identical to the one used for 

the 1987 data. The reduction software package was titled the 

PTMV (Pattern Recognition, Track Fitting, Muon Matching, and 

Vertex Fitting) [ME86] and used either raw data or Monte Carlo 

generated data as input. In additi~n to calorimetry, PTMV 

reconstructed charged particle tracks, identified particle 

types, and momentum fitted particle hits recorded by the two 

spectrometers. PTMV also identified the scattered muon by 

matching the appropriate forward spectrometer track with a 

valid track behind the hadron absorber. The muon and 

secondary hadron vertices were also reconstructed and their 

corresponding kinematics determined. Once the data was PTMV 

processed and written to the DR90 output tapes (see figure 

6 .1) , each ·event had a well determined DIS and proper 

spectrometer information, such as calorimetry and kinematic 

varibles Q 2 and v. The processed information enabled the 

study of nuclear decay following a good DIS event. 
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Output Tape Output Tape 

Figure 6.1: Flow Chart of the E665 Code. 

6.1.1 Pattern Recognition 

The first stage of track reconstruction begins with 

Pattern Recognition(PR). It is this phase of PTMV that 

determines the fate of the entire event. In general, PR takes 

a set of hits in specific detectors and determines if any 

subset belongs to a realistic particle trajectory[KE92]. The 

logic for determining the validity of the subset track depends 

largely on whether the path crosses through a magnetic field. 

Since at this stage the momentum of the particle is unknown, 
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the magnetic field algorithm is less critical than the one for 

the field-free region. In addition, PR also requires that each 

recorded path be consistent with particle tracks corning from 

the target-vertex region. The entire event is always rejected 

when the muon cannot be reconstructed or no scattered muon was 

found behind the hadron absorber. 

6.1.2 Track Fitting 

Track Fitting (TF) is the second stage of track 

reconstruction and is independently performed in three regions 

of the apparatus, the Beam Spectrometer, the Forward 

Spectrometer, and the Wide Angle Spectrometer [KE92] . The Wide 

angle spectrometer detected the low momentum particles that 

made it out of the CVM but did not enter the aperture of the 

CCM. At this level ·of PTMV, the paths defined by the PR were 

tested since the particle momentum was factored in. Separate 

algorithms for the three regions were used. In addition, the 

systematic error in the final muon momentum (or a "V offset") 

was investigated by comparing tracks in the Beam Spectrometer 

with tracks in the Forward Spectrometer for unscattered muons. 

A miscalibration in the Beam Spectrometer was found to exist 

and as a result unscattered muon momentum measurements 

differed from Forward Spectrometer measurements. The "V 

offset" or shift in v was found to be approximately 11 GeV and 

approximately independent of energy. 
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6.1.3 Muon Matching 

The role of Muon Matching (MM) was to fit the scattered 

muon track behind the hadron absorber with the appropriate 

track in the Forward Spectrometer. The MM routine was found 

to be a large source of reconstruction failures, mainly due to 

the uncertainty in proper matching. Due to multiple Coulomb 

scattering in the calorimeter and the hadron absorber, all 

possible Forward Spectrometer tracks that fell within the 

scattering error were tried as a match. Ultimately, the 

correct match was made by referencing tracks in the target

vertex region. 

6.1.4 Vertex Finding 

The primary role of the Vertex Fitting (VF) routine is to 

identify the muon-target interaction vertex. This is 

accomplished by first assuming the vertex to be the target 

center and trying all combinations between the beam muon 

track, the scattered muon track, and a set of Forward 

Spectrometer tracks. The target positions and tracks are then 

varied until fit requirements are met. This routine 

ultimately decides the resolution in the scattering angle6 

(defined in equation 2-1) and 02. VF also identifies hadron 

tracks associated with the determined muon-target vertex. As 

a precaution, secondary vertices containing only hadron tracks 

are investigated and removed as necessary. After all particle 
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tracks are properly identified (both lepton and hadron), the 

vertex is tested and refitted by considering all interaction 

tracks. Figure 6.2 shows reduced X-Vertex histograms for the 

combined solid and liquid targets. It was found that the 

vertex resolution improved with a highe~ 02 event selection. 

This figure was plotted for 02>0.a Gev2;c2 which is defined in 

chapter 8. The X-Vertex distribution provided vital target 

position information of the DIS event location which enabled 

the SNC analysis to correct the neutron T-0-F spectra for a 

single flight path length. Table 6.1 illustrates X-Vertex 

selection for each target position. The target centers were 

determined by Fermilab surveyors. 
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Table 6.1: Target X-Vertex positions in meters. 

Target Number Center Position Left Position Right Position! 

1 -13.02 -13.145 -12.896 

2 -12.77 -12.895 -12.646 

3 -12.52 -12.645 -12.396 

4 -12.27 -12.395 -12.146 

5 -12.02 -12.145 -11.895 

6.1.5 E665 Monte Carlo 

A two stage Monte Carlo simulation was imposed to test 

the validity of PTMV and to model detector responses. Stage 
. . . 

1 Monte Carlo (MCl) generated simulated events by modeling the 

hadronic interaction predicted by LUND. In addition, the 

GEANT package was used to propagate the particles through the 

apparatus and to simulate the effects of secondary material 

interactions and particle decays. The GAMRAD Monte Carlo was 

also implemented along with MCl to study electromagnetic 

background effects such as bremsstrahlung. Stage 2 Monte 

Carlo (MC2) takes into consideration all the processes studied 

by MCl and strives to determine individual detector and total 

apparatus efficiencies. 

·--~---
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7.0 Analysis of the RUN90 SNC Data 

Since large amounts of computer disk space were not 

available, a data split of the good SNC events (called the SNC 

split) was run over the entire list of DR90 tapes, which are 

listed in table 7 .1. A good SNC event was defined by a valid 

SNC TDC signal where SNC is defined as the ORed scintillator 

T-0-F response (as in table 5 .1). For analysis purposes 

(which will be described later), a random event selection (of 

1 out of every 100) was also included in the SNC split. 

Therefore, the SNC split extracted two sets of events: the 

good SNC event set and the random event set. The split reduced 

the size of the original data set by about 90 percent. The 

listing of the SNC split output tapes is also displayed in 

table 7.1. 

7.1 ADC Pedestals and Calibration 

The SNC ADC (or pulse height) information is vital for 

data reduction and analysis. Once properly calibrated, the 

pulse height information is translated into electron

equi valent energy and from this a software threshold (or bias) 

can be appropriately applied during the analysis. In 

addition, the ADC information is used to correlate the summed 

T-0-F (and PSD) information with an individual detector 

number. For every good SNC event, each detector's pulse 

height was recorded while only the OR of the T-0-F and PSD 
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Table 7 .1: Listing of input and output tapes and event 
totals from the RUN90 SNC split. 

Input DR90 Events Output Events Run NRUN Block 
Tapes Tapes Block 

XIB040 - 043 189,423 XICB02 16,339 II 12,270 - 12,350 

XIB044 - 048 194,155 XICB03 17,022 II 12,350 - 12,453 

XIBOlO - 013 149,039 XICB04 8,206 II 12,052 - 12,151 

XIB016 - 019 132,075 XICB05 14,749 II 12,197 - 12,270 

XIB014 - 015 67,734 XICB06 6,087 II 12,152 - 12,192 

XIB100 - 101 66,604 XICB15 5,876 v 12,757 - 12,772 

XIB080 - 088 315,205 XICB17 29,707 IV 12,613 - 12,734 

XIB070 - 073 132,133 XICB19 11,022 III 12,504 - 12,568 

XIBllO - 113 178,875 XICB21 13,821 VI 12,800 - 12,873 

XIB120 34,282 XICB23 3,231 VII 12,876 - 12,886 

XIB135 50,172 XICB25 1,657 VIII 12,938 - 12,981 

XIB140 - 145 244,998 XICB27 20 ,.973 IX 13,172 - 13,267 

Totals 1,754,695 148,690 91.53% Reduction 

signals were recorded. This scheme is illustrated by the 

electronics diagram of figure 5.3. In the event where one 

particle was detected, the ADC readout should reveal which 

of the seven detectors recorded the hit. This is determined 

simply by observing which detector had its ADC signal above 

its pedestal value. 

The Lecroy 2249A ADC unit individually integrated each 

detector's pulse height over a single predetermined gate or 

time length {of 12 0 ns) . The gates were started by the 

coincidence of the SNC OR signal with the E665 level 1 

trigger, as described in section 4. 3 and is illustrated 
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electronically in figure 5. 5. Once integrated, the ADC 

assigned a histogram value (from 0 to 1023) and this value was 

dependent on pulse height and gain conversion. In the event 

where the detector was idle (i.e. no particle was recorded), 

the pedestal value was created (corresponding to zero energy 

collected) . In such an event, the ADC integrated the small 

noise signal which may have been produced by the phototubes, 

signal cables, etc. The normal pedestal values for detectors 

2 through 7 are shown in figure 7.1. The characteristics of 

these pedestals are described by table 7.2. 

Table 7.2: Stable Pedestal Characteristics 

Detector # Pedestal Centroid Pedestal Cutoff 
Channel Channel 

1 41 51 
2 48 56. 
3 40 49 
4 64 72 
5 42 50 
6 ~~ 29 
7 25 32 

7.1.1 Wandering ADC Pedestal Problem 

Probably the most severe systematic error created 

during data acquisition was the strange wandering ADC pedestal 

problem. In certain events, all ADCs had their pedestal value 

at a larger than normal value. After reviewing the data in 

the analysis, it was found that this problem occurred 

throughout the entire experiment (right from the first tape) . 

Unfortunately, the problem was never corrected since the 



109 

140 140 

120 120 

rn 100 Detector 2 rn 100 Detector 3 
..... ..... 
c: c: 
:J 
0 

80 :::i 
0 

80 
CJ CJ 

60 60 
.0 .0 ..... ..... 
c 40 c 40 

20 20 

00 20 40 60 80 100 00 20 40 60 80 100 
channels channels 

120 120 

100 100 
Detector 4 Detector 5 

rn 80 
rn 80 ..... ..... 

c: c: 
:J :J 
0 60 0 60 CJ CJ 

.0 .0 
40 ..... 40 ..... 

c c 

20 20 

00 20 40 80 100 00 20 40 60 80 100 

channels channels 

200 160 

140 

~ 150 Detector 6 120 Detector 7 
rn rn ...., c: 100 c: 

\ 

:J :J 
0 100 0 80 CJ CJ 

.0 ..0 60 ..... ..... 
c c 

50 40 

20 

00 20 40 60 80 100 00 20 40 60 80 100 
channels channels 

Figure 7.1: Stable pedestal channels 48, 40, 64, 42, 22, and 
25 for detectors 2 through 7 respectively. 
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origin of the problem was never really understood. Several 

analytical attempts (for explaining the wandering pedestals) 

were attempted but the true explanation was never resolved. 

One of these attempts and the software fix will be discussed 

in the paragraphs below. The wandering pedestal problem, 

however, was never seen in any of the calibration data (which 

was taken with a modified DAQ system) . 

A pedestal reconstruction program (called RADC) was 

developed to correct the wandering ADC pedestal problem. In 

order to test the program in its stages of development, the 

raw ADC data were divided into stable and wandering pedestal 

data sets .. Figure 7.2 illustrates the existence of raised 

pedestals for the wandering pedestal set. Table 7. 3 lists the 

Table 7.3: First Wandering Pedestal Characteristics 

Detector # Pedestal Centroid Pedestal Cutoff 
Channel Channel 

1 83 97 
2 96 105 
3 85 95 
4 91 100 
5 80 90 
6 41 50 ., 46 55 

characteristics of the lowest pedestal. In its final form 

RADC can be used on the entire data set, since it accordingly 

adjusts and/or calibrates both the stable and wandering 

pedestal events. The program, however, was not completely 
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Figure 7.2: Illustration of the wandering pedestal problem 
for detectors 2 through 7. 
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successful in reconstructing all of the wandering events and 

the details of this will be discussed later in the chapter. 

7.1.2 Drifting ADC Gate 

In the early stages of analysis, it became apparent that 

the wandering-pedestal problem was isolated to the data 

generated by the Lecroy ADC unit (since the TDC responses 

remained unhindered). Whether it was the fault of the ADC 

unit directly, the E665 common clear pulse, or the ADC gate 

signal still remains unknown. Furthennore in these unstable 

scintillator events, the ADC responses from the charged 

particle veto paddle also wandered. 

One explanation for the raised pedestals was to suggest 

that the ADC gate width (set at 120 ns by the Lecroy 623B) 

fluctuated. It is quite simple to test this assumption by 

investigating the dynamics of the ADC unit itself. 

The full scale range of the ADC is 256 pC over 1024 

channels, or is 0.25 pC/channel (± 5%) [LE92]. Therefore, the 

total charge collected by the ADC can be calculated by 

QADC = O. 25x (channel +1) (7-1) 

For an idling detector, the total pedestal charge QPedestal is 

represented by 

QPedestal = ONoise + OResidual (7-2) 
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where QNoise is the noise charge (provided by the signal cables, 

phototubes, ... etc. ) and QResidual is the residual charge provided 

by the ADC unit internally. The relations for these charges 

are 

<V> 
ONoise = ~ t = <I> t (7-3) 

OResidual = 1 + 0 • 03 t 

where <V> is the stable noise voltage (which is different for 

each individual detector), R is 500, and tis the gate width. 

The total pedestal charge can then be written as 

OPedestal = 1 + (<I>+ 0. 03) t = 1 + const x t (7-4) 

where the constant is different for each detector. In this 

relation, the charge (or channel number) is linearly dependent 

only on the gate length. There were three obvious sets of 

pedestals which are listed below in table 7.4. 

Table 7.4: Three Pedestal Channel Locations 

Set 
Set 
Set 

If the raised pedestals (sets 2 and 3) are from an 

increase in the gate width, then the ratio of the gate times 
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2= OPedestal ( t2} -1 
tl OPedestal (ti} -1 

(7-5} 
_s_ = OPedestal ( tl} -1 

tl OPedestal ( ti) -1 

should be equal for all detectors. Table 7.5 lists the 

results of these ratios. The results from the first ratio 

t 2 /t1 seem to show that the wandering pedestal problem may be 

due to an unstable gate width (since the values are closely 

equal). However, the value determined by detector 4 is not 

consistent with the other six detectors. Furthermore, the 

second set of ratios t 3/t1 indicate that the diagnosis is much 

less satisfying. Figure 7. 3 illustrates the two sets of 

ratios in graphical form. From the figure it is reasonable to 

state that the wandering pedestal problem may have partly 

resulted from an oscillating gate, but not entirely. 

Table 7.5: Pedestal Gate Ratios 
Detector error ± error ± 

1 2.10 

3 
4 
5 

7.1.3 ADC Software Reconstruction 

Since the exact physical description for the wandering 

pedestal problem was not resolved, a less conventional 
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approach was applied. Through data manipulation three 

correlated pedestal locations were found, although there 

existed many more that could not be resolved. Figure 7. 4 

illustrates the flow diagram for the reconstruction program 

RADC. 

The first step in the program eliminated events which had 

overflowed (any ADC value greater than 1027) or remained 

ungated (all ADC values equal to zero). The ungated responses 

occurred for events that came after the ADC gate closed and 

ultimately show that the system operated normally. The 

overflows correspond to integrated pulse heights which were 



116 

overflow Yes 
---- or 1-----..... Retum 

No No Gate? 
..--N-

0
---1•Retum 

stable No Wandering 
Pedestal Yes 

Subtract Oft' 
Raised 

Difference Pedestal? 1 or2? 
Yes 

~.,.Channel to Energy.,._ _____ _.. 
Conversion 

None #of 4 or More Return oetectrors Return 
Above Pedestal 

1to3 

Yes Greatest Value No Return (withlo error) 

Figure 7.4: Flow diagram of the ADC reconstruction program 
RADC. 

larger than the full range of the ADC (256 pC) . The events 

where only one of the seven ADCs overflowed could be energy 

converted by using the summed dynode information (word 21), 

but were disregarded in this analysis. 

The second step determined whether the event had stable 

or wandering pedestals. For the wandering events, the program 

corrected the drifted ADC values by subtracting off the raised 

difference (between it and the stable value) , but only for the 

two resolved cases given in tables 7.2 and 7.3. All other 

wandering events were lost. Some of the stable events also 
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correlated 

had to be corrected. Figures 7 .1 and 7. 5 illustrate the 

correlated oscillatory drifting problem. In figure 7.5 the 

correlation is shown for detectors 2 (solid lines) and 3 

{dashed lines). The lower histogram is the pedestal shape for 

detector 2 {from figure 7 .1) . The overlaid upper figure 

represents detector 3 location for specific channel regions of 

detector 2. Ultimately, these events which drifted (from the 

central peak) were corrected by adding or subtracting the 

proper channel amounts. 

Once the wandering and drifted ADC channel values were 

properly restored back to their stable positions, they were 
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then converted into energy (in keV electron-equivalent energy) 

by the cal ibra ti on results in section 5 . 2 . 5 . Figure 7. 6 

illustrates the energy conversion of the stable pedestal 

positions for detectors 2 through 7, showing a bias resolution 

of ± 30 keV (or better) . 

The next step then considered the total number of 

detectors which had values greater than their pedestals. 

Events which had none or more than four were disregarded. The 

largest value of the remaining subset of detectors was kept 

and the RADC program used this as the final ADC value. Table 

7. 6 illustrates the percentage breakdown of detector ADC 

values above pedestal. 

Table 7 . 6: Per event percentage breakdown of detectors 
above their pedestal values. 

Detectors 
Above 0 1 2 3 4 5 6 

Pedestal 
Percentage 

of the 46.6 47.9 3.90 0.71 0.32 0.36 0.27 
Total Set 

7.1.4 ADC Systematic Efficiency 

Since not all of the wandering pedestal events could be 

corrected by the software fix, it was important to determine 

the operating efficiency. Table 7.7 lists the breakdown of 

the final data set in terms of total numbers and percentages 

after the second step of the flow diagram. The operating 
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Figure 7. 6: Energy calibrated stable pedestal events for 
detectors 2 through 7. 
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system efficiency (of 91.2%) was determined by the ratio of 

Stable Ped+ Saved Wandering Ped 
Effsyseem = Stable Ped+ Saved Wandering Ped+ Lost Wandering Ped 

and considers only the loss of wandered events with respect to 

the total stable and wandered. The ADC zero events were not 

included since they were the result of normal ADC operation 

which will be discussed in section 7 . 3 . The ADC overflow 

events were not worked into the efficiency since they also 

showed normal ADC operation. The break down of this event set 

showed that roughly 95% involved only one detector overflow 

and much less than 1% involved more than three overflow 

detectors. This indicates that there were no wandered 

pedestal sets above the full ADC range. It was also found 

that roughly 90% of the overflow set was correlated with one 

of the three known pedestal sets. Furthermore, it was also 

determined that roughly 5% of these events existed in the 0.5 

to 10 MeV neutron range and most (90%) were in the gamma peak 

T-0-F region. In conclusion, the results from the study 

indicated that the overflow events were most likely the result 

of high energy gamma rays and not ADC systematics. 

Table 7. 7: 
determination 

ADC 
Zeros 

,453 
8.61% 

Breakdown 
of the total 

of the final data 
system efficiency. 
Sta e Save ADC 

Overflows Pedestals Wandering 
Pedestals 

1,674 

set and 

Lost 
Wandering 
Pedestals 

7,403 
6.74% 

91.2% 
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7.2 ADC Lower Level Threshold or Bias 

Since the energy dependence on the production of neutrons 

was not known (before the complete analysis) , it was 

important to set the bias as low as possible to get the 

broadest energy spectrum. As indicated in section 5. 2. 5, the 

detection of low energy neutrons is extremely dependent on the 

low level threshold. Optimally, one would like to set the 

bias as low as possible (at zero energy actually) without 

entering into the noise of the system. With careful 

consideration of the SNC system, it was determined that the 

bias could be set as low as 75 keV (see figure 7.6}, but was 

raised to 100 keV for the analysis presented in this paper. 

At 100 keV bias, the Stanton Monte Carlo (see section 5.2.5} 

determined that 0.5 MeV neutrons could be detected within an 

efficiency of 16% at best. 

7.2.1 Neutron Efficiency and ADC Bias 

As stated in section 5.2.5, many systematic parameters 

affected the SNC detector efficiency. Such factors include 

neutron energy, timing resolution, bias, bias resolution, 

solid angle, angle of entry, geometric shape, and neutron 

attenuation (by materials in the flight path). Each one of 

these aspects has been discussed in detail previously. Except 

for the solid angle and attenuation inefficiencies, the 

Stanton Monte-Carlo determined the total detector efficiency 

as a function of all the parameters listed. Figure 7. 7 
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Figure 7.7: Relative neutron production as a function ADC 
bias for a variety of neutron energy ranges. . . 

illustrates the relative neutron production (from the Pb data) 

over certain energy ranges and as a function of ADC bias. The 

ADC bias and timing resolutions were set (in the Stanton code) 

to 100 keV and 0.25 MeV respectively (see sections 5.2.4 and 

5.2.5). Each point on the figure represents the addition of 

efficiency corrected neutrons from detectors 2 through 7. The 

efficiency was applied in discrete energy bins where the total 

numbers of neutrons were divided by a weighted average 

(Stanton) efficiency. The weighted average is expressed as 

~ dO · · X Eff St~ton <Err> = ~ J.,] i,J 

LdCi,j 
(7-6) 

where dO · · is the solid angle and Eff ~t~ton is the Stanton 
J.,] J.,] 
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efficiency for a particular target-detector situation. Since 

the statistics of the data set were low, it was necessary to 

adjust for the thirty separate Stanton efficiencies. The 

discrete energy ranges are tabulated in table 7.8. 

Table 7. 8: Neutron kinetic energy binning for Stanton 
efficiency application. 

Range of Neutron Kinetic Energy 
Kinetic Energy Binning 

0.5 to 2.0 MeV 0.1 MeV 

2.0 to 3.0 MeV 0.2 MeV 

3.0 to 10.0 MeV 1.0 MeV 

Conclusively, figure 7.7 illustrates that the ADC 

calibration a:c.d Stanton efficiency application show a constant 

detector efficiency for a given bias. It also should be noted 

that a background subtraction and -a general event cut was 

placed on this data (and will be discussed in section 7.3.1). 

7.3 SNC Time-of-Flight Response 

Since PSD operated poorly during RUN90, the T-0-F 

information was the only means for investigating the neutron 

production from the nuclear targets. Studies of the 

background and the T-0-F t 0 location (time equal zero) were 

performed for kinetic energy accuracy. Furthermore, the 

Lecroy TDC had some problems which were corrected or 

eliminated and will be discussed in the paragraphs below. 

------------- -- ---
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Figure 7 .8: Time-of-Flight spectra of 1H, C, Ca, and Pb. The 
structure in 1H and C indicate an in-time background. 

In the analysis it was found that the good (properly 

gated) SNC events spanned the TDC between channels 0 and 1400. 

All events greater than channel 1400 corresponded to a zero 

ADC readout (or a closed ADC gate). Early on during data 

acquisition, it was found that the TDC suffered a dead time 

for events which came within the first 20 ns of the ADC gate. 

The TDC converted these events to channel 0 and all T-0-F 

timing information was lost. The problem was corrected during 

file 3 of raw data tape WD6253 (NRUN block 12,243) by delaying 

the ORed T-0-F (SNC) signal by 32 ns. This shifted the 

spectrum out enough (by 128 channels} so that the fast timing 

information was retained. It was also found that the TDC unit 
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Figure 7.9: Relative background rate versus detector number 
for the in-time and random events of 1H and 20. 

malfunctioned near the end of RUN90 and the response could not 

be reconstructed as in the case with the wandering-pedestal 

ADC problem. Starting at NRUN block 13,225 (raw tape WD6658) 

and beyond the TDC information was completely lost. This 

feature unfortunately, eliminated about 6,000 good SNC events 

and the entire halo-muon veto paddle study (see section 

5.3.1). 

7.3.1 T-0-F Background Correction 

If the hadronization attenuation phenomenon is dependent 

on A, then one would not expect to see much nuclear decay 
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coming from the lighter targets (such as 1H, 20, and C) . These 

targets should display mostly flat T-0-F spectra which are 

associated with the random background. Figure 7. 8 illustrates 

the T-0-F spectra from 1H, C, Ca, and Pb. Notice that the 

lighter targets show some structure which is also present in 

the same areas for Ca and Pb (between charln.els 100 and 300). 

If these wide T-0-F peaks (about 30 ns) are not from 

interesting physics, then they may show the existence of an 

in-time background. 

As indicated in section 5.3.1, the existence of 

unfocussed in-time muons (and other beamline radiation) was 

present outside of the beam spot area (several meters 

actually) . For this reason, the halo-muon paddle was placed 

upstream of the SNC detectors to eliminate non-physical 

beamline background events. However, this safeguard was not 

able to eliminate all of the in-time background. It was 

determined from a study of the lighter targets (1H and 20) that 

the wide T-0-F peak (in figure 7.8) was most likely an in-time 

background. Figure 7.9 illustrates the relative background 

rates versus detector number for the in-time and random events 

from 1H and 20. An upper energy bias was set at 4000 keV. The 

vertical error bars on the figure are entirely statistical. 

Table 7.9 indicates the channel areas selected for the 

different backgrounds. The random background was flat as 

expected (independent of detector or angle), although detector 
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2 showed a slightly higher rate (probably since it was closer 

Table 7.9: Channel ranges for the two forms of background 

Background Form Range of Channels 

Random 1 to 130 
1100 to 1350 

In-time 175 to 225 

to the CVM). The in-time rate showed a certain dependence 

on detector number (or angle) . This can be explained by in-

time radiation that .back scattered off the CVM (or other 

material downstream) and into the detectors. In this 

scenario, the rate decreases with detector number as does 

the solid angle. 

The study of the background illustrated that a 

subtraction (or correction) needed to be made carefully and 

selectively. The random background contribution was 

determined simply by sampling the event rate from channels 

1200 to 1350 (and summed for all detectors). This area was 

far enough rE:J.uoved from any nuclear decay particles (such as 

0. 5 MeV neutrons) . Table 7 .10 shows that the luminosity 

normalized random event rates were slightly different for each 

nuclear target but equal within errors. The T-0-F region 

containing the in-time background needed to be corrected on a 

detector by detector basis. The rates, shapes, and 

positioning of the distribution changed with detector number. 
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The removal of this background was accomplished by fitting the 

combined 1H and 2D shape to the area (for Ca and Pb only} . 

Table 7.10: Normalized random background target rates. 

Detector Number and Rate (counts/1000 channels} 

Target 2 3 4 5 6 7 

iH + 2D 34±8 38±9 30±8 24±7 26±7 32±8 

c 54±10 22±7 32±8 20±6 26±7 28±7 

Ca 48±10 36±8 34±8 34±8 48±10 50±10 

Pb 44±9 42±9 36±8 24±7 28±7 24±7 

Fortunately (as w~ll be explained later}, neutrons (under 10 

MeV} were not contained in this area. 

7.3.2 Time-of-Flight t 0 Determination 

In order to express neutron energy as a function of 

channel number, the t 0 location of the T-0-F spectrum was 

determined. For non-relativistic neutrons (up to 10 MeV} the 

kinetic energy is represented by 

2 
KE=l:. m xi,.J 

2 N (0.25 ~.ix channel x 30 :) 2 
(7-7} 

where mN is the neutron rest mass (in MeV/c2 } and x . . is the 
J., J 

flight path (in cm} . In the usual manner, the t 0 position 

would be determined by correcting the gamma decay peak for the 

path length. However, this was a bit more difficult since 
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there were five different flight paths for each detector and 

the gamma peak was located in the in-time background area. 

Figure 7.10 illustrates the gamma decay peak locations for 

detector 2 from Ca and Pb. For increased statistics, the Ca 

and Pb data were combined in figure 7 . 11 . The peak was 

gaussian fitted and determined to be centered at channel 152 

with a FWHM of 26 channels. Since detector 2 was used, a 

correction must be made for the y-ray T-0-F. The t 0 detector 

2 position was determined by 

<xi> t 0 (channel) = 152 - ------
c X 0. 25 ch::nel 

(7-8) 

where c is the speed of light (in cm/ns) and <xi> is the 

weighted average flight path (in cm) and is given by 

(7-9) 

where dOi is the target-detector solid angle (in msr) andxi 

is the target-detector flight path (in cm) for detector 2. 

The t 0 position was determined to be at channel 130 (± 26) 

which is the same for all detectors. The systematic error 

will b~ discussed in the following paragraphs. 

7.3.3 Time-of-Flight Systematic Error 

Gaussian fits to the Pb, Ca, and combined gamma decay 

peaks determined the total FWHM to be about 15, 22, and 26 

channels wide, respectively. In order to determine the 

systematic error, one needs to consider the timing error due 
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Figure 7 .10: The gamma decay peaks from Ca and Pb for 
detector 2. The in-time background was subtracted. 
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Figure 7 .11: The gaussian fit to the combined ganuna peak 
statistics from Pb and Ca. 
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to the five flight paths and the trigger jitter. These errors 

are given in table 7.11. The systematic error was calculated 

by 

Osys= Ja}ie-a!1+a~rig (7-10) 

where afit is the gaussian fit error, ax1 is flight path timing 

error, and atrig is the trigger jitter error. Table 7 .11 

illustrates that the systematic error can be between 10 and 24 

channels. This should not have a large affect on the 

resolution for neutrons below 8 MeV. Table 7.12 shows the 

energy resolutions for the best T-0-F resolution estimation 

and the shortest flight path of 152 cm (detector 2). 

Table 7.11: Determination of the T-0-F systematic error 

Timing errors in channels (ns) 

O'nt: O'xi O't:dg O'ays 

Pb 15.0(3.75) 8.0(2.0) 8.0(2.0) 9.81(2.45) 

Ca 22.0(5.50) 8.0(2.0) 8.0(2.0) 18.8(4.70) 

Pb and Ca 26.6(6.65) 8.0(2.0)· 8.0(2.0) 24.1(6.02) 

Table 7.12: Neutron energy resolution for a T-0-F 
resolution of 9.81 channels and a flight path of 152.5 cm. 

Neutron Kinetic Energy and Resolution (MeV) 

10.0 8.0 5.0 2.0 1.0 0.5 

±1.2 ±1.0 ±0.48 ±0.12 ±0.071 ±0.016 
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7.3.4 Time-of-Flight Reconstruction 

Since the target-detector geometry allowed for thirty 

five separate flight paths (as listed in table 5.5), a T-0-F 

path length correction was implemented in order to sum the 

data as a function of neutron kinetic energy. This was 

accomplished by correlating the results of the ADC 

reconstruction with the X-vertex information. Once the (muon 

scattered) target slice and the detector which recorded the 

event were determined the flight path (or T-0-F) response was 

corrected by 

T-0-F = 2,1 

where i is the detector 

(channeli,J-130) x 12 , 1 

1 . . 
J.,] 

number, j is the target 

(7-11) 

slice, and 

li,j is the flight path (listed in table 5. 5). This correction 

is valid only for neutrons under 10 ?t:teV. Since the time 

binning was smallest for the shortest flight path (detector 2 

with target slice 1), all T-0-F spectrums were normalized to 

the shortest flight path. 

7.4 Veto Paddle Response 

It was learned early on in the analysis that the veto 

paddle timing information suffered from an electronic problem. 

Since the problem was never entirely understood, the veto 

paddle information was not used in this analysis. However due 

to the thickness of the paddle itself, it actually acted as a 

charged particle absorber. Since the main reason for the 
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Figure 7.12: Correlated veto-SNC T-0-F events. 
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paddle was to eliminated protons (and other possible decay 

fragments>' from the T-0-F region below 10 MeV neutrons, it 

should have worked well. Figure 7.12 illustrates correlated 

veto-SNC T-0-F data (solid lines) with general SNC data 

(dashed lines) from lead, where 10 MeV neutrons start at about 

channel 350. Table 7.13 describes the absorptive properties 

of the paddle for some particles of interest. The figure 

illustrates very little correlation between the veto paddle 

and the liquid scintillators in the neutron energy range of 

interest. This can be explained with the use of table 7.13. 

'Any charged nuclear fragments, in the T-0-F range of interest, 
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would have been absorbed by the paddle and therefore never 

observed by the scintillators. Any charged particles which 

the scintillators did detect were of very short flight-time 

and were not considered in the analysis. From this argument, 

it can be assumed that the veto events in the T-0-F range of 

interest were a random sampling of the background. 

Table 7.13: The stopping power of the plastic veto paddle 
for selected particles and incident kinetic energies [RA92]. 

Particle Incident Epergy Final Energy Stopping Power 
Type (MeV} (MeV} (Mev-cm2 /gm} 

Proton 36.5 2.1 17.6 

Proton 34.0 0.0 18.3 

Alpha 146.0 5.1 68.6 
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8.0 Physics and Event Selection 

For the analysis of good SNC and random events, an 

appropriate selection of events (or cuts) was applied in order 

to localize on interesting physics while eliminating unwanted 

(non-interesting physics) events. Table 8.1 illustrates the 

list of cuts which were applied during the analysis. It 

should be noted that all figures in this chapter used these 

cuts unless otherwise indicated. 

Table 8.1: Physics and event cuts on the SNC analysis. 

Cut Selection Description 

(dQ 2 /Q 2 ) < 0. 20 Upper limit resolution cut 

(dv/v) < 0.20 Upper limit resolution cut 

(Ecalfv) < 0. 31 Elimination of µ-target 
bremsstrahlung 

0 2 > O. 8 GeV2 I c 2 Lower limit cut 

12,243<NRUN<l3,225 Elimination of Bad SNC 
events 

8.0.1 E665 Spectrometer Resolution 

Since the production of neutrons (or nuclear excitation) 

was examined as a function of energy transfer v and four-

momentum transfer 02, it was important to reject events where 

the spectrometer could not resolve 02 or v to within 20%. 

Figure 8.1 illustrates the v resolution as a function of v. 

The two projections indicate that below 100 GeV the resolution 

becomes a problem. Since this was primarily the region of 
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Figure 8.1: Percent resolution versus v and for projections 
around 100 GeV. 

interest, it was important to implement this cut. Figure 8.2 

shows the resolution as a function 02. Since we were 

primarily interested in the regions above and below 

02=1 Gev2;c2, the two projections indicate that theo2 

resolution was not a significant problem. 

8.0.2 The Calorimeter CUt 

Electromagnetic backgrounds can be identified by 

examining the response of the electromagnetic calorimeter. 

The ratio of Eca1 /v was used to remove unwanted events such as 
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Figure 8.2: Percent resolution versus Q2 and projections 
around 1 GeV2 I c 2 

• 

muon-target bremsstrahlung (where E~1 is the sum of all the 

calorimeter energy clusters). In general, bremsstrahlung 

involves the incoming muon giving up a fraction of its energy 

to a real photon. Since these events reveal no physical 

interest, they needed to be removed. ' A Monte-Carlo 

simulation[ME93] determined that these events could be 

eliminated by requiring Eca1 fv < 0. 31. Another approach was to 

keep events within the range of y.Bcl'<0.7 (since roughly 90% of 

the background falls above this value). However, the results 

by this approach are much less satisfying since the yBJ cut 
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eliminates good physics events (above 0. 7) and does not 

eliminate the bremmstrahlung in the range of yBJ<0.7. Figure 

8. 3 illustrates the yBJ distribution from lead before and 

after the calorimeter cut was applied. It was determined that 

the calorimeter cut eliminated the background to within an 

accuracy of 1% [ME93] . Figures 8. 4 and 8 . 5 show the v 

distributions for the targets before and after the 

bremmstrahlung cut for the general data set and for the SNC 

data set. Notice that the target bremsstrahlung background 

was not as large of an effect in the SNC subset. This was 
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true since the radiated photons· were produced along the 

direction of the incoming muon. Very little (if any) 

bremsstrahlung radiation was scattered into the SNC area. 

Furthermore, the lack of correlated SNC-spectrometer 

brei-nsstrahlung events (not shown) also indicated that the SNC 

background rate was quite small. 

8.1 The SBC and Random. Event Sets 

As indicated in section 7.0, the data was split into two 

subsets; the random and good SNC event sets. While the SNC 

event subset was used to examine the relative characteristics 
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of the neutron production, the random set was used to 

correlate the SNC measurement with the entire experiment, i.e. 

to extract the total neutron multiplicity per DIS event. 

Table 8.2 lists the statistics of each set and for each target 

after the cuts from table 8.1 were applied and for a T-0-F cut 

between 0. 5 and 10 MeV neutron energy. It should also be 

noted that the luminosities and target selection time are the 

same for both data sets. 
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Table 8.2: SNC and Random event set statistics. 

Target Good SNC Set Random Set 

Hydrogen 119 305 

Deuterium 216 360 

Carbon 301 441 

Calcium 403 445 

Lead 614 296 

8.2 Neutron Multiplicity Dependence on 02 and v 

Neutron multiplicities were determined for each target in 

bins of 02 and v. Due to the limited statistics of the SNC 

set, the data was binned only into four subsets for each 

kinematic parameter. Tables 8.3 and 8.4 list the results. 

The neutron multiplicities were determined by 

Corrected SNC +Detector Gap 
Mul tNeut:ron = d ff dO Ran om Even ts x 10 0 x E syst:em x 

(8-1) 

where the Coz:rected SNC totals were corrected for the detector 

inefficiencies, the material attenuations, and the random 

background (see Appendix G). The Detector Gap correction will 

be discussed below. Furthermore Effsysr:em was the SNC system .. 
efficiency (section 7.1.4) and dO was the scintillator total 

solid angle (section 5.2.2). The multiplicity results are 

also illustrated visually in figures 8.6 and 8.7. 

Since the SNC scintillators were only able to detect 
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Table 8.3: Statistics and multiplicities for bins in v. 

V Bin (GeV) 20:60 60:100 100:200 200:500 20:500 

20 Random Events 98 89 84 89 360 

Uncorrected SNC 49 62 47 58 216 

Corrected SNC 84±25 172±32 144±26 114±28 510±56 

* Mul tNeutron .6±.2 1.4±.3 1.3±.3 .9±.3 1.0±.1 

c Random Events 140 100 112 89 441 

Uncorrected SNC 82 67 79 73 301 

Corrected SNC 193±36 190±28 140±32 196±32 718±64 

* Mul tNeutron 1.0±.2 1.4±.3 0.9±.2 1.6±.3 1.2±.1 

Ca Random Events 132 101 103 109 445 

Uncorrected SNC 102 101 99 101 403 

Corrected SNC 253±41 314±37 221±38 269±40 1057±78 

* Mul tNeutron 1.4±.3 2.3±.3 1.6±.3 1.8±.3 1.7±.2 

Pb Random Events 84 61 68 82 295 

Uncorrected SNC 187 145 144 138 614 

Corrected SNC 550±51 414±41 462±43 356±41 1776±90 

Detector Gap 138±18 83±14 116±15 ------ 443±97 

Mul tNeutron 6.0±.9 6.2±1.0 6.2±1.0 4.0±.6 5.5±.5 

* No Detector Gap correction applied 
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Figure 8.6: Neutron multiplicities for each range in v and 
for each target type. 

neutrons over a finite range (0.5 to 10 MeV), the SNC totals 

also needed to be corrected for the neutron energy gaps below 

and above these ranges. For energies below 8 MeV[GR93], it 

was reasonable to assume that the neutron production from the 

nuclear targets followed a Fermi gas evaporative model where 

the cross section was represented by equation 3-1. By 

plotting ln(n/E) as a function of E for the (efficiency and 

attenuation) Corrected SNC data, the values from the lower gap 

regions were extrapolated by fitting the data points with a 

straight line (by a least-squares fitting routine) . For 

consistancy, this was determined by two separate methods. 
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Q2 Bins (GeV2 /c4
) .8:1.2 1.2:2 2:3 3:16 .8:16 

2D Random Events 79 84 55 131 349 

Uncorrected SNC 52 52 29 76 209 

Corrected SNC 139±24 90±25 78±19 207±36 513±54 

* Mul tNeut:ron 1.3±.3 .8±.2 1.0±.3 1.2±.2 1.1±.1 

c Random Events 118 104 53 155 430 

Uncorrected SNC 76 57 51 116 300 

Corrected SNC 192±31 102±30 111±25 310±39 715±64 

* Mul tNeut:ron 1.2±.2 .7±.2 1.5±.4 1.5±.2 1.2±.1 

Ca Random Events 105 98 65 179 439 

Uncorrected SNC 89 95 63 141 388 

Corrected SNC 231±36 264±36 137±32 368±47 1000±77 

* Mul tNeut:ron 1.6±.3 2.0±.3 1.5±.4 1.6±.2 1.7±.2 

Pb Random Events 75 66 45 110 296 

Uncorrected SNC 135 157 98 224 614 

Corrected SNC 396±45 445±42 287±34 637±54 1760±90 

Detector Gap 99±16 111±15 72±12 159±.7 5.5±.5 

Mul tNeut:ron 4.8±.8 6.2±1.0 5.9±1.1 5.3±.7 5.5±.5 

* No DetectozGap correction applied 
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Figure 8.7: Neutron multiplicities as a function of Q2 and 
for each target type. 

This is shown in figure 8.8 for lead only. Since the (tail or) 

random-background correction was somewhat questionable, the 

data was also background corrected by subtracting a smoothed 

and normalized deuterium spectrum (see Appendix G). Figure 8. 8 

shows that both subtraction methods yield similar results (for 

lead only and within the error) with the straight line fits 

crossing the kinetic energy plane around 6 MeV. It should be 

noted also that the points in figure 8.8 have been 

renormalized for the 0.2 MeV bin size used. The undetected 

scintillator gap totals (by a 0.2 MeV bin procedure), linear 

fit coefficients and least-squares fit parameters for lead, 

calcium and carbon are listed in table 8.5 Both subtraction 
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Figure 8. 8: Neutron production extrapolations for the detector 
gap below 0.6 MeV for lead. 

techniques were applied for consistency. The totals were 

corrected for muon luminosity but were not renormalized for 

bin size. (It should be noted also that theDetector Gap 

totals in tables 8.3 and 8.4 were determined by a 0.1 MeV 

Table 8.5: Extrapolated neutron totals for the energy range 
between 0 and 0.6 Mev, 20<V<500 GeV, 0.8<Q2<16 GeV2 /c2

• 

Linear Equation Determined Reduced 
Target y(E)=ln(n/E)=A+B*E Neutron Chi2 

A B Number 

Lead(Tail) 7.59 ± 0.23 -1.34 ± 7E-4 765 ± 27 0.95 
Lead(Deut) 7.28 ± 0.33 -1.26 ± 0.01 573 ± 136 0.78 

Calcium(Tail) 6.72 ± 0.41 -1.48 ± 2E-3 338 ± 84 10 
Calcium(Deut) 6.48 ± 0.96 -1.59 ± 0.03 232 ± 161 5 
Carbon(Tail) 8.51 ± 0.48 -1.47 ± 6E-3 232 ± 51 10 
Carbon(Deut) 4.85 ± 0.52 -0.80 ± 0.08 44 ± 17 3 
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procedure and were also not bin renormalized. ) Notice (in 

table 8.5) that lighter targets show very different results 

when the two methods are compared and furthermore the reduced 

chi-squared is rediculously large. This indicates that carbon 

and calcium show no thermal decay component and that this gap 

correction technique cannot be applied. 

8.3 Angular Dependence on Neutron Production 

In order to consider the decay of the nuclear targets in 

terms of a Fermi gas evaporative model, the production of 

neutrons should be isotropic. Figure 8. 9 illustrates the 

production rate of neutrons from lead . as a function of 
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Figure 8.9: Neutron production from lead as a function of 
detector number. 
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Figure 8.10: Neutron production from lead as a function of 
scattering angle 0. 

detector number. Figure 8.10 illustrates the production rate 

as a function of scattering angle 0 (in the lab-frame) for the 

even detectors. Since each detector had a slightly different 

upper ADC range, the pu'ise heights for each were limited to 

4000 keV electron-equivalent. Within the statistics of these 

two plots, the results indicate that the neutron production 

(or nuclear decay} is independent of scattering angle. 

8.4 Nuclear Temperature 

As described in chapter 3, one way of interpreting the 

excitation energy of a nucleus is in terms of its 

thermodynamic temperature. For a Fermi gas approximation of 
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the nucleus, the shape of neutron cross section is dependent 

on the temperature as 

EN 

aNoc ENe -T x Effdet x Effaet x Effsys 
(8-2) 

where EN is neutron kinetic energy, T is nuclear temperature, Ef fdet 

is the detector efficiency (section 5. 2. 5 and table G .1) , 

Effaee is the neutron attenuation efficiency (section 5. 2. 5 

and table G.1), and Effsys is the systematic efficiency 

(section 7.1.4). Furthermore, as the temperature increases, 

the maximum of the cross section moves up and out with kinetic 

energy. Figure 8 .11 illustrates various Fermi gas cross 

sectional distributions with the T-0-F data from lead for 

selected ranges of v. Figure 8.12 illustrates the T-0-F data 

from lead for various ranges in 02. Figure 8.13 illustrates 

the (statistically) flat calcium and carbon T-0-F spectra 

which show no temperature dependence at all. Figures 8.11, 

8.12 and 8.13 were all deuterium subtracted and the detector 

efficiencies and neutron attenuations (appendix G) were 

Table 8. 6: Fermi gas nuclear temperature evaluations for 
the Pb T-0-F data over various kinematic ranges. 

Kinematic V<60 V<lOO V<200 V>200 
range (GeV) 

Temperature (MeV} -1.5 1.5 to 2 1.5 to 2 <1 

Kinematic range (GeV2 /c2) Q2<1. 2 1. 2<Q2<3 Q2>3 

Temperature (MeV) <1 -1.5 -1.5 
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Figure 8.11: Lead neutron T-0-F spectra for a) V<200 GeV, b) 
V<60 GeV, and c) V>200 GeV. 
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Figure 8 .12: Lead neutron T-0-F spectra for a) Q2<1 GeV2 /c2
, b) 

l<Q2<2 GeV2 /c2
, and c) Q2>2 GeV2 /c2

• 
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Figure 8 .13: Neutron T-0-F spectra for a) calcium and b) 
carbon. 
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Figure 8.14: Neutron T-0-F spectra for a) hydrogen, b) 
deuterium, c) carbon, d) calcium, and e) lead. 
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factored into the modeled cross sections. The general results 

of the cross sectional Fermi gas fits are described by table 

8.6. Figure 8.14 illustrates the corrected T-0-F spectra for 

each of the five targets. In these figures, the T-0-F zero 

position has been corrected such that time equal to zero 

corresponds to the muon deep-inelastically scattering off of 

the nucleon (unlike figure 7.11 where there was an unknown TDC 

offset) . 

As indicated above, the nuclear temperatures listed in 

table 8. 6 were determined by fitting the corrected cross 

sectional shape to 

temperature, however, 

squares fitted slope. 

the neutron T-0-F distribution. The 

may also be determined by the least

By this method the temperatureT=l/B 

is found to be about T=0.8MeV, which is lower than the cross 

sectional fit temperature T=l. 75MeV. The discrepancy in the 

two measurements can be explained by examining figure 8.8. 

While the cross sectional approach used the full kinetic 

energy range (0.5 to 8 MeV), the least-squares fit method only 

considered the points from 1 to 3 MeV. Figure 8.8 clearly 

illustrates that the points above 3 MeV correspond to a 

variety temperatures which are much higher than T=0.8MeV and 

have less steep slopes. Ultimately, this illustrates that the 

lead nucleus was excited to high temperatures and then over a 

series of emissions decayed to the ground state from an 

average temperature of T=0.8MeV. Therefore, the information 

----'----------------------
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presented by the least-squares approach is incomplete since it 

does not consider neutrons above 3 MeV. 

8.5 Nuc1ear Excitation Energy 

The excitation energies of the nuclear targets were 

determined by two methods. One method used the neutron 

multiplicity, while the other used the Fermi gas fit (which 

depended on thermodynamic temperature) to the kinetic energy 

spectrum. By the first method the excitation energy was 

approximated by[GR93] 

<E*> -MultxlOMeV (8-2) 

which was accurate to about 10%. The second method used the 

results from the RHOTHERM calculation (see figures 3.1 and 

3.2) to correlate the excitation energy in terms of the fitted 

temperature. The results are tabulated in table 8.7. 
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Table 8. 7: Average excitation energies determined by the 
neutron multiplicity and Fermi gas fit to the neutron 
kinetic energy spectrum. 

Kinematic <E*>Pb <E*>ca <E*>c 
Range Method (MeV) (MeV) (MeV) 

GeV, GeV2/c2 

20<V<60 Fermi Gas 90±20 - -

N-Mult 48±8 14±3 10±2 

60<V<l00 Fermi Gas 90±20 - -

N-Mult 62±10 23±3 14±3 

100<V<200 Fermi Gas 90±20 - -
N-Mult 59±11 16±3 9±2 

V>200 Fermi Gas 40±10 - -

N-Mult 53±7 ·18±3 16±3 

0.8<Q2<1.2 Fermi Gas 40±10 - -

N-Mult ·48±8 16±3 12±2 

1. 2<Q2<2 Fermi Gas 90±20 - -

N-Mult 62±10 20±3 7±2 

2<Q2<3 • Fermi Gas 90±20 - -

N-Mult 59±11 15±4 15±4 

Q2>3 Fermi Gas 90±20 - -

N-Mult 53±7 16±2 15±2 
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9.0 Experimental Conclusions 

The motivation for this experiment was to investigate the 

nuclear response to deep-inelastic scattering and exclusively 

on the dependence of A and v. The hadronization attenuation 

phenomenon is presently understood in terms of three 

parameters a q,N, ah,N' and lr, where the formation (or 

hadronization) length is believed to be proportional to v. 

The measurements presented by this experiment attempt to 

provide insight to this dependence by illustrating the v 

dependence as a function A and by showing the overall response 

to deep-inelastic scattering. 

The average excitation energies of three nuclear targets 

( C, Ca, and Pb) have been analyzed and the results are 

tabulated in table 8. 7 where 1H and 2D aided in background 

studies and corrections. The excitation energy was determined 

by two independent methods. One method assumed the excitation 

energy to be dependent directly on total neutron multiplicity. 

Since this approach was sensitive to the experimental 

systematics (eg. detector efficiency, background, attenuation, 

etc) and assumed the excitation energy an evaporative nuclear 

decay, the results present an excitation energy lower limit. 

The other method modeled the neutron (T-0-F) decay spectrum in 

terms of a thermodynamical liquid-drop evaporation 

approximation. By a Fermi gas approximation of the excited 

nucleus, the nuclear excitation energy was deduced as a 



159 

function the fitted nuclear temperature. Unfortunately, due 

to the low statistics and the relatively flat T-0-F 

distributions from C and Ca, an evaporative model could not be 

applied. 

Although the experimental statistics are low, and the 

electronics showed some systematic problems, the general 

results presented prove to be extremely interesting. First, 

there appears to be a certain dependence on A and v . From the 

multiplicity measurement, C and Ca appear to be relatively 

cold over all v, Pb appears to be hot for v<200 GeV and cold 

for v > 200 GeV. This may indicate that for v < 200 GeV the 

hadronization length is between the average radius of Ca and 

Pb. 

However, problems with the thermodynamic model arise when 

comparing the multiplicity measurement with the kinetic energy 

(or T-0-F) spectra. First, if C and Ca are really cold then 

the excitation energy should be sufficient for the nuclei to 

thermalize and produce the typical Maxwellian decay spectra 

with a maximum around 1 MeV. The flat and structureless 

spectra obviously do not show a thermal decay process at all, 

perhaps due to background from delayed gammas. Secondly, the 

thermodynamic fit to the high-energy end of the Pb T-0-F 

spectra indicates that the excitation energy was much higher 

than determined by the multiplicity. In addition, the Pb data 
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also shows a different component of higher energy neutrons. 

The multi-component feature of the Pb data and the 

existence of the flat spectra from C and Ca may be explained 

by pre-equilibrium emission of the excited nuclei. In this 

scheme, the excitation energy was localized to one region of 

the nucleus (called a hot spot) and the nucleus decayed by 

emitting very few but very energetic . fragments (neutrons, 

protons, alphas ... ). By this argument and the fact that the 

SNC system was optimal for measuring 0.5 to 10 MeV neutrons, 

the n-multiplicity would appear low and the T-0-F spectrum 

possibly flat. 

Many factors plagued the results presented in this paper. 

The largest of all was low statistics. This could have been 

improved most easily be increasing the number of scintil·lators 

(or total solid angle) and with the addition of proportional 

counters (or others) for observing charged fragments, 

specifically. A proper removal of the background was also 

another large source of trouble and particularly for the 

carbon and calcium targets. 

This dissertation provides the world's first data of its 

kind. But more importantly, a valuable piece of information 

has been uncovered and must be accounted for when interpreting 

the hadronic puzzle. 
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B.1 ADC Calibration Coefficients 

Table B.1: January 1992 ADC gaussian fit coefficients and 
test parameters. 

Det Compton C1 ± Oc1 C2 ± a'i C3 ± ac3 x~ 
# Energy (counts) (channels) (channels) 

(keV) 

1 1062 752.3±6.097 120.6±.2849 19.24±.2316 1.86 
4188 211.1±2.944 343.8±2.214 49.26±1.244 .892 

2 341 2882.±16.35 88.56±.3106 17.41±.2160 2.01 
1062 465.8±3.759 204.5±.3005 27.71±.3327 1.60 
4188 202.3±1.704 674.6±1.286 58.88±.9357 .994 

3 341 2613.±27.38 87.19±.5139 16.73±.2941 1.30 
1062 425.4±3.420 215.2±.3007 28.57±.2830 2.32 
4188 216.3±2.045 754.8±1.245 48.98±.9351 1.18 

4 341 2393.±12.42 106.3±.1839 15.98±.1526 1.78 
1062 397.0±3.788 224.1±.3714 26.44±.3668 1.87 
4188 225.5±2.184 686.2±.4637 39.97±.5579 1.22 

5 341 1437.±14.31 100.9±.6082 18.84±.3499 2.20 
1062 226.3±2.493 267.8±.5085 30.94±.5309 1.99 
4188 133.4±1.587 950. 8±1. 4·53 57.31±1.816 1.39 

6 341 2608.±10.83 93.93±.1370 21.71±.1088 1.79 
1062 412.4±3.662 289.5±.4436 29.02±.5027 1.97 

7 341 3379.±16.02 68.62±.1659 15.73±.1090 2.19 
1062 557.7±4.771 192.1±.3202 23.16±.2781 1.74 
4188 210.8±2.511 706.3±.8761 39.85±.7096 1.06 
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Table B.2: December 1990 ADC gaussian fit coefficients and 
test parameters. 

Det Compton C1 ± a'i C2 ± Oc; C3 ± Oc3 x~ # Energy {counts) (channels) (channels) 
(keV) 

1 478 3284.±24.29 75.96±.2127 12.31±.0997 1.78 
1062 577.5±4.675 131.5±.2907 21.08±.1913 1.08 
4188 37.51±.8071 415.6±4.367 69.33±3.207 1.29 

2 478 3635.±26.42 114.5±.4114 17.22±.1966 1.37 
1062 1100.±5.945 213.9±.3188 28.99±.2653 1.06 
4188 51.46±.8577 763.0±3.261 67.90±22.70 1.13 

3 341 3898.±.1556 96.87±.2357 19.22±.1892 1.49 
1062 668.4±6.244 248.3±.8863 29.53±.5599 .996 
4188 97.61±1.250 860.6±1.998 55.32±1.413 .854 

4 341 3175.±14.42 116.5±.2751 19.61±.2168 .696 
1062 572.4±4.786 260.1±.4219 26.60±.3441 1.12 
4188 141.7±1.716 793.8±1.360 42.89±1.012 1.02 

5 341 4884.±15.62 108.0±.2225 21.88±.1644 3.58 
1062 831.3±4.930 287.8±.4818 33.11±.4700 .912 

6 341 2352.±11.09 97.75±.4339 25.72±.3531 1.50 
1062 416.1±3.560 293.9±1.184 44.87±.9263 1.21 

7 341 3881.±16.70 81.08±.2023 15.65±.1827 1.80 
1062 705.1±5.396 221.6±.5420 26.25±.5479 .832 
4188 59.37±.9988 809.7±1.436 47.63±1.307 1.16 



C.l Directions of Cosine 

Direction 
of 

Cosines 
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Figure C.1: Definition of the direction of cosines angles. 

The direction of cosines were determined from the target

detector angular orientations by: 

cos( ex) = cos(90°) 
cos(p) = COS(8-90°) 
cos(y) = cos(e) 

where 8 is listed in table S.S. 

(C-1) 



169 

Table C.1: Directions of Cosine for Stanton Monte Carlo. 
Target Detector cos(«) cos(p) cos(y) 

1 1 0.00 0.991 0.133 
2 0.00 1.00 0.021 
3 0.00 0.996 0.089 
4 0.00 0.981 0.192 
5 0.00 0.955 0.296 
6 0.00 0.924 0.382 
7 0.00 0.883 0.469 

2 1 0.00 1.00 0.030 
2 0.00 0.991 0.136 
3 0.00 0.970 0.243 
4 0.00 0.943 0.334 
5 0.00 0.904 0.427 
6 0.00 0.868 0.496 
7 0.00 0.822 0.570 

3 1 0.00 0.982 0.190 
2 0.00 0.959 0.283 
3 0.00 0.925 0.381 
4 0.00 0.890 0.456 
5 0.00 0.845 0.535 
6 0.00 0.808 0.589 
7 0.00 0.760 0.650 

4 1 0.00 0.942 0.337 
2 0.00 0.911 0.413 
3 0.00 0.868 0.497 
4 0.00 0.831 0.557 
5 0.00 0.783 0.622 
6 0.00 0.748 0.664 
7 0.00 0.702 0.713 

5 1 0.00 0.887 0.462 
2 0.00 0.853 0.522 
3 0.00 0.806 0.592 
4 0.00 0.770 0.638 
5 0.00 0.723 0.691 
6 0.00 0.691 0.723 
7 0.00 0.648 0.762 
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D.1 Neutron Attenuation 

The neutron total cross sections for each energy were 

determined by integrating the data points of reference[MC83] 

over the particular energy bin. 

Table D.l: Neutron total cross sections[MC83] for selected 
materials and over various ranges of kinetic energy. 

Neutron Hydrogen Carbon Aluminum Iron 
Kinetic OT OT OT OT 
Energy (mbarn) (mbarn) (mbarn) (mbarn) 

0.6 5.6 3.2 3.4 2.1 
.o. 7 5.1 3.0 3.4 3.5 
0.8 4.8 2.8 3.4 4.1 
0.9 4.4 2.7 3.4 2.0 
1.0 4.3 2.6 3.6 2.3 
1.1 4.1 2.4 3.6 2.3 
1.2 3.9 2.3 3.5 2.6 
1.3 3.7 2.2 3.5 3.4 
1.4 3.5 2.1 3.4 2.6 
1.5 3.4 2.0 3.4 2.2 
1.6 3.3 1.9 3.3 3.1 
1.7 3.2 1.9 3.2 2.5 
1.8 3.1 1.8 3.2 2.7 
1.9 2.9 1.7 3.1 3.1 
2.1 2.8 1.9 3.0 3.0 
2.3 2.6 1.5 2.9 3.1 
2.5 2.5 1.6 2.8 3.5 
2.7 2.4 1.7 2.7 3.3 
2.9 2.3 2.4 2.6 3.3 
3.5 2.1 2.0 2.45 3.3 
4.5 1.7 1.6 2.3 3.7 
5.5 1.5 1.1 2.15 3.7 
6.5 1.3 1.0 2.05 3.6 
7.5 1.2 1.0 2.0 3.45 
8.5 1.1 1.0 1.8 3.3 
9.5 1.0 1.0 1.7 3.2 
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E.1 Relative Efficiency Coefficients 

Table E.l: Gaussian fit coefficients to the Compton edges. 
Det. # Compton c1 Oc C2 a'2 C3 ac, 

Energy 1 

(cnt) (cnt) (chan) (chan) (chan) (chan) (keV) 

1 1062 223.2 3.461 147.6 0.3147 14.84 0.3206 

4188 43.09 0.7935 442.0 3.483 68.72 2.849 

2 1062 508.4 6.989 137.6 0.2037 7.449 0.1793 

4188 54.01 0.8939 601.1 2.053 60.34 2.048 

3 341 3646 16.42 94.11 0.1804 14.08 0.1628 

1062 380.6 4.520 235.5 0.1338 15.10 0.1653 

4 341 3339 14.36 123.2 0.1168 14.78 0.1515 

1062 405.9 4.926 271.2 0.2472 17.02 0.2986 

5 341 3047 14.02 115 0.2196 16.82 0.2072 

1062 367 3.836 302.4 0.3345 21.0 0.3526 

6 341 2183 10.33 120.6 0.2536 20.71 0.2685 

1062 239.7 2.994 365.2 0.459 22.84 0.4778 

7 341 3082 13.41 93.68 0.0918 14.11 0.0938 

1062 342.5 4.64 265.8 0.2113 13.81 0.1944 
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Table E.2: Compton edge locations. 

Detector # Compton Compton Channel Percent 
Edge Energy Edge Error From 

(keV} Channel Maximum 

1 1062 156.5 2.36 83 

1 4188 491.7 21 77 

2 1062 142.4 0.81 81 

2 4188 640.3 18.2 81 

3 341 105 0.492 74 

3 1062 242.1 .2 .59 91 

4 341 136.2 0.46 68 

4 1062 276.7 3.85 95 

5 341 127.8 0.645 75 

5 1062 313 3.15 88 

6 341 136.3 0.909 75 

6 1062 376.7 4.24 88 

7 341 104.1 0.512 76 

7 1062 272.7 2.16 88 
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F.1 Phototube Operating Voltages 

Table F.1: Tubebase Operating voltages. 

Detector Photo tube Operating Voltage (Volts) 

SNC #1-7 -2250 

Halo-Muon -1900 

Veto Straight -1800 

Veto Bent -2100 



G.1 T-0-F background corrections 
Table G.1: Neutron kinetic energy spectrum corrections 

Kinetic Stanton Veto Plastic Iron Aluminum 
Energy Eff. Paddle Tent Cylinder Cage 

(MeV) At ten. Atten. At ten. Atten. 

0.6 0.22 0.717687 0.903473 0.980927 0.983396 
0.7 0.26 0.736877 0.911148 0.969923 0.983396 
0.8 0.29 0.750897 0.916301 0.96558 0.983396 
0.9 0.33 0.765184 0.922133 0.981762 0.983396 
1.0 0.36 0.770975 0.924085 0.979276 0.982436 
1.1 0.39 0.782688 0.928001 0.979276 0.982436 
1.2 0.42 0.791589 0.931278 0.976851 0.982916 
1.3 0.44 0.800592 0.934566· 0.970668 0.982916 
1.4 0.46 0.809697 0.937866 0.976851 0.983396 
1.5 0.48 0.815824 0.939852 0.980098 0.983396 
1.6 a.so 0.821998 0.941841 0.972939 0.983876 
1.7 0.51 0.825103 0.94317 0.977653 0.984357 
1.8 0.52 0.831347 0.945167 0.976056 0.984357 
1.9 0.52 0.840801 0.948504 0.972939 0.984838 
2.1 0.53 0.837638 0.948504 0.973709 0.98532 
2.3 0.54 0.856799 0.953868 0.972939 0.985803 
2.5 0.54 0.856799 0.954541 0.969923 0.986285 
2.7 0.54 0.856799 0.955214 0.971419 0.986769 
2.9 0.54 0.837638 0.951853 0.971419 0.987252 
3.5 0.53 0.856799 0.957236 0.971419 0.987979 
4.5 0.46 0.883031 0.965368 0.968452 0.988707 
5.5 0.46 0.906641 0.971512 0.968452 0.989435 
6.5 0.44 0.916952 0.974942 0.969184 0.989922 
7.5 0.42 0.920415 0.976317 0.970295 0.990165 
8.5 0.40 0.923891 0.977695 0.971419 0.99114 
9.5 0.40 0.927381 0.979074 0.972176 0.991628 

Table G.2: Tail background rates in (# counts/150 channels) 

Range GeV 20<V<60 60<V<l00 100<V<200 200<V<500 

Hydrogen 4 5 6 5 
Deuterium 5 7 2 4 

Carbon 7 2 9 4 
Calcium 9 2 9 7 

Lead 6 4 1 7 
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Table G.3: Neutron target totals for 20<V<500 GeV. 

Kinetic 
Energy Deuterium Carbon Calcium Lead 

(MeV) 

0.6 11 17 32 30 
0.7 13 10 22 25 
0.8 10 8 19 25 
0.9 9 13 10 17 
1.0 7 10 7 22 
1.1 9 16 15 25 
1.2 5 6 12 19 
1.3 6 9 12 11 
1.4 3 12 15 21 
1.5 5 7 11 20 
1.6 5 9 11 12 
1.7 8 8 9 20 
1.8 12 5 13 16 
1.9 8 5 12 25 
2.1 8 17 11 27 
2.3 7 6 11 22 
2.5 5 8 10 19 
2.7 6 12 12 18 
2.9 7 5 6 7 
3.5 16 28 42 71 
4.5 16 25 26 47 
5.5 4 12 24 23 
6.5 7 16 17 31 
7.5 4 13 18 24 
8.5 12 8 14 20 
9.5 13 16 12 17 
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Table G. 4: Tail subtracted Corrected SNC totals for V<SOO 
GeV. 

K. E. Deut. error Carbon error Cale. error Lead error 
(MeV) 

0.6 38.1 26.1 72.4 32.1 169.8 43.7 176.2 42 
0.7 so 22.8 25.7 20.4 90 29.7 122 31.3 
0.8 32.5 17.4 17.5 15.9 69.9 24 111.7 27.4 
0.9 25.6 13.8 40.2 16.6 22.9 14.7 61.2 18.9 
1.0 17.2 11.1 26.9 13.2 11.6 11.2 78 19.6 
1.1 24.2 11.3 47.9 15 41.8 14.6 82.9 18.9 
1.2 9.6 7.8 11.3 8.5 29.5 11.9 56.6 15 
1.3 13 8 21.2 9.7 29 11.2 28.9 10.8 
1.4 3.9 5.3 29.6 10.5 37.2 11.8 57.6 14 
1.5 9.7 6.4 14.4 7.6 24.4 9.5 52 12.9 
1.6 9.6 6.1 19.5 8.2 23.9 9.1 28.5 9.5 
1.7 17.5 7.5 16.7 7.5 18.4 8 48.9 12 
1.8 27.5 9 9 5.8 28.5 9.3 37.7 10.4 
1.9 16.2 7.2 7.8 5.7 24.3 8.9 59 13 
2.1 15 7.1 36.3 10.4 20.1 8.4 62.1 13.3 
2.3 12.6 6.4 9.3 5.9 20 8 48 11.4 
2.5 8.4 5.4 14.8 6.8 18.6 7.6 41.6 10.6 
2.7 11 5.8 24.5 8.3 23.7 8.3 39.4 10.2 
2.9 14 6.5 8.6 5.5 10.2 6 14 6.5 
3.5 28.3 10 54.8 13.2 85.6 16.4 160.1 21.9 
4.5 34.9 10.9 57.2 13.8 57.7 14 117.5 19.3 
5.5 4.7 5.3 24.1 9.1 53.5 13 53.7 12.7 
6.5 14.1 7.1 37 10.8 38.4 11.2 77.7 15.3 
7.5 7.1 5.6 31 10.1 43.7 12 62.2 13.9 
8.5 31 10.1 18.8 8.2 35.1 11 54 13.2 
9.5 34 10.4 41.9 11.6 29.6 10 45.5 12 
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Table G.5: Deuterium subtracted lead for V<200 GeV. 

Kinetic n Corrected error ln (n* /E} error 
Energy SNC 

(MeV} n* 

0.6 39 112.8 57.7 6.8 0.51 
0.8 42 139.9 40.6 6.8 0.29 

1 35 97.7 27.9 6.2 0.29 
1.2 26 59 20 5.5 0. 34 
1.4 33 78.9 19.2 5.6 0.24 
1.6 28 61.8 16.3 5.3 0.26 
1.8 26 55.6 14.6 5 0.26 

2 26 55.3 14.1 4.9 0.25 
2.2 15 28.3 10.5 4.2 0.37 
2.4 19 37.5 11.3 4.4 0.3 
2.6 16 31 10.4 4.1 0 .34 
2.8 6 8.5 6.9 2.7 0.81 

3 14 28 9.9 3.8 0. 35 
3.2 11 22 8.8 3.5 0.4 
3.4 8 14.5 7.6 3.1 0.52 
3.6 16 33.7 10.3 3.8 0. 31 
3.8 9 17.7 8 3.1 0.45 

4 4 6.1 5.6 2 0.92 
4.2 17 37.1 10.6 3.8 0.29 
4.4 6 11.5 6.5 2.6 0.57 
4.6 3 3.8 5.2 1.4 1.37 
4.8 3 4.3 4.9 1.5 1.14 

5 4 6.9 5.7 1.9 0.83 

5.2 3 4.6 5.3 1.5 1.15 
5.4 3 5.2 5.1 1.6 0.98 
5.6 3 5.2 5.1 1.5 0.98 
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Table G.6: Tail subtracted lead for V<200 GeV. 

Kinetic n Corrected error ln(n*/E) error 
Energy SNC 

(MeV) n* 

0.6 39 231.7 50.7 7.6 0.22 

0.8 42 196.9 37.4 7.1 0.19 
1 35 128.5 25.9 6.5 0.2 

1.2 26 78.8 18.4 5.8 0.23 
1.4 33 92.4 18.2 5.8 0.2 
1.6 28 72.5 15.4 5.4 0.21 
1.8 26 63.9 14 5.2 0.22 

2 26 62.5 13.5 5.1 0.22 
2.2 15 34.1 9.9 4.4 0.29 
2.4 19 42.7 10.8 4.5 0.25 
2.6 16 35.8 9.9 4.2 0.28 
2.8 6 12.4 6.1 3.1 0.49 

3 14 32.1 9.4 4 0.29 
3.2 11 25.3 8.4 3.7 0.33 
3.4 8 17.8 7.1 3.3 0.4 
3.6 16 36.9 9.9 3.9 0.27 
3.8 9 20.5 7.5 3.3 0.36 

4 4 8.5 5 2.4 0.59 
4.2 17 39.9 10.3 3.9 0.26 
4.4 6 13.5 6.1 2.7 0.45 
4.6 3 6.3 4.6 1.9 0.71 
4.8 3 6.4 4.5 1.9 0.69 

5 4 9 5.2 2.2 0.58 
5.2 3 6.7 4.7 1.9 0.69 
5.4 3 7 4.7 1.9 0.67 
5.6 3 7 4.7 1. 0- 0.67 


