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Abstract 

A study of the angular distributions in the reactions 'Pfl-x1,,-J/'f/J'y-e+e- 7 is presented, 

using a sample of 2309 Xi events and 360 x1 events. The data were collected by Fennilab 

experiment E-760, which is the first high-statistics experiment studying charmonium states 

formed directly in pP annihilations. From the analysis of the angular distributions it is 

found that the helicity in the formation process Pii-X2 is mainly ±1, and that the radiative 

decays x1,, -J / .,P "f are predominantly dipole transitions. The contribution of helicity zero 

in the x2 formation process is found to be Bg = 0.01±8:U. The normalized quadrupole. am· 

plitudes in the radiative decays are a2(x2 ) = -0.161±8:8:! and a:.r(Xi.) = -0.129 ± 0.059, 

and the octupole amplitude in the X2 decay is a3(x2 ) = -O.Ol 7±g:gu. The results, which 

represent a significant improvement on the experimental knowledge of the angular distri

bution parameters, are compared with the measurements from previous experiments, and 

with theoretical predictions. 
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Introduction 

Charmonium, a bound system of a charmed quark and antiquark, has played a key 

role in understanding strong interactions, similar to the role of the hydrogen atom and 

positronium in understanding the details of quantum electrodynamics. Charmonium is the 

lightest quark-antiquark system which can be described by non-relativistic potential models 

(in the first approximation). It is also the first such system to which QCD can be applied, 

at least approximately, as a perturbative theory [1, 2]. 

Since its discovery in 1974, the charmonium system has been extensively studied in 

experiments, mostly with e+ e- colliders. A new era in charmonium spectroscopy began 

recently with experiments which study charmonium states formed in pfi annihilations. In 

such experiments one can investigate charmonium states which are difficult or impossible 

to access in e+ e- experiments. 

Fermilab experiment E-760 is the first high-statistics experiment studying charmonium 

states formed in pP annihilations. In this thesis, I use a large sample. of events 

(0.1) 

collected during the 1990-1991 E-760 run, in order to study angular distributions in these 

reactions. These angular distributions are sensitive to the features of the pfi annihilation 

process, the properties of the cc bound state, and the nature of its radiative decay. More 

specifically, the parameters describing the angular distributions can be interpreted in terms 

of helicity in the formation process, w-x1,2 • and multipolarity of the radiative decay, 

x1 ,2 -+J /t/J 7 [3]. Measurement of the formation helicity can be used as a test of the helicity 

selection rule of massless QCD [4], and of deviations from this rule due to non-zero quark 

• 
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masses and non-perturbative QCD effects. Contributions of higher multipoles in the radia

tive transitions can be compared with theoretical predictions, made in the framework of the 

potential model of charmonium with relativistic corrections [5]. Previous measurements of 

the angular distribution parameters suffer from large statistical errors. In addition, there 

is a significant discrepancy between two previous measurements of the quadrupole ampli

tude in the x2 decay, and one of the measurements implies a large negative value of the 

anomalous magnetic moment of the charmed quark [6, 7]. 

This thesis is organized. as follows. Chapter 1 gives a brief overview of charmonium 

physics, including the theoretical description of charmonium, the experimental situation be

fore 'J1P charmonium experiments, and a summary of the E-760 physics program. In chapter 2 

the theoretical description of angular distributions in the reactions !'P-x,,,-J /t/J1-+e+e-1 

is presented. A detailed description of the E-760 experimental setup, including the beam, 

target, detector, triggers and data acquisition, is given in chapter 3. Chapter 4 explains 

the data analysis, from kinematic fitting and event selection to the method of detem>ining 

angular distribution parameters and a study of systematic errors. In chapter 5 the results 

of the analysis are presented. and compared with the results of previous experiments and 

with theoretical predictions. 
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Chapter 1 

Overview of charmonium physics 

In this chapter the discovery of the charmonium system is described, and the theoretical 

model of charmonium is briefly outlined. The advantages of studying charmonium formed in 

pP annjhiJatioru are pointed out, and the results from the first high-statistics pP charmonium 

experiment, E-760 at Fermilab, are snmma.rized. It should be noted that the short overview 

of charmonium physics presented here is not comprehensive; thorough reviews of the subject 

can be found in Refs. [1,2,8-12]. 

1.1 Discovery of charmonium 

Before 1974, the standard set of fundamental particles coruisted of four leptons, e, Ve, 

µand vµ, and three quarks, u, d and a. However, there were several theoretical and ex

perimental arguments indicating the need for a fourth quark. The first argument came 

from the idea of quark-lepton symmetry, which required a fourth quark, given the exis

tence of four leptons [13]. The second argument was based on the experimentally observed 

suppression of several. weak decays, involving strangeness-changing neutral currents, such 

as K+ -1r+ e+ e- and xi-µ+µ-. The suppression could not be explained within the 

framework of weak interactions with just three quarks. The problem could be solved by 

introducing a fourth quark c (charmed), and assuming that weak interactions involve four 

quarks, u, d'==dcosOc+ssinOc, c, and !J
1=scoll0c-dllin8c, where Be is the Cabibbo angle [14]. 

The third argument came from measurements of R = u(e+e--+hadrons)/u(e+e--µ+µ-) 

at center of mass energies in the range from 3 to 4 GeV [15]. The predicted value of is 
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R = 3 :E ql (to the first order in a.), where the sum runs over accessible quark .flavors, and 

qi denotes quark charge. For three quarks R = 2, and for four quarks R = 3.3; the latter is 

much closer to the experimental value. 

In 1974 a narrow resonance with a mass of"' 3.1 GeV /c2 was discovered simultaneously 

by two experiments. The first, at SLAC [16], observed the new state as a resonance in 

the cross section for the reactions e+e- -+hadron.s, e+ e- -+e+ e-, and e+ e- -+µ+ µ-. The 

second, at BNL [17], discovered a peak in the e+e- invariant mass spectrum in the reaction 

p + Be-+e+e- +anything. Two weeks later, a discovery of another narrow state, with a 

mass of"' 3.7 GeV /c2 , was announced [18]. 

The two new resonances, called J /t/J and t/J', were quickly interpreted. [19-21] as the 

lowest spin triplet S state and its radial excitation of the bound cc system called channonium 

(in analogy to positronium), with a c quark mass of"' 1.5 GeV /c2• The narrow widths of 

the JI"' and "'' (r tot( JI"') = 86 ± 6 Kev and r tac( t/J') = 278 ± 32 Kev [22)) were qualitatively 

explained by the fact that their masses were too low to allow decays into charmed mesons, 

consisting of a c quark and a light antiquark. Thus, the only allowed strong decays proceed 

through diagrams with disconnected quark lines, which are suppressed by the OZI rule [23]. 

Examples of OZl-suppressed and favored decays are shown in Fig. 1.1. 

In the few years following the 197 4 discovery, several other charmonium states were 

found, as products of radiative decays of the t/J'. In 1975 a triplet of states with masses 

from "" 3.4 to "" 3.55 GeV /c2 was discovered at SLAC and at DESY [24]. They were 

named Xo, X17 and X2 , and interpreted as spin triplet P states. In 1980 a state called fJc 

at "" 3.0 GeV /c2 was found [25], and assigned as the lowest spin singlet S state. In 1982 a 

candidate for its radial excitation, 11~, was observed [26]. The existence of all these states 

was earlier predicted within the framework of the charmonium model [19, 21]. Additional 

support for the interpretation of the new particles as bowid cc states came from the discovery 

of charmed D mesons at 1.87GeV/c2 in 1976 [27]. 

-
-
-
-

-
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-
-
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a 
u 7T+ 

c c ~ J/1/1 ) 7To 
c 

~ 7T 
u 

b 
_c _________ _ c 

-c 

Figure 1.1: OZI suppre~sed and favored decays: a) OZI suppressed decay J /1/1-+ 11"+11"-11"0 , 

and b) OZI favored decay 1/1" --+ D+ D- (gluon lines are not shown). 
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In 1977, a fifth quark, b (bottom), was discovered at Fermilab [28). It has a mass of 

f'J 5 Ge V / c2, and with its antiquark it forms a spectrum of bound states called bottomo

nium. Finding the partner of the b quark - the predicted top quark, is currently one of the 

major goals in experimental particle physics. 

1.2 Theoretical description of charmonium 

Due to the heavy mass of the c quark, in the first approximation charmonium can be 

treated as a non-relativistic system. The velocity of the quarks in charmonium can be 

roughly estimated using the virial theorem 

2(T) = (r· vv(r)), (1.1) 

-
-
-
-

-
-
-
-

where (T) = 2mc~v
2

} is the total kinetic energy, me is the charmed quark mass, and v its -

velocity. H, motivated by the QCD idea of confine ment, we assume that the quark-a11tiquark 

potential is proportional to the distance, V = ar, we obtain 

( 2) Ernn v =--, 
3mc 

(1.2) 

where Efrin = (T) + (V) is the binding energy. Taking Ernn ::::: m( t/1")c2 - m( J / t/1 )c2 = 
673MeV, and me::::: 1.5MeV/c2, we get 

(1.3) 

It is interesting to note that a similar calculation for light quark-antiquark systems (i.e. light 

mesons) yields (v2 )::::: 0.6c2 , while for the bottomonium (v2 )::::: 0.07c2 • Thus, charmoniumis 

-

-
-

-
-
-
-
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the lightest quark-antiquark system where the non-relativistic treatment seems appropriate. 

Energy levels and wave-functions for the charmonium system can thus be obtained 

by solving the SchrOdinger equation with a phenomenological quark-antiquark potential. 

Well known techniques of atomic physics can be used to calculate various properties of 

charmonium spectroscopy, such as fine and hyperfine splitting, leptonic widths and radiative 

transition rates. 

A channonium state, like any fermion-antifermion system, has parity 

p = (-1)£+1, (1.4) 

and charge-coajugation parity 

(1.5) 

where L is the angular momentum, and S is the total spin of the system, S = s-; + s-;, 
(S"'°i ands; are spins of the quarks). Charmonium states are often labelled. using the quan

tum numbers JPC, where J is the total spin of the system, f = l + §, or using the 

spectroscopic notation n25+1 LJ, where n is the radial quantum number, and the angular 

momentum L = O, 1, 2 is labelled. by the letters S, P, D. 

Fig. 1.2 shows the masses, names and quantum numbers of charmonium states. 



mass (MeV/c 2
) 

4000 

ocr 

3800 
OD 

3600 

3400 

3200 

3000 

JPC 

2S+1 LJ 

2-+ 

102 

'r/t 4040 

'r/t 3770 

1}/3594
11

: 

1P 3526· ;r·~ - .' 
__ 1 -~ • I 

I ' .. .. 
I I 

' . 
I I 

I 

2979 

1 +- o-+ , --
1p1 ,So JS, I JD, 

8 

o++ 1 ++ 2++ 2--

Jpo Jp 
1 

Jp2 J02 

Figure 1.2: Charmoniwn spectrum. States indicated by solid lines are well established 
experime1i.tally [22], the 1 P1 and 71~ states need confirmation [46,26], the 1 D 2 and 3 D 2 
states have not been seen. Radiative transitions between known narrow states are also 
indicated by solid (El) and dashed (Ml) lines. 

-
-

-

-

-
-
-
-
..-

-
-

-
-
-



1.2.1 Potential models 

The Cornell potential., 

4k 
V(r) = --- + ar, 

3r 

9 

(1.6) 

with k = 0.52 and a = 2.34 Ge v-1 , was the first successful potential. used to describe the 

charmonium system [21,29,30]. The first Coulomb-like term.of the potential was motivated 

by the idea that at short distances the quark-antiquark interaction should be dominated by 

one gluon exchange. The second term, which rises linearly with the distance, reflects the 

QCD concept of quark confinement. 

Several other forms of the c-c potential were proposed, including the logarithmic poten-

tial. V(r) = cln(r/r0 ) [31.], and the power law potential. V(r) = B +Ar" [32]. The potential. 

suggested by Richardson [33] is worth mentioning, because it incorporates the concepts of 

linear quark confinement and of asymptotic freedom in a universal manner. Asymptotic 

freedom requires that at large momentum transfers (or at small distances r ), the strong 

coupling constant behaves as 

(1. 7) 

where n1 is the number of flavors, and A is the QCD scale parameter. The formula for the 

c-c potential in the momentum space, 

v 2 - -~ 121r _..!:._ 1 
(q )- 3 33-2n1 q2 ln(l+q2/A2)' (1.8) 

interpolates between the one-gluon exchange potential at short distances, V(q2 ) = f"•Jt>, 
and the long distance linear confinement, V(r) <X r, which corresponds to V(q2 ) <X 1/(q2 ) 2• 

In fact, all these potentials coincide for distances r from 0.2 to 1 fm, which correspond to 
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the sizes of charmonium. states lying below the DfJ threshold 1 (see Fig. 1.3). Another very 

important fact is that these potentials describe the bottomonium. system equally well as 

the channonium. system, with the same potential parameters (except for the quark mass), 

which prQves that the potential is flavor-independent. 

The phenomenological approach to the q-ij potential has been very popular, because of 

its simplicity and good agreement with the experimental results. Alternative approaches, 

which attempt to derive the q-ij potential from the first principles of QCD, are discussed in 

chapter 6 of Ref. [2]. 

1.2.2 Spin-dependent effects 

The fine and hyperfine splitting between charmonium. levels are the result of relativistic 

corrections to quark-antiquark interaction. The splitting can be calculated by using the 

Bethe-Salpeter equation [34], which describes the relativistic interaction of a bound two

fermion system, and expanding it in powers of v2/c2 (or, equivalently, 1/me). The result 

depends on the Lorentz structure of the quark-antiquark potential; the spin-independent 

potential is assumed to be 

Vo = Ve + Vs + Vv, (1.9) 

where Ve = -1~ is the short-range Coulomb-like potential, due to single gluon exchange 

and thus of vector nature; the long-range potential, of unknown Lorentz structure, is as

swned to be a sum of a scalar and a vector part, Vs+ Vy. The resulting spin-dependent 

potential is [10] 

1 Lowest mass charmed meson pair. 

-

-

-
-
-
-
-

-

-
-
-
-
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Figure 1.3: Comparison of several quark-antiquark potentials. The sizes of cc and bb bound 
states are indicated on the abscissa. From Ref. [11]. 
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c 

12 

(1.10) 

where the tensor operator Su = 3 s-;_ ·its;· it - s-;_ · s-;. (More general approaches to the 

spin-dependent forces in charmonium are discussed in chapter 3 of Ref. [2].) 

The spin-spin part of V qin is responsible for the splitting between spin singlet and spin 

-
-

-

... 

triplet states, such as m(J/t/J) - m(11e) and m(t/J') - m(17~), and also between m(1P1) and -

the center of gravity of the 3 PJ states, defined as 

(1.11) 

It should be noted that the spin-spin splitting between the m(1P1 ) and the m(c.o.g.) is 

due only to the vector part of the confining potential, sine~ the term proportional to c5( r') 

-
-

vanishes for L ¥: O. Thus, the value of the splitting can be used as a test of the Lorentz -

structure of the confining potential. The same is true for the splitting between the 1 D2 

state and the center of gravity of the 3 DJ states. 

-
states, is due to the spin-orbit and tensor forces. 

-
1.2.3 Charmonium decays 

Total widths of charmonium states lying below the D [) threshold are dominated by anni-

hilations to two or three gluons, which show up as hadrons in the final state. Some states un- -

dergo hadronic transitions to lower mass states, emitting light mesons (e.g. vl-Jft/rrr+7r-). -Electromagnetic decays also play an important role, in some cases with branching ratios 

-
... 
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Table 1.1: Allowed annihilations into gluons and photons; only the lowest allowed configu
rations are given, g• and 7• denote virtual gluons and photons. 

2S+lLJ 1r1.1 states annjhUation I annihi1ation 
to gluons to photons 

1
50 o-+ f7c, '7~ 2g 2; 

3
51 1--

J /.,P, "'' 3g 1•-e+e orµ+µ-

37 
apo o++ Xo 2g 2; 

"Pi l++ X1 gg•-gqq 1;·-;qq 
3g 47 

3p2 2++ X2 2g 2; 
lpl l+- lpl 3g 3; 

comparable to strong decays. They include radiative transitions between charmonium states 

(e.g. "1'-xJ 7), and decays of the J /"1 and its radial excitations into e+e- orµ+µ- via a 

virtual photon. Annihilations into two or three photons have small branching ratios, but 

their measurement is important for comparison with theoretical predictions. The decays of 

charmonium are shown schematically in Fig. 1.4. It should be noted that, because of angu-

lar momentum and parity conservation, the 1 D 2 and 3 D 2 states cannot decay int~ charmed 

mesons, even though their predicted masses (3790-3820 MeV /c2 for 1 D2 and 3800-3810 

Me V / c2 for 3 D2 [l, 35]) are above the D /) threshold of 3729 Me V / c2• They cannot decay 

into DD• either, because their masses are lower than the threshold at 3872 MeV /c2 ; thus 

they can only decay through OZI-suppressed channels, and are supposed to be as narrow 

as the lower lying charmonium. states. 

a) Annihilations 

Table 1.1 lists the allowed annihilations into gluons and photons of the channonium 

states. The allowed decays have to satisfy the following conditions: 



-
14 -

-
-

a b 
c -

hadrons hadron~ -
c d 
c c c -

c 

-e 
c 

c -e 

-

-
Figure 1.4~ Decays of charmonium: a) annihilation to 2 or 3 gluous, b) hadronic transition, 
c) annihilation to 2 or 3 photons, d) radiative transition, e) annihilation to e+e- orµ+µ- -
through a virtual photon. 
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a) final state must be a color singlet, so decays into one gluon are forbidden, 

b) C-parity must be conserved; the 2-gluon and 2-photon final states have C = +1, the 3-

photon final state has C = -1, while the 3-gluon combination can have either C = +1 

or C = -1 [9), 

c) a massive spin-1 particle cannot decay into two massless spin-1 particles (Yang's theo-

rem (36)), 

d) only the JPC = 1-- states can decay into e+e- orµ+ 1r via a virtual photon. 

Perturbative QCD predictions for annihi1ation decay rates have been summarized in Table 6 

of Ref. (1). The annihilation rates of the S states are proportional to the square of the wave 

function at the origin, while for the L 1' 0 states the decay rates are proportional to the 

square of the L-th derivative of the radial wave function at r = 0. Since properties of the 

wave functions are derived from model-dependent potentials, predictions for ratios of decay 

rates, in which the wave function dependence cancels out, are usually more reliable than 

predictions for the absolute rates. 

Radiative QCD corrections are another source of uncertainty in predictions for the 

annihilation rates. The first order corrections can be as big as 30% [1), which suggests that 

higher order terms, wltlch have not been calculated, may be important. 

b) Radiative transitions 

Radiative transitions with the emission of one photon are allowed between charmonium 

states of opposite C-parity. The interaction of a charmonium state with the electromagnetic 

field of a photon can be described by a non-relativistic Hamiltonian [9] 
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where A and ii are vector potential and magnetic field, r is the quark-antiquark dis

tance, ii = ! , and ec and Jl.c are electric charge and magnetic moment of the c quark. 

S = 1/2(«Ti + 0'2) and Li = O't - 0'2, where O't, 0'2 are Pauli matrices corresponding to quark 

spins. The first term in the Hamiltonian describes the interaction of the charge with the 

electric field, and the second and third term describe the interaction of the magnetic mo-

ment with the magnetic field. Symmetry properties of the terms in 74m. determine selection 

rules for different types of radiative transitions. The first term is parity-odd and indepen-

dent of spin, therefore it connects states of opposite parity and of the same spin. By similar 

arguments, the second term links states of the same parity and different spins, and the 

third term connects states of opposite parity and non-zero spin. The dominating radiative 

transitions between charm.onium. states are shown in Fig. 1.2. 

-
-
-
-

-
-
-

The rates for radiative transitions are proportional to the squared matrix element -

l(fl74m.li)l2 , where f and i denote final and initial charmonium. states. In the long wave

length approximation (in which the factor e-ih-? in the expression for the electromagnetic 

field.is approximated by 1), the rates for the electric (El) and magnetic (Ml) decays are [9] 

where JI is the spin of the final charmonium state, E.., is photon energy, and 

Eif j r 3Ri(r)R1(r)dr, 

M&f = j r 2 R,(r)R1(r)dr, 

(1.13) 

(1.14) 

(l.15) 

(1.16) 

for the appropriate initial and final state radial wave functions Ri and R1. The overlap 

-

-
-

-
-
-
-
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integral M,1 vanishes for n -:/: n', due to the orthogonality of the wave functions. Thus, in 

the non-relativistic limit, the radiative transition "1' -"lc'Y is forbidden. 

Comparison of experimental data with the above predictions shows that the non-relativistic 

description is not adequate in this case. The experimental El rates are a factor of 2-3 smaller 

than the predictions; also the non-relativistically forbidden transition "1' -'lc'Y has been ob

served [22]. The calculations which include relativistic corrections are generally in better 

agreement with experimental data [37-40]. 

1.3 Charmonium in pP annihilations 

1.3.1 The experimental situation before E-760 

The majority of the data on the charmonium system comes from experiments carried 

out with e+e- colliding beams. In e+e- annihilations only the charmonium states with 

quantum numbers of the photon, JPC = 1--, can be formed in the first-order process, 

e+e--1•-cf. Other charmonium states, such as .xo, x11 Xn "le and 'f/~, can be observed in 

radiative transitions from the 1/1/J or .,P'. For the states which are formed directly in e+e

annihilation, the accuracy of mass and width measurements depends on the beam energy 

resolution, which is usually very good. However, for the states seen in radiative transitions, 

the accuracy is determined by the energy resolution of the detector, and is much poorer 

than for the directly formed states. For example, mass of the J /t/J was measured in an e+e

experiment with the accuracy of 0.09 MeV/c2 [41], while mass measurements of the x0 , Xi 

and x2 states, using radiative decays from the t/J', have the uncertainty of 4 MeV /c2 [42]. 

In addition, event rates in radiative decays are suppressed by radiative decay branching 

ratios, which vary from"' 0.1 {for t/J'-XJ'"'f) to"' 0.01 {for Jft/J-11c-Y) [22]. The 1P1 state 

cannot be accessed by one-photon radiative transitions from J /t/J or t/J', because of C-pa.rity 



18 
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Figure 1.5: Formation of charmonium states in 'PP annihilation. 

conservation. The 1 D 2 and 3 D2 states cannot be accessed in this way either, because they 

have higher masses than the 1/1'. 

As a result of these experimental limitations, the information on charmonium states 

obtained in e+e- experiments was quite incomplete. Only in the cases of the J /1/1 and 

its radial excitations were the parameters such as mass, total width and branching ratios 

precisely measured. Total and partial widths of the XJ states and of the 'le were poorly 

known; the 'I~ state was seen by only one experiment, and still needs to be confirmed; the 

1.3.2 Charmonium in pp annihilations: R704 and E-760 

In proton-antiproton annihilations, all channonium states can be formed directly2 , 

through a two- or three-gluon intermediate state (Fig. 1.5). In pp annihilation experi-

ments, the masses and total widths of channonium states a.re determined by analyzing 

event yields as a function of center of mass energy; thus, the accuracy is limited only by 

1 Formation of the 1Je, q~, xo and 1 P1 states may be suppressed by the QCD helicity selection rule; this 
is discussed in more detail in section 2.2.la. 

-

-

-
.... 

.. 
-
-
... 

-
-

-
-
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beam momentum resolution, as in e+ e- experiments. 

Construction of antiproton accumulator rings at CERN and at Fermilab made it possible 

to study charmonium states formed in pjJ annihiJations. The technique was pioneered in 

1983-1984 by the CERN experiment R704 [44], which used the antiproton beam circulating 

in the ring 2 of the Intersecting Storage Rings (ISR), and an internal H2 gas jet target. R704 

proved the feasibility of the technique; however, because of the ISR shutdown, only a few 

weeks of effective data taking was possible. Thus, many questions about the charmonium 

spectrum remained unanswered. 

In 1985, experiment E-760 at Fermilab was proposed, in order to further study char

monium states formed in pjJ annihilations [45]. E-760 uses the same technique as R704, 

but with greater detector acceptance, better beam energy resolution, higher instantaneous 

luminosity (which determines event rates), and much longer running time, which means it 

is able to study charmonium states with much better precision .. 

A challenge in pjJ charm.onium experiments is to pick out the signal from a very large non

resonant hadronic background, which is a factor of 108-108 larger than the signal. It is thus 

impractical to search for hadronic decay modes of channonium. Instead, electromagnetic 

decays (or hadronic transitions to 1/,P, with 1/"1 decaying to e+e-), which provide clean 

signatures, can be used. Examples of such decays are given below 

'le -+ 'Y'Y' (1.17) 

1/1/1 -+ e+e-, (1.18) 

Xo -+ JftjJ-y-+ e+e--y, (1.19) 

Xo -+ 'Y'Y' (1.20) 

XI -+ JftjJ-y-+ e+e--y, (1.21) 

x:z -+ Jf,P-y-+ e+e--y, {1.22) 
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X2 - 11' (1.23) 

lpl - J /t/11r0 
- e+e-17, {1.24) 

lpl - Jft/J1r+1'- - e+e-1r+1'-, (1.25) 

lpl - T/c1 - 117, {1.26) 

""' - e+e-, (1.27) 

""' - Jf'f/J +anything - e+e- +anything, {1.28) 

TJ~ - 11. {1.29) 

Experiment E-760 took data during two running periods: July through August, 1990, and 

August through December, 1991. The results include discovery of the 1 P1 state [46], the 

first measurement of the total width of the Xi and improved measurements of the x2 width 

and of the Xn x2 masses [ 4 7), measurement of the total widths of the J / t/J and 'f/J' and of 

the J / t/J mass [ 48, 49], measurement of the pP branching ratios of the J / 'f/J, 'f/J', x1 and x2 , 

measurement of the 17 partial widths of the x2 and f'/c [50,51], and measurement of angular 

distributions in radiative decays of Xi and x2 {this analysis). The results are summarized 

in Table 1.2. For comparison, previous world average results from Ref. [43] are also given. 

Several open questions in charmonium spectroscopy are left for the next run of the 

E-760, which is scheduled to start in the fall of 1994 [52]. They include confirmation of the 

1 P1 state and precise measurement of its parameters, search for the f'/~, 1 D 2 and 3 D 2 states, 

-
.. 
-

-
-
-
-
-
-

-
and m~asurement of parameters of the Xo state. In particular, E-760 did not measure the -

Xo during the 1990-1991 running period, because the cross section for the reaction 1.19, 

which is proportional to (2J + 1) x BR(X0 -+JJP) x BR(x0 -+J/'f/J-y), is at least a factor of 

100 smaller than in the cases of Xi and x2 [22]. 

-
-
-

-
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Table 1.2: Summary of E-760 results from the 1990-1991 nmning period; for compari
son, previous world average results from Ref.[43] are shown in parentheses; statistical and 
systematic errors have been added in quadrature. 

state mass total width BR(.PP) other measurements Ref.· 
[MeV /c2] [MeV] [x10-•] 

Xi 3510.53 ± 0.13 0.88 ± 0.14 0.78 ± 0.15 angular distribution (47], 
(3510.6 ± 0.5) ( < 1.3, 953CL) (0.54 - 12.0) this anal. 

X2 3556.15 ± 0.14 1.98 ± 0.18 0.91 ± 0.16 r..,,. = 342 ± ngev [47,50], 
(3556.3 ± 0.4) (2.6 ± A:U (0.90 ± 8:1i) (280 ± 200), 

angular distribution this anal. 
lpl 3526.2 ± 0.25 · < 1.1 (903CL) (46] 

{ - ) ( - ) 
J/"1 3096.87 ± 0.05 0.099 ± 0.013 18.2 ± 3:; (48,49] 

{3096.93 ± 0.09) (0.068 ± 0.010) (21.6 ± 1.1) 

"1' 0.306 ± 0.039 2.61 ± g::g (48,49J 
(0.243 ± 0.043) (1.9 ± 0.5) 

'le G 2989.9 ± 2.2 15.5 ± 9.3 r "M' = 5.4 ± 3.4ke v (51] 
{2979.6 ± 1.6) c10.3 ± i:U cs± n 

"PreHminary. 



Chapter 2 

Theory of angular distributions in 

P'P ~ X1 ~ J /,,P 'Y ~ e+e-'Y 

The angular distribution for the reactions 

(J=0,1,2) 
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(2.1) 

can be described using the helicity formalism. Such a description depends only on the 

kinematics of the process, and does not make any assumptions about dynamics of PP anni

hilation or radiative decay of the Xr Dynamical information enters the formula in the form 

of free parameters which can be determined by experiment. The parameters are sensitive 

to the features of the pP annihilation process, the properties of the cc bound state and the 

nature of its radiative decay. 

In the first section of this chapter (2.1) I define the angles used to describe events, 

present a general angular distribution formula for the reactions 2.1, and discuss specific 

cases of J = 0, 1 and 2. In the second section (2.2) I review theoretical predictions for the 

dynamical parameters of the angular distribution. 

-
-
-
-

-
-
.. 
-
-
-
-
-

-
-

-
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2.1 Angular distribution function in the helicity formalism 

2.1.1 Definition of angles 

The kinematics of reactions 2.1 are conventionally described using three angles: 6, fJ' 

and qi, which are de.fined as follows (see Fig. 2.1): 

9 is the polar angle of the J / t/J in the XJ rest frame, with the Z axis along the p direction; 

9' is the polar angle of the e+ in the J / t/J rest frame, with the Z' axis opposite to the "'( 

direction; 

t/J' is the azimuthal. angle of the e+ in the J /t/J rest frame; the X' axis is in the plane 

defined by the p and"'(, and its direction is chosen in such way that </>'(;;) = 0. 

It is important to specify the angles unambiguously, because differences in definitions (e.g. 

</>' - tfl + 1r) between theory and experiment can lead to confusion. I am using the same 

definition as Ridener et a.l. [3], whose formula is used in this analysis. The definition of(} 

in the R704 paper [7] is different than ours, 8mo-t = 1r - (}ET60· 

2.1.2 General form of the angular distribution function 

The helicity A of a particle is defined as the component of its spin i along its direction 

of motion, 

- p A= J. -, 
p 

(2.2) 

where pis the momentum of the particle. 

Helicity is well defined for both massive and massless particles. It is invariant under 

ordinary rotations and under Lorentz boosts along the direction of p 1• These features make 

1 For boosts along p, helicity changes sign if the boost velocity is greater than the velocity of the particle. 
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Figure 2.1: Definition of angles(},(}' and <fl: (a) XJ rest frame, (b) JffjJ rest frame {"Y, Y', 
and Z' are in the plane of the paper). 
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the helicity formalism a convenient tool for describing angular distributions in relativistic 

scattering and decay processes [53]. 

The angular distribution in reactions 2.1 is described by the following formula [3]: 

J 

( fJ' ') = 3(21+1) '"" IBJl2 '"" '"" AJ AJ. dJ (fJ)dJ (9) WJ (J, 'tP 64?r2 ~ A ~ ~ 1111 lvl 11A v'A 
A=0,±1 11,v'=-J µ::±1 

x L D!11c(t/J',fJ', -</l)D!t(</l,fJ', -4''). (2.3) 
la::±l 

The helicity amplitudes Bf, A~ are dynamical parameters of the formation and decay 

processes. The indices denote particle helicities, which are defined as follows (see Fig. 2.2): 

..\ is the projection of the XJ spin on the p direction; 

v is the projection of the XJ spin on the J /"1 direction; 

µ. is the helicity of the photon; 

<T = v + µ is the helicity of the J /TjJ, tr' = v' + µ; 

It is the component of the total angular momentum of the e+e- system in thee+ direc-

ti on. 

Rotation matrices D!nn (a, {3,-y) can be written as D!nn (a, {3,-y) = e-iamd!nn (/3)e-i"'fn, and 

the explicit form of the d!nn functions can be found in Refs. [54]. 

I now discuss the helicity amplitudes in more detail. The spin projection of the XJ on 

the p direction is described by the formation helicity amplitude BA. The XJ helicity >.(xJ) 

equals >.(p) - >.(p) = O, ±1, so BA can also be written as BA(tJ).A(p)· Parity and charge

conjugation invariance in:iply that helicity amplitudes satisfy the following relations [55] 

(2.4) 
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Figure 2.2: Schematic sketch showing helicities in the reactions pp-+ XJ -+ J /t/J-y -+ e+ e--y. -
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and 

(2.5) 

where '1P and 'le are parity and C-parity eigenvalues of the charmonium state. From parity 

conservation, B+1 = B+1 _1 = '7p(-lVB_1 +1 = 'lp(-l)JB_i, and thus IB11 2 = IB-112
• 

2' 2 2 1 2 

I will use the notation B1 = IB112 = IB-112 and B~ = 1Bol2 , and the normalization condition 

(2.6) 

This condition leaves one independent formation helicity amplitude as a free parameter of 

the angular distribution. 

Helicity amplitudes A., describe the spin component of the XJ in the J /1/J direction. The 

allowed values of v are -J, -J + 1, ... J, with the constraint that the absolute value of J / 1/J 

helicity 10'1 = Iv+ µj must be 5 1. Again, from parity conservation, I get A., = (-l)J A_., 

(v #; O), which leaves (J + 1) independent helicity amplitudes Ao, Ai, ... AJ. After imposing 

the following normalization condition, 

(2.7) 

we are left with J independent amplitudes A.,. They can be expressed as linear combinations 

of multipole transition amplitudes a1e (k= 1, .. J +1), 

J+t ~k+l 
A., = E a1c J (k, l; 1, v - 1.IJ, v). 

lc=l 2 + l 
(2.8) 

The explicit transformation from A., to a1c for J = 1, 2 can be found in Ref. [56]. The 
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multipole amplitudes also satisfy the normalization condition, 

J+i 

E la1e12 = i, (2.9) 
k=l 

and conventionally it is assumed that a1 ~ O. Since XJ and J /"1 have opposite parities, the 

amplitudes a1, a2 and a3 correspond to electric dipole {El), magnetic quadrupole {M2) and 

electric octupole (E3) transitions. 

In general the amplitudes B,. and A., can be complex numbers. However, the angular 

distribution is only sensitive to the absolute values of the formation amplitudes B,. (Eq. 2.3 ). 

In addition, because the imaginary part of A., is predicted to be very small (see Eqs.2.20-

2.22), I will assume that A., and a1e are real. 

2.1.3 Specific cases of x0 , x1 and x2 

a) Xo 

For the Xo, which has quantum numbers JPC = o++, the spin component in any direc-

ti on must be equal to zero, and consequently B1 = 0 and A1 = A2 = 0. In terms of multi pole 

transitions only the dipole transition is allowed, so a1 = 1 and a2 = a3 = O. This also fol-

lows from angular momentum conservation, since for a radiative transition of multipolarity 

k (with corresponding amplitude a,.) between the states of total angular momentum Ji and 

J f7 the angular momentum carried by the photon must satisfy Ji + J J ~ k ~ I Ji - J JI· 

Consequently, the angular distribution function does not contain any dynamical param-

eters and is given by 

{2.10) 

Because there are no free parameters in this angular distribution, it would be useful as a 

test of the angular distribution analysis. However, E-760 did not collect any Xo data during 

-
-
-
-
-

-
-
-
-
-
-

-
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-
-
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the 1990 and 1991 rwis (see section 1.3.2). 

b} X1 

The Xi is in a JPC = 1 ++state, so both formation heliclty amplitudes Bo and Bi can be 

non-zero. However,fromcharge-conjugationinvariance(Eq.2.5), B+i. +l. = 'lc(-l)JB+i. +~ = 
2 1 2 2 1 2 

-B+1 +l. = O, and similarly B_1 _1 = -B_l. _1 = 0. Consequently, B~ = IB+i. +.&.1 2 + 
2• 2 2 1 2 2 1 2 2 1 2 

IB_ 11_ 1 12 must be equal to zero, and Bl must be equal to one from the normalization 
2 2 

condition 2.6. 

The spin component of the x1 in the J /,P direction can be 0 or pml, so both Ao and 

A1 can have non-zero values. This corresponds to non-vanishing dipole and quadrupole 

transition amplitudes, a1 and a2 • The normalization condition 2.9 leaves one independent 

parameter in the angular distribution function, chosen conventionally to be a2• 

The angular distribution function has the form 

W1(8, 8', </l) = :'1f'2 ( K1 + K2 + (K3 + K4 cos2 8) cos2 8' - Ks sin28sin 28' cos<!>') , (2.11) 

where 

K1 
1 

= 2' 
K, = i(2A~ - 1), 

K3 1 2 2- Ai, 

K" 
1 

= -2, 

and Ks 
1 
4A1Ao. 

Fig. 2.3 shows partially integrated angular distributions: W1 ( 9) = J J W1 ( 9, 9', ql)dcos9' d</l 

and W1(9') = f J W1(9, 9', </>')dcos8d<f>', for several values of the quadrupole amplitude a 2• 



30 

W1(4>') = JJW1(8,9',t/>')dcos8dcos9' is constant. 

c) X:a 

The X:a has quantum numbers J PC = 2++, so both formation hell city amplitudes B0 

and B1 can be non-zero. The spin projection in the direction of J /¢ can be O, ±1 or ±2, 

with corresponding decay helicity amplitudes Ao, A1 and A2. In terms of the multipole 

transitions, all three amplitudes a1, a2 and a3 can have non-zero values. Using the normal-

ization conditions 2.6, 2.9, we are left with three independent parameters, chosen to be B~, 

a2, and a3, which carry information on the dynamics of both the formation process and of 

the radiative decay. 

The angular distribution function can be written as 

where 

= 15
2 (K1 + K2 cos2 8 + K3 cos4 8 + (K4 +Ks cos2 8 +Ke cos4 9) cos2 O' 

641" 

+ (K1 +Ks cos2 8 + K9 cos4 9) sin2 O' cos 2t/>' 

- (Kio+ Ku cos2 8) sin 28 sin20' cos 4>'), (2.12) 

Ki = ~(2~ + 3A~ - R(2~ - 4A~ +A~)), 

K2 ~(-2~ + 4A~ - A~+ R(4~ - 6A~ +A~)), 

K3 = ~(6A~ - BA~+ A~)(3 - 5R), 

K4 = ~(2A~ + 3A~· - R(2~ + 4A~ +A~)), 

Ks = 1(-2A~ - 4A~ -A~+ R(4A~ + 6A~ +A~)), 

Ka 1 ( 2 2 2)( 8 6Ao + 8A1 + A2 3 - 5R), 

K1 
./6 = 4(R - l)AoA2, 

-
-
-
-
-
-
-
-
-
-

-

-
-
-
-
-
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Figure 2.J: Angular distribution function W 1 as a function of (a) cos 0 and (b) cos O', for 
several values of a2 • 
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Ks 
vi = 4( 4 - 6R)AoA2, -

Ke 
vi = 4(5R - 3)AoA2, 

Kio v'3 '2 '2 = 4(AoA1 + 2A1A2 - R(2AoA1 + 2A1A2)), -
1 '2 and Ku = y'3(5R - 3)(3AoA1 + -A1A2), 

4 3 2 -
and R is defined as -

2B2 
(2.13) R- t 

- B~ +2Bf -· 
Fig. 2.4 shows partially integrated angular distributions W2(8), W2(8') and W2(4''), 

defined analogously as in the case of Xi, for several values of a:z and B~. Obviously, only -

W2 (8) depends on B~. For a given value of a 2 , the dependence on B~ is rather weak, which 

indicates that our measurement of B~ will be less accurate than that of a:z. 

2.2 Predictions for the angular distribution parameters 

2.2.1 Helicity in the annihilation pp--. x2 

a) Helicity selection rule of massless QCD 

The simplest prediction for helicity amplitudes in the formation process comes as a 

-
-
.... 

-
-

consequence of the helicity selection rule of massless QCD [4, 57]. The rule states that, for ....,...---

massless quarks, the qqg vertex vanishes unless the quark and the antiquark have opposite 

helicities. {This can be shown using massless helicity spinors u<">(k) = ../E(l+-y52>.)q,C">(k) 

and vP'>(k') = -v'E(l - -y52>.')x<"'>(k'), and qqg vertex Vµ = u<">(k)"Yµv("'>(k') [58]). If 

we assume that in the annihilation process (shown in Fig. 1.5) the proton and anti proton 

-
-

are made of massless, collinear quarks which annihilate in pairs, it foll.-s that the helicities -

-
-
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Figure 2.4: Angular distribution function W2 as a function of ( a,b,c) cos 9, ( d) cos(}' and 
( e) </l, for several values of a2 and. B5. 
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of the p and p must also be opposite. Thus, A(x2 ) = A(p) - A(p) = ±1, and 

2B~ = 1 and B~ = 0. (2.14) 

This result is a direct consequence of the parton picture of the pP annihilation and of the 

gluon spin. 

The vanishing of the helicity zero amplitude in pP annihilation puts a constraint on the 

angular distribution in the reaction pP - Xi - J / t/J 7; Other consequences of the helicity 

selection rule include vanishing branching ratios to pP of all J = 0 charmonium states ('le, 

'le', Xo ), and of the 1 P1 state. The latter must be zero because helicity zero _is forbidden by 

Eq. 2.14, and helicities ±1 are forbidden by parity and C-parity invariance (Eqs. 2.4,2.5). 

The helicity selection rule prediction is a good first-order approximation, but it is ex

pected to be violated to some extent, because the assumption that light quarks are massless 

is not completely justified. at charmonium energies. It will be shown in the next section 

that violation of Eq. 2.14, due to a non-zero quark masses, is of the order of m!/m! ::::: 0.1, 

where mp is the mass of the proton. 

Violations of the helicity selection rule in the charmonium system have already been 

observed. in experiments, as non-zero branching ratios BR( 7Jc - pP) [22] and BR(1 P1 -

l'P) [46]. Another experimental evidence comes from analysis of angular distribution in 

the reaction e+e- - J/"1 -w [12], which implies [56] that in the time-reversed process 

w-J/1/J, B~ is non-zero, B~(l'P- Jft/J) = 0.102±8:~:. 

b) Eft"ective lagrangian approach 

The contribution of helicity zero in pp amtlhilation due to the non-zero proton mass can 

be evaluated using the effective lagrangian approach. The interaction of a JPC = 2++ field 

-
-
-
-

-

-
-

-
-
-
-
-
-
-
-
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with a proton and antiproton can be described by the following lagrangian [9, 59] 

(2.15) 

where p and p are spinors representing the proton and antiproton, and T""' is a tensor field 

describing the x2 • Taking standard tensors t) corresponding to helicity ±1 and 0 states 

of the x2 , and Dirac spinors of mass mp to describe the proton and antiproton [58], one 

obtains 

Bg _ 16 (·11lp) 2 

2 - ' Bi 3 Tnx::r 
(2.16) 

where B~ is the probability of pji annibi1ation with helicity O, and 2 B~ is the probability of 

heliclty ±1. Taking into account the normalization condition 2.6, one gets 

B~ = 0.157. (2.17) 

Analogom predictions can be made for the reaction pji - J /t/J, using L.11 ex frr,,pVµ. 

The result, ~ss
2

(w-J/t/J) = 4(~)2 , or Bg(w-J/t/J) = 0.155, is in rough agreement 
1 nlJ/f1 

with the experimental result (see section 2.2.la), while the prediction of massless QCD is 

in disagreement with that result. 

Even though the effective lagrangian approach offers an improvement compared to mass-

less QCD by incorporating a non-zero proton mass, it neglects the quark structure of the 

proton and the antiproton, treating them as pointlike objects. A more realistic description 

of pP annihilation is discussed in the following section. 
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Q 

p 

p 

Figure 2.5: Schematic picture of the annihilation pfi - x2 , in the quark-diquark model of 
the proton (Q stands for a diquark and q for a quark). 

c) QCD calculation using quark-diquark model of the proton 

The contribution of helicity zero in pP - x2 annihilation has also been predicted by 

a QCD-based calculation, using a quark-diquark model of the proton [60]. In a standard 

QCD scheme," an exclusive interaction is described by the convolution of a hard elementary 

process, involving free hadron constituents, with a soft part, the hadronic wave function, 

which models the hadronization of the constituents into the observed particles. In the quark-

diquark model it is assumed that the elementary constituents of the proton are a quark and 

a di quark (bound state of two quarks); the annihilation process is shown schematically 

in Fig. 2.5. The quark-diquark model is used in order to model non-perturbative effects, 

namely sharing of the proton momentum by its constituents; motivation for using this model 

can be found in Refs. [60,61] and references therein. 

An advantage of the quark-diquark approach, compared to the standard pure quark 

model, is that the QQg vertex (where Q stands for diquark) allows a spin flip for massless 

quarks and diquarks, while the qqg vertex does not. Consequently, the coupling of pp to 

J = 0 charmonium states (such as T/c and xo) is not forbidden, and also the contribution 

-
-
-

... 

-
-
-

-
-

-
-
-
-
-
-
-
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of helicity zero in pP -+ x2 does not vanish. Alternatively, one could use the standard 

pure quark approach with massive quarks, which allows spin flip; I am not aware of such a 

calculation for the helicity zero contribution in pP -+ x2 • Other predictions made using the 

pure quark approach., of the partial widths r(x1,2 -+ pjj), seem to be more dependent on 

the proton wave function than the predictions of the quark-diquark scheme [62]. 

In the calculation of Ref. [60], quarks and diquarks are assigned non-zero (running) 

masses. The acceptable ranges of the free parameters of the model are determined [62] 

by comparing the predictions for the widths r(x1,2 -+ l'P) with experimental results. The 

contribution of helicity zero in pP -+ x2 is found to be 

B~::::: 0.16. (2.18) 

The prediction is not sensitive to the parameters of the model, including the quark-diquark 

momentum. distribution. 

It should be mentioned that while the quark·diquark approach is successful in predicting 

the widths r(x1,2 -+ w), and allows for the decay "le -+ pP, it fails to predict the rate 

of that decay: the measured rate is four orders of magnitude larger than the theoretical 

prediction [62]. 

2.2.2 Multipolarity in the radiative decays x1,2 - J /.,P; 

In the non-relativistic, long-wavelength approximation, the radiative decays x1 ,2 -+J /1/J "( 

are pure dipole transitions. Higher order rnultipoles arise as a consequence of relativistic 

corrections to the interaction of the radiation field with charmonium [5, 37, 63, 64]. The 

amplitudes corresponding to higher multipoles are of the relative order of u2 / c2 (or E., /me, 

where E.., is the photon energy), with v2 /c2 ::::: 0.15 in charmonium. 



.. 
38 -

The radiative widths r(x1,2 - J / t/J;) receive contributions only of the order of ( v2 / c2 ) 2 

from the higher multipoles, because the interference terms (El with M2 and with E3), -

which are proportional to v2 / c2 , cancel out when integrated over all angles. In addition, 

the widths are sensitive to the nature of the cc potential, relativistic corrections, and coupled 

channel effects2 [37,38]. On the other hand, the angular distributions depend on higher 

multipoles at the order v2 / c2, and they are not sensitive to the potential; thus, the angular 

distributions are uniquely suited to study the contributions of higher multipoles. 

The higher multipole amplitudes in the decays xJ-J /t/J; and t/J', t/J"-xJ ;, have been 

calculated in Ref. [5]. The calculation uses the framework of the potential model of char-

monium, and takes into account relativistic effects of the order v2 / c2• The hamiltonian of 

the interaction of charmonium with the radiation field, which is a relativistic generalization 

of the hamiltonian given by Eq. 1.12, is written as 

2 • ( ) &ec ... ... ... ... ec ... ... ec ... ... 
1-l.emr =?: 2 A;-[r;, 1-lo) + (r;, 1-lo)·A; - "'" (l+1tc)S;-B; - 2m2 (1+21tc)S;-(E;xp;) , 

1=1 "-C c 

(2.19) 

where A; = A(rj, t) etc, 1io is the relativistic hamiltoni~ of the isolated charmonium 

system, and ec, me and ltc are the charge, mass, and anomalous magnetic moment of the 

charmed quark. Eq. 2.19 includes only those terms which contribute to parity-changing 

one-photon transitions, to relative order v2 /c2• 

In the case of the X:i, the normalized multi pole amplitudes are the following 

(2.20) 

1 Coupling between charmonium states due to common decay clumnels to charmed mesons, see Ref. [29] 
for details. 

-
-
-
-
-
-
-
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_ iE.., J3l{TtillT2llx2) +~(I+ "c){TJillS2llx2) 

2me VS {t/1llX1llX2) ' 
(2.21) 

and iE.., 1 {"1llT3llX2) 
a3 ~ - 2mc J35 {t/1llX1llx2} · 

(2.22) 

The reduced matrix elements can be expressed in terms of integrals It, .. 14 , involving radial 

wave-functions of the initial and the final charmonium states 

(TlillX1llX2) = - v'5 ( al1 - _b 12) 
3 sv'2 ' 

(t/1llT2llX2) 
v'3 = --bl2 2v'S , 

{t,bllS2llX2) = If ( af 1 + b ~ 12) , 

and (t,bllT3llx2) 
iv'2 

(2.23) = - v'7b(3J4 + 8/2). 
5 7 

The numerical values of the integrals are given in Table I of Ref. (5]. The coefficients a, b 

specify the fractions of 5- and D-wave in the J/t,b: 1"1) = aj13S1) + bl13D1). The admixture 

of D-wave is expected to be small: the mixing due to relativistic effects, calculated in first 

order perturbation theory, is b = -1.53 [38], and the mixing due to coupled channels is of 

the order of 10-4 (30]). If bis assumed to be zero, expressions 2.21, 2.22 become independent 

of the matrix elements, and thus independent of the potential: 

- _ __!_ E.., (1 +" ) 
a2 y'5 4mc c , 

and a3 0. 

m 2 -m2 

The photon energy E-y = ;mx "' = 430 Me V for X2 • 

(2.24) 

(2.25) 

The quadrupole amplitude a2 is sensitive to the charmed quark mass and its magnetic 

moment. The value of me in the literature varies between 1.3 and 1.8GeV /c2 ; the anomalous 
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magnetic moment will be discussed later. Assuming me= 1.5 GeV /c2 and "e = o, one gets 

a2=-0.096. 

The vanishing of the octupole amplitude a3 can be explained in terms of the single

quark radiation hypothesis (SQR) [65]. In this hypothesis it is assumed that the photon is 

emitted by one quark (as opposed to the charmonium as a whole), orbiting around the other 

spectator quark; this assumption is apparent in the form of the hamiltonian. (Eq. 2.19). The 

total angular momentum of a quark orbiting the x2 (L = 1) is Ji= 3/2; the final angular 

momentum, of the quark orbiting the J /t/J (L = 0) is J1=1/2. From angular momentum 

conservation, the multipolarity le is restricted to Ji+ J1 ~ le~ !Ji - J1I, thus the octupole 

transition is forbidden. 

H there is an admixture of D-wave in the J /t/l, the above argument no longer holds. 

However, using Eqs. 2.22, 2.23, and the values 11 = 0.418, 12 = 0.664, 14 = -0.890 [5], one 

obtains a3 = 0.022·b; thus, for b = -1.53, the octupole amplitude has a negligibly small 

value of 0.0003. 

In the case of the X1 the general formulae for a1, "2 are the same as in the case of the 

X2 (Eqs. 2.20, 2.21), with IX:r) replaced by lx1 ) in the reduced matrix elements. The matrix 

elements are 

and 

(t/lllX1llX1) 

(t/JllT2llX1) 

(2.26) 

-

-
-
-
-
... 

-
-
-
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As in the case of the X:a, with the assumption of no D-wave mixing ( b = 0) the quadrupole 

amplitude becomes independent of the potential 

E 
a2 ~ __ .., (1 + 1ee), 

4mc 
(2.27) 

with E.., = 389 Me V in the case of the Xi. Assuming me = 1.5 Ge V / c2 and "c = O, one 

obtains a2 = -0.065. 

The expressions for a2(x,) and a2(X1 ), given by Eqs. 2.24 and 2.27, coincide with those 

of Ref. (63], after the helicity amplitudes given in that reference are expressed in terms of 

the normalized multipole amplitudes. 

c) Anomalous magnetic moment of the charmed quark 

The quadrupole amplitudes are sensitive to the anomalous magnetic moment of the 

charmed quark; a short discussion of this topic follows. The anomalous magnetic moment 

" measures deviations of the magnetic moment jl from that of a free Dirac particle: 

_, e ( )_, 
µ. = - 1 + " <T. 2m 

(2.28) 

In the case of a quark in a bound system, such deviation can be caused by non-perturbative 

binding effects, see Ref. [66]. A simple model calculation in this reference, considering 

fermions confined in a rigid sphere, suggests that the resulting deviations are 203 or less. In 

Refs. (67] anomalous magnetic moments of light quarks in hadrons, due to higher order QCD 

corrections, are proposed, in order to explain radiative decay rates of vector mesons, and 

magnetic moments of baryons. Because of the non-perturbative nature of the anomalous 

magnetic moments of bound quarks, they cannot be calculated; rather, they have to be 

determined from experimental measurements. 
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The anomalous magnetic moment of a charmed quark in charmonium can, in principle, 

be determhied by studying the Ml decays J/t/J,"1'-f'fe"Y· The rates of these decays are -

sensitive to "ei in the non-relativistic limit, the rate for the J /"1 is proportional to the 

square of the magnetic moment (Eqs. 1.14, 2.28) 
.. 

16 ( e )
2 

f(J/t/J-f'fe7) = - _e (1 + "e) aE., 3 • 
3 2me 

-(2.29) 

-
Using the measured value f(J/"1-f'fe"Y) = 1.09 ± 0.32keV [22], me = 1.5 ± 0.3GeV/c2 

and E., = 0.115 GeV, one obtains "c = -0.38 ± 0.09 ± 0.10, where the first error.is due -

to experimental error on the width, and the second corresponds to the uncertainty of me. 

The non-relativistic approach is obviously an over-simplification, as was discussed in sec-

tion l.2.3b. A relativistic calculation of the Ml rates for the J / "1 and t/J' is presented in 

Ref. [38]. Comparing their prediction for the J / t/J with the measured value (assuming a 

purely scalar confining potential, f'fs = 1), one gets "c = -0.01±8:~3, with the error due to 

the experimental uncertainty of the width. However, iJi order to explain the measured value 

of the f/J' width, the model requires a much bigger value of the anomalous magnetic moment, 

"e = -0.80 ± 0.04, in contradiction with the previously obtained value. In Ref. [40] it is 

shown that this problem can be remedied by using a different (non-singular) c-c potential. 

The resulting predidions for both J /t/J and t/J', made with the assumption "e = O, are in 

reasonable agreement with experimental values. In summary, it seems that the predictions 

-
-
-

-
-

for the Ml decay rates, especially for the t/l, are very sensitive to other factors, like the -

choice of potential and coupled channel effects (see Ref. [ 68]), and cannot be used to reli-

ably determine "e· In fact, measurement of K.e from another process would offer a useful 

constraint for these calculations. The El decay rates ( t/J'-+XJ 'Y a11d xJ-Jj.,P 'Y) also receive -
corrections due to the anomalous magnetic moment [37, 38, 63], but these corrections are 

much smaller than in the case of the Ml transitions. 

-
-
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Chapter 3 

E-760 experimental setup 

In order to study charmonium states formed in pP annihiJation, the Fermilab experi

ment E-760 used the p beam circulating in the Antiproton Accumulator, colliding with a 

hydrogen gas jet target. Interactions were recorded with a detector optimized for detection 

of electromagnetic decays of ch~onium states. This chapter describes the E-760 beam, 

target, detector, trigger and data acquisition system. 

3.1 The antiproton beam 

For a precision study of the charmonium spectrum in the pP annihilation, the antiproton 

beam has to meet the following requirements: 

1. The beam energy E,, must be adjustable between 3.8 and 7.1 GeV (total energy), in 

order to be able to reach all charmonium states of interest; 

2. The beam momentum spread (or center-of-mass energy spread) must be very small, 

in order to measure masses and widths of narrow charmonium states like J /t/J, t/J', Xi, 

and X2 i 

3. High p beam currents are needed, in order to achieve the high lwninosities needed to 

detect signals of the order of several picobarns (e.g. 1 P1 , T/c, and T/~). 

These requirements are satisfied by the antiproton beam of the Fermilab antiproton 

source [48, 49, 69-71]. The antiproton source was originally designed to accumulate and 



44 

cool1 antiprotons, at Er, = 8.8 GeV, for the Tevatron colliding beam program. For E-760, 

the antiproton Accumulator was used in a different mode, because the beam had to be 

decelerated. The operation of the p source for E-760, and the beam characteristics, are 

briefly described below. The beam parameters quoted come from Refs. [48,49], unless 

otherwise specified. 

Fig. 3.1 shows the location of the p source (consisting of the Debuncher and the Accu-

mulator rings), and of the E-760 experimental area in the Fermilab machine complex. The 

antiprotons were produced by bombarding a copper target with 120 Ge V protons, acceler-

ated in the Main Ring. Antiprotons of total energy of "' 8.8 Ge V were collected, with a 

typical yield of 1 antiproton per 105 incident protons, and transported to the Debuncher 

ring, where the large momentum spread of the beam was reduced~ The antiprotons were 

then injected into the Accumulator ring, where the beam was continuously accumulated 

and cooled. The antiproton accumulation (or stacking) rate was "' 1010 p/hour. At the 

end of the stacking process, there were typically 3.5 x 1011 antiprotons circulating in the 

Accumulator. At that time, the beam was decelerated to the desired energy, at a rate 

of "' 20 Me V / s. After deceleration, the beam was cooled again, then the gas jet target 

was turned on and data taking began. Table A.1 in the Appendix shows beam energies 

corresponding to the masses of charmonium states. 

Stochastic cooling of the beam [69, 72] was essential for the success of the experiment. 

It counteracted the growth of beam emittance2 and the loss of beam energy resulting from 

repeated traversal of the gas jet target, and reduced the beam energy spread. The achieved 

momentum spread of the beam was 6.'Pf,/'Pf, :::::: 2 x 10-4 (r.m.s.), which corresponds to a 

center-of-mass energy spread 6.Ecrn == ~~: 6.E,, of 220 keV at the T/c energy, and 310 keV 

at the t/l energy. 

1 Reduce momentum and energy spread of the beam. 
2 Emittance is a measure of transverse momentum spread of a beam. 

-
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Figure 3.1: Location of the fJ source and the E- 760 in the Ferntllab machine complex. 
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The beam had a diameter of,...., 5mm (for 953 containment), and it traversed the gas jet 

target with a frequency of 0.61-0.63MHz. The lifetime of the beam was 50-90 hours when 

the gas jet target was on. Each stack was used for 1-2 lifetimes; then the remainder of the 

beam was discarded, and accumulation of a new stack begun. 

3.2 The hydrogen gas jet target 

The E-760 target consisted of a continuously flowing H2 gas jet, crossing the antiproton 

beam at 90°. The instantaneous luminosity L, which determines the number of pjJ interac

tions in unit time (Nint = L • creoe, where creoe is the total pP cross-section), can be expressed 

as 

L =Np· fr· p, (3.1) 

where Np is the number of circulating antiprotons, fr is their revolution frequency, and p 

is the thickness of the target traversed by the antiprotons (in units of atoms/cm.2). The 

optimal thickness of the target is 1013-1014 atoms/cm.2: a much thicker target would perturb 

the beam too much, while a thinner one would lead to an unacceptably low luminosity. 

A target with the required density and appropriate geometry was built using the tech

nique of molecular cluster jet beams [73]. In the expansion of a gas from high pressure and 

low temperature through a nozzle of special geometry and very small aperture (30 µm), a 

-
-
-
-
-
-
-
-
-
-
-
-

flux of large clusters of H2 molecules is created. These are moving at supersonic speeds, -

hence the name "jet". 

The target system used by E-760 was similar in design and performance to that of the 

R704 experiment [44]. The gas expansion took place at typical operating conditions of 

Po = 10 bar and To = 77°K [45]. A system of collimators selected the central, denser part 

of the jet which, after crossing the Accumulator ring, was absorbed by the .sink pumps. In 

-

-
-
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order to limit the increase of pressure in the Accumulator vacuum pipe, both the expansion 

and the sink chambers were separated from the vacuum pipe by several pumping stages. 

The density of the target was "' 5 x 1013 atoms/cm.2 [47], and the peak luminosities 

obtained were"' 9 x 1a3°cm-is-1. The density of the target could be adjusted during data 

taking, in order to maxirniie the time-integrated luminosity 

Lint =I L(t) dt, (3.2) 

which depends on both the target density and on the antiproton beam. lifetime. 

The transverse size of the interaction region was determined by the beam size ("' 5 mm), 

and the longitudinal size by the thickness of the Hi jet ("' 6 mm). A point-like interaction 

region was fundamental for simplifying the design of the detector, and it facilitated event 

reconstruction. 

3.3 The E-760 detector 

The E-760 detector was a large acceptance, high-resolution, non-magnetic spectrometer. 

It was designed to select electromagnetic final states (such as large invariant mass e+e-, 

e + e- "Y, "Y"Y, and multi-"Y states) from a very large hadronic background. 

The detector, shown in Fig. 3.2, had cylindrical symmetry around the beam pipe. It 

covered the complete azimuth, and the laboratory polar angle 9rab from 2° to 70°. In 

addition, there was the luminosity monitor detector, which covered 2° in azimuth and the 

9rab range from 80° to 92°. 

The main detector consisted of a central part, which covered the 9rab range from 10° to 

70°, and of a forward part, which extended the 9rab coverage down to 2°. The central part 

included the following detectors (arranged in cylindrical layers, from the beam pipe out) 
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a) the scintillator hodoscope Ht, 

b) the inner straw tube chamber, 

c) the inner tracking chamber, 

d) the scintillator hodoscope H2, 

e) · the threshold Cherenkov counter, 

f) the outer tracking chambers, 

g) the central electromagnetic calorimeter ( CCAL ). 

The forward part consisted of the following detectors (placed perpendicularly to the beam 

pipe) 

h) the forward veto counter, 

i) the forward straw tube chamber, 

j) the forward electromagnetic calorimeter (FCAL ). 

The hodoscopes and the veto counter were used to identify charged particles, the Cherenkov 

counter provided electron/hadron discrimination, the tracking chambers (this term includes 

also the straw chambers) provided measurement of charged particle trajectories, and the 

calorimeters measured the energy and direction of electrons and photons. Additionally, all 

the detectors, except for the tracking chambers, were used for trigger purposes. 

In the following sections, the design and performance of these detectors is described in 

detail. 



50 

3.3.1 The hodoscopes HI and H2 and the forward veto counter 

The scintillator hodoscope Hl was the closest detector to the interaction point. It 

consisted of 8 azimuthal elements, surrounding the beam pipe. The second scintillator ho

doscope H2 was placed at a radius of 17 cm from the beam line, and consisted of 32 azimuthal 

elements. The light from both Hl and H2 was collected by lightguides and detected by pho

tomultipliers. Since the light yield of H2 was good (average of 50-100 photoelectrons per 

minimum ionizing particle [48]); the pulse height was also used to distinguish single charged 

particles from close e+ e- pairs originating from Dalitz decays or from photon conversions. 

The forward veto counter was placed 178 cm downstream from the interaction point. It 

had an approximately annular shape, with an inner radius of 3.8 cm and an outer radius 

of 38 cm, and consisted of 8 azimuthal scintillators. The light was collected by phototubes 

attached directly to the counter surface. 

3.3.2 The Cherenkov counter 

The Cherenkov counter [74] was pla~ed immediately outside the H2 hodoscope. It was 

divided into two separate, gas tight sections, covering 01a11 regions from 15° to 38° and from 

38° to 70° respectively. Each cell was divided into 8 azimuthal sections. 

The small-angle section was filled with C02 , and the large-angle section with Freon-13, 

at atmospheric pressure and room temperature. As a result of this design, the hadron 

momentum threshold for Cherenkov radiation was above the maximum possible hadron 

momentum in the entire Oiab range covered by the counter. 

Light collection was simplified by the small size of the interaction region. Light was 

focused on the windows of photomultipliers by elipsoidal mirrors in the small angle section, 

and by an arrangement of spherical and flat mirrors in the large angle section. 
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The light yield was 4-16 photoelectrons in the small angle section, and 6-10 photo-

electrons in the large angle section. The Cherenkov discriminator threshold was set at 

0.5 photoelectrons, in order to maximize efficiency for electrona. Outside of the region of 

the partition, separating the two gas tight sections, the efficiency was found to be 99.83. 

In the partition region (81a0 from 33° to 39°) the efficiency varied between 60% and 80%, 

depending on 814 ,, [75]. The inefficiency was due in part to shadowing from the partition, 

which covered larger than expected 81a0 range because the detector was placed ,..., 1 cm 

downstream from the nominal position, and in part to poor quality of two mirrors in the 

partition region. 

The electron/hadron discrimination power was studied using clean samples of charged 

pion and proton tracks. It was found that approximately 13 of hadrons were associated 

with a Cherenkov signal above the discriminator threshold. 

3.3.3 The tracking chambers 

The inner straw tube chamber [76] was the innermost tracking detector, located just 

outside of the Hl hodoscope. It consisted of two cylindrical layers of aluminized mylar 

tubes (stnnaa), approximately lOmm in diameter. The azimuthal angle information was 

obtained by drift time measurement, and the longitudinal coordinate3 was determined by 

charge division on the resistive anode wires. 

The inner tracking chamber occupied the space between the inner straw chamber and · 

the hodoscope H2. It cousisted of two detectors: the radial projection chamber (RPC) 

on the inside, and the multiwire proportional chamber (MWPC) [77]. The RPC provided 

measurements of 3-dimensional particle trajectories, measuring the azimuthal and radial 

coordinates using wire number and· drift time, and the longitudinal coordinates using charge 

3 The uimuthal and longitudnal coordinates refer to the frame in which the Z axis is along the beam 
direction. 
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division along resistive sense wires. Additionally, it provided measurements of the charged 

particle energy loss, which was used to distinguish single electrons from close e+e- pairs. 

The digital readout of the MWPC wires allowed the resolution of the left-right ambiguity 

in drift time RPC measurements, and the analog cathode readout improved resolution of 

the longitudinal coordinate measurement. 

The outer tracking chambers [78] included two detectors: the cylindrical limited streamer 

tube (LST) chamber, and the forward tracking chamber (FTC). The LST barrel occupied 

the space between the Cheren.kov counter and the CCAL; the FTC was a planar, annular 

multi wire proportional. chamber, placed perpendicularly to the beam pipe, 170 cm down

stream from the interaction point. The outer tracking chambers provided azimuthal. and 

polar angle measurement for charged particles. 

The forward straw tube chamber was placed 321 cm downstream from the interaction 

point, in front of the FCAL. It consisted of four octagonal. planes of straw tubes (lOm.m 

diameter), and provided position measurement for charged particles in the forward direction. 

The overall angular resolution of the traclting system in the central. part was t181a.b :::::: 

4mrad a.nd f1</11a.b:::::: 7mrad (r.m.s.) (47]. 

3.3.4 The calorimeters 

a) The central calorimeter (CCAL) 

The central electromagnetic calorimeter [79] covered full azimuth and the 81a.b range from 

10.6° to 70°. It consisted of 1280 lead glass (F2) blocks, each pointing to the interaction 

region. The blocks were arranged in 64 identical. sections in </Jra.b (wedges), and in 20 polar 

rings. Each block covered 5.625° in </J1a.b and between 1.1° and 5.2° in 8ia.b· The length 

of blocks varied from. 38 cm to 50 cm, which corresponds to 12-15.9 radiation lengths, and 

the distance from the interaction region to the face of a block varied from 72 cm to 197 cm. 
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The blocks were tightly packed together, and were separated by thin stainless steel supports 

(craclu). The cracks in the tf>ru direction were l.52mm thick, and those in the Bia direction 

were 0.25 m m thick. Light from the blocks was collected by the photomultipliers glued to 

the back surface of the blocks, and the output from the phototubes was digitized in 11-bit 

AD C's. 

In addition to using individual signals, the blocks were grouped in 40 segments of 5 x 8 

blocks, forming a coarse 81u-tf>1u grid. The signals within each group were summed, and 

used in the fast trigger logic [80] (section 3.4.1). The summed signals were also used to 

classify the CCAL signals as on-time and out-of-time with respect to the trigger [81}. This 

was accomplished by additionally recording the summed signals with a delay of"' 100 ns, 

and comparing magnitudes of delayed and un-delayed signals. The method worked reliably 

for energy deposits greater than 200 MeV. 

During the 1991 run th~ CCAL calibration constants4 were determined using a large 

number of pji-+1r01r0-rrrr events. For each event, photon energies can be predicted using 

their measured directions; the calibration constants were adjusted so that the average dif

ference between measured and observed energies was minimized. The calibration constants 

were updated approximately once per stack, to reflect their change in time. During the 

1990 run, the ,,.o,,.o events could not be used for calibration purposes, because of improper 

timing of the neutral trigger (see section 3.4), through which these events were accepted. 

Instead, the calibration constants were determined using the w-J /tfJ-e+e- events. The 

nwnber of these events was much smaller than the number of .,..o.,..o events, since they re

quired special data taking at Ecm = mJNC2
, while the latter were produced at any value of 

Ecm. Consequently, the calibration constants during the 1990 run were less accurate, and 

the effective 1990 energy resolution of the CCAL was worse than during the 1991 run. 

The effect of the steel cracks on the CCAL performance was studied during the CCAL 

•Proportionality constants between ADC counts and energy units. 
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tests at BNL [79], and also using the E-760 data. Energy loss in the vicinity of the cracks 

was parametrized as t:&E/E = Aexp(-d/A), where dis the track distance from a crack, 

A~ 0.42cmand A~ 16.13 (for the cracks in </>1ab direction). Corrections for this effect were 

made in the off-line analysis program. The cracb also caused deterioration of energy and 

position resolution in their vicinity, which was taken into account in the off-line resolution 

parametrization. 

Energy and position resolution were studied using a sample of -4000 pfi-+J /,P-+e+e-

events. The effective energy resolution (r.m.s.) was parametrized as 

tiE/E = 53/VE[GeV] + 0.53 + 303 (/cor -1) (3.3) 

for the 1991 run, and 

t:&E/E = 53/ JE [GeV] + 3.03 + 303 (/cor - 1) (3.4) 

for the 1990 run. The higher value of the second term for the 1990 run is due to less accurate 

calibration. The third term is due to the cracks (/cor is the crack correction factor for the 

energy), and is important only for the tracks hitting within 1 cm from a crack. The position 

resolution (r.m.s.) was parametrized as follows 

126.5 
tl.81u [mrad] = (3.7 + 1.6<1,)"Jl, 

tl.4>1ab [mrad.] = ( 5.9 + 2.6 dq,) ~8 · 
7 

, 
R sm81ab 

(3.5) 

(3.6) 

where d,, dq, are distances (in cm) of the track from the nearest crack along the 9iabt 

4>1ab directions respectively, and R is the distance (in cm) of the shower center of gravity 

from the interaction point. The spatial resolution averaged over the CCAL surface was 
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b) The forward calorimeter (FCAL) 

The forward calorimeter [82] was a sampling electromagnetic calorimeter. It was placed 

340 cm dowrutream from the interaction point, and extended the 810 11 coverage of the E-760 

detector down to "' 2°. It consisted of 144 rectangular modules, arranged in a 13 x 13 

array, with 6 modules removed in each array COrI!.er, and one center module removed in 

order to allow for the beam pipe. Each module consisted of 148 alternating layers of lead 

and scintillator plates. The transverse dimensions of modules were 10x10 cm2, and module 

length was 48.4 cm, corresponding to 14.2 radiation lengths. The light from each module 

was collected by a wavelength-shifter bar placed on one side of the lead-scintillator stack, 

through a light guide, to a photomultiplier. 

In addition to using individual signals, the FCAL modules were grouped into 6 segments 

(24 modules each), and the summed signals from the segments were used for trigger pur

poses. The summed signals were also read out by a TDC, providing timing information for 

FCAL energy deposits. (This feature was implemented only in 1991.) 

The FCAL calibration constants were determined using signals from cosmic ray muons, 

passing vertically through the calorimeter. (Muons deposit a constant, on average, amount 

of energy per unit path length.) In 1990, such events were collected during special FCAL 

cosmic runs between the E-760 stacks; in 1991, the FCAL cosmic trigger was implemented 

as a part of the general trigger, and the cosmic events were collected continuously during 

the E-760 data taking. The calibration constants were updated on a weekly basis; this was 

necessary in order to account for observed photomultiplier gain changes with the luminosity. 

The performance of the FCAL was studied using photons from several reactions, includ

ing 'Pfi-+XJ-+J /t/ry-+e+e--y, and pfi-+7r0 17-+-y-y-y-y, as well as EGS4 Monte Carlo simulator 

of electromagnetic showers [83]. It was found that the response of the FCAL blocks varied 
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(up to 203) as a function of the distance ofa hit from the wavelength-shifter bar, because 

of attenuation of light in the scintillator plates. Corrections for this effect were implemented 

in the off-line analysis program. 

The effective FCAL energy resolution was found to be 

AE/E ~ 193h/E[GeV], (3.7) 

and the position resolution 

(3.8) 

where z and y are cartesian coordinates in the plane perpendicular to the beam direction. 

3.3.5 The luminosity monitor 

The luminosity monitor [84] was mounted approximately 1.5 m below the interaction 

point, and consisted of a 1 x 5 cm2 and 0.5 mm deep silicon detector. It detected recoil 

protons elastically scattered at 8rab=86.5°. The integrated luminosity was determined by 

normalizing the recoil counts to the known pji elastic scattering cross section, 

(3.9) 

where dfZ is the solid angle subtended by the silicon detector. The ±4 3 uncertainty in the 

integrated luminosity measurement was due mainly to the uncertainties in the elastic cross 

section and in the solid angle dn. 
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3.4 Trigger and data acquisition 

This experiment was designed to look for two kinds of charmonium decays: decays with 

a high invariant mass e+e- pair in the final state (e.g. reactions 1.18, 1.21), and exclusive 

decays to two or more photons (e.g. 1.17, 1.26). A trigger designed for detection of e+ e

pairs (so called charged trigger), and a trigger for the neutral final states (neutral trigger), 

were used in parallel during the data taking. The data analysed in this thesis come from 

the charged trigger, which is described below. (Description of the neutral trigger can be 

found in Ref. [50].) 

3.4.1 Charged trigger 

The exclusive e+ e- final state has a simple signature of two electron tracks satisfying 

2-body decay kinematics; in the inclusive decays of charmonium states to J /.,P--+e+e-, 

the J /"1 carries a significant fraction of the p momentum, and the 2-body kinematical 

correlation of the e+ e- pair is only slightly distorted. Thus, the charged trigger required 

two high energy, approximately back-to-back electrons, defined by signals in the Cherenkov, 

hodoscopes Hl and H2, and the CCAL. In addition, in order to cover the region where the 

Cherenkov was inefficient, and to study the efficiency of the CCAL component of the trigger, 

three other triggers with relaxed Cherenkov or CCAL requirements were run simultaneously. 

Thus, the charged trigger was a logical OR of four subtriggers (called !l-,1-,0-Cherenkov, 

and no-CC AL respectively), and was defined as follows 

(PBGl ® ee ® nHl 5:4 ® nll25: 4) 2-Cher 

EB (PBGl ® ehh ® nH1=2 ® nH25:2 ® copl) 1-Cher 

EB (PBGl ® hh ® nH1=2 ® nH25:2 ® copl® FCH) 0-Cher 

EB (ee ® nH1=2 ® nH25:2) no-CC AL 
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where 

®,@ denote logical AND and OR operations respectively; 

P BGl denotes two coincident signals in the CCAL 5 x 8 block segments, above a Dia.11-

dependent energy threshold, and separated in <Pia11 by more than 90°; 

e denotes an electron track, defined by a coincidence of signals from Hl, H2 and Cherenkov 

modules overlapping in <Pia11; 

h denotes a charged track, de.fined similarly to the electron track, but without the 

Cherenkov requirement; 

nHl, 2 denote hit multiplicities in the Hl and H2 hodoscopes; 

copl ( coplanarity) denotes the requirement that the two H2 hits be separated in <Pia.b by 

16 ± 1 hodoscope elements; 

FCH denotes the requirement of no signal in the forward veto counter. 

The thresholds for the PBGl were detennined from the event .kinematics [80]. Fig. A.2 in 

the Appendix shows energy of electrons from the decay Xi.2 -+J / "17-+e+ e-1 as a function 

of Di.,, (from a Monte Carlo simulation). For each of the five Di.,, regions, corresponding 

to the 9iab-<Prab summer grid, the thresholds were set at 703 of the lowest kinematically 

allowed electron energy in that region. 

3.4.2 Data acquisition 

The data were read from CAMAC using the Fermilab Smart Crate Controller system [85] , 

and the ACP microprocessor farm [86]. The events were then transferred to the Front-End 

MicroVAX II, and written to magnetic tapes. 
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The hardware trigger rates for the charged trigger were less than 25 Hz, which was low 

enough to write all events to tape. For the neutral trigger, the rates were as high as 800 

Hz at peak luminosity, and it was necessary to use a second-level ACP trigger, in order to 

reduce rates to manageable level. 

In addition to writing events to tape, the Front-End VAX. was continuously sending a 

fraction of events to the Monitor Micro VAX II. These events were used as input to an on-line 

program which monitored performance of the detectors, and to the on-line event-display 

program. An example of the event display, for the x2 -+J / t/J 7-+e+ e-7 reaction, is shown in 

Figs. 3.3 and 3.4. 
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Figure 3.3: A typical X2 __. JftfJ; __. e+e--y event, seen on the E-760 event display: cross· 
section through the detector in the plane perpendicular to the beam direction (not to scale). 
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Chapter 4 

Data analysis 

This chapter describes the analysis which was done to to extract angular distribution 

parameters from the data. The first section ( 4.1) explains the preliminary off-line analysis 

and DST-making process. This part of the analysis was common to all E-760 studies 

involving charmonium states decaying into J /t/1 (reactions 1.18, 1.21, 1.22, 1.24, 1.25, 1.27, 

1.28 ). The remainder of this chapter is devoted to the particular analysis of the angular 

distributions in the reactions 

( 4.1) 

In section 4.2 I discuss kinematic fitting and how it is used in the event selection. Deter

mination of the angles which define kinematics of each event is described in section 4.3. 

Raw and acceptance corrected angular distributions are presented in section 4.4, and some 

qualitative conclusions about the values of angular distribution parameters are made. The 

maximwn likelihood method used to determine the parameters is described in section 4.5. 

In section 4.6 sources of systematic errors are discussed, and modifications to the likelihood 

function and to the data sample in order to reduce these errors are described. 
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4.1 Preliminary data analysis 

4.1.1 Data summary 

Table 4.1 shows a summary of the data used in the analysis of the angular distributions. 

In addition to the x1 and x2 data, I have listed the data which were used to estimate 

background levels. 

In the 1990 run, the x1 and x2 data were collected not only to study the angular 

distributions, but also to measure masses and widths of the Xi,l states [47]. The beam 

energy was changed in small steps (energy scan) in order to measure the cross-section as 

a function of center-of-mass energy Ecm. This is the reason for listing an energy range in 

Tab. 4.1, instead of a single value. In the 1991 run, the x2 data were collected at Ecm 

corresponding to the peak cross-section. (During the first stack a mini-scan was performed 

in order to find the cross-section peak). The 1991 background data were also collected 

at several energies, and were primarily used to search for structures in the cross-section 

corresponding to the 1P1 [4&] and 77~ charmonium. states. 

4.1.2 Preliminary off-line analysis and DST's 

The goal of the preliminary off-line analysis was to convert electronic detector signals 

into particle momenta and energies, and to reduce the number of events for the final anal

ysis, based on event characteristics. Events selected in this process were written to Data 

Summary Tapes (DST's ). 

The process of converting electronic signals to particle tracks consisted of the following 

steps: 

1. decoding CAMAC module and channel number into detector channel number; 
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Table 4.1: Summary of data used for analysis of angular distributions. 

I year I resonance II stack I Ecm [MeV] I integrated luminosity [nb-1] I -1991 x2 1 3555-3557 797 
2 3556 706 
3 3556 1072 -total 2576 

background 1-16 3522-3526 15860 
(1 P1 search) -
background 1-6 3591-3621 5945 
( 17~ search) 

1990 X1 1 3509-3512 526 -
2 3510 99 
3 3509-3511 401 

total 1026 -
X2 1 3556 63 

2 3554-3564 398 
3 3554-3558 619 -
4 3557 80 

total 1159 
background 1-4 3524 1262 -
{1 P1 search) 
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2. pedestal subtraction; 

3. signal calibration/normalization; 

4. calorimeter cluster finding and energy corrections (e.g. for energy lost in CCAL 

cracks); 

5. transformation of hit and cluster coordinates from detector reference frames to a 

common laboratory frame; 

6. charged track finding (combining hits from charged-particle detectors); and 

7. association of charged tracks with calorimeter clusters. 

The DST's were made in three levels. The first-level DST selection was based on the 

trigger type, separating charged trigger events from neutral and other trigger types. The 

second-level selection relied on event kinematics, and the requirements were slightly different 

for the 1990 and 1991 data. For the 1990 data, the selection required a pair of CCAL clusters 

(found by the ACP software) with an invariant mass equal to the J /t/J mass ±153. In order 

_ to assure full efficiency of the selection, events were also accepted if the tot·al energy was 

greater than 1/2 of the total available energy and the number of CCAL ari.d FCAL clusters 

was 5 4, or if there were two charged tracks defined by Hl, H2 and Cherenkov coincidence. 

For the 1991 data, the second-level selection was simplified, and the only requirement was 

the existence of a pair of CCAL clusters with invariant mass greater than 2.5 Ge V / c2 • The 

third-level DST selection required that the high mass clusters be associated with charged 

tracks compatible with electrons: ·each cluster had to be associated with an H2 hit and a 

Cherenkov signal, if it was iu the region where the Cherenkov was fully efficient (01ab range 

of 15-33° and 39-60°). 

The reduction factor between the first and the third DST level was approximately 103 • 

For example, in the 1991 run there were 12, 466, 946 charged trigger events collected at the 
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x2 energy, and the final DST contained 13, 970 events. The number of events on the third

level DST's was small enough to perform more time-consuming analysis, such as kinematic 

fitting. 

4.2 Kinematic fitting and event selection 

4.2.1 Kinematic Fitting 

Kinematic fitting [87, 88] was used for three purposes. First, to provide a way of selecting 

x events from the background, based on the fit probability. Second, to find the optimal 4-

momentum values of the final state particles, using the measured values and the constraint 

equations. And third, to determine the 4-momentum of a photon in the cases when it was 

not measured. 

In the reactions 4.1 there are five constraint equations: total energy, 3-momentum con

servation and the J / .,P mass. The effective number of constraints is equal to the number of 

constraint equations minus the number of unknowns. In the case when all three final state 

particles are detected, there are no unknowns, and the effective number of constraints is 

equal to 5-0=5 (SC fit). If energy and direction (two angles) of a photon are not known, 

the effective number of constraints is 5-3=2 (2C fit). 

The SQUAW progr~ package (89] was used to perform the kinematic fitting. The 

electrons were chosen as the two highest energy clusters in the CCAL, since kinematics 

of the reactions 4.1 forbid a CCAL photon to have higher energy than electrons. For the 

purpose of event selection (described in section 4.2.2), a 2C fit was first performed 011 all 

events, disregarding the measured energy and direction of the photon. In the next step, a 

5C fit \Vas done in the cases when the photon was detected, in order to improve the accuracy 

of direction and energy determination. 
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Since kinematic fitting was later used to select events, and the event selection process 

should not bias the angular distribution, accurate knowledge of measurement resolution is 

very important. If, for example, the resolution errors were underestimated in some region of 

the acceptance, the fit probability in that region would be lower, and a cut on probability 

could introduce a bias in the angular distribution. Position resolution of the CCAL has 

been thoroughly studied and is presently better known than that of the tracking detectors, 

therefore I chose to use just the CCAL position measurement in the kinematic fit. (If a 

photon was going in the forward direction, the FCAL position measurement was used.) 

Such an approach was feasible because the position resolution of the CCAL was almost as 

good as that of the tracking system (see sections 3.3.3, 3.3.4). 

The assumptions about detector resolution made in the kinematic fitting program were 

tested on a control sample of x2 events. The events were selected using the electron quality 

indez, which was based on the Cherenkov, H2 and RPC signals and on transverse shower 

profile in the CCAL; it is described in more detail in Ref. [47]. (The event selection used 

later for the angular distribution analysis does not rely on the electron quality index, see 

section 4.2.2.) Fig. 4.1 shows the SC fit probability for the x2 events. The 1991 and 1990 

data are shown separately, because the effective energy resolution of the CCAL was different 

in the two years. Both probability distributions are essentially flat, which shows that the 

resolutfon assumed in the fitting program was correct. (The spike at zero is due in part 

to the background, and in part to bad measurements of electron or photon tracks, caused 

mainly by energy losses in the CCAL cracks.) The assumptions about detector resolution 

were additionally studied by looking at the stretch functions, or pulls, of the kinematic fit 

[88], which separate energy and position measurement information. 

The distribution of 5C fit probability for background events (selected using the same 

algorithm on the 1991 71~ search data) is shown in Fig. 4.2. It is strongly peaked at zero, 

indicating that a probability cut will remove most of background events. 
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Figure 4.1: Probability of the SC kinematic fit for (a) 1991 and {b) 1990 X2 data, selected 
using the electron quality index. 
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4.2.2 Initial event selection 

The goal of the event selection algorithm is to accept the maximum number of signal 

events while rejecting the maxhm1m number of background events. In addition, the selection 

used for the angular distribution analysis should not bias the angular distribution of the 

data. 

The event selection which was used by E-760 to measure masses and widths of the x1 

and Xi states [47] was based on the electron quality index. Such a selection could introduce 

a bias in the angular distribution, because of non-uniform efficiency of the detectors, and 

residual angle-dependence of the signals. 

In order to avoid this kind of bias, event selection used in this analysis was based only 

on the kinematic fit and on event topology. For electrons, only the information from the 

CCAL was used, where the efficiency is uniform and the resolution (in energy and position) 

is well known. The selection was designed to include events with the photon detected in 

the CCAL or in the FCAL, as well as those events in which the photon was not detected. 

In order to treat all events in the same way, independent of the Oiab of the photon, in 

the selection process I have used the 2C kinematic fit, which relies only on the e+ and 

e- signals. Additionally, a very low threshold on the fit probability was used, avoiding 

systematic effects due to underestimated measurement errors. After the kinematic fit, a 

cut on the nwnber of on-time CCAL clusters, depending on the predicted photon direction, 

was applied in order to further reduce the background. In addition, I have restricted the 

Oza.b range of the electrons to the region where the Hl hodoscope (which was a part of the 

trigger) was fully efficient. 

The cuts applied to the data are summarized below: 

1. Oi:;, and Of~ are between 15° and 60°; 

2. invariant mass of the e+e- pair is between 2.8 and 3.4 GeV /c2 ; 



-
10 

3. probability of the 2C fit is greater than 0.001; and -4. if photon is predicted to be within the CCAL acceptance (7.6° < ffla11 < 76°) 1 the 

number of on-time CCAL clusters must be ::; 3; otherwise the number of on-time 

CCAL clusters must be 2. 

-Table 4.2 lists the number of events which survive the above cuts. 

-
Table 4.2: Number of events surviving the initial event selection. -

X2 (1991) x2 (1990) X1 (1990) 
3-rd level DST 13970 2806 2477 
after selection 2638 580 483 

-
-

To show qualitatively the effect of the selection on the data, in Fig. 4.3a I plot the 

e+ e- invariant mass distribution, for all events from the third level X2 DST (unshaded his- . ...-

togram), and after the cuts described above (shaded histogram). Fig. 4.3 b shows analogous 

distributions for the background data ('7~ search), with the number of events normalized to 

the same integrated luminosity. The plots demonstrate that the selection leaves the major 

part of the signal, which appears as a peak around the J /.,P mass, while rejecting almost 

all background events. The contamination of the 1991 x2 sample with background events 

is approximately 23. 

A study of systematic effects (described in section 4.6) has shown that several additional 

cuts are needed in order to minimize systematic errors of angular distribution parameters. 

Some of these cuts also further reduce the background. The summary of the final event 

1Tbis range is bigger than actual CCAL acceptance, allowing a margin for the accuracy of predicted 
direction. 

... 

-
-
-
-

-
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Figure 4.3: e+e- invariant mass spectrum for events from the third level DST (unshaded), 
and after the initial event selection (shaded); (a) x2 data (1991) and (b) background' data 
( 71~ search) normalized to the same integrated luminosity. 

sample and background estimate is given in section 4. 7. 

4.3 Determination of angles 

For each selected event, angles fJ, fl' and r/>' (defined in section 2.1.1) were determined 

using fitted laboratory 4-momenta of the electrons and the photon. The following algorithm 

was used to calculate the angles: 

1. boost all three particles to the rest frame of the Xi, (the Lorentz factor -y = 
2
mx = mp 

1.8708 for Xi and 1.8951 for X2); 

2. calculate the 4-momentum of the J /t/J in the XJ frame as a sum of the two electrons, 

and determine O; 

3. calculate 4·momenta of the electrons in the rotated frame in which the Z' axis is 

opposite to the direction of the photon; 
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m2+m2 
4. boost electrons along the Z' direction to the J / 1/J rest frame { "Y = 2~m::: = 1.0079 

for x1 and 1.0096 for x2}; and 

S. select randomly one of the electrons as e+ and calculate its 9' and </>'. 

The resolution in 8, 8' and</>' depends on energy and position resolution of the detector 

and on which kind of kinematic fit (SC or 2C} is used. A Monte Carlo simulation, taking into 

account CCAL and FCAL resolutions, was used to estimate the accuracy of determining 

the angles2• Fig. 4.4 shows the resolution in cos 8, cos 8' and </l of the 5C and 2C kinematic 

fits, and Table 4.3 shows the corresponding r .m.s. values. 

Table 4.3: R.M.S. resolution in cos 8, cos 8' and </>' for SC and 2C kinematic fits (Monte 
Carlo). 

II 1991 r!cl ~~90 run II 1991 ru!cl ~~90 run I 

cosO 0.009. 0.009 0.052 0.073 
cos8' 0.010 0.012 0.079 0.100 

<fl (radians) 0.033 0.038 0.106 0.129 

As expected, the resolution of the 5C fit is better than that of the 2C. Therefore, 

to determine the angles, I have used SC kinematic fit for all events for which the SC fit 

probability was greater than 0.01. For the remaining events, when the photon was either 

not detected or badly measured (e.g. hit ting close to a calorimeter edge), the results of the 

2C fit were used. 

2The simulation took into accouut different effective CCAL energy r~l~_in the 1990 and 1991 runs. 
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Figure 4.4: Resolution in cos O, cos O' and </>' for 5C and 2C kinematic fit (Monte Carlo). 
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4.4 Raw and acceptance corrected distributions 

Before proceeding with the full angular distribution analysis in three dimensions, it is 

useful to look at one-dimensional projections of the data, in order to make rough estimates 

of the values of the angular distribution parameters. The distributions of raw data in cos 8, 

cos(}' and ,P' are shown in Fig. 4.5 (x2 data, 1991 run) and Fig. 4.6 (x1 data). Since the 

electrons go back-to-back in the J /t/J rest frame, the angular distribution is invariant under 

the transformation cos (}' -+ - cos (}' and t/>' -+ 4>' + 'Ir. Therefore, only a half of the cos fJ' 

and ,P' range is shown. The uncorrected cos(} plot does not have to be symmetric with 

respect to cos 8 -+ - cos 8, because the cuts in 8f:i, and {}fa/, (described in section 4.2.2) are 

not symmetric in the c.m. frame of the XJ. 

The raw data plots cannot be compared directly to the theoretical functions WJ( 8, 81
, </>'). 

They are distorted by detector acceptance and, to a smaller extent, by trigger and detector 

inefficiency. In this section I want to look at qualitative features of the data, thus I correct 

the data only for the geometric acceptance; other corrections will be discussed in section 4.6. 

Geometric acceptance is defined by the cuts in 8f:i, and (Jfal,. Fig. 4. 7 shows the ac

ceptance as a function of cos8, cosfJ' and</>', for x2 (thin line) and x1 (thick line) events. 

The acceptance plots were generated using a Monte Carlo simulation, assuming the angular 

distribution corresponding to formation helicity ±1 and a pure dipole radiative decay. In 

general, the shape of acceptance projections depends on the angular distribution, but the 

changes are small if the angular distribution parameters vary between the values assumed 

above and the values which were actually measured. 

Fig. 4.8 shows the x2 distributions corrected for geometric acceptance. Comparing the 

plots with the theoretical shapes shown in Fig. 2.4, one can see that the slow rise of the 

cos lJ' distribution between 0 and 1 suggests that a2(x2 ) is between -0.5 and 0. Also the 

cos(} distribution, peaked at 0, hints at small and negative value of a2 (x2 ). The shape of 
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Figure 4.5: Raw data distributions in cosO, cosD' and</>', X2 data (1991). 

-

Figure 4.6: Raw data distributions in cos e, cos O' and </>', Xt data. 
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the cos9 distribution is not very sensitive to the value of Bg(x2), and it is hard to draw 

any conclusions about this parameter from the one-dimensional plots. 

The acceptance-corrected distributions for x1 are shown in Fig. 4.9. Comparison of the 

distributions in cos8 and cosO' with the theoretical curves (Fig. 2.3) suggests that a2(x1 ) 

is a small negative number, between -0.3 and 0. 

4.5 The maximum likelihood method 

The maximum likelihood method [88] was used to find the most probable values of the 

angular distribution parameters. The likelihood function was defined as 

Ne•en.t• 

.C(a2,a3,Bo) = II P;(0,01,cp1;a2,a3,Bo). 
i::I 

( 4.2) 
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The probability density Pi of getting an event with particular values of 8, 9' and 41 is given 

by -
(4.3) 

Here WJ is the theoretical distribution function, E( 8, 9', 4'') is a product of efficiency and 

acceptance, and the integral is performed over the entire space. 

The form of the likelihood function given by Equations 4.2 and 4.3 is rather inconvenient 

for fitting, because it involves a three-dimensional integral for each point in the a2-a3-Bo 

space. This difficulty can be solved if we recall that the function WJ can be written as -

(Eqs. 2.11, 2.12) 

WJ(8,8',4'';a2,a3,Bo) = L !f(8,8',4'')·Kf(a2,a3,Bo), 
i=l,N 

with N =5 for X1 and 11 for X2· The denominator in Eq. 4.3 becomes 

j WJ(8,8',4''ia2,a3,Bo) · E(8,8',4'')dfl = .L Ff· Kf(a2,a3,Bo), 
1=1,N . 

where 

F; =I If (8,8',4''). E(8,8',4'')df1.. 

(4.4) 

(4.5) 

(4.6) 

The coefficients Ff are indepeudent of the angular distribution parameters a2 , a3 , and 

Bo. The f;'s are known functions of 8, 9' and 4'', so tlte coefficients F; can be calculated 

numerically for any specific efficiency X acceptance configuration e( 8, 9', 4''). 

In our case the efficiency is assumed to be uniform throughout the detector, and the 

acceptance is defined by the cuts on (Jf;,, and (Jf;,,, and additional cuts which are introduced 

in section 4.6. The coefficients F; were calculated by the Monte Carlo integration method, 

using 107 generated events. 

-
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In order to find the most probable values of the angular distribution parameters a 2 , a3 , 

and Bo, the negative logarithm of the likelihood function was minimized using the CERN 

program package MINUIT [90]. In particular, the errors were calculated by the program 

MINOS, which takes into account non-linearities and parameter correlations. 

The fitting procedure was tested on Monte Carlo simulated data. Events were gener

ated according the the theoretical distribution function, assuming certain values of angular 

distribution parameters. They were then selected using the acceptance cuts, and the max

imum likelihood fit was performed. The results of the fit agreed within the errors with the 

values assumed in the event generator. 

Since the theoretical distribution function WJ(8, 8', t/>') is linear in B~, the likelihood 

function£ is approximately a gaussian function of B~, and the statistical. errors of B~ are 

symmetric (which is not the case for Bo). For this reason, I will use B~ rather than Bo 

when presenting the results of the fit. 

4.6 Study of systematic effects 

A thorough study of possible biases of the data was performed, and several effects were 

found which could introduce systematic errors to the results. These effects are due to trigger 

inefficiency and detector resolution. 

4.6.1 Trigger inefficiency 

The charged trigger, which was used for the radiative decays of x 1 and x2 , was a logical 

OR of four subtriggers, described in detail in section 3.4. Table 4.4 shows the breakup of 

the x1•2 events into the four subtriggers. 

A significant fraction of events ("' 133) did not pass the 2-Cherenkov subtrigger, and 
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was accepted mostly by the 1-Cherenlcov subtrigger. The main reason was inefficiency of the 

Cherenkov counter in the partition region (see section 3.3.2). In 633 of the 1-Che'l'enlcov 

events one of the electron tracks had no Cherenkov signal and was in the 9ra11 range of 

32°-40° (close to the partition). In the remaining 373 of the 1-CherenJcov events, both 

electron tracks had a Cherenkov signal, but the azimuthal correlation between Cherenkov 

and hodoscope modules, which was required by the trigger, was not satisfied. Occurrence 

of such events can be explained by the finite size of the interaction region. 

The 1-Cherenkov subtrigger waa less efficient than the %-Cheren/cov, because of the 

additional requirements on multiplicity of hits in the hodoscopes and on electron track 

azimuthal coplanarity. In the following sections the inefficiency due to these requirements 

is estimated and ways of correcting for it are described. 

a) Hl and H2 multiplicity 

The 1-Cherenlcov subtrigger required no more than 2 hits in each of the Hl and H2 

hodoscopes. The efficiency of this requirement was studied using a sample of 1671 x2 events 

(from the 1991 run), which satisfied. the 2-Cherenlcov subtrigger. (In this subtrigger, the 

requirement on the Hl, H2 hit multiplicity was less restrictive: at most 4 hits were allowed). 

Table 4.4: Number of events satisfying the four subtriggers of the charged trigger. (The 
0-Che'l'enkov subtrigger was not used during the 1990 run.) 

X2 (1991) X2 {1990) X1 (1990) 
2 - C herenkov 2264 520 443 
1 - C herenkov 335 60 40 
0 - C herenkov 32 0 0 

no-CCAL 7 0 0 
total 2638 580 483 

-
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It was found that 499 events from this sample did not satisfy the Hl, H2 multiplicity 

requirement, with the majority of these events having 3 hits in either Hl or H2. The extra 

hits in the hodoscopes can be attributed to three effects [91]: 6-rays3 due to accidental 

interactions of the beam with the target, 6-rays caused by electrons interacting in the inner 

part of the detector, and photon conversions. 

The relative inefficiency of the 1-Cherenkov subtrigger caused by the hodoscope multi

plicity requirement can be estimated as Emult = (1671-499)/1671 = 70± 13. If we consider 

only the events with one of the electrons in the Cherenkov partition region (which is the 

case for most 1-Cherenlcov events) the relative inefficiency is E'mult = 7 4 ± 23. An analogous 

study was done for the 1990 data, and the inefficiency was found to be Emult = 78 ± 13 

and E'mult = 76 ± 23. The fact that the inefficiency was smaller in the 1990 run can be 

explained by lower (on average) beam currents, and consequently lower rate of 6-rays due 

to beam interactions. 

In order to correct for this inefficiency the 1-Cherenlcov events were assigned a higher 

weighting factor 10 in the likelihood function, which was redefined as [88] 

(4.7) 

where C2e and C1e are products of event probability density (Eq.4.2) for i-Cherenkov and 1-

Cherenlcov subtriggers, respectively. The few remaining 0-Cherenlcov and no-CCAL events 

were treated in the same way as the 1-Cherenkov events. The weighting factor was chosen 

as w = l/E'mu1t · 633 + 1/Emult · 373, in order to accowit for the fact that 633 of the 

1-Cherenkov events have an electron track in the partition region. Substituting the values 

of E~ult and Emult. I obtain w = 1.38 for the 1991 run, and w = 1.30 for the 1990 run. 

The procedure of treating events with weights described above underestimates statistical 

3 Euergetic knock-on electrons. 
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errors, because the effective number of events in the likelihood function {2.:f::i .. ''" wi) is 

bigger than the actual number of events. In our case, the effect was found to be very 

small, less than 33 of the size of the errors. Nevertheless, the errors were corrected in an 

approximate way [88), by multiplying the errors obtained from MINOS by the square root 

of the average event weight. 

b) H2 coplanarity cut 

The requirement of H2 coplanarity imposed on 1-Cherenkov events introduced a signif

icant bias to the angular distribution, since it is strongly correlated with the angles O, O' 

and </l. {In the case of the decay x1,2-J/1/rr-e+e-7, some of the momentum is carried 

away by the photon, and thee+ and e- are not completely coplanar.) Monte Carlo studies 

showed that the systematic shift of angular distribution parameters due to this cut can be 

as big as -0.04 {difference between measured and true value) for a2, and -0.08 for B~, in 

the case of x2• The sign of the shift can be understood qualitatively using Fig. 4.10, which 

shows the effect of the H2 coplanarity cut on the angular distribution. The cut depletes the 

regions of small cos 9 and cos O', which changes the shapes of the distributions in such way 

as if a2 and B3 were smaller {compare with Fig. 2.4). 

Several ways of correcting for this effect were studied, and the following method was 

chosen as tlte most reliable: the H2 coplanarity cut was imposed on all events {including 

the 2-Cherenkov subtriggers ), and the cut was corrected for in the likelihood function by 

modifying the acceptance x efficiency function e: { (}, (}', <fl). 
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Figure 4.10: Effect of the H2 coplanarity cut on the angular distribution; unshaded. his
togram shows Monte Carlo generated. x2 events after acceptance cuts, shaded histogram 
shows the events left after the H2 coplanarity cut. 

4.6.2 Additional cuts 

a) The coslJ' cut 

Events with I cos 8'1 ~ 1 correspond to a configuration where the photon is very close 

to one of the electrons. In such cases the CCAL clusters of the two particles overlap, and 

the event can not be properly reconstructed by the kinematic fit. (The CCAL clustering 

algorithm attempts to reconstruct partially overlapping clusters, but the task becomes im-

possible if the highest energy deposits are within the same CCAL block or in two adjacent 

blocks). This effect is demonstrated in Fig. 4.11, which shows a dip in the highest cos O' bin. 

In order to avoid a possible bias, events with I cos 9'1 > 0.95 were rejected from the sample, 

and the efficiency x acceptance function e( fJ, 01
, ef>') in the likelihood function was modified 

accordingly. 

The second reason for the cos (J' cut is the shape of the background, shown in Fig. 4.12 

(data taken during the TJ~ search, after the same event selection as for the x1 •2 data). The 

plot shows a strong peak at cos 0' close to l; the cut at lcosfJ'I = 0.95 reduces the background 



UJ 
+' c 
Q) 

> 
Q) -0 
'
Q) 
.!l 

E 
::J 
c 

70 

60 

50 

40 

30 

20 

10 

00 

84 

0.2 0.4 0.6 0.8 1 

cos1'· r 
CUT 
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Figure 4.13: Difference between cos8' from the 2C and SC kinematic fit as a function of 
cos8'sc, x2 data (1991). 

by approximately a factor of two. 

b) Resolution of the 2C kinematic fit 

For approximately 20% of the events, t~e 2C kinematic fit must be used to determine 

the angles 8, 8' ·and efJ', because the photon escaped from the back of the CCAL, or was 

badly measured, e.g. hitting close to a calorimeter edge. The resolution of the 2C fit is 

worse than that of the SC fit by a factor of 3 to 8, as can be seen in Table 4.3. This should 

not bias the results provided that the resolution is constant as a function of 8, O' and efJ'. 

However, it was found that this is not true for O'; the 2C fit resolution is much worse for 

small I cosO'I values ( < 0.3) than for bigger ones. This is illustrated in Fig. 4.13, which 

shows the difference between cos O' determined by the 5C fit (which is very accurate) and 

by the 2C fit, as a function of cos 8' sc. As a result of the non-uniform resolution, the region 

of small I cos O' I is depleted since more events are removed from it than added. 

The bias of the angular distribution parameters due to th.is effect was studied using a 

Monte Carlo simulation, and was found to be between -0.01 and -0.04 for a 2 , between 
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-0.02 and -0.05 for B~, and negligible for a3, in the X2 case. The size of the shift depends 

very strongly on detector resolution. In order to reduce this bias, an additional cut of 

lJZ.,ab < 65° was imposed on the data sample, which reduced the number of events for which 

the 2C fit must be used by approximately 603. Even though the total number of events 

was reduced by ,..., 103, the increase of the statistical error was smaller than the systematic 

error eliminated by this cut. 

4. 7 Final event selection and background estimate 

Table 4.5 summarizes the cuts imposed on the data in order to minimize systematic 

errors. The last two lines show the number of events in the final event samples, and 

estimated number of background events. 

The background was estimated in the following way. For the non-resonant background, 

I used the data collected during the searches for 1 P1 and '7~ (see Table 4.1), and imposed 

the same selection criteria as for the Xi.i data. Table 4.6 shows number of background 

-
.. 
-
-
-

-

events surviving the selection, and the corresponding effective background cross-sections. .,. 

Most of these events come from the reactions pP-7r0 7r0 , 1ro1r+1r- etc., with electrons coming 

Table 4.5: Summary of additional cuts, final event sample, and background estimate. 

number of events 
X:i (1991) X2 (1990) X1 (1990) 

initial selection (sec. 4.2.2) 2638 580 483 
after H2 coplanarity cut 2424 526 461 
after I cos O'I < 0.95 cut 2236 477 433 
after 07,,,, < 65° cut 1904 405 360 

final event selection 1904 405 360 -
background 28 ±2 10 ±3 9±3 
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either from Dalitz decays, or from conversions of photons from 11'
0 decays. However, some 

of the events in the off-resonance samples are good x1 or X2 events, coming from the tails 

of Breit-Wigner distributions; thus the background cross-sections are overestimated. The 

contribution from the tails was determined to be "' 1.5 pb at the 1 
P1 energy and "' 0.4 pb 

at the 71~; the last line of Table 4.6 shows the effective background cross-sections after 

subtracting this contribution. For the final estimate of the background (shown in Table 4.5) 

I have used the weighted average of the 1991 71~ and 1 P1 background cross-sections for the 

1991 x2 data, and the 1990 1 P1 background cross-section for the 1990 Xt and X2 data. The 

higher ratio of background to signal in the 1990 data is explained by the fact that the 1990 

data were collected during energy scans, while the 1991 data were collected at the peak of 

the cross-section. The background level in all three data samples is very low, and its effect 

on the angular distribution should be negligible. 

The procedure described above estimates the non-resonant part of the background. Since 

the event selection is mainly based on the e+ e- pair characteristics, one should also consider 

a possibility of a resonant background coming from hadronic transitions x1,2 -J/t/J + X, 

where X = 11"0 , 11'011"0 , 11'+11'-, 11'0 11'011'0 or 11'+11'-11'0 • (The branching ratios for these decays 

are not known.) The transitions involving only neutral pions are forbidden by C-invariance. 

The decay to 1/t/J 11'+11'- was studied by performing the kinematic fit, to the 1/1/I 11'+11'

decay hypothesis, on all events from the third-level 1991 x2 DST which had at least four 

tracks; no events with fit probability greater than 0.01 were found. Taking into account 

geometric acceptance, and the requirement that at least one of the pions must be outside 

the CCAL in order to satisfy the number of CCAL clusters cut, I can set an upper limit of 

3 events at the 953 confidence level; thus the contribution from this channel can be safely 

neglected. The decay into J /t/J 1f+1f-1fo has very small phase space, and with six particles 

in the final state its chances of surviving the cut on the number of clusters are extremely 

low; thus I assumed that this contribution is negligible. It should be noted, however, 
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Table 4.6: Estimate of non-resonant background. 

II '7~ search (1991) I 1 P 1 search (1991) I 1 P1 search (1990) ) 

number of events 
(.final selection) 57 205 13 

effective cross-section 9.6 ± 1.3pb 12.9 ± 0.9pb 10.3 ± 2.9pb 
effective cross-section, 

corrected for x tails 9.2 ± 1.3pb 11.4± 0.9pb 8.8 ± 2.9ph 

that in order to extract upper limits on the branching ratios BR(x1,2 -+ J /.,P .,..+.,..-) and 

BR(x1,2 -+ J /.,P .,..+.,..-.,..0 ), a more careful analysis would be necessary. 

.. 
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Chapter 5 

Results and discussion 

In this chapter, results of the analysis of the angular distributions in the reactions 

pfi-+X
1
,J-+J/tfry-+e+e--y are presented and discussed. Section 5.1 contains the results 

for the Xi and Xi. Plots of the likelihood function are shown, and the angular distribution 

parameters which maximize the likelihood function are presented. To check consistency of 

the results, one-dimensional angular distributions are compared to the theoretical curves 

corresponding to the parameters found, and a global r' which testa goodness of fit, is 

calculated. In section 5.2 the results of this analysis are compared with the results of 

previous experiments. Section 5.3 compares the results with theoretical predictions, which 

were discussed in detail in section 2.2. 

5.1 Results 

5.1.1 X2 

Tlie final results for the x2 were obtained by combining the two data samples from the 

1991and1990 runs. However, the two data samples were first analyzed separately, in order 

to check their consistency. 

a) The 1991 X2 data 

Since both theoretical predictions (see section 2.2.2) and previous experimental re

sults [7] suggest that the octupole amplitude is very small, the maximum likelihood fit was 
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Table 5.1: Results of the likelihood fits for x2 • 

II a3 a3 

1991 data fit 1 fixed at 0 
fit 2 0.000±0: 

1990 data fit 3 fixed at 0 
fit 4 -0.089±0:132 

1991 and 1990 fit 5 
data combined fit 6 

first performed assuming that a3 = 0. The results of the fit are shown in Table 5.1 (fit 1). 

The values of a2 and B~ are those which maximize the likelihood function L (Eq. 4. 7), and 

the statistical errors are determined by a distance from the maximum where the likelihood 

function decreases by a factor of e:i:p( -l ), which corresponds to one standard deviation. 

Fig. 5.la shows the shape of the negative logarithm of the likelihood function, proving that 

the values of a 2 and B~ quoted in Table 5.1 indeed correspond to the absolute minimum 

of -lnL. The detailed shape of the minimum is shown in Fig. 5.lb as a contour plot, with 

the contour lines corresponding to 1,2,3 ... standard deviations from the minimum. 

As the next step, all three parameters, a3, a3, and B~, were allowed to vary in the 

likelihood fit. The results are shown in Table 5.1 as fit 2. The octupole amplitude a3 was 

found to be consistent with zero, and the values of a3 and B~ did not change compared to 

fit 1, which shows self-consistency of the results. The shape of the -lnL function in the 

a3-a3 plane, with B~ set to 0.05 (as obtained in fit 1), is shown in Fig. 5.2a. The secondary 

minimum of -lnL, at az ~ -0.9, a3 ~ 0.4, can be safely ignored, since the difference in lnL 

between the absolute minimum and the second one corresponds to 4.9 standard deviations. 

The shape of the absolute minimum is shown, as a contour plot, in Fig. 5.2b. 

-

-

-
-
-

-
Fig. 5.3 shows a comparison of the data with the theoretical angular distribution function .. 
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Figure 5.1: Negative logarithm of the likelihood function in the arB5 plane (a3 = 0), for 
the 1991 x2 data; (a) as a 3-dimensional plot, and (IJ) as a contour plot. In (b) the minimum 
is indicated by a cross, and contour lines correspond to 1,2,3 ... standard deviations. 
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Figure 5.2: Negative logaritlun of the likelihood function in the az-a3 plane (B5 = 0.05), for 
the 1991 x2 data; (a) as a 3-dimensional plot (the region where a~+ a~ > 1 is unphysical), 
aud (b) as a contour plot. In (b) the minimum is indicated by a cross, and contour ·lines 
correspond to 1,2,J ... standard deviations. 
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on !-dimensional plots in cos 8, cos fJ' and <fl. Data points have been corrected for trigger 

efficiency and acceptance, so they can be compared directly with the theoretical. distribution 

function. It should be mentioned that the data points are not exactly the same as those in 

Fig. 4.8, because of additional cuts and corrections described in section 4.6. The solid line is 

the function W2 ( 8, fJ', <fl) (Eq. 2.12), with parameters a2 , a3 and B~ set to the values obtained 

from the 3-dimensional likelihood fit; the function is in good agreement with the data. For 

comparison, the dashed line in the cos 8 plot shows the theoretical function corresponding 

to a large positive value of a2, which was obtained by the R704 experiment [7]. Our data 

are in clear disagreement with that result, which is discussed in section 5.2.2. 

Since the value of the likelihood function does not provide a measure of the goodness 

of fit, I have estimated it using the x2 method. The data were binned into 5 x 5 x 5 = 125 

bins in cos 8, cos fJ' and <fl, and the x2 was calculated as 

(5.1) 

where n'f'• is the observed. number of events in the i-th bin and uf"• is its error (both 

corrected for trigger inefficiency); nfed is the number of events in the i-th bin predicted 

by a Monte Carlo, assuming the values of a2, a3 and B~ obtained from the likelihood fit, 

and applying the same cuts which were applied to the data. The value of x2 was found 

to be 121.5, and with the number of degrees of freedom (n.d.f.) equal to 108 for fit 1 and 

107 for fit 2, it corresponds to probabilities of 183 and 163, respectively, which are quite 

acceptable. 

b) The 1990 x2 data 

Analogous fits for the 1990 X2 data were performed, and the results are shown in Ta-

ble 5.1 as fits 3 and 4. The values of angular distribution parameters are consistent with 
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Figure 5.3: Comparison of the 1991 x2 data, corrected for acceptance and efficiency, with 
the function W2(8,8',t;'). The solid line shows the function corresponding to a2 = -0.136, 
a 3 = 0 and B~ = 0.05 (our result); da.Shed line shows the function corresponding to a2 = 
0.46, a3 = 0 and B~ = 0.20 (R704 result). 

80 

70 
(IJ c 60 
Cl) 

~ 50 -0 40 
L. 
CV 
.0 30 
E 
~ 20 

10 

0 
-1 0 

cos1' 

1 0 

t t tt 
t 

0.5 

cos1'· 

t 
1 0 2 

<p' (radians) 
Figure 5.4: Comparison of the 1990 x2 data, corrected for acceptance and efficiency, with 
the theoretical angular distribution function. The solid line shows the function W2 ( 9, 9', </>') 
corresponding to a2 = -0.202, a3 = 0 and B5 = 0.00. 

-

-
-

-
-
-



--

-

95 

those obtained from the 1991 data sample. Fig. 5.4 shows the 1990 data, corrected for 

efficiency and acceptance, and the theoretical function W3(0, fJ', </>') calculated with the pa-

rameters set to the values obtained from the 3-dimensional likelihood fit. The goodness-of-fit 

test was performed using the same binning as previously, and a definition of xl which is 

appropriate for bins with few events [22] 

(5.2) 

The values of x2 /n.d.f. for fit 3 and fit 4 were 88.6/101 and 88.3/100 respectively, corre

sponding to large probabilities of 813 and 793. 

c) Final X2 results 

Finally, the likelihood fits were performed on the combined sample of the 1990 and 1991 

data. The results are shown in Table 5.1 as fit 5 and fit 6. 

5.1.2 X1 

In the case of x1, there is only one parameter to be determined, namely a2• The result 

of the maximum likelihood fit is shown in Table 5.2 (fit 1). The negative logarithm of 

the likelihood function -lnL, as a function of a2 , is shown in Fig. 5.5, displaying a well 

Table 5.2: Results of the likelihood fits for Xt. 

II 
I fit 1 
I fit 2 

sz 
0 

-0.129 ± 0.059 I fixed at 0 I 
-0.120 ± 8:8~~ I 0.10 ± gjg I 
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Figure 5.5: Negative logarithm of the likelihood function for the Xi data; dashed lines 
indicate levels of -lnL corresponding to 0,1,2 ... standard deviations. 
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Figure 5.6: Comparison of the XI data, corrected for acceptance and efficiency, with the 
theoretical angular distribution function. The solid line shows the function W1 ( 8, 8', ql) 
corresponding to a2 = -0.129. 

defined minimum at a 2 ;::: -0.13. The dashed lines indicate levels of -lnL corresponding to 

0,1,2,.. standard deviations from the value at the minimum. The two secondary minima 

at a2 = -1, +1 can be neglected, since the difference in lnL between the absolute minim.um 

and the secondary ones corresponds to 3.0 and 4. 7 standard deviations, respectively. 

Fig. 5.6 shows comparison of the XI data, corrected for acceptance and efficiency, with 

the theoretical distribution function WI(8, 8', r/l) (Eq. 2.11), calculated with a2 set to -0.129 

(as obtained from the likelihood fit). 

The goodness-of-fit test was performed using the x2 defined by Eq. 5.2i the x2 /n.d.f. 

was found to be 113.6/100, which corresponds to the probability of 173. 

Even though B~(X1) must be equal to zero (see section 2.1.3), a second fit was performed, 

varying both a2 and B~, as a consistency check. The results are shown in Table 5.2 as fit 2. 

The obtained value of BJ is consistent with zero, and the value of a 2 did not change 

significantly from that obtained in fit 1. 



98 

5.2 Comparison with previous experiments 

Before E-760, the angular distributions for the reactions 

(5.3) 

were studied in only one experiment, namely R704 [7] at CERN. Due to limited statistics, 

R704 results suffer from large statistical uncertainty. Two other collaborations, SLAC-

LBL [92] and Crystal Ball [6], studied angular distributions in the reactions 

(5.4) 

which enabled them to determine the multipole structure of radiative decay of the Xi,J 

states (and also the multipole structure of the decay T/l - X1,2 ;). However, the primary 

goal of the angular distribution analysis done by these two experiments was to determine 

the spins of the x states, which were not firmly established at the time. 

Table 5.3 summarizes the three experiments (listed in chronological order). The results 

obtained by these experiments are compared with the results of this analysis in Table 5.4 

Table 5.3: Previous experiments. 

experiment reference reaction events measured parameters 
X2 X1 X2 X1 

SLAC-LBL [92] 5.4 - 136 - a2 
Crystal Ball [6] 5.4 441 921 a2 (a3 assumed 0) a2 
R704 [7] 5.3 54 30 B~, a2, a3 a2 
E-760 this analysis 5.3 2309 360 B5, a2, a3 a2 

-

-
.. 

-

-
-



-

-

99 

Table 5.4: Comparison of results from previous experiments and from this analysis. 

II B~ II 
X1 

SLAC-LBL - - - 0.09 ± 0.12 

Crystal Ball - -0.33 ± g:~i - 0.00 ± 8:8~ 
R704 0.20 ± 0.29 o.46 ± 8:lX 0.09 ± 0.20 -0.13 ± 0.09 
E-760 0.01 ± lll -0.16 ± 0.06 -0.02 ± 0.04 -0.13 ± 0.06 

and in Fig. 5. 7 (the figure also shows theoretical predictions, which will be discussed in 

section 5.3). Several comments on the comparison follow. 

5.2.1 Helicity in pp -+ X2 

Our result for B~ is consistent with the R 704 result. The statistical uncertainty has 

been reduced by a factor of 2.6. In fact, the 3 standard deviations range of the R704 result 

covers the whole interval from 0 to 1, so our measurement is the first statistically significant 

evidence that the contribution of helicity zero is small. 

5.2.2 Multipole structure of the decay x2 -+Jf.,P 'Y 

The two previous measurements of the quadrupole amplitude a2(x2 ), made by Crystal 

Ball and R 704, were inconsistent with each other (a difference of 4.4 standard deviations). 

Additionally, comparison of the R 704 result with theoretical predictions implied a large, 

negative anomalous magnetic moment of the charmed quark (see Eq. 2.24 ). Our measure-

ment, which reduces the statistical uncertainty by a factor of 3-5, confirms the Crystal Ball 

result, and strongly disagrees with the R704 result (see Fig. 5.3). 

The reason for the discrepancy between our result and that of R 704 is not clear. The 
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difference is probably not due to a statistical .fiuctuation (3.4 standard deviations). The 

angular distribution function used by R704 is consistent with their definition of 8, 8', and 

</l [93]. One possible explanation is a bias in the R704 hardware or software event selection, 

which caused an excess of events with the photon going in the very forward direction (see 

Fig.lb of Ref. [7]). 

Both R704 and this analysis find the octupole amplitude a3(X:a) consistent with zero; 

our measurement reduces the statistical uncertainty by a factor of 5. 

5.2.3 Multipole structure of the decay x1~Jf.,P 'Y 

All three previous measurements of the quadrupole amplitude a3(x1) were consistent 

with zero within one standard deviation; our result is the first indication (at the 2 stan

dard deviations level) that there is a non-zero quadrupole contribution. The most accurate 

measurement of a3(x1 ) still belongs to the Crystal Ball experiment; our result is two stan

dard deviations away from that result. As will be shown in section 5.3, comparison of the 

Crystal. Ball result with theoretical predictions leads to some inconsistency; it would be 

interesting to repeat the measurement with better accuracy. In order to reach the Crystal 

Ball precision (0.02), we would have to increase our statistics by a factor of 8.5, which 

would require approximately 3300nb-1 of integrated luminosity. The proposal for the next 

run [52] includes a possibility of such measurement . 
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Table 5.5: Comparison of theoretical predictions for B~ with our result. -B~ 

massless QCD [4] 0 
effective lagrangian [59] 0.157 -QCD with quark-diquark (60] 0.16 
experiment (this analysis) o.01±8:U -

5.3 Comparison with theoretical predictions 

5.3.1 Helicity in 1'P -+ X2 -
The three approaches of calculating the contribution of helicity zero in pjj - x2, which 

include the massless QCD helicity selection rule, effective lagrangian approach and QCD cal- • 

culation using the quark-diquark model of the proton, were discussed in section 2.2.1. The 

predictions are summarized in Table 5.5; the same information is also shown in Fig. 5. 7a. 

Our result is consistent with all three predictions. Even though it seems to favor the pre-

diction of massless QCD, this is insignificant when statistical errors are taken into account. 

In order to be able to measure deviations of B~ from zero, with statistical significance of 3 

standard deviations, we would have to increase our statistics by approximately a factor of 

4 (assuming that B~ = 0.16). -
5.3.2 Multipolarity in the radiative decays x1 ,i-+J/.,P ""( 

-The theoretical predictions for the relative contributions of quadrupole and octupole 

transitions [5], derived iu the framework of the potential model of charmonium with rela- -
tivistic corrections, were discussed in section 2.2.2. 

The quadrupole amplitudes in Xi aud X1 decays, given by Eqs. 2.24 and 2.27 respectively, -

-
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Table 5.6: Comparison of theoretical predictions for a2 with our result; the uncertainty of 
the theoretical prediction is due to uncertainty of me. 

a2(X,.) a2(X1) 
1--~~~~~~~~~~-..-~~-+~~-"-'""-=<--~-f-~~ 

Ref. [5], me= 1.5±0.3GeV /c2 , "e = 0 -0.096 ± 0.019 -0.065 ± 0.013 
experiment (this analysis) -0.161 ± s:ggg -0.129 ± 0.058 

are sensitive to the mass me of the charmed quark and to its anomalous magnetic moment 

"e· The dependence of the quadrupole amplitudes a2(X2 ) and a2(X1 ) on 1'e, for several 

values of me, is shown in Fig. 5.8. Since the anomalous magnetic moment is e:tpected 

to be small (see Section 2.2.2), we first compare our result with the predictions assuming 

"e = O, and me = 1.5 ± 0.3 Ge V / c2
• The predictions and the e:tperimental results are 

shown in Table 5.6 (see also Figs. 5.7b,c). E:tperimental results for both x2 and x1 are 

approximately one standard deviation below the predicted values; this is not a statistically 

significant difference, but it is interesting that the trend is the same for both states. 

Alternatively, I can treat the results for the quadrupole amplitudes as measurements of 

the anomalous magnetic moment. The resulting values of "e' obtained using the Eqs. 2.24, 

2.27, and me= 1.5±0.3GeV/c2 , are shown in Table 5.7. (To get "e corresponding to a 

different value of me, it is enough to know that, for a given value of a2, (1 + ite) ex me.) 

The results are not statistically inconsistent with zero, but a trend towards positive values 

shows for both x2 and x1 • 

The theoretical uncertainty, due to anomalous magnetic moment and mass of the charmed 

quark, cancels out (to the order E-y/mc) in the ratio 

(5.5) 

The experimental value of the ratio is 1.25 ± 0. 72, in agreement with the prediction. It 
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Table 5. 7: Anomalous magnetic moment "ci the first error is statistical and the second is 
due to uncertainty of me. 

1'c 

from a2(X2 ) 0 67 ± 0.57 ±0.3.f • 0.61 0.22 
from a2(X1 ) 0.99 ± 0.89±8:ig 
from a2(X2 ) and a2(X1 ) combined o. 77 ± 0.50±8:~: 

should be noted that the ratio calculated using the Crystal Ball results (see Table 5.4), 

is inconsistent with the prediction, even though their statistical error on a 2(x1 ) is smaller 

than ours. 

The octupole amplitude a3 in the x2 decay is predicted to be zero (Eq. 2.25), which 

can be explained in terms of the single quark radiation hypothesis (see section 2.2.2). Our 

result a3 = -0.017±8:8g is consistent with this prediction. The SQR argument is not valid 

if there is an admixture of D-wave in J /.,P, but even a sizable admixture b of D-wave results 

in a negligibly small value of the octupole amplitude: a3 :::::: 0.022 x b. Thus, a measurement 

of the octupole amplitude is not useful for determining b. 
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Chapter 6 

Conclusions 

Experiment E-760 at Fermilab is the first high-statistics experiment which studied char

monium states formed in pP annihilation. In this process, it is possible to study charmonium 

states which are difficult or impossible to obtain in e+e- annihilation. During the 1990-1991 

running period, we discovered the 1 P1 charmonium state, and made precision measurements 

of the parameters of the Xu x2 , J /t/J, t/J' and Tic charmonium states [46-51]. 

This thesis describes the measurement of the angular distributions in the reactions 

pP-+X1.'l-+J /t/11-+e+e- "'(, using 2309 X2 events and 360 x1 events. From the analysis 

of the angular distributions it is found that the helicity in the x2 formation process is 

predominantly ±1; the contribution of helicity zero is B~(x2 ) = 0.01±g:g. ·The radiative 

decays x1.'l·-+J /t/J"'f are found to be mainly dipole transitio~. The normalized quadrupole 

amplitudes for x2 and X1 are a2(x2 ) = -0.,161±8:8:~ and a2(x1 ) = -0.129 ± 0.059, and 

the normalized octupole amplitude in the x2 decay is a3(x2 ) = -0.017±8:8:~ . These 

results represent a significant improvement on the experimental .knowledge on the angular 

distribution parameters [6, 7]. 

Our measurement of B5(x2 ) is the first statistically significant evidence that contri

bution of helicity zero in the formation process pP-+X2 is small. The result is consistent 

with predictions of both massless QCD [4], and those taking into account non-zero proton 

mass [59, 60]. In order to measure deviations of B5 from zero at the level of three standard 

deviations, we would have to increase the statistics by a factor of four. 

The results for the multipole amplitudes in radiative decays of the x
1 

and x
2 

states are 

consistent with the theoretical predictions [5], assuming charmed quark mass me ~ 1.5 Ge V /c2. 
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and anomalous magnetic moment K.e :::: 0. Our result for a2(X2 ) is in strong disagreement 

with the R704 measurement [7], which implied a large negative value of "c· The uncer

tainty in the theoretical predictions, due to mass and magnetic moment of the charmed 

quark, cancels out in the ratio of the quadrupole amplitudes for x1 and x2 decays. Our 

result for the ratio is in agreement with the prediction, while the results form the previous 

experiments [6, 7] do not agree with it. 

There is a poasibility of a more accurate measurement of the angular distribution param

eters during the next run of this experiment (under the name of E-835), which is scheduled 

to begin in 1995 [52]. It is planned that in the next run the total integrated luminosity will 

be improved by a factor of 5 compared to the 1991 run, as a result of increased p stacking 

rate, beam intensity and density of ~he target. Even though in the proposal [52] the highest 

priority is assigned to the measurements of the 1 P1 , 1Jc1 17~ and Xo states, there is also a 

possibility of collecting data at x1 and x2 energies, which can be used both for beam energy 

calibration and for measurement of tlte angular distributions. 
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Kinematics 

-
A.1 Kinematics of the pp annihilation 

This section contains several useful formulae for kinematical variables in the pP annihi-

lation. It is assumed the p target is at rest in the laboratory frame, and c is set to 1. 

E2 
cm = 2mp(11lp + E,,), (A.1) 

E2 
(A.2) E,, cm = 211lp - 111p, 

Pb = E~~ (:~)'-1, (A.3) -Ec:rn 
(A.4) 7 = ' 211lp 

(3 - A ' (A.5) 

I -where E,,, p,, are total beam energy and momentum. in the laboratory frame, mp is the 

mass of the proton, Ec:rn is the center of mass energy, and -y is the Lorentz factor of the _. 

center-of-mass frame. 

Table A.1 lists the values ofkinematical variables, such as beam energy and momentum, -
corresponding to the charmonium states. -

-
-

J 



--

-
-
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Table A.1: Beam energy, momentum, 7 and {J corresponding to the charmonium states. 

Ecm E,, Pf, 7 {J 
[MeV] (MeV] [MeV/c] 

Accumulator design energy 4283 8838 8788 2.282 0.8989 
DD• threshold 3872 7051 6988 2.063 0.8747 

t/1" 3770 6636 6569 2.009 0.8673 
DD threshold 3729 6472 6403 1.987 0.8642 

t/1' 3686 6302 6232 1.964 0.8607 

11~ 3594 5945 5871 1.915 0.8529 

X1 3556 5800 5724 1.895 0.8494 
lpl 3526 5687 5609 1.879 0.8466 

X1 3511 5631 5552 1.871 0.8452 

Xo 3415 5276 5192 1.820 0.8355 

1/t/1 3097 4173 4066 1.650 0.7955 

'7c 2979 3791 3673 1.588 0.7767 

A.2 Kinematics in the reactions pp-+ x1,2 --+ J /1/; r--+ e+e- r 

This section includes some kinematical plots and formulae for the reactions 

P'P-+X1.2-+1/t/17-+e+e- 7. Fig. A.1 shows the laboratory energy of the photon as a function 

of the laboratory polar angle 81alt· Fig. A.2 shows analogous plot for the electrons; in this 

case the 81ab is restricted to the range between 0.2 and 1.2 radians, which corresponds to 

the acceptance of the CCAL. 

There is a simple relation between the angular distribution variable (J (defined in sec-

tion 2.1.1 ), and 81ab of the photon 

tan (J = - tan 81ab 

'Y( 1 - f3 / cos Orab) 
(A.6) 

The dependence of cos(} on 91abi following from this equation, is shown in Fig. A.3. 
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Figure A.1: Laboratory energy of the photon as a function of its polar angle, for x2 and X
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Figure A.3: coafJ as a function of 91ab of the photon; plots for x1 and Xi are the same. 
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