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Abstract

The first measurement of bottom quark production in the forward detector at
CDF is presented in this thesis. Events from the 1988/89 Fermilab collider run
were selected with forward muons with nearby jets to form a bottom quark tag.
The efficiency and acceptance of the detector are then taken into account and
the number of events is turned into a cross section: a(j)? > 20 GeV, 1.9 < |pb| <
2.5) = (124. £ 35. £ 76.) nb. The contribution from direct bottom quarks is

o(p? > 20 GeV, pf > 15 GeV, 1.9 < |n?| < 2.5) = (100. £ 30.*3%) nb.
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Chapter 1

Introduction

The Collider Detector at Fermilab (CDF') is used to examine particle interactions
produced at the largest center of mass energy currently generated in any labora-
tory. These interactions are described by the mathematical theory known as the
Standard Model. Testing the predictions of this model is currently the primary
task of the CDF collaboration. To this end, this thesis measures bottom quark
production in proton - antiproton collisions and compares it to the prediction
from the Standard Model. This is the first measurement of bottom quark pro-
duction in the forward region of the detector and therefore the first comparison
with theory in this region.

Bottom quarks decay via the electroweak interaction into a charm quark and
a W boson. The W boson can decay to either a pair of quarks or leptons. The

charm and any other light quarks usually decay hadronically into a jet of particles




which are detected by the calorimeter. When the W boson decays to a pair of
leptons, one is a neutrino which goes undetected. The semileptonic decay mode
contains a jet from the decay of the charm quark and a lepton which can be
identified by the detector. In semileptonic bottom decays the lepton and jet are
usually within a few degrees of each other, therefore the lepton is surrounded by
some jet activity. This provides a way to distinguish bottom decays from the
decay products of gluons, which are the primary source of jets at CDF.

The central muon and electromagnetic detectors at CDF have a limited ac-
ceptance for this signal since they require isolation for good lepton identification.
In the case of electrons, isolation is essential to distinguish between the jet en-
ergy and the electron energy deposited in the calorimeter. For muons, isolation
is necessary due to the large “punch through” background from jets which are
not fully contained in the calorimeters and leak into the muon detector. These
central lepton tags have been used in other analyses.[1] The isolation requirement
is unnecessary in the forward muon detector (FMU) because the two meters of
steel in the toroidal magnets of this detector make the punch through background
negligible. The primary background to prompt muons observed with the FMU

detector results from pion and kaon decay-in-flight between the interaction point
and the calorimeter face.
The FMU subsystem of the CDF detector is located in the pseudorapidity

region from 1.9 < |n4| < 3.0. Detector pseudorapidity is defined as:

na = —In(tan(6/2)) (1.1)



The bulk of FMU events contain muons with momenta transverse to the beamline
between our trigger threshold of 5 GeV and about 40 GeV. The inclusive muon
spectrum in this momentum region is difficult to analyze due to copious quantities
of isolated pions and kaons which decay-in-flight. This spectrum is described by
known physics processes, but not conducive to a good measurement of bottom
quarks. To enhance the bottom content relative to the background, the presence
of a jet near the muon is required.
The data sample consisting of events with muons which are accompanied by
a nearby jet with corrected energy, E{” > .10 GeV, has a smaller background
fraction than the inclusive FMU event sample. A schematic representation of
dijet events where one of the jets contains a muon is shown in Figure 1.1. The
additional requirement of a substantial amount of energy in the calorimeter en-
sures that events are the result of a harder scattering process than the muon alone
can assure. Even though the primary constituents of jets are pions and kaons,
the signal and background can be separated by kinematic features related to the
large mass of the bottom quark. The large mass tends to broaden the spatial
distribution of the decay products, therefore jets from bottom quarks are, on av-
erage, broader than those from lighter quarks. Some ambiguity results, however,
when a gluon splits into a quark-antiquark pair and the two partons remain near
each other in the detector. Since there may be some shared energy between the
two jets, the exact position of the quark, which decayed into a lepton, can’t be

reconstructed. These, “gluon splitting” events can be distinguished from the “di-



rect” bottom events by their topology. When two quarks are produced directly,
they tend to be correlated in 7, whereas those from gluon splitting tend to be
uncorrelated in 7. Using these kinematical features of lepton and jet events, this
analysis will measure the fraction of events attributed to bottom quark decays
and then the fraction of events attributed to direct bottom quark decays. The
measured number of events in the data sample attributed to all or direct bottom
quark decays will then be turned into the measured cross section by accounting

for the efficiency and acceptance of the detector, trigger and analysis cuts.

1.1 Direction and overview

This analysis depends on both the calculation of the theéretical bottom cross sec-
tion and the complete understanding of the experimental apparatus. Therefore,
chapter 2, will des‘cribe the theoretical framework for calculating bottom quark
cross sections followed in chapters 3 and 4 by the features of the forward muon
detector and calorimeters. The data selection and checks on the performance
of the forward muon trigger and efficiency are presented in chapter 5. Finally,
the extraction of the measured bottom quark cross section will be presented in

chapter 6 followed by a discussion of the systematic effects which affect the result.
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Chapter 2

Theory and Background

The production of bottom quarks from collisions between protons and anti-
protons is described by Quantum Chromodynamics‘ (QCD) The exact solutions
of QCD are complicated and have not yet been found. Only perturbative solu-
tions exist and these are usually expressed as the sum of a series of terms. For
most purposes, these series solutions are truncated after the leading or next-to-
leading order terms. Recently, the next-to-leading order (NLO) calculation of
the heavy quark cross section has been worked through completely and com-
pared to measurements at CERN and Fermilab. The following sections describe
the leading order calculation and issues involved in extending the calculation to
next-to-leading order. The results of previous measurements and their implica-

tions are also discussed.



2.1 Calculation of QCD cross sections at

leading order

There are a limited number of topological ways at each order of a, to connect two
incoming partons to make bottom quarks. Feynman diagrams of the leading and
next-to-leading order interactions are shown in Figure 2.1. Each vertex carries a
factor of (/a,, the coupling constant of the strong force. Since the leading-order
diagrams contain two vertices, and the square of the number of vertices enters
the cross section, these interactions are of order O(a?). The next-to-leading order
interactions with three vertices are of order O(a2). Since a, is smaller than one,
higher order terms may be neglected. Unfortunately, we have learned that a, is
not suﬁiciéntly small to make the series converge at just leading order. Even at
next-to-leading order there is evidence that the series is not fully convergent, but
a higher order calculation is not yet available. At each order of a, one can write
down the predicted cross section, &, which is called the parton cross section.

It should be noted that the next-to-leading order diagrams in Figure 2.1 con-
tain either three or four vertices. It has already been mentioned that ,/a, con-
tributes to the cross section as the square of the number of vertices. There are,
however, interference terms between diagrams at different orders which also con-
tribute. The product of a lowest order diagram with a next-to-leading order
diagram contributes at O(a%/?) or O(a?). These interference terms are clearly

not of the same order, but the calculation retains all terms at O(a3).
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Figure 2.2: In proton-antiproton collisions, the partons (quarks and gluons) inside
the parent particles interact. All leftover partons interact minimally and are
thus called spectators to the interaction. The parton subprocess is one of the

interactions from the previous figure.

Since the initial state is composed of quarks and gluons which are part of the
proton or antiproton, they are not truly independent as the diagrams in Figure 2.1
assume. Figure 2.2 demonstrates the concept of proton-antiproton interactions
in the spectator model. Here, we assume that the partons in the proton and
antiproton interact independently. This approximation becomes more realistic as
the collision energy is increased.

In order to calculate the cross section for bb quark production in proton-
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antiproton collisions, the parton cross sections, &, must be convolved with the
momentum spectrum of the initial state partons and summed over all possible
initial states. The parton momentum distributions in the proton and antiproton
are described by structure functions which are found empirically. EHLQ1 struc-
ture functions are shown as an example in Figure 2.3, where z is the fraction of
the proton momentum carried by a particular parton. The cross section is then
calculated as:

PP — 8+ X) =% Ji 1 i ' doida; f(2;)f(2:)6(pip; — BB+ X)  (2.1)

where P(P) are proton (antiproton) momenta, b(b) are bottom (antibottom)
quark momenta, p are parton momenta, &(p;p; — bb + X) is the parton level
cross section and the sum over i and j represent the suxﬁ over all possible partons
in the proton. By inserting the parton cross sections for the diagrams in Figure 2.1
into this integral, we can predict the expected yield of bottom quarks measured"
by the experiment.

The cross sections, &, are crucial to the total cross section, and are found from
the QCD theory. The leading order calculation is easy to summarize. Strong
interactions are described by the group, SU(3).[2] This is a non-abelian gauge

group which defines the QCD Lagrangian:
1 oy
L = 2 Fo* Fop + 957D — Mk e (2.2)

where the indices a,j and k refer to color. The color couplets range from a =

1,...,8 and there are three color charges in the theory; j,k = 1,2,3. The covariant
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distribution functions are shown for the up, down and sea quarks with the gluon.

For this plot, EHLQ]1 structure functions were used.
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derivative D is defined to maintain local gauge invariance.

Df = 60" +19(Tu) 1 Gy (2:3)

J

where G¥ are the gluon fields, T, are the SU(3) generators, and g is the strong

coupling. M is the quark mass matrix. The gluon field tensor is
F¥ = 0*GY — 8"GY — gfuncGL G (2.4)

where f,;. are the constants defined by the commutation of the SU(3) generators.

The SU(3) commutation relation is:
(To, Ts) = i faseTe (2.5)

The Lagrangian contains quark-gluon and gluon-gluon self interactions. The
diagrams in Figure 2.1 contain such interactions. At first order, all the diagrams
are tree level, and the calculation of the cross sections is straight forward. For the

process 6(ab — cd), it is customary to define the Mandelstaam variables:[2, 3]

8= (pa+ ) (2.6)
t= (Pa - Pc)2 (2'7)
U= (Pa - Pd)2 (2.8)

where the four vector of each particle is denoted by p,. Then the cross section is:
do/di(ab — cd) = |M|*/(1673?). (2.9)

Table 2.1 lists all the matrix elements, |[M|? for the first order heavy quark and

gluon production processes.[2]
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parton subprocess || |M|?/g}
93 — QQ éps-{‘z

- ~2 4 22 n? L 12
99 — QQ 'é'um;t -3

- 22 52 -2, 02
94 — 99 il o
22 4 ~2 22,42 ~2 1 42
99 — 99 (T + T + 4 13)
22 4 A2 32 ﬁ?
99 — 49 e

Table 2.1: Lowest order heavy quark production matrix elements.

2.2 Extension of QCD cross sections to
next-to-leading order

There are two complications which must be handled carefully when extending the
leading order calculation to higher orders. First, one must adopt a regularization
procedure that renormalizes any integrals that are infinite. To first order, the 1/4
and 1/i terms are infinite oﬂy when the final state has no observable p,. Since
these limits are not observable, the calculation can be cut off to eliminate these
regions of phase space without affecting the observed cross section. At the next
order, the divergences occur when the energy of the emitted gluons is zero or the
opening angle of a vertex in the event is zero. With three final state partons,
the first two can be produced with observable rapidity and momentum at the
same time that gluons with diverging probability are produced. Thus, for three

final state partons, the divergences affect the cross section for observable events.
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Divergences from soft radiation, when properly regulated cancel between real
and virtual graphs. Collinear divergences must be factorized later. A fractional
space-time dimension (D = 4 — 2¢) is introduced to express the matrix element
as a finite quantity. The matrix element is then expanded into a series which is
valid for small € and the series is terminated at O(e).

The second complication to a NLO theory is in defining which partons are
part of the proton and which are the result of hard interactions. Perhaps a better
question is: exactly what distinguishes a hard scattering from the proton internal
interactions? There are two schemes which. are appropriate to next-to-leading
order calculations, DIS and MS. Both of these distribute the radiative corrections
between the structure functions and parton cross section in a consistent way.
Although the two schemes are not interchangeable, conversions from one to the
other exist. In this analysis, the MS scheme was used. Next-to-leading order
structure function deﬁnitions lead to “scheme” dependent definitions of a,, and
7. Specifically, @, becomes a function of u? where p is a scale factor on order of
the energy exchanged in the interaction. Since i,i, and 5 diagrams contribute
to a single cross section, the definition of px is not exact, but the calculation is
expected to remain constant over a large range of p values.

There are two main sources for the NLO calculations. Nason, Dawson, and
Ellis (NDE) have published the single particle inclusive cross section and dif-
ferential cross sections with respect to momentum and rapidity for heavy quark

production.[4] Mangano, Nason, and Ridolfi (MNR) realized the need for fully
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differential cross sections and have made a computer code available to the CDF
collaboration which calculates these.[5] The first is sufficient to compare to in-
clusive bottom cross section measurements. The second allows for the study of

correlations between the three final state partons.

2.3 Status of bottom quark cross sections

The inclusive cross section for bottom quark production at central rapidities has
been measured and compared to the NDE theory. Figure 2.4 shows the compari-
son of all CDF measurements, (/s = 1.8 TeV) , with the NDE prediction. 6]
Clearly the measured points lie above the theoretical band. Note that the
measured cross section at UAl, shown in Figure 2.5 ﬁhere the center of mass
collisional energy is smaller (/s = 0.63 TeV) agrees well with the theoretical
prediction.[7] The publication of the CDF measurements has caused doubts about
the NLO calculation. Ellis claims that the NLO theory is flawed.[6] The NLO
calculation turns out to be a strong function of p, the scale factor. The depen-
dence of the cross section on u is a large part of the uncertainty in the theoretical
prediction. However, the p scale dependence is a symptom, not the real effect.
The reason for the discrepancy is due to the fact that /s >> m >> A at CDF.
In this particular limit, the perturbation series is no longer an expansion in a,,
but rather a,ln(s/m?) and therefore does not converge. As yet, an improved

theory in this particular kinematic region has not been worked out.
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Figure 2.4: The b quark production cross sections measured using electrons as

well as other CDF measurements and the QCD prediction by NDE.
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There are other possible explanations that are being investigated to account
for the discrepancy. Since the gluon distribution was measured at lower energies
and extrapolated to CDF energies, it is possible to modify the shape of this dis-
tribution while maintaining consistency with available measurements of structure
functions in such a way that it increases the predicted cross section at CDF.[§]
While this may account for part of the discrepancy, it has already been shown
that the structure function cannot be modified enough to account for all of it.

Finally, all the measurements at CDF are correlated. The Peterson fragmen-
tation model is used to evolve the bottom quark into a bottom meson with the
appropriate momentum spectrum. This model has a free parameter which was
measured by CLEO [9] and is used in all the CDF measurements. If there are
any uncertainties in this model, they feed into all the measurements identically.
So, there could conceivably be a shift in all the CDF bottom quark cross section

measurements due to the dependence on a single fragmentation model.

2.4 Motivation for the measurement of direct

bottom at forward 7

The forward muon bottom tag is unique in that it will give information about
the 7 dependence of the cross section. Theory predicts that the cross section
drops off at high 7, but the exact shape of this drop has not been measured. The

magnitude of the drop off is related to the mix of LO and NLO diagrams. Hence,
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the forward region is of particular interest.

Another feature of the forward measurement is that it specifically requires
jets in the events and therefore the correlations between different partons can be
compared. In particular, the mix of diagrams that look topologically more or less
like LO and those that are NLO may be compared. Since the LO calculation with
small radiated gluons is far more stable with respect to the p scale, it is possible
to see whether the discrepancy between theory and measurement persists without

the calculational source of uncertainty from the perturbation theory.



Chapter 3

‘Forward Muon Measurement

The Collider Detector at Fermilab (CDF) is designed to measure the momentum
and energy of electrons, photons, muons, hadrons and jets. The forward muon
(FMU) detector is one component of the CDF detector. In this chapter, I will
describe the experimental facilities at Fermilab, and the detector components
used in the identification and momentum measurement of forward muons. In
addition, I will present the FMU detector efficiency, resolution, luminosity, and

trigger efficiency which defines the quantity and quality of observed muons.

20
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3.1 Overview of the experimental facilities and

‘the Collider Detector at Fermilab(CDF')

The accelerator at Fermilab consists of several stages of particle acceleration to
reach the final collision energy of 900 GeV in each beam. Figure 3.1 shows the
general layout of the accelerator. First, H~ ions are produced in a Cockroft-
Walton Generator. The ions are injected into a linear accelerator where they
reach an energy of .5 GeV. In a booster ring the electrons are stripped off the
ions which become bare protons and are then.accelerated to 8 GeV. Next the pro-
tons are injected into the Fermilab Main Ring which is a proton synchrotron with
radius 1 Km. Here they are accelerated to 150 GeV. To obtain proton-antiproton
collisions, the first protons are used to make antiprotons. Antiprotons are created
when protons from the main ring are smashed into a tungsten target. The an-
tiprotons are stored and stochastically cooled in an accumulator ring until there
is a stack of sufficient size to make a high luminosity beam. Then six bunches
of protons and another six bunches of antiprotons are injected into the Tevatron
where they are accelerated in opposite directions to 900 GeV. As viewed from
an airplane, the protons travel clockwise around they ring, and the antiprotons
travel counterclockwise. The bunches meet each other 6 times as they travel once

around the Tevatron.
The Collider Detector at Fermilab (CDF') resides at B0, which is one of the

six points where the Tevatron Beams collide. It uses a combination of tracking



LINAC

Debuncner

and ——
Accumulator

<+— Booster

Switchyara

:-é

p extract p inject

P inject

(COF)

Main
Ring
Tevatron

Figure 3.1: Overhead view of the Fermilab accelerator complex.
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chambers and calorimeters to measure the momentum and energy of particles
created in proton-antiproton collisions. It is designed to give the four-momenta
of all possible leptons and jets, which are the general features of high energy
events. Figure 3.2 shows the layout of the detector. It has a cylindrical symmetry
surrounding the Tevatron beam pipe. Coordinates for the collider are defined such
that the Z axis is aligned along the proton direction at the interaction point. The
X axis points away from the center of the Tevatron Ring, which leaves the Y axis
pointing up out of the ground. X, Yy, Z, is defined to be the center point of
the detector. This convention will hence forth be referred to as CDF coordinates.
In the central region the detectors are layered like an onion, with the Vertex
Detector adjacent to the beam pipe followed by the Central Tracking Chamber.
The 1.5 Tesla superconducting solenoidal magnet surrounds this to provide the
bend of charged particle tracks necessary for the momentum measurement. Next,
an electromagnetic (EM) calorimeter and a hadronic (HAD) calorimeter measure
the electron and jet energies. Finally, muon chambers are mounted on the exterior
of the detector.

In the forward region, from about § < 30°, the endcaps of the solenoid are
layered away from the vertex with the Plug Calorimeters (EM and then HAD).
For the far forward region which is not covered by the Plug Calorimeters, the
Forward Calorimeters are used. Finally, behind this resides the Forward Muon
Detector (FMU).

The detector components used in this analysis are the Forward Muon Detec-
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tor, the Central, Plug and Forward Calorimeters, and the Vertex Detector. These
devices provide us with enough information in each event to measure the vertex,
forward muon momenta, and jet energies. The rest of this chapter details the
measurement of muons in the forward detector. The next chapter describes the

measurement of jets.

3.2 Forward Muon Detector components

The Forward Muon (FMU) Detector is a muon spectrometer in the small angle
region at CDF as shown in the cutaway schematic of Figure 3.3. At each end
of CDF there are a set of toroidal magnets (1.6 to 2.0 Tesla field strength) with
planes of drift chambers in front, between, and behind. In the front and rear
planes a scintillator plane is sandwiched between the drift chamber and the toroid.
Each plane consists of 24 chamber wedges as shown in Figure 3.4. The scintillator
chambers were abutted into position whereas the drift chambers were mounted
so they overlapped. Thus, the active volume of the scintillators contained small
gaps near the wedge boundaries whereas the drift chambers had no gaps. The
specific design parameters for the chambers as well as the survey procedure may
be found elsewhere. [10, 11] Instead of concentrating on previously documented
dimensions and construction materials, I will describe the general detector design
schematically. With this approach it is easier to understand the diagnostic checks

for the system which were used during the run and later offline with data.
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As mentioned, there were two chamber types, scintillator and drift. The
important features of these are pictured in Figure 3.5. The drift chamber contains
a coordinate plane of 56 wire cells and an ambiguity plane of 40 wire cells. For
angles greater than 7°, the coordinate and ambiguity wires are half cell staggered
to resolve the left right ambiguity. The wires and pads are arranged to form
projective towers. The cell size increases with radius such that tracks contained
within a projective wire tower correspond to a constant p, threshold. The wires
were held at high voltage and the pads formed the ground plane between the
two sides. Figure 3.6 shows a schematic of the readout system. The pulse height
(volts) on each wire was amplified on the chamber with a preamplifier. Since the
number of time to digital convertor (TDC) channels was limited, the signals from
corresponding wires on the three chambers in each octant were OR’ed together
at the input to the amplifier/discriminator board. If the pulse height of any
chamber wire in the octant was over threshold, then a square pulse was sent
through 200 feet of cable to the TDCs in the counting room where they were
read out through Fastbus. The TDCs recorded chamber hits for a full octant.
The pad signals were also amplified on the chamber before being sent through 50
feet of cable to the Rabbit Cards. The Rabbit Cards measure integrated current,
or charge. Any signal above the pedestal value of 200 ADC counts was read out
through a Fermilab multiplexer module (MX) into Fastbus. The pad data are
used during track reconstruction to provide the azimuth of the track to within 5°.

The scintillator segmentation is 15° in azimuth. Each scintillator is observed by



29

four phototubes, whose outputs are OR’d together to improve the light detection
efficiency.

Diagnostics for many parts of the system were included in the design. On
each scintillator was mounted an LED which could be pulsed through Fastbus
and read out through the normal data path. In addition, by turning off the
voltage to all of the phototubes except one in a chamber, each phototube could
be tested individually, thus fully verifying its operation. The diagnostic for the
wire chamber consisted of a wire which ran the length of the chamber and coupled
capacitively to the sense wires in the chamber. When the long wire was pulsed,
the signals would follow the normal data path and be recorded in the TDCs.
To check that the chamber gain was high enough, Fe55 sources were mounted
in four chambers in each plane. Each chamber contained a variety of cell sizes,
each necessitating a different voltage. One cell of each size was monitored with
the Fe55 source. The gas-gain system used the signal from the Fe55 source to
diagnose overall gain problems.

The FMU trigger used the projective tower geometry of the drift chambers
to search for patterns of wire hits likely to be high p, tracks. The front cham-
bers were smaller than the middle chambers which were smaller than the rear
chambers. In principle, a straight line connecting the same cell number in all
three chambers also included the vertex. The actual chamber positions during
data taking were not perfectly placed in Z and therefore only approximated the

ideal configuration. Tracks that emanated from the event vertex and traversed
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all three chamber planes without deviating by more than a chamber cell were
deemed to have large p;. The wire hits were sent to the trigger boards through
the TDC auxiliary fastbus connector which is located on the back plane of the
Fastbus crate. Although test programs were written to test the different modules
in the trigger itself, the back plane jumpers between the TDCs and the trigger
boards were not tested after they were installed. A sample of these jumpers were
tested in place after the run and found to contain (2.9+1.1)% broken connections
which accounts for the Level 1 trigger electronics efficiency. The trigger resided
in the counting room Fastbus crates which made it easy to set trigger inputs and
read back the expected triggers. .

A complication of analysis with the FMU trigger is that both the trigger and
chamber configuration changed during the run. Two different Level 1 trigger
boards were used. The first FMU trigger used Half-Octant Pattern Units or
HOPU boards. Each HOPU contained the logic to analyze the wire hit informa-
tion from an octant in ¢ and 7° to 16° in @ to determiné whether a muon had
passed one of three p; thresholds defined by the hit pattern. The p, threshold
used to select the data was satisfied by a simple coincidence of hits in the same
coordinate-wire cell number in each of the three chamber planes. In other FMU
documentation, this is referred to as the 100% trigger.

The original HOPU trigger, consisting of a coincidence between 3 coordinate
wires, yielded an unacceptably large rate. To solve this problem, a temporary

DIHOPU trigger was installed covering the range 7° to 16°. Two HOPUs were
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used for each octant wedge with one HOPU searching the coordinate plane wires
and the other HOPU searching the ambiguity plane wires. A valid DIHOPU
trigger required a 3-wire coincidence among coordinate hits and also a 3-wire
coincidence among ambiguity hits. The two coincidences were not required to be
satisfied in the same octant, however. Again, all HOPU thresholds were set at
the 100% level in FMU terminology.

In the final trigger, the 3 coordinate wires were required to line up both
in 7 and ¢(45°) with the 3 ambiguity wires. This was achieved with a new
trigger board that searched for a 6 wire coincidence within one octant. One
New Octant Pattern Unit, called a NUPU, replaced both the coordinate and
ambiguity HOPUs covering the angular range 7° to 16°. The main difference
between the DIHOPU and NUPU triggers was that the latter was more efficient
at selecting real muons, thus reducing the trigger rate. The NUPU p, threshold
chosen required stiffer tracks than the other thresholds available and is referred
to as the 50% threshold in the FMU documentation. |

The other detector change was the result of an HV accident which occurred
during December 1988. Since many channels were disabled, Fermilab allowed
the Wisconsin group access to remove a large fraction of the chambers with
their associated” electronics and fix them. The chambers and electronics were
arranged differently in the system when reinstalled. Therefore, the luminosity
and efficiency calculations require separate treatment for the data taking periods

separated by these changes in FMU configuration.
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Events passing the hardware trigger were passed to an event processor (Level
3) which ran the event reconstruction algorithm on the events. If a reconstructed
muon could be found with either 5 or 6 hits, the event was written to a data

tape.

3.3 Luminosity for the FMU trigger

The luminosity that CDF was able to write to tape during the 88/89 run was
(4.4 + .32) pb~!. The CDF luminosity on the data tapes used in this analysis
was (3.63 + .25) pb~! which is lower because some tapes were unreadable and
there was a period where the FMU voltage was turned off around the time of
the Christmas repair.[12, 13, 14] These numbers have been calculated tape by
tape and reflect multiple interaction corrections. The FMU trigger was limited
to a constant rate of .1 Hz, therefore any trigger which came in closer than 10
seconds after the previous éccepted trigger was automatically rejected. Since
trigger rates scaled with the luminosity delivered by the accelerator, each run
had a characteristic rate and the amount rejected due to the rate limit varied.
For each data taking run, the CDF shift crew recorded trigger statistics with a
monitor program called LUMMON. The monitor summaries included the Level
1 cross section before and after the rate limit. The ratio of these numbers is the
average FMU prescale. The FMU luminosity is calculated by multiplying the

CDF luminosity by the FMU trigger prescale factor on a run by run basis. The
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RUNS TRIG | CDFLUM(nb~!) | FMULUM(nb™")
R15880-R16566 | HOPU 102.1 +£6.9 49+1.9
R16567-R18199 | DIHOPU | 1345.2 +91.5 668.4 + 63.2

| Christmas Repair
R18685-R18847 | DIHOPU | 139.0 +9.5 92.1 + 6.7
R18848-End NUPU | 2047.1+139.2 | 1037.1 +70.7
Total 3633.4 +247.1 | 1802.5 + 142.5

Table 3.1: FMU trigger configurations and associated luminosity for the 1988/89

CDF run.

FMU effective luminosity corresponding to 3.63 pb~! corrected for deadtime in
the 88/89 run is (1.80 £ .14) pb~'. The error bar includes a 6.8% uncertainty in
the CDF luminosity, statistical errors from the Level 1 and Level 2 trigger scaler
values recorded in the LUMMON end of run summaries, and 5% uncertainty in
the rates assigned to a smajl number of runs missing LUMMON summaries. As
mentioned before, there were changes in the FMU configuration which require
separate treatment. Table 3.1 lists the luminosity for CDF and the FMU trigger

for time segments corresponding to different trigger conditions.
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3.4 Forward Muon Detector efficiency

The overall efficiency may be divided into two parts. The design efficiency for
the FMU system was very high. The actual efficiency, including occasional hard-
ware failures, was somewhat lower. In general it can be shown that the system
performed at the design efficiency and that a small fraction of component failures
account for the degrada.fion of this to the measured efficiency.

The gas gain system used Fe55 sources to monitor the gain of the chambers.
The signals from the Fe55 sources were read out through an emitter follower
attached to an alternative output on the prea;.mpliﬁer. As these signals were pro-
duced on the chamber and monitored 200 feet away, a significant amount of at-
tenuation occurred in the cable. The chamber HV wﬁs aﬂjusted so as to maintain
an Fe55 pulse height of (200 £ 85) mV at the monitoring station, corresponding
to 460 mV to 1140 mV as measured at the chamber output. For comparison, a
test setup was used to measure the chamber efficiency as a function of the size of
the source signals. Figure 3.7 shows how the chamber efficiency depends on the
source signals. From this I conclude that the gas gain was high enough to collect
data with (99.6 £+ .5)% efficiency, for channels in good working order. (13, 15]

Component failures consisted of broken electronic channels which affected
either a single chamber wire or the set of three chamber wires which were read
out together in a single TDC channel. These were estimated with the ratio of

5 hit to 6 hit tracks in the system. Since the chamber efficiency of the gas was



37

1.1 T T T | B LRI 1 11 L | I
/\ B -
N - _
V 1.0 — k :I¢‘:=s | —
% B -
@) - i
C - -
L
(§) -
- 0.8 — —
L
) - i
L B -
(1)) - A Test Setup i
0 i |
g %8 [ X 88—89 Data m
L ~ i
O B -

0. 7 F 11 1J L1 1 1 I L1 11 l L1111 l L1 11 14_14 1

O 200 400 8600 800 1000 1200

Source Signal at EF <mvVv>

Figure 3.7: Efficiency as a function of gain for the FMU drift chambers.
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shown to be excellent, the missing hits in the 5 hit tracks were assumed to be
broken readout channels or wires in the chambers. Correlated failures, which take
out 2 or more hits on a track, were not accounted for with this technique. Failures
of groups of wires in both the coordinate and ambiguity plane occurred due to
broken HV connections, gas impurities (due to leaks in the wire chambers) or
problems with the power for preamps. A similar effect occasionally resulted from
TDCs which were temporarily disabled to mask “hot” trigger octants. These
failures were identified by occupancy observations, and were tabulated run by
run to account for inefficiencies. The detector efficiency has contributions from
the six hit chamber efficiency, €.(6), the group failures, €y.04p, and single non-

functioning wire chambers, ¢,..
€6 hit = €ce(6) X €group X Ege. (3.1)

The product of these efficiencies is calculated separately for the west, < 0,
and east, 7 > 0, ends of the detector. The efficiency of finding 6 hit tracks as
described in appendix A is (.570 £ .028) on the west and (.452 £ .023) on the
east. The average over east and west is (.511 & .026). These efficiencies include
all types of component failure.

e

3.5 Forward muon momentum resolution

A detailed description of the tracking algorithm may be found elsewhere.[10, 16]

A least squares fit was performed using the vertex and 3 hit positions at each
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chamber plane. First a simple parabolic fit was made. Using the parameters
found in the parabolic fit as an input, the more complicated fit including multiple
scattering and chamber resolution was performed iteratively. The square root of
the diagonal covariance matrix elements for least squares fits are the uncertainties
of the fitted parameters.

The momentum resolution of the FMU system has three components. First,
there is a momentum uncertainty due to the fact that muons scatter in the
forward calorimeters and the toroids, thus hits are distributed about the ideal
track direction. This contribution is described by random walk statistics.[10]
Since high momentum tracks are scattered less than low momentum tracks, this

contribution is momentum independent, namely
AP/P = .166 + .004. (3.2)

The second contribution comes from the chamber resolution. When the elec-
trons shower in the gas to make a hit on the wire, there is an intrinsic resolution
to the pulse and readout electronics. The resolution of the hit positions was
measured in the data using the distance between coordinate and ambiguity hit
positions, corrected for the slope of the track. These distributions are shown in
Figures 3.8 and 3.9 for FMU + jet and Z events. The resolution of the chamber
is related to this distribution by

OR.-R,

Och = \/i
The resolution was therefore (672+61) pm in the Z events and (631+15) pm in the

(3.3)
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FMU + jet events. Since the momentum resolution does not depend critically on
the exact value of the position resolution and there could be systematic differences
between different data samples, a round number of 650 pm was used. A test setup
was used to study the chamber resolution and it was found that the chambers by
themselves have (450+£50) pm resolution. The difference between this number and
the resolution measured in the CDF data has been accounted for by chamber to
chamber variations in wire spacing, ¢, drift velocity and gain variations coupled
with gain dependent time slewing in the amp/disc cards.[13] Simulated tracks
with hits smeared by a gaussian of width 650 pm were found to have a momentum

resolution of

AP/P = (.0015 £ .0003) x P (3.4)

The third contribution comes from uncertainties in the chamber positions
from the survey. [13] Table 3.2 lists the contribution from each of these sources

and in closed form, the momentum resolution is given by:

AP/P = \/(.166) + (.0019P/ GeV)2. (3.5)

3.6 Forward muon direction resolution

Since this analysis involves the direction of the muon relative to the direction of

nearby jets, the direction resolution of both the muon and the jet affect the shape
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Mom‘en.tum Resolution Factors AP/P
Multiple Scattering .166 + .004
Chamber Resolution (.0015 £+ .0003) x P

(650 microns)

Survey Uncertainties (.0012 £ .0003) x P

Table 3.2: Sources contributing to the momentum resolution.

of distributions used in the measurement. The track 0 is determined from the fit
of the track to the hits. Figure 3.10 shows the uncertainty in theta, 0,,(6), for
the events in my data sample. The uncertainty in theta is just the square root of
the covariance matrix element determined by the fit for theta. The mean of the
distribution is o,(6) = .4154°.

The azimuth of forward muons was determined within the 5° segmentation of
the cathode pads by finding a sequence of pad hits (front, middle, rear) consistent
in both ¢ and 7 with the pé.ssa.ge of a muon through the detector. Since muons
can multiple scatter several centimeters in the toroids, the allowed coincidence
patterns included those with hits in neighboring 5° wedges, but the ¢ of the first
pad was used for the muon azimuth. Pad hits could be lost due to the inefficiency
of the electromics and extra pad hits were observed accompanying delta rays and
also from electronic noise. When a pad coincidence was not found, a scintillator
coincidence was used to determine the azimuth to within a 15° range. In the

absence of either a scintillator or a pad coincidence the 45° segmentation of the



W
2]
o

number of events
N (Y]
(0] N
(@] (@]

240

200

160

120

80

40

44

o | Entries 2406

[ m

- F

[ 5 +

s i

- Y

| ++

i l: L1 1 I | I | I Ll I L1 1 i—._l‘-*l‘_l'-‘.l..J | I S | l I' j I — J_I 1

0 0.004 0.008 0.012 0016 002  0.024  0.028
(radians)

Uncertainty in ©

Figure 3.10: Uncertainty in Theta



45

anode wire readout was used to determine the azimuth.

Errors in the azimuthal assignment can result from missing pad hits, from
noise hits, and from multiple scattering. Figure 3.11a shows the pulse height
distribution for pads which are associated with a track in the inclusive muon
sample. A typical muon will show a pad pulse height signal of greater than
2000 ADC counts. Figure 3.115 shows the pulse height distribution for the tower
opposite in ¢ from the track to show the background rate of a random pad
contributing to a track. Since multiple scattering can bend a track from one pad
to the adjacent one, it is better to compare the sum of pulse heights in the 3
pads closest to the track road. Figure 3.11c shows this pulse height distribution
and Figure 3.11d shows the background from three pads which are opposite the
track in ¢. Of the tracks in Figure 3.11c, 99.7% are observed to have good pad
hits in two or more planes, a good hit being defined as a pulse height of 1000
ADC counts or higher. This sets the efficiency of the pad coincidence technique
for measuring ¢.

The small number of events without a pad in two or more planes can be
explained by measuring the inefficiency of the pads. All pad signals over the
pedestal were histogrammed for the entire run, and it was found that (2.62+.46)%
of all pad channels were not operational. The probability that three pads will
have two or more dead channels is (.20 & .08)% which accounts for the small
number of events missing two or more pad signals.

The probability that the wrong pad assignment is made due to an accidental
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pad signal is also small. The total pad occupancy per event is on the order of
1%.[17] If the proper pad hit is missing, then an adjacent pad hit may be used.
The probability that this happens is two times the product of the pad inefficiency
and the occupancy per event. The factor of two comes from the possibility that
the pad on either side of the one missing a signal is hit. Clearly this is a small
effect happening only .05% of the time..

The third source of ¢ misassignment is multiple scattering. The amount of
¢ smearing depends on the tra.ckbmomentum. For typical muons in the present
analysis (p; = 8 GeV), the smearing is about .15°. This is negligible compared

to that which is intrinsic to the 5° pad segmentation, namely 5°/1/12 = 1.4°.

3.7 Trigger acceptance and efficiency

The trigger acceptance is determined by the chamber construction and place-
ment. First, there is a charge bias due to the opposite sign of the curvature
in the toroids. The trigger road required that tracks passing through the FMU
magnets remain fairly straight. Negatively charged tracks satisfied the trigger
road more easily than positively charged tracks, so there was a geometric trigger
bias which preferentially selected negatively charged tracks.[13] Figure 3.12 shows
the trigger acceptance for positive and negative charged muons determined by
Monte-Carlo simulation. This effect was the same for the NUPU and DIHOPU

triggers. The efficiency was somewhat higher for the original HOPU trigger, but
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Figure 3.12: Geometric trigger acceptance for the NUPU 50% road.

the backgrounds for this trigger were so great that it contributes a negligible
amount to the final data sample.

Second, the acceptance depends on the event vertex position. Figure 3.13
shows the vertex distribution for a sample of muons and jets. Figure 3.14 shows
the vertex distribution for a simulated sample of negatively charge muons and
jets with positive rapidity only. The sample was created with a gaussian vertex
distribution centered on zero with a width of 30 cm. Notice that the FMU trigger
preferentially accepts displaced vertices. To account for the vertex distribution
in the data, this distribution may be added to a reflection of itself multiplied by
the east-west efficiency factor. The resulting distribution has a mean of —2.97
cm and a sigma of 37.40 cm, in good agreement with the data.
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