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Abstract 

The production cross section times decay branching ratio for W +r in the electron 

decay channel in y's = 1.8 Te V p-p collisions has been measured using W -t er 

data sample obtained from the CDF 1988-89 Tevatron collider run. For photons 

in the central region ( 111..., I < 1.1) of the CDF detector with transverse energies 

E:J. > 5.0 GeV and lepton-photon angular separation b,.Rl..., > 0.7, eight electron 

W r candidates were observed. From these events, the production cross section times 

decay branching ratio for the electron sample was measured to be: a · B( W 'Y )exp = 

17.0~g:~ (stat.+ syst.) pb. The W1 cross section is sensitive to the anomalous 

couplings of the W boson. Using the Wr cross section measurement, the absence of 

an excess of large Er photons accompanying the production of a W boson enables 

one to obtain direct limits on anomalous WW r couplings. The experimental limits 

on the anomalous couplings was measured to be: -7.2 < b,.K, < +7.7 (>. = 0) 

and -3.5 < >. < +3.4 (b,.1t = 0) at 95% CL. These experimental limits impose 

contraints on possible internal structure of the W boson with compositeness scale 

sensitivity Aw 2: 1 TeV for saturation of unitarity, corresponding to probing a 

distance scale of order Lw ~ 2.0 x 10-4 fm. The experimental limits on anomalous 

WW r couplings place bounds on the higher-order electromagnetic moments of the 

W boson - the magnetic dipole and electric quadrupole moments and the W boson 

mean-squared charge radius. The experimental results presented in this thesis are 

in good agreement with Standard Model expectations. 
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Chapter 1 

Introduction 

The physical world around us is composed of major components: matter and the 

forces that interact with matter. Elementary particle physics tries to answer the 

question "What is matter?" on the most fundamental level. This branch of physics 

strives to understand matter in the form of minute particles (quarks and leptons, 

whose size is « 10- 15 m) and the forces that govern their interactions. The current 

understanding of the known quarks and leptons is summarized in Table 1.1 from 

reference [l]. Elementary particle physics is a science which has evolved over the 

past one hundred years and in which exciting discoveries are still made today. 

There are four fundamental forces in Nature: strong, electromagnetic, weak and 

gravitational. These forces are summarized in table 1.2. Each of these forces is 

assumed to be mediated by the exchange of a particle. The gravitational force 

is described classically by Newton's law of universal gravitation. The graviton is 

thought to mediate the gravitational force though no graviton has been seen exper­

imentally. The electromagnetic (EM) force describes the visible light that we see 

in our everyday world. Radio waves are also a manifestation of electromagnetism. 

Maxwell's equations, formulated over one hundred years ago, describe the EM force 

on a macroscopic scale. The photon mediates the EM force on a microscopic scale. 

The strong nuclear force describes the binding together of quarks to form neutrons 

and protons. The strong force also describes the binding of neutrons and protons 

to form nuclei. The gluon is the mediator for the strong force. The weak force first 

presented by Fermi in 1933 to explain radioactivity was further refined by Lee and 

1 



Table 1.1: Fundamental Fermions - Quarks and Leptons 

Quarks Leptons 

Flavor Mass Charge Flavor Mass Charge 
(MeV /c2

) (e) (MeV /c2
) ( e) 

U Up 2-8 +£ 
3 lie < 7 x 10-6 0 

I D Down 5 - 15 _l e Electron 0.511 -1 
3 

C Charm 1300 - 1700 +£ 
3 llµ < 0.27 0 

S Strange 100 - 300 _l µMuon 105.6 -1 
3 

T Top > 1.1 x 105 +~ 
3 v.,. < 35 0 

the TOP quark has NOT been discovered 

B Bottom 4700 - 5300 1 
7" 1777 -1 -3 

Yang, Feynman, Gell-Mann and many others in the 1950's. In this theory the in­

termediate vector bosons w± and Z are responsible for transmitting the weak force 

between quarks and leptons. 

The small size of elementary particles dictate that quantum mechanics be used 

to describe their behavior. In addition these particles are often traveling at or very 

close to the speed of light, c. Any theory describing them must obey the laws of 

Special Relativity. Quantum field theories are the relativistic analogue to quantum 

mechanics. 

The oldest, simplest, and most successful of the quantum field theories describes 

the electromagnetic force. The theory of Quantum Electrodynamics (QED) was de­

veloped by Tomonaga, Feynman and Schwinger in the 1940's. This theory describes 

the interaction between the photon, the massless "force particle" and electrically 

charged matter1 . 

1 Electric Charge is a fundamental property of a particle. Some elementary particles are charged 
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Table 1.2: Fundamental Forces in Nature 

Force Relative Range Mediator Source Typical 
Strength Interaction 

time scale 

Strong Ci., "' l ~ lfm gluon "Color Charge" 10-: 23 sec 

EM 1 
Ci.em "' 137 00 photon Electric Charge 10- 20 sec 

Weak io-s "' io-3 fm w± and z "Weak Charge" 10-8 sec 

I Gravity lo-38 00 graviton Mass 00 

While developing QED, Richard Feynman invented a schematic method for rep-

resenting the i~teraction between forces through their mediators and matter. These 

diagrams are extremely useful in understanding the physics of an interaction. Feyn­

man showed that all electromagnetic phenomena are ultimately reducible to the 

process shown in figure 1.1 This diagram tells us that a charged particle (repre­

sented by X) enters, emits (or absorbs) a photon, 1 1 and exits. This vertex diagram 

contains information about the strength of the coupling between the charged par-

ticle and the photon. To describe more complicated processes, several vertices are 

connected. For example Comp~on scattering, e +I ~ e + /, can be described by 

the Feynman diagrams in figure 1.2. 

QED is the most successful of the physics theories. The magnetic moment of the 

electron, generated by the innate electron spin, has been calculated to infinitesimal 

precision. QED's description of the electromagnetic interaction has been verified 

over the range of distances from 10-18 meters to more than 108 meters. QED sets 

the standard for the new theories that describe the interaction between fundamental 

particles. 

In the 1960's Glashow, Weinberg, and Salam each proposed a new theory that 

(i.e. have charge). Neutral particles have no electric charge associated with them 

3 



QED vertex 
x­

/ 

. 
Figure 1.1: QED vertex: Time flows from left to right. An incident charged particle 
x- emits (or absorbs) a photon,'' then exits. 
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Compton Scattering (QED) 

Figure 1.2: Compton Scattering: Time flows from left to right. An incident electron 
and photon scatter with a electron propagator. The resulting electron and photon 
exit with new energy and momenta. Fermion arrows pointing in the direction of 
increasing time indicate a particle. Reversed fermion arrows indicate an antiparticle 
(positron). 
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would unify the electromagnetic and weak forces. This theory, now called the Stan­

dard Model (SM) of electroweak interactions, unifies the electromagnetic and weak 

interactions into a single electroweak interaction [2]. Three intermediate vector 

bosons (massive particles with spin = 1), w± and Z 0
, and the photon serve as 

mediators (or "force particles") in this new theory. The Standard Model has to ac­

count for the fact that although the electromagnetic and weak forces are intimately 

related, these interactions do not look at all alike in the everyday world. In order to 

accomplish this feat, the underlying phenomena uniting the interactions are appar­

ent at high energies and are concealed at lower energies. In this theory the charged 

vector bosons, w+ and w-, mediate the charged current interactions 2 • Neutral 

current interactions are mediated by either the Z 0 boson or the photon 3
. 

Like any good theory describing the interactions between matter (e.g. QED), 

the Standard Model makes experimentally verifiable predictions. The intermediate 

vector bosons W± and Z 0 are predicted to be massive: [3] 

Mw± = . 
37 

GeV /c2 

sm Bw • 
, Mzo = 

74 
GeV /c2 

sin 2Bw 

where Bw (the Weinberg angle) is a parameter in the theory. For comparison the 

proton mass is Afp,...., 0.938GeV /c2 . Neutral weak currents are predicted by the 

Standard Model. The Standard Model also predicts that there are direct couplings 

of thew± and Z 0 to each other as shown in figure 1.3. Moreover, since the W boson 

has electric charge, it couples to photons (see figure 1.4). Experimental verification 

of these predictions confirms the model. The first experimental evidence for neutral 

weak currents C!l:!Ile from a neutrino experiment conducted at CERN in 1973. [4] In 

1983 the W [5] and Z [6] intermediate vector bosons were discovered at CERN. 

Because the W and Z are so massive, their production presents some tricky 

:zcharged current interacts are interactions between particles where mediator must carry electric 
charge in order to conserve charge conservation: W -+ eve 

3 In neutral current interactions there is not change in electric charge between the interacting 
particles: Z 0 

-+ e+ e-
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Figure 1.3: WW Z vertex: Feynman diagram showing the coupling allowed by the 
Standard Model of w- intermediate vector boson to the Z 0 intermediate vector 
boson. 

. .... 
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Figure 1.4: WW I vertex: Feynman diagram showing the coupling allowed by the 
Standard Model of w- intermediate vector boson to the photon, 'Y since the W 
boson has electric charge. 
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problems. In order to get the energy required to produce the W and Z, particles 

(like protons) must be collided together to release the required amount of energy 

needed to produce these very heavy particles. Figure 1.5 shows the amount of 

energy available for creation of new particles when a beam of particles with energy 

E strikes a stationary target or when two beams collide with each other. Particle 

detectors capable of detecting the production of the W and Z boson have to be 

large devices in order to accurately measure the energy released when the Wand Z 

decay. These detectors must also be hermetic because one does not know a priori 

where the decay products of the W and Z (i.e. W -+ R.11; Z -+ R.R.) will go. The 

Tevatron is a particle accelerator capable of colliding beams of large enough energy 

(Ebeam ,...., 900 GeV) and high enough luminosity 4 to produce enough W's to be 

detected in a large multi-purpose detector like the Collider Detector at Fermilab 

(CDF). The CDF detector, first proposed in the late 1970's, is capable of accurately 

measuring the decay products of W and Z production. The CDF detector will be 

described in detail in chapter 3. The analysis described by this thesis used data 

from W's produced in the Tevatron and recorded by the CDF detector. 
• 

As mentioned previously, the Standard Model predicts that the W boson and the 

photon will couple (i.e. interact with each other). The experimental determination 

of the strength of this coupling provides another test of the model. The Standard 

Model prediction for the cross-section 5 of W 'Y production is over 100 times smaller 

than that for inclusive W production. Unfortunately, this makes the detection of the 

W 'Y coupling very difficult (see figure 1.4 for the Feynman diagram of this coupling). 

The rare process of W production (pp -+ W X) with a cross-section at the Tevatron 

4 Luminosity is an experimental quantity defined as the number of high energy particles per 
square centimeter per second passing through the interaction region. W production is a rare 
process. In order to observe enough W bosons; particle accelerators need to have luminosities in 
excess of 1030 particles per square centimeter per second. 

5The quantity u refers to the cross-section of a process. The cross-section is the basic measure­
ment of the probability of particles interacting. It is expressed as an effective target area (in units 
of cm2 or barns where 1 b = 10-24 cm•; 1 nb = 10-33 cm•) 
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I 
I 

v'(2EMtar 

Energy of incident beam(s) 

Figure 1.5: When a beam of particles of energy E in (Ge V) strike a stationary target 
only (2E · Mtargett 112 is available for the creation of new partides; and increasing 
E does not produce a large increase in (2E · Mtargett 1l2

, where Mtarget is the rest 
mass of the target particle. With colliding beams, each of energy E, a total of 2E 
is available for new particle creation. From reference [7] 
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of ow ......, 22 nb [8] implies that the subprocess W -+ W / is even more rare. 

The measurement of the coupling strength of W / is further complicated by the 

presence of photons coming from other unrelated physics processes. These back­

ground processes will be discussed in detail in chapter 6. 

In the Standard Model the W and Z bosons are fundamental particles in the 

same way that the photons and electrons are fundamental particles (i.e. fundamental 

particles have no internal substructure). From QED we see that the ee1 coupling 

(figure 1.1) has a strength defined by aem ......, 1 ~7' Large anomalous WW/ couplings 

( > > aem) may be realized in nature only if the W has internal structure, i.e. if 

it is made up of still smaller, fundamental particles. In such a scenario, the W 

would then be viewed as a bound state of unknown particles, mediating the weak 

interactions. The W would take the role analogous to that of the p-mesons, which 

are mediators of the nuclear forces at low energy. 

The experimental measurement of the w±I di-boson production cross section 

and final-state decay kinematics provides a test of the predicted strength and nature 

of Standard Model W / coupling. This measurement also yields information on static 

electromagnetic multipole moments of the W bosons [9]. Composite models of the 

W bosons with large values of anomalous couplings predict cross sections for W / 

production well above those expected in the Standard Model. [11] 

The inclusive electron W data sample obtained from the CDF 1988-89 collider 

run is used as a starting point for this analysis, since the WI events of interest are a 

subset of inclusive W boson production. The inclusive W data sample was used for 

measurements of the inclusive Wand cross sections in the electron channel [12], and 

the W/Z cross section ratios [13]. In the analysis presented in this thesis, the same 

W event-selection criteria are used for defining the W boson in the W ")' event sub­

sample. Additionally, the presence of an isolated, high energy photon accompanying 

the W boson is required in each event. 

The small integrated luminosity presently available for studying W ")' process 

11 



leads us to anticipate that these measurements will have limited statistical precision. 

The detailed analysis presented here provides the foundation for a series of more 

powerful measurements which will be made over the next decade as more luminosity 

is acquired. 
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2.1 Introduction 

Chapter 2 

Theory 

Within the Standard Model the photon is the mediator of the electromagnetic inter­

action and the w± and Z 0 intermediate vector bosons are the mediators of the weak 

force. Because the electromagnetic and weak forces are unified within the Standard 

Model [2], the gauge bosons (photons, W's and Z's) can interact with each other. 

In the Standard Model there are no three photon or three Z boson verticies. The 

WW "f vertex is required in the Standard Model by the gauge structure of the theory. 

The observation of the WW 'Y coupling is thus an important test of the Standard 

Model. This coupling can also be used to probe the structure of the W boson. 

2.2 The WW r proces.s 

The tree level Feynman diagrams for W 'Y production are shown in figure 2.1. Dia­

grams 2.1.c show the s-channel tri-linear gauge couplings of the WW 'Y vertex. The 

Feynman diagrams in figures 2.1.a and 2.1.b describe the u and t channel processes 

associated with initial state radiation off the incoming quark /anti-quark lines. Di­

agram 2.1.d describes the final state inner bremsstrahlung radiation off the decay 

electron. Because of the finite width of the W boson, all of these diagrams must be 

included in the calculation of the W + I cross section in order to preserve electro­

magnetic gauge invariance [17]. 
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A) U Channel B) T Channel 
q 

)' 
q .. ~~w 

I 
I 

I 

q w q 

C) S channel 
q 

""" /Y q /1' w ,--J 

q w q ~w· 
Off Shell On Shell 

D) Inner Bremsstrahlung 
q 

~)' 

q 
II 

Figure 2.1: Tree-level W + / Feynman diagrams. (A) u-channel W + / initial­
state bremsstrahlung diagram. (B) t-channel W + / initial-state bremsstrahlung 
diagram. (C) s-channel off-shell w• - W +1 diagram. and s-channel on-shell 
W - w• + 1 diagram. (D) final-state inner bremsstrahlung diagram. 
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The subprocesses described in diagrams 2.la-d occupy different regions of kine­

matic space. The initial state radiation is sharply peaked in angle along the inci­

dent quark/ anti-quark direction. The photons from final state radiation tend to be 

collinear with the electron from W --+ ev. The ET spectra of photons from both 

initial and final state radiation are sharply peaked at low photon energy as in the 

case of radiation from the WW1 vertex (2.1.d). The photons from WW1 vertex are 

not strongly correlated with the decay lepton and are not bounded by the mass of 

the W boson. 

The most general effective Lagrangian for anomalous WW/ coupling for the 

tree-level processes shown in figures 2.la-e is given by [18, 19] 

-e [ig1 ( wJ11 wµ. A11 - wJ AIJ wµ&I) 

+"' wtw. Fµ. 11 , ~wt wµ.F 11.x f µ. IJ T M2 .\µ IJ 
w 

-94 wJwlJ (aµ. A11 + 811 Aµ.) 

+gs€µ. 11pg ( wJap wlJ) Au 

+it wtw. pµ.11 + ~f wt wµ. pv.\] 
f µ. IJ Ma,. .\µ. IJ (2.1) 

where Aµ.= (Aµt) and vVµ. are the photon and w- fields, respectively, and Wµ 11 = 

aµw11-a11wµ., Fµ.11 = aµ.A11-avAµ., Fµ.11 = ~€µ.11pgFpg, (Aaµ.B) = A(Bµ.B)-(8µ.A)B, 

e is the charge of the proton, and Mw is the W mass. The t~rms g1 , g4 , g5 , "'h Af, 

Kf and ~f are momentum dependent couplings between the photon and W fields. 

The photon is taken to be on-shell and both the virtual and on-shell W couple to 

essentially massless fermions allowing 8µ. wµ. = 0. 

In the Lorentz gauge, 8µ.Aµ. = 0, 8µ Wµ = 0, the structure of the interaction is 

completely described by the above seven operators. 

From angular momentum conservation only seven operators are needed. Only 

seven ( +-, -+, +O, O+, -0, 0- and 00) of the nine possible helicity states of the 

W boson pair can be reached bys-channel vector boson exchange (J = 1 channel). 
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The other two helicity combinations ( ++ and -- ) have both W spins in the same 

direction and therefore have angular momentum J 2: 2. [19] 

The renormalizability of the Standard Model provides a constraint on the form 

of the Lagrangian (2.1) and the form of the couplings. The Lagrangian (2.1) con-

tains five operators of dimension four and two operators of dimension six. In order 

to maintain the renormalizability of the Standard Model the dimension of the cou­

plings needs to be less than or equal to zero. The action (S = J d4 x .C) is always 

dimensionless; thus, the Lagrangian density must have dimension equal to four. The 

couplings of the terms with operators of dimension equal to four are dimensionless. 

The presence of M;;/ factors and operators of dimension equal to six in the other two 

terms of the Lagrangian (2.1) forces the couplings in those terms to be of dimension 

equal to zero for renormalizability to be maintained. 

The terms 94 and 95 must vanish if the effective Lagrangian is to be gauge 

invariant for the photon [19, 18]. The value of the coupling 91 is equal to one 

because of the minimal coupling of the photon to the w± fields, and is completely 

fixed by the charge of the W boson for the on-shell photons [18, 15]. 

Thus, the most general effective Lagrangian for anomalous WW 'Y coupling com-

patible with the Lorentz structure of the Standard Model is 

-ie [ (wt Wµ Av - wt A wµv) µv µ v 

+K wtw. Fµv +~Wt WµFv.\ 
t µ v M?v .\µ ., 

- wtur F-µv ~! wt WµF-.,.\J 
+KJ µ YYv + M?v .\µ v (2.2) 

where e is the c"lrarge of the proton, and Mw is the W mass. 

The nature of the WW/ process can be exploited to determine the form of 

the couplings (KJ, AJ, Kf, X1 ). Tree-level unitarity of the process e+e- ~ w+w­
restricts the WW 'Y couplings to their Standard Model (gauge theory) values at 

asymptotically high energies [15, 16]. Because the effective Lagrangian in equation 

2.2 describes both w+w- production via 'Y exchange and w±"Y production via w 
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exchange, both processes / ---+ w+w- and W± ---+ W±/ can be used to describe 

the couplings, K1, )..1, "K1 and jl· Any large deviation of the tree-level (Born level) 

couplings from their Standard Model values (KJM = 1, AJM = O, 'KJM = 0, jjM = 0) 

must have the functional form a1(s, qw 2 ,q;) where al is any of the couplings f:::.K1(= 

Kl - 1), A1, f:::.K.1 ('K1 - 1) or jl· This implies that the couplings vanish when the 

W / invariant mass vi's or the square of the final state photon q; or W boson four 

momentum q~ becomes large. The generalized dipole form factors al are assumed 

to be of the form [15] 

( P 2 , -2 M2 2 ) ao 
al = s, q = W> q = 0 = (1 + /.2 )n' (2.3) 

where a0 is the dimensionless anomalous parameter f:::.K( = K - 1 ), ).., 'K, ~. The form 

factor scale A represents the scale at which new physics becomes important in the 

weak boson sector due to compositeness of the W boson. In the high energy limit 

(vi's» Mw) the terms in the W / production amplitude proportional to K1 and 'K1 

grow like v's/Mw; while terms proportional to ).. 1 and j 1 grow like s/M'fv [15]. For 

unitarity to be maintained at the high energy limit in qq ---+ W /, the exponent n in 

equation (2.3) must be greater than one half for the anomalous parameters K1 and 

Kj, and for >.1 and jl the exponent in equation (2.3) must be greater than one [15]. 

If the exponent n in equation (2.3) is sufficiently above the minimum value needed 

for unitarity to be maintained at high energies (n > 1/2 for K.1 and 'K1; n > 1 for >.1 

and ~1 ), then W1 production is suppressed at energies vi's» A » Mw. At these 

energies multiple weak boson or resonance phenomena are expected to dominate 

[17]. The choi.c:~. of n = 2 in equation (2.3) guarantees unitarity at high energies 

and will suppress W1 production at energies, vi's» A » Mw [15]. This choice of 

exponent also guarantees that the form factors stay constant for s ~ A2 and start to 

decrease only when the scale A is reached or surpassed, which is similar to the well 

known nucleon form factors. In the Standard Model at tree-level the dimensionless 

anomalous parameters have the values K. = 1, )., = 0, K, = 0, j = 0. 
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Table 2.1: Properties of anomalous WW/ couplings under discrete symmetries C, 
P,T and CP 

Kf >.1 Kf >.1 

c + + + + 
p + + 

T + + 

CP + + 

The couplings Kf and AJ are CP conserving while ~! and At are P-odd and 

violate CP (i.e. violate T). Table 2.1 shows the behavior of the the couplings under 

discrete transformations. The symmetry properties of the couplings can be easily 

seen by using the following transformation properties of the fields, Aµ. and w1.1.: 

cw c-1 = -wt µ. µ. 

CA c-1 µ. -Aµ. 

P B(x, t)µ. p-1 Bµ.(-x, t) where Bµ. Aµ. or Wµ. 

T B(x,t)µ. 7-1 Bµ.(x, -t) (2.4) 

on the effective Lagrangian (2.2). 

The CP-conserving para.meters (1e, 'A) are expected to receive small non-zero 

contributions at the one loop level of order aem = 2e~ [15, 17]. The current 

experimental upper limit on the electric dipole moment (EDM) of the neutron, 

dn < 12 x 10-26 e - cm@ 95% CL [20], imposes severe restrictions on the T violating 

(i.e. CP violating) WW1 anomalous couplings, K: and~ [15, 24]: 

(2.5) 
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-ie r"'µ( q ,q, P) 

Figure 2.2: Feynman rule for the general WW 'Y vertex. The vertex function r is 
given by equation 2.7. 
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Table 2.2: Form factors Ji to be used in the vertex function rat3µ for 1 --+ w+ w­
and (W±)* --+ w±,. From reference [18] 

1 --t w+w- (W±)* --t W±1 

f 1 1 + Ci;i) AJ 
l 

=f2 ( 1 + Kf + ~i AJ) 

h AJ =fAJ 

h l+KJ+AJ =t=~ (1 + KJ + AJ) 

f 4 0 ±~ (1 + KJ + AJ) 

f, 0 =f~(h:J +,\1) 

lo 'K1 - AJ 
1 -

±2(h:1 +A1) 

ft 1 -
-2AJ 

l -
±'iAJ 

The function for the WW/ vertex shown in figure 2.2 is given by [18]: 

rat3µ(q, q, P) = f1(q - q)µgat3 - ~?v (q - q)ll pa pt3 + h(Pagµt3 - pt3gµa) 

+ ij4(Pagµ/j + P13 gµa) + ifsf.µaf3p(q - ij)p 

- J 5f.µa/3p PP - ~~ ( q - q)ll f.a/3pu Pp( q - iJ)u (2.6) 

-

-

-

-

-

-

-

The momentum of the incoming W boson is denoted by P, the momentum of the -

outgoing Wis q, the photon momentum is q. The form factors ft. are Lorentz invari-

ant dimensionless functions of q2
, q2 and P 2

• The vertex function (2.6) can be used to 

describe the r--+ w+w- process as well. Table 2.2 shows the relationship between 

the form factors fi and the anomalous couplings in the effective Lagrangian (2.2) for 

w+w- production via/ exchange and for W±/ production via W exchange. 

The gauge structure of the W / process produces an interesting effect in the vV r 

center of mass. At large photon scattering angles {)* (where {)* is defined as the 
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angle between the photon and the incoming quark in the W r rest frame) the u-

and t-channel diagrams cancel the s-channel diagram, resulting in a radiation zero 

in the overall W r invariant amplitude, .A1 w..,. [21 J. The W r differential cross section 

da Id cos e· will have a zero at cos e· = =t= ~ for w±, production. However' the 

radiation zero is expected to be at least partially filled in due to higher-order QCD 

corrections [22], finite W-width effects, background processes, event misreconstruc­

tion associated with the two-fold ambiguity of the longitudinal component of the 

neutrino momentum, as well as by possible non-gauge theory values of b,.r;., >., K. 

and/ or ~ [21]. For large-statistics samples, measurement of the depth of the dip in 

the differential cross section at cos e· = =F~ and the shape of the cose• distribution 

provides a sensitive measurement of the values of these anomalous parameters. 

Another method for observing the radiation zero, which does not require recon­

struction of the W r center-of-mass system and hence is not subject to smearing ef­

fects due to event mis-reconstruction is to study the photon-lepton pseudo-rapidity 

correlations in W±1 production [23]. ( 11..,. - 11t±) In the SM, the b..11..,.t± = 11..,. - 11t± 

distribution ( 11 = - ln( tan 8 /2) ), exhibits a pronounced dip at b..11..,.t± ,....., =f 0.4 for 

W±r production. The dip in the b..11..,.t± distribution is a remnant of the radiation 

amplitude zero in the cos e• angular distribution and corresponds to a "valley" m 

the three-dimensional "surface" associated with the d2 a/ d11..,.d111.± distribution. 

However, the use of either of these two methods is not feasible for small-statistics 

W r data samples. In this regime, the measurement of the absolute W r production 

cross section x decay branching ratio, or equivalently the integral number of isolated 

photons above a minimum photon ET cut is also sensitive to anomalous b,.r;, and >. 

values, and is the method used in this analysis. Figure 2.3 shows the variation of 

the total 'PP -+ w-r X cross section versus the energy in the 'PP center of mass ../S. 
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Figure 2.3: Total cross section for pP - w-"Yx versus the energy in the pP center 
of mass energy. The pP center of mass energy S112 at the Tevatron is 1800 GeV. 
The photon transverse energy is E; > 10 Ge V. In the Standard Model at tree-level 
IC = 1, ~ = 0, K, = 0, X = 0. 
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-
2.3 Electromagnetic moments of the W boson. 

The anomalous parameters are related to the W boson classical electromagnetic 

parameters in the static (photon energy -+ 0) limit (with n = c = 1) via: 

µw 2~w(2 + f:j."" +A) Magnetic Dipole Moment (2.7) 

Qw - i.:, ( 1 + f:j."" - A) Electric Quadrupole Moment (2.8) 
w 

dw 2~w(K+j) Electric Dipole Moment (2.9) 

Qw --dr(K - j) 
Mw 

Magnetic Quadrupole Moment (2.10) 

< R~ > i.J2 ( 1 + f:j."" + A) 
w 

Mean - Squared Charge Radius (2.11) 

Note that for an arbitrary spin-S particle, 2S + 1 electromagnetic moments 

are allowed [25]. Thus, the W vector boson is expected to have both a magnetic 

dipole moment and an electric quadrupole moment in the Standard Model [26]. 

The W electric dipole and magnetic quadrupole moments (the terms in the effective 

Lagrangian involving the Kand j parameters) are P-odd and violate CP (i.e. violate 

T). 

The tree-level Standard Model predictions for the values of the anomalous pa­

rameters are /:j."" = "" - 1 = 0, A = 0, K = 0, j = 0. The numerical values expected 

for these Standard Model parameters are: 

µ'W eAc 3.691 ± 0.012 x 10-16 MeV /T 2Mwc2 

(µ~ 
elk: 5.788 ± 0.000 x 10-11 MeV /T) 2Mec2 

Q'W ( lk: )2 2 -e MwCl = -e Xw 6.063 ± 0.041 x 10-6 e fm2 

.X'w Ac 
Mwc2 = 2.462 ± 0.008 x 10-3 fm 
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Table 2.3: Comparison of Dirac magnetic moment of the proton and neutron 'Xith 
their observed values 

µ(Dirac) µ(observed) 

Proton eh 1 n.m. +2. 79 n.m. 

I Neutron 0 -1.91 n.m. 

where A"w is the (reduced) Compton wavelength of the W boson. The Standard 

Model predicts a g factor for the W boson of gw = 2. Note that the uncertainties 

on these quantities are due primarily to the uncertainty on the W boson mass, 

Mw = 80.14 ± 0.27 GeV /c2 (the combined CDF+UA2 result) [27, 28]. 

Anomalies in the electromagnetic moments of a particle can indicate some inter-

nal structure. For example, in the Dirac theory protons and neutrons are point-like 

particles with predicted magnetic moments summarized in table 2.3. The magnetic 

moments of the proton and neutron are anomalous indicating the compositeness of 

each particle. Thus, anomalies in the magnetic dipole moment and/or the electric 

quadrupole moment of the W boson would suggest the compositeness of the W bo­

son. Additionally the electric quadrupole moment of the W boson is related to the 

Compton wavelength of the W boson by the relationship: 

Qw = -e · .X~ · (1 + 6.K - .-\) (2.12) 

Because the cross section of the WW; process, CT(W +;),is a function of the 

anomalous coupling parameters tt, .-\, K. and ~, experimental upper limits for these 

anomalous parameters can be derived from experimental CT · B(W( - ev) +;) mea­

surement in the existing CDF W - ev data sample. The experimental upper limits 

on anomalous parameters ( X: and ~) derived from the experimental u · B(W + ;) 

measurement of the existing data sample are within 10 % of those for Ott and .,\The 

experimental limits on the anomalous parameters, K. and ~' will not be presented in 
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this analysis. The limits on the anomalous couplings K. and .A will be used with the 

aid of equations 2. 7 and 2.8 to determine the magnetic dipole moment and electric 

quadrupole moment of the W boson. 
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3.1 

Chapter 3 

Experimental Apparatus 

The Tevatron 

The Tevatron is a superconducting synchrotron designed to store and collide bunches 

of protons and anti-protons. There are several smaller particle accelerators used 

to create the protons and anti-protons and accelerate them for injection into the 

Tevatron. Figure 3.1 shows the layout of the different accelerators at Fermi National 

Accelerator Laboratory ( FN AL). 

Prior to injection into the Tevatron, the protons must undergo many different 

stages of acceleration. The protons are created from hydrogen gas which. is ionized 

and accelerated to 750 keV in <t Cockroft-Walton electrostatic accelerator. A linear 

accelerator is used to increase the proton energy to 200 Me V. The protons are then 

accelerated to 8 Ge V by the Booster Ring, a synchrotron located behind Wilson 

Hall at FNAL. The protons from the Booster Ring are injected into the Main Ring. 

The Main Ring (which is located in the same tunnel as the Tevatron) accelerates 

the protons up to 120 Ge V; some of the protons are extracted from the Main Ring 

to be used for the creation of anti-protons. 

The anti-protons are created by protons striking a tungsten target. The anti­

protons are focused using a lithium electromagnet. The anti-protons are then sent 

to the Debuncher Ring where the spread in longitudinal momentum is reduced in 

order to increase their transfer efficiency into the anti-proton Accumulator. The 

anti-protons are stored in the Accumulator until there are enough in the "stack" 

to be transferred to the Main Ring. Both the protons and the anti-protons are 
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Figure 3.1: Overview of the different accelerators at the Fermi National Accelerator 
Laboratory (FNAL). 
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accelerated to 150 GeV by the Main Ring before being injected into the Tevatron 

in at present, six bunches. Once in the Tevatron the protons and anti-protons are 

accelerated to 900 GeV. Quadrupole magnets are used to focus the beams at the 

BO collision point (CDF). 

During the 1988-1989 Tevatron run, approximately 1011 anti-protons were re-

quired for a typical store. During a typical run six bunches of approximately 

5 - 10 x 1010 protons and six bunches of approximately 1 - 3 x 1010 anti-protons 

were collided with a typical luminosity of 1030cm- 2 sec-1 • The average store lasted 

20 hours. 

3.2 CDF DETECTOR 

The Collider Detector at Fermilab ( CDF) is a nearly hermetic general purpose de­

tector designed to provide good lepton and jet identification originating from pp 

collisions at a center of mass energy of 1.8 TeV. The z axis in the CDF coordinate 

system was defined to be parallel to the beam line with the positive z axis pointing 

in the same direction as the proton beam system. The positive y axis was defined 

to be pointing up vertically and the positive x axis pointed away from the center of 

the Tevatron. The (} was defined as the polar angle with respect to the proton beam 

direction (positive z axis). The angle </> was defined as the azimuthal angle around 

the beam and </> = 0 along the positive x axis. Another variable used to determine 

the location of a particle in the CDF detector was its pseudorapidity : 

1/ = ~ ln ( 1 + cos (} ) 
2 1 - cos 8 

(3.1) 

It was observed that in collisions at hadron colliders that the average particle 

density is roughly fiat in : over all angles </> and ~; over some rapidity range 

IYI < X. The rapidity (y) palteau widens with increasing energy. [29] For a given 
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particle( s) the variable y , rapidity, is defined as: 

Y = ~ ln ( 1 + /3 cos () ) 
2 1 - /3 cos() 

where /3 = v / c and () is the polar angle. At high energies, /3 ::::::: 1, the pseudorapidity 

of a particle is approximately equal to its rapidity. Hence at high energies the average 

particle density is approximately fl.at in the experimentally measured quantity T/· 

Figures 3.2 and 3.3 show the layout and major subsystems of the CDF detector 

in its 1988-1989 configuration. The CDF detector is comprised of a 2000 ton movable 

cylinder whose axis lies along the Beam line. The Vertex Time Projection Chambers 

(VTPC) are closest to the nominal interaction point. Surrounding t-he VTPC is 

a wire drift chamber used for measuring tracks (CTC). Both of these devices are 

inside a 1.4 Tesla superconducting solenoidal magnet used for charge and momentum 

determination. Outside the magnet are electromagnetic and hadronic calorimeters. 

The calorimeters in the central region have an angular coverage in () of 30° < 

(} < 150°. Surrounding the calorimeters in the central region of the CDF detector 

are the muon chambers. The end-caps of the central cylinder are filled with plug 

calorimeters which provide calorimetry coverage at angles shallower ( 10° < (} < 36° 

and 144° < (} < 170°) than the central calorimeters. In the forward regions of the 

collision hall are the 3000 ton forward calorimeters. These fixed calorimeters provide 

coverage at angles shallower (2° < (} < 10° and 170° < () < 178°) than the plug or 

central calorimeters. Also in the forward direction are toroidal magnets and devices 

for muon detection. The analysis presented in this thesis makes use of the tracking 

and calorimeter subsystems. 

3.2.1 Tracking Detectors 

Closest to the beam pipe the Vertex Time Projection Chamber (VTPC) was designed 

to track charged particles in the r- z plane (r is the radial distance from the beam). 

It was used to find the location of the primary interaction point (vertex) along the 
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The VTPC consisted of a set of eight individual time projection chambers each 

subdivided azimuthally into octants (figure 3.2.1). Particles passing through the 

chambers ionized the gas (503 argon 503 ethane) within the chambers; the resulting 

electrons drifted toward anode wires and cathode pads for subsequent readout. The 

radial and beam-line location of each wire together with the drift time of the charge 

to the wire allowed the reconstruction of tracks in the r - z plane. 

Reconstructed tracks in the VTPC were parameterized by the polar angle and 

the intercept with the z axis. Primary vertices were located by identifying clusters of 

z intercepts from several tracks. The z resolution of the VTPC was approximately 

2 mm. Figure 3.5 shows the distribution of primary vertices in the 2662 candidate 

W events in the inclusive electron W sample. 

The Central Tracking Chamber (CTC) was a large 1.3 meter radius cylindrical 

drift chamber surrounding the VTPC. Like the VTPC, the CTC was inside of the 

1.4 Tesla superconducting solenoidal magnet. The CTC provides charged particle 

tracking in three dimensions (Figure 3.2.1). 

The CTC covered the region 1111 < 1.0 at' its outer radius and was cylindri­

cally symmetric, allowing full azimuthal coverage. The CTC included both axial 

and stereo wires. Because of the magnetic field, charged particles moved in helical 

trajectories. The sense wires of the CTC were grouped into nine super-layers and 

within each super-layer the wires were further grouped. The sense wires of the five 

axial super-layers were parallel to the z axis. The remaining four stereo super-layers 

consisted of wires with a 3° tilt to provide z information. The axial and stereo 

super-layers alternated with an axial super-layer being the inner most super-layer. 

Each cell within a super-layer consisted of field, sense, potential, guard and 

shaper wires. The field wires provided an electrostatic potential of approximately 

1350 V /cm. The charged particles ionized the 50-50 argon/ethane gas and the 

electrostatic and magnetic fields caused the charge to drift towards the sense wires. 
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Figure 3.4: Isometric view of two VTPC modules. 
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Figure 3.5: Z vertex of inclusive electron W events. 
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Figure 3.6: Cross sectional view of the CTC end-plate showing both the axial and 
stereo wire locations. 
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In the region of the sense wires the gain of the gas was controlled by the potential 

wires. The electric field was "fine tuned" through the use of guard and shaper wires. 

All wire cells were inclined at a 45° angle (see figure 3.2.1) relative to the radial 

direction from the beam axis to compensate for the subtleties of drifting charge. 

In magnetic and electrostatic fields, the drift velocity of charged particles is both 

parallel to the electrostatic field and parallel to E x B [30]. The net drift velocity 

forms an angle relative to the electrostatic field given by [31 J: 

v · B 
tan,B = k. E' (3.2) 

where ,B is the Lorentz angle, v is the drift velocity with no magnetic field, B is 

the magnetic field strength and k is a parameter that depends on the particular gas 

being used in the drift chamber. For the CTC k was approximately 0.7 resulting in a 

Lorentz angle ,B :::::: 45°. The 45° tilt was decided to allow the drift trajectories to be 

approximately azimuthal. This simplified the track reconstruction ensuring that the 

maximum drift time to the nearest wire in a given super-layer was 40 nsec. Multiple 

rows within a super-layer were used to resolve the left-right drift time ambiguity 

and for redundancy in the case 6f wire failure. The sense wire positions were used 

for the measurement of the radial position r of a track. The drift time was used to 

determine the <P position. Since the axial magnetic field bent the charged particles in 

the axial direction ( <P) and did not alter the z trajectory, the curvature of the track 

wa.s used to determine the sign of the particle's charge and its momentum. The RMS 

momentum resolution of the CTC was SPT/ PT = PT/500 GeV /c (PT is in GeV /c) 

for isolated tracks. Imposing the constraint that individual tracks originate from 

the interaction pgint (vertex), extended the effective track fitting range from 1.0 m 

to 1.3 m, thus improving the momentum resolution to 5PT/PT = PT/900GeV/c. 

In this analysis the CTC was used to identify electrons from the decay of the W 

boson and to veto events with charged particles pointing at the electromagnetic 

cluster associated with a photon. The CTC was also used to veto events that failed 

a tracking isolation cut (in order to reduce the QCD-jet background). 
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3.2.2 Central Calorimeters 

The CDF calorimeters are finely segmented in the 77 - ¢directions and are organized 

into projective towers pointing towards the interaction point. The calorimeters cov­

ered all of phi and extended to /77 / < 4.2. Each calorimeter tower consisted of an 

electromagnetic calorimeter element in front of a hadronic calorimeter element. In 

the central region the calorimeters have an angular coverage (in 77) of J77 J < 1.1. The 

calorimeters in the plug have coverage of 1.1 < /77 [ < 2.4. The forward calorimeters 

cover 2.4 < /77J < 4.2. 

The central electromagnetic calorimeters (OEM) contained 31 layers of poly­

styrene scintillator interspersed with lead sheets into towers of dimensions (in 77 - ¢ 

space) of 0.11 in 77 by 15° in </>. The OEM was 18 radiation lengths (0.6 absorption 

lengths) thick and had a pseudo-rapidity coverage of 0 < /77J < 1.1. Each calorime-

ter tower was read out through wavelength shifters coupled via light guides to two 

conventional photo-multiplier tubes (one on each phi edge of the tower). This redun-

dancy protected against failures due to a single faulty photo-multiplier tube. Since 

each photo-multiplier tube read out light at the phi edge of the calorimeter tower, 

the phi position of an electromagnetic shower could be determined using both of the 

photo-multiplier tubes. Figure 3. 7 shows a schematic view of a central calorimeter 

wedge and the placement of the photo-multiplier tubes. 

Embedded approximately six radiation lengths deep in the lead-scintillator sand-

wich of the OEM was a electromagnetic shower maximum detector. This detector 

called the Central Electromagnetic Strip chambers (CES) was a multi-wire propor-

tional chamber with finer segmentation than the OEM. This finer segmentation al-

lowed for excellent measurement of electromagnetic shower profiles in both z through 

the cathode pads and r - </> through anode wires. Figure 3.8 shows a schematic draw-

ing of the CES. The CES cathode pads (aligned along the z direction) varied in width 

-

-

-

... 

-

... 

from 1.67 cm to 2.01 cm. The anode wires (oriented along r - </> ( x) direction ( r is -

the radial distance from the beam line)) were spaced 1.45 cm apart. The position 
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Figure 3.7: Schematic of Central Calorimeter and location of CES. 
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resolution in each view was 0.2 cm. 

Located behind the CEM in the same tower configuration, the Central Hadronic 

Calorimeter (CHA) consisted of 32 layers of steel absorber interspersed with acrylic 

scintillator, totaling 4.5 absorption lengths. Also located behind the CEM, the End­

wall Hadron Calorimeter (WHA) consisted of 15 layers of steel absorber interspersed 

with acrylic scintillator (each layer had double the thickness of the CHA) totaling 4.5 

absorption lengths. The pseudo-rapidity coverage for the CHA was 0.0 < 177 I < 0.9 

and for the WHA the corresponding coverage was 0.7 < 1771 < 1.3. The WHA 

completed the hadron calorimeters coverage for the interface region between the 

central and plug calorimeters. 

The CEM,CHA and WHA were calibrated with test-beam electrons and pions 

at various energies using a sample wedge. The CEM had an energy resolution of 

5E/E = 13.5%/VE + 2.0% where Eis in GeV. Both the CHA and WHA had 

energy resolutions of 5E / E = 75%/ VE + 3.0% where E is in GeV. 

In the analysis the central calorimeters were used to identify electrons by the 

energy deposition (nearly entirely in the electromagnetic portion of the calorimeter) 

of an incident track. These calorimeters were also used to identify photons by their 

energy deposition in the CEM when no track was present. The EM shower maximum 

detector (CES) was crucial to this analysis and was used to determine the position 

and the transverse development of an electromagnetic shower at shower maximum. 

3.2.3 Plug and Forward Calorimeters 

The plug and forward calorimeter components were gas proportional wire chambers 

that were filled with 50/50 Argon/Ethane. These calorimeters had the projective ge­

ometry like the CEM,CHA and WHA calorimeters and had finer segmentation than 

the central calorimeters (CEM,CHA and WHA) of 0.09 in 77 and 5° in¢. The actual 

chamber stacks form a quadrant on one side of the plug electromagnetic calorimeter 

(PEM), forward electromagnetic (FEM) and hadronic (FHA) calorimeters and a 30° 
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Figure 3.8: Schematic for the CES detector. 
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slice in plug hadronic calorimeters (PHA). The plug calorimeters (PEM,PHA) fill in 

the end-caps on either side of the central barrel (see figure 3.3). The PEM consisted 

of four 90° quadrants. Each quadrant had 34 layers of wire chambers interspersed 

with thin sheets of lead absorber. The PEM had a pseudo-rapidity coverage of 

1.1 < 111 I < 2.4; a position resolution of 2 mm x 2 mm and is 18 - 21 radiation 

lengths thick depending on position within the PEM. The PHA had 12 - 30° (in ¢) 

sections. Each section contained 20 layers of wire chambers sandwiched between 21 

layers of steel. The PHA was 5. 7 absorption lengths thick and had a pseudo-rapidity 

coverage of 1.3 < 111 I < 2.4. 

The forward calorimeters were not located on the movable cylindrical section of 

the CDF detector,but instead were in fixed positions at larger pseudo-rapidities than 

the central or plug calorimeters. The FEM was divided into four quadrants each 

containing 30 layers of proportional wire chambers and lead sheets. The FEM was 25 

radiation lengths thick and had a pseudo-rapidity range of 2.2 < \77 \ < 4.2. Similar 

to the FEM the FHA was divided into quadrants; each quadrant had 27 layers 

of proportional wire chambers and steel absorbers. The FHA was 7. 7 absorption 

lengths thick and had a pseudo-rapidity coverage of 2.3 < 111 I < 4.2. 

The energy resolution was larger for the gas calorimeters (plug or forward) than 

it was for the scintillator based calorimeters in the central region. The PEM had 

energy resolutions of oE/E = 28%/VE + 2% where Eis in GeV. For the FEM the 

energy resolution was oE/E = 25%/VE + 2%. The PHA had an energy resolution 

of 6E/E = 90%/VE + 4% and in the FHA 6E/E = 130%/VE + 4%. 

In this analysis the plug and forward calorimeters were used in the determination 

of the missing transverse energy $T (see chapter 4 for definition). 
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3.3 Luminosity Monitors 

The bea.m-bea.m counters (BBC) were a plane of scintillation counters immediately 

in front of the forward/backward calorimeters at a. distance of 5.8 m from the nomi­

nal interaction point and covering the beam fragmentation region in pseudo-rapidity 

range 3.2 < [77[ < 5.9 These counters provided a. minimum bias trigger for the de­

tector and were also used as the primary luminosity monitor for CDF. The minimum­

bias BBC trigger required at least one counter in each plane to fire within a. 15 ns 

time window centered on the beam crossing time. 

3.4 Triggering 

The interaction rate during the 1988-1989 collider run was 105 times higher than the 

capacity of the CDF data. acquisition system. In order to select interesting events 

to process and maximize the a.mount of time that the CDF detector could take data. 

(i.e. reduce the dead-time), CDF used a. four level trigger system. A description of 

the triggers relevant to the collection of inclusive electron W data follows. 

The lowest level trigger selected inelastic (minimum-bias) pp collisions by re­

quiring an in-time coincidence of the BBC planes on either side of the interaction 

region. The trigger decision was· available in time to inhibit data. taking during the 

next beam crossing 3.5 µsec later. 

The level-1 trigger decision was made within 7.0 µsec a.sallowed by level-0. If an 

event failed in the level-1, the front end electronics were reset in time for a. second 

beam crossing after the initial level-0 decision. The maximum allowed level-1 accept 

rate was, 1 kHz. The level-1 calorimeter trigger system computed transverse energy 

in both the electromagnetic a.nd hadron compartments of the calorimeter. Trigger 

towers had a. width of 0.2 x 15° in 'f/ x </>, mapping the detector into two 42 x 24 ( 77 x ¢) 

arrays, one for electromagnetic and the other for hadronic energy deposition. Central 

electron W candidates were required to have at least 6 Ge V in a single trigger tower 
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( = two physical towers) of the central electromagnetic calorimeter. 

In level-2, two-dimensional tracking information from the central fast tracker :32] 

(CFT), a hardware track processor, was associated with level-1 electron information 

to form level-2 electron triggers. Fast timing information from the CTC was used 

to detect high transverse momentum tracks in the central region. The track finder 

analyzed prompt hits from the axial sense wires of the CTC to identify tracks by 

comparing hits in the CTC to predetermined hit patterns for the range of transverse 

momenta allowed by the CFT trigger threshold. The CFT relied upon the fact that 

stiff tracks have ionization drift times of less than 40 nsec for at least one wire in each 

super-layer of the CTC to determine track momentum. The track processor covered 

the PT range from 2.5 to 15 GeV /c with a momentum resolution of 5PT/ PT = 3.53 

(PT in Ge V / c). The list of two-dimensional tracks found was presented to the rest 

of the CDF level-2 trigger system. 

The level-2 trigger was used to reduce the rate of accepted events to less than 

10 Hz. The level-2 central electron trigger made use of both calorimeter and tracking 

information. The hardware cluster finder was designed to make use of the projective 

nature of the calorimeter towers; the cluster finder searched the electromagnetic 

tower array forming clusters around seed towers. The seed towers were required to 

have at least 4 Ge V of transverse energy (ET), assuming the vertex position to be 

Z = 0. Each of the four nearest neighbors to a given seed tower were then included . 
in the cluster if the tower had ET > 3.6 GeV. Again, each of the nearest-neighbor 

were checked and if they were above the ET threshold of ET > 3.6 GeV then the 

towers were added to the cluster. This algorithm repeated until the cluster could 

not be extended. The hadronic ET of the towers in the cluster was added to the 

electromagnetic ET to give the total cluster ET. These clusters were then matched 

in azimuth with high-transverse momentum tracks from the CFT [13]. 

The level-2 electron trigger required that: the cluster have transverse electromag­

netic energy (EM ET) of more than 12 GeV, assuming the event vertex to be Z = O; 

43 

-

.. 

.. 

-

-

-

-

-



the ratio of total cluster ET to EM ET be less than 1.125 and that there be a CFT 

track associated with the cluster with transverse momentum of PT > 6.0 GeV /c. 

The efficiency of the level-2 electron trigger for electrons with transverse energy 

ET > 15 GeV was 98%. 

A level-3 trigger system was also implemented during the running period, which 

consisted of a "farm" of 60 ACP (Advance Computer Project at FLAB) micro­

computers based on Motorola 68020 coprocessors. The event data read out from the 

entire detector after a level-2 accept was available for use in level-3 trigger algorithms 

and level-3 trigger decisions. Because of constraints on the execution time per event, 

the level-3 trigger algorithms used streamlined versions of the complete off-line CDF 

event reconstruction code. The level-3 central electron filter required that the level-2 

central electron cluster have EM ET > 12 GeV and a two-dimensional track with 

PT > 6 Ge V / c as reconstructed by the level-3 software. 

During the 1988-1989 collider run the level 3 trigger reduced the event acceptance 

rate from 10 Hz to 1 - 2 Hz. The overall (level 1,2,3) trigger efficiency for central 

electrons associated with the inclusive W data sample was 97.3 ± 0.53. 

3.5 Data Collection 

The data samples used in this analysis were collected over a 12 month period. The 

peak ma.chine luminosity was over 2 x 1030 cm-2sec-1
• The o'5erall trigger rate was 

limited to 1 - 2 Hz by the speed at which data could be transferred to tape. A 

typical event record contained ,...... 120 kbytes of information. The total 4.4 pb- 1 

data sample consisted of 4 x 106 events recorded on 5500 magnetic tapes. 
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Chapter 4 

Event Selection 

This chapter describes the selection of W ----> ev + r events. As mentioned in 

Chapter 2, W r represents a subsample of inclusive W production. This analysis 

used the inclusive electron W data sample (the same one used in the W cross section 

x branching ratio measurement and the electron W/ Z cross section ratios [13, 8]) 

as a starting point. The event selection was divided into two parts: the W selection 

and the photon selection. 

4.1 W Selection 

In the 1988-1989 Tevatron collider run, CDF collected J [,dt = 4.05 ± 0.28 pb-1 

of high transverse momentum PT electron data (note: this momentum is transverse 

to the beam direction). The uncertainty in the integrated luminosity was 6.8%, due 

primarily to the uncertainty associated with the total inelastic pp cross section as 

observed by the Beam-Beam Counters with uaac = 46.8 ± 3.2 mb. 

The W candidate events required an isolated well measured electron and large 

missing transverse energy (the signature of a neutrino in the CDF detector). These 

events came from the high PT electron level-3 trigger. Since high PT electron identi­

fication is crucial, to the selection of W candidate events. In this section the CDF 

electron identification is described. 
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4.1.1 Offi.ine Clustering 

Isolated electrons at CDF were found from energy clusters found in the electro-

magnetic calorimeters. These clusters were formed around seed towers with trans-

verse electro-magnetic energy (EM ET )1 greater than 3 GeV. In the CEM calorime­

ter the clustering was limited to nearest neighbors (in 17 ). Because the nature of the 

<P cracks between adjacent wedges in the CEM is larger than a typical electromag­

netic shower in the CEM electrons do not deposit much energy across the phi cracks 

in the CEM calorimeter. This fact was confirmed by test-beam studies. [33] A clus-

ter was formed when ratio of hadronic energy and electromagnetic energy from the 

towers in the cluster was less than EHAD/ EEM < 0.125 and the total transverse 

electromagnetic energy E:M > 5.0 GeV. 

The inclusive electron vV sample was obtained from the large transverse energy 

central ( l77e I < 1.1) electron sample. A brief description of the selection of the 

inclusive electron W sample is given below; a more complete description can be 

found in reference [13]. 

The inclusive W sample required a candidate central electron with the following 

properties: 

• The event vertex was within lzvtxl < 60.0 cm of the nominal z = 0.0 position. 

As mentioned in the previous chapter, for a typical run during the 1988-1989 

collider run, the vertex position varied about Zvtx = 0 with a CTvtx = 30cm. 

• The electron cluster was in the central portion of the detector l77e I < 1.1, and 

was within the good fiducial region of the CEM calorimeter, as determined 

from CES shower centroid information. 

The CDF detector is constructed to be symmetric in T/ and <P space. The 

1 t.he t.ransvnse energy ET in a given calorimeter was defined as ET= Esin8i. Eis t.he energy 
l!leasured in the calorirneter towPr. The polar angle 8i is angle between the center position in the 
tower and the event vertex. 
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fiducial region in the central part of the detector was selected to avoid the 

edges of the calorimeter where the electron response is erratic. 

• Transverse energy of the cluster E;juster > 20.0 GeV. 

• Isolation I ( Econe - Ecluster) ;' Ecluster < O 1 in an angular cone of size 
T T T · ' 

b.R = J 6.71 2 + 6.¢2 = 0.4 (in the T/ - <P plane) centered on the electromagnetic 

cluster (location defined from CES shower centroid information). EJ.°ne is the 

sum of the transverse energy in the cone. This variable provided a measure of 

the energy deposition of other particles in the region of T/ - <P space directly 

surrounding the electromagnetic cluster. 

• A hadronic (HAD) to electromagnetic (EM) energy ratio for the towers in the 

central electromagnetic cluster of Had/EM < 0.055 + 0.00045 * E, where E was 

the total energy of the EM cluster in GeV. An energy-independent efficiency 

for this cut was obtained using this functional form. 

• A CES strip chi-square of X~trip < 15 from a fit of the cluster profile in the 

strip view to test-beam electron shower profiles. 

• Lateral shower-shape chi-squared variable Lshr < 0.2, which is a chi-squared 

comparison of the observed lateral shower profile to test-beam electron lateral 

shower profile data. Lshr was defined as 

Emeas _ Epred 
Lshr=0.14·2:: ' ' 

i Jo.14. E2 + (b.Ered)2 
( 4.1) 

where the sum is over the towers in EM cluster (excluding the seed tower); 

Ef1eaa is the measured energy in tower i; E;red is the predicted energy in 

the tower i calculated from the seed tower energy, impact point from the CES 

shower centroid and event vertex using parameterized shower profiles from test­

beam data; E is the EM energy of the cluster; and b.Eyred is the uncertainty in 

E;red associated with an 1 cm uncertainty in the impact point measurement. 

All energies are in Ge V. 
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• A single reconstructed three-dimensional track associated with the EM cluster 

must have had a track position which matched the CES shower position to 

within i.6.zl < 3.0 cm and 16.r - ¢! < 1.5 cm. The CES had a position 

resolution of 1. 7mm for 50 Ge V electrons at normal incidence. 

• The ratio of electromagnetic energy (E) of the EM cluster to the momentum 

( P) of the track associated with the EM cluster must have been E / P < 1.5. 

There were 5012 events that passed these requirements. 

For central electrons the fiducial cuts in the T/ direction were made using the z 

coordinate of the electron shower centroid. (The CES measured the shower centroid 

in two coordinates: x (which corresponded to the r - ¢ direction) and izl (which 

corresponded to the T/ direction). The active CES region in the izl direction was 

6.2 cm < izl < 239.4 cm and the active CEM region was 4.2 cm < izl < 246.0 cm. 

[34] The fiducial cut in z( T/) required that 9.0 cm < lzl < 217.0 cm. This cut removed 

electrons in Tower 9 of the CEM calorimeter. This was the smallest tower in the 

CEM in terms or radiation lengths and physical size. 

The fiducial cuts in the ¢ direction for central electrons were made using the 

x coordinate from the CES detector. At the CES depth (184.15 cm) in the CEM 

calorimeter the wedge was 48.5 cm wide with an active width of 46.2 cm. The CES 

had an active width of 45.1 cm. The fiducial cut required that the CES position of 

the shower (in the x coordinate) Xces < 21.0 cm from the center line of the wedge. 

In addition to the symmetric cuts, there was a small region (one CEM tower) that 

was excluded due to the cable runs and cryostat lines required from the operation 

of the track chambers and solenoidal magnet. This excluded the region from 0. 77 < 

T/ < 1.0 and 75° < ¢ < 90°. 

The measured energy in the CEM calorimeter tower was corrected in three ways: 

1) by a correction based on position in the tower; 2) tower to tower corrections; 

and 3) overall energy scale correction. The response map correction used the CES 
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shower centroid (in order to accurately determine the position of the shower) and 

response function of a typical tower as a function of azimuthal ( x) and z positions. 

This response map function was derived from test-beam electron data. Figure 4.1 

shows the relative response in a central calorimeter tower as a function of azimuthal 

and z position. The response map correction had an accuracy of 1.13 within the 

fiducial region of the CEM. The tower to tower correction was derived from a sample 

of ""' 1 7000 electrons with ET > 12 Ge V. The tower to tower response was then 

determined from the E/ P distribution of these electrons. The overall scale was 

derived from the inclusive W sample using the E / P distribution of the electrons 

from the decay of the W boson with all other energy corrections applied. This 

E / P distribution from the inclusive W data was compared to calculations from a 

radiative W Monte Carlo event generator and complete detector simulation. The 

tracking chamber momentum scale was derived from the Jj'J.! -t µ+ µ- invariant 

mass distribution. [13] 

The candidate W events required the presence of an electron and neutrino. In 

CDF neutrinos from W decay were identified by a large transverse energy imbalance 

(missing ET - ftT ). Missing transverse energy ($T) was defined as, 

i = calorimeter tower number with 111 I < 3.6 ( 4.2) 

where E' is the energy and iii is a unit vector perpendicular to the beam axis and 

pointing at the ith calorimeter tower. For a tower to have been included in the sum, 

it must have passed a location dependant energy threshold of: 0.1 Ge V in the CEM 

and CHA; 0.3 GeV in the PEM; 0.5 GeV in the PHA and PEM; and 0.8 GeV in the 

FHA. In the calculation of JtT no energy corrections were applied. 

Events passing both the Z and W selection criteria were excluded from the 

sample. The precise definition for zo events can be found in the reference [13]. 

There were 2664 events that passed all W requirements. 
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N -x 
(/') 

Figure 4.1: Relative response in a central calorimeter tower. The Z' a.xis in the beam 
direction and the X a.xis is in the azimuthal direction. The vertical scale gives the 
relative response across the tower face. The point labeled 1.0 is the point at which 
the tower is calibrated. The point labeled 0.9 has a relative response ten percent 
less than the 1.0 (calibration) point. 
[13] 
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4.2 W r Event Selection 

As mentioned previously, the W "! data sample for this analysis was selected from 

the CDF inclusive electron vV data sample. 

The photons were identified by the presence of a second electromagnetic cluster 

well separated from the electron from the decay of the W boson. As described in 

chapter 2, the Er spectrum for photons from W(-+ ev) 'Y is a very steeply falling 

one . In order to have a measurable signal, this analysis looked for photons with 

E; as low as 5.0 GeV. As with the search for electrons from W decay, the photons 

were first identified by electromagnetic clusters in the CEM calorimeter. The default 

electromagnetic clustering Er thresholds could not be used because of the efficiency 

"turn on" curve of the clustering near the threshold of 5 GeV (see figure 4.2). The 

TJ range was limited because the low-,B quadrupoles of the Tevatron obscured part 

of the azimuthal regions of the forward calorimeters, 3.6 < ITJ I < 4.2. 

In order to insure that the electromagnetic clustering was fully efficient at 

£fluster= 5.0 GeV, the seed tower Er threshold was lowered to Erccd 2 1.0 GeV 

from the default of 3.0 GeV and the total transverse electromagnetic energy of the 

cluster threshold was lowered from 5.0GeV (default) to l.5GeV. 

A photon candidate was defined as: 

• A 1-3 tower cluster of electromagnetic energy deposited in the CEM calorimeter 

with Et 2 5.0 GeV, after position response and CEM energy scale corrections, 

with a seed calorimeter tower energy of Et 2 1.0 GeV. 

• A candidate CEM cluster was required to be in a good fiducial region of the 

central calorimeter, as defined by the position determined from CES shower 

centroid information. The fiducial region of the central calorimeter is described 

in the previous section. 

• An angular separation between the W decay electron and the photon of t:J,.Re--r = 
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Figure 4.2: Clustering Efficiency "turn on" for default electromagnetic clustering in 
the CEM. 
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J fl.ry2 + fl.¢2 > O. 7. This cut was designed to suppress the contribution from 

radiative W decay. b..Re-r = 0. 7 corresponds to an opening angle of b..ef; :: 40° 

in the r - <jJ plane. 

• A calorimeter isolation "ET 4" cut, requiring that the excess transverse energy 

deposited in a cone of b..R = 0.4 centered on the CEM cluster, but not including 

the EM cluster energy must have been ET4 < 2.0 GeV. 

( 4.3) 

• A tracking isolation "'BPT4" cut, requiring that the summed transverse mo­

mentum due to charged tracks within a cone of b..R = 0.4 centered on the 

CEM cluster must be less than 'BPT4 < 2.0 GeV. The tracks participating in 

the sum must have originated within b..z < 10 cm of the event vertex, and be 

reconstructed in three dimensions . 

• No tracks,originating from any vertex, pointed at the EM cluster. The tracks 

must be reconstructed in three dim~nsions. (N3D = 0 cut). 

• A hadronic to electromagnetic energy ratio for the central EM cluster of 

Had/ EM < 0.055 + 0.00045 * E, where E is the total energy of the EM 

cluster in GeV. 

• A lateral shower-shape for the CEM cluster of L 6 hr < 0.5. The variable, L 6 hr, 

is defined in the previous section. 

• The CES ·st.rip and wire chi-squares for the electron shower profiles of the 

leading cluster in each of these views, must be X~trip < 20.0 and X~ire < 20.0. 

• A "no 2nd CES" cut, requiring that no additional CES strip/wire clusters with 

EcEs 2 .. .t > 1.0 GeV be present within the CEM cluster. This cut was made 

to further suppress 71"
0 and multi-photon backgrounds. 
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The isolation cuts were made to reduce the background from QCD jets. The 

HAD/EM, L.hr and CES x 2 cuts were made to remove jets and identify photons 

or electrons. The "no-track" cut differentiated photons from electrons. The "no 

2nd CES" cut suppressed the multi-photon background. Table 4.1 summarizes the 

effects of these cuts on the inclusive W and the QCD data sample used to estimate 

the background. The background estimate will be discussed further in chapter 6. 

For w,, candidates, a transverse mass cut of Mif > 40 GeV /c2 was made to 

suppress the high-P,;'"I' component of the (W ---t T v.,.)+-y, T ---t e ii., v.,. background. 

The W transverse mass is defined as Mf = J2Pf p:e (1 - cos 6.<P.,-ve) , where 

1:::..¢.,v. is the opening angle between the W -decay electron and neutrino in the r - </> 

plane. The cluster transverse mass (also known as the minimum invariant mass) of 

the W + '"Y system is defined as: 

MW = vl[(M2 +IP')'+ P" 12)~ + 1pvi1]2 - IP')'+ P" + pve12 CT - e')' , T TI ' T T T T ( 4.4) 

where M.,.., is the invariant mass of the electron-photon system. 

After all cuts, there were 8 candidate. W 'Y events. 

Figures 4.3 and 4.4 show the effect of the cuts on the inclusive electron W data 

sample. Figures 4.5, 4.6 and 4. 7 show some of the kinematic properties of the electron 

W 'Y candidate events, overlaid with the Monte Carlo expectations for the signal and 

background. (These will be discussed in greater detail in the next two chapters.) 

Table 4.2 contains the salient kinematic properties of the electron W 'Y candidate 

events. 

. ... 
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Figure 4.3: Photon variables as a function of photon cuts, for the electron W 1 data 
sample. (A) ET distribution of fiducial CEM clusters passing the E~ > 5.0 GeV 
cut and the f).Rt.., > 0. 7 angular separation cut. (B) The calorimeter isolation 
distribution before the ET4 < 2.0 GeV cut is applied. (C) The tracking isolation 
distribution before the EPT4 < 2.0 GeV /c cut is applied. (D) The Had/ EM 
distribution before the Had/ EM cut is applied. 
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Figure 4.4: Photon variables as a function of photon cuts, for the electron W "Y data 
sample. (E) The Lahr distribution before the Lahr < 0.5 cut is applied. (F) A 
scatterplot of CES X~tripa vs. X~irea before the X~tripa < 20.0 and X~rea < 20.0 cut is 
applied. ( G) A scatterplot of CES Eatripa vs. E...nrea before the no 2nci CES cluster 
E > 1.0 Ge V cut is applied. (H) The Ej. distribution after all photon cuts have 
been applied, including the no 2nci high-PT track cut for suppression of background 
from mis-identified electron Z + "Y. 
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Table 4.1: Summary of electron W7, and QCD Background Passing Successive 
Photon Cuts. The entries in the first row in the first columns are the number of 
inclusive electron W events; the entries in the other rows of the first column are 
the number of W events with fiducial CEM clusters surviving the application of 
successive photon cuts. In the last column, the entry in the first row is the number 
of central, non-leading jets passing the jet selection criteria. The other entries in 
this column are the number of fiducial CEM clusters surviving the application of 
successive photon cuts. See text for further details. 

electron W 1' QCD background 

Inclusive W or QCD Data Samples 2664 11726 

Pass FidCEM, E~ > 5.0 GeV, t::.R,,"Y > 0.7 Cuts 107 266 

Pass ET4 < 2.0 Ge V Cut 28 107 

Pass "f,PT4 < 2.0 GeV Cut 16 64 

Pass N3D = 0 Cut 13 57 

Pass Had/ EM Cut 13 55 

Pass L~hr < 0.5 Cut 13 42 

Pass X~trip + x!ire Cut 13 32 

Pass no 2nd CES > 1 GeV Cut 9 20 

Pass no 2nd Isolated Track Cut (WT' only) 8 
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Table 4.2: Kinematic Properties of Electron W 1' Candidates. 6.Re.., is the angular 
separation in the 77-c/J plane between the decay electron and the photon. MP' is the 
W transverse mass. M'f-r is the cluster transverse mass. 
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Figure 4.5: ET of the photon for the 8 W '"Y candidate events 
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Chapter 5 

Acceptances and Efficiencies 

The efficiency for selecting W 'Y events and the overall acceptance factors for W r 

events are required in order to determine the cross section x branching ratio for the 

process W ( ~ ev) r. The overall acceptance x efficiency for selecting W r events 

can be written as: 

Aw,.· tw,. = (Ezvx · T ·Ee· i:") · (AM;t ·Aw· f-Y ·A") 

The terms in this equation will be defined in subsequent sections. 

( 5.1) 

The kinematic and geometrical acceptances of W r events were obtained from 

detailed Monte Carlo simulations of this process. The electron and photon efficien-

cies were determined from various pp and test-beam data samples and cross-checked 

with various detailed Monte Carlo simulations. 

5.1 Baur W1 Monte Carlo Event Generator 

The Baur W r Monte Carlo event generator [17] was used to simulate the production 

and decay of W r events. The Baur W r event generator program generates weighted 

events using the·helicity-amplitude formalism, adding together the contributions of 

the Feynman graphs of figure 2.1. The kinematic phase space calculations are done 

using the VEGAS adaptive multi-dimensional integrating code [37]. The Baur W r 

Monte Carlo was modified to use the CERN library of parton distribution functions 

[38] and include all parton-parton luminosities and the Cabbibo-Kobayashi-Maskawa 

[CKM] quark mixing matrix elements [38]. The HMRS-B [40] structure functions 
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are the structure functions used in this analysis; these structure functions were also 

used in the determination of the CDF electron W and Z cross sections [12] and the 

CDF electron W/ Z cross section ratio [13]. The cross section output from the Baur 

W 1 Monte Carlo includes a "K-factor" of [ 1 + 8
; a 8 ( Mfv..,] ::::::: 1.35 to approximate 

higher order QCD processes such as q+ij-+ g+ W-r1 and q+q--+ q+ W +1. [41] 

The Standard Model results predicted by the Baur Monte Carlo event generator were 

compared with several other W 1 Monte Carlo event generators, such as ISAJET 

[35], VVJET [41], PAPAGENO [42], PYTHIA [43] and the CDF radiative W 

decay Monte Carlo event generator WZRAD [44]. The cross section results are in 

good agreement between the various Monte Carlo event generators for the various 

different regimes of comparison. The systematic uncertainties associated with the 

BAUR W --y Monte Carlo results were also studied by: 

• varying the shape of the PT(W1) distribution 

• using several different structure function choices 

• studying the Q2 scale dependence of the calculation. 

These systematic uncertainties are discussed in greater detail in chapter 7. 

A large sample ( > 500, 000 events) of Baur W 1 Monte Carlo events were gen­

erated with extremely loose cuts on the electron momentum and pseudo-rapidity of 

the electrons and photons ( l77e I, 177-r I < 6); however a minimum photon transverse 

energy E:;. > 1.0 Ge V and minimum angular separation between the decay electron 

and photon of b..R.,.., > 0.3. were imposed to avoid divergences in the Monte Carlo .... 
calculation. These loose cuts maximized the total W 1 cross section while mini­

mizing the potential biases associated with finite detector resolution and smearing 

effects on the steeply-falling kinematic distributions (most importantly the photon 

Ej. distri bu ti on). 
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5.2 Monte Carlo Detector Simulations 

The four vector information for the final-state particles in each W 1 Monte Carlo 

event was then input into either: a "fast" Monte Carlo detector simulation detector 

which parameterized the detailed response of the CDF detector; or a more detailed 

simulation of the CDF detector which included the QCD-evolution/fragmentation of 

the underlying event through ISAJET [35] and then through the QFL [36] detector 

simulation, which also simulated the detailed response of the CDF detector using 

the parameterization method. 

The purpose of the "fast" W --y detector simulation program was threefold: 

1. determine all kinematic and geometric acceptance factors; 

2. obtain predicted cross sections <J · B(W + 1) for events passing all W1 event 

selection cuts. These cross sections, <J • B(W + 1), can be used to predict the 

number of W 1 events. 

The QFL detector simulation program was used to check the results from the "fast" 

detector simulation program. 

5.3 Geometric and Kinematic Acceptances 

The overall acceptance for W (---+ ev) 1 events is 

Aw.., = AMT . Aw . r . A"' 
w 

(5.2) 

AM~ is the acceptance of the transverse mass cut M& > 40 Ge V / c2 for W 1 

events passing all other cuts. 

The overall acceptance for W ---+ ev events is written as Aw = A~T · A~d · A;T 

where A~T is the kinematic acceptance for central fiducial electrons with ET > 

20 GeV, A~d is the geometrical acceptance for fiducial central electrons and A~ TIT 

is the kinematic acceptance for the ;ET > 20 GeV cut. 
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The term f~cem is defined as the fraction of all photons that are central ( /77.., / < 

1.1) which are produced in W 1' events where the W decay electrons pass the W 

selection requirements and the photon has already satisfied the Ej. > 5.0 GeV and 

6Re-, > 0. 7 requirements. 

The overall photon acceptance is given by: 

A .... E.., . A"Yfid. AlR 
T • .., 1.0 · A}id · 1.0 

(5.3) 

A fid is the geometrical acceptance for photons (from W "Y events) m central 

(!11..,I < 1.1) region satisfying Kf > .S.O GeV and 6Re-, > 0.7. 

Since we are measuring only that portion of the (total) production cross section 

x branching ratio, associated with photons above Ej. > 5.0 GeV, the kinematic 

acceptance factor, A1.., = 1.0 by definition. 
T 

Similarly, the lepton-photon angular separation acceptance factor for central 

photons is AIR • .., = 1.0. The product r . A"Y is therefore the acceptance factor for 

central fiducial photons from W 1' events that have already satisfied the W selection 

and Ej. > 5.0 GeV and 6Re.., > 0. 7 requirements. 

The Baur W 1' Monte Carlo and the "fast" Monte Carlo detector simulation were 

used to determine the overall acceptance factors for the W boson and the photons 

for the nominal set (HMRS-B) set of structure functions. These acceptance factors 

are listed in table 5.1. 

The term A;en represents the overall kinematic x geometric acceptance factor for 

photons in Wr events generated by the BAUR Monte Carlo and simulated with the 

"fast" Monte Carlo detector simulation to pass the Ej. > 5.0 GeV and 6R.,.., > 0.7 

cuts. These photons were generated with Ej. > 1.0 GeV and 6.~ > 0.3. Also, 

!Jen represents the fraction of W r events generated where the W boson passes all 

selection criteria and the photon satisfies: Et > 5.0 GeV and 6.Re-, > 0.7. 
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Table 5.1: W boson and photon overall acceptance factors from W'i' Monte Carlo 

I I I 
I I 
I Acceptance factor I 

I Aw 
I 

27.6 ± 0.013 

AMT 94.3 ± 0.83 
w 

A-r 77.9 ± 0.23 

f-Y 48.2 ± 0.33 

AJen 13.5 ± 0.13 

fJen 47.0± 0.13 

The individual acceptances required to compute Aw,.,Aw and A,. are summarized 

in table A.1 of Appendix A. 

. 5.4 Efficiencies 

The overall selection efficiency for W ( ---7 ev) / can be written as: 

( 5.4) 

The factor Ezv~ is the efficiency of the lzvertexl < 60 cm cut. 

The overall W electron trigger efficiency for the central electron selection is 

T = E£1 • E£2 • E£3, where the ELi, i = 1 - 3 are the individual level-1 - level-3 

electron trigger efficiencies, respectively. 

The overall electron and photon selection efficiencies are e:., and e:,., respectively. 
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5.4.1 Electron Efficiency 

The overall central fiducial electron selection efficiency from the decay of the W 

boson is given by: 

cem cem cem cem cem cem cem cem ( 5 5) 
fe = €i•o ·€(Had/EM)· €x 2 . • t:L.hr · t:(E/P) · t:trk · €~z · €.:l:z: · 

.st'r"1.p 

where the individual efficiencies for the central electron selection are the isolation 

I < 0.1 cut, t:'f:;:'; the Had/ EM cut, t:(H-':d/EM)i the CES strip x2 < 20 cut, 

t:ce;n. ; the Lshr < 0.2 cut, t:[,".:hri the E / P < 1.5 cut, t:c(Em/P); CTC electron track 
X:Jt.,.,p . 

reconstruction, e~:k' and the CTC-CES 6.z < 3.0 cm and 6.r - rf> < 1.5 cm track 

match cuts, t:6;' and t:~;1, respectively. 

Since W selection cuts for this sample were the same as those used in the de-

termination of the inclusive electron W <7 • B cross section [8] and the W / Z cross 

section ratios [ 13], the W decay electron efficiencies determined in those analysis 

are applicable here. These efficiencies are summarized in table B.l of Appendix B. 

The overall electron efficiency is: 

84.0 ± 3.0% (5.6) 

5.4.2 Photon Efficiency 

The central fiducial photon selection efficiency is given by 

(5.7) 

where the individual terms are the central fiducial photon efficiencies for passing 

the calorimeter isolation ET4 < 2.0 GeV cut, e1T4 , followed in sequence by the 

tracking isolation EPT4 < 2.0 GeV cut, the N3D = 0 cut, €fv3ni the 

Had/ EM cut, ei£ad/EMi the L.hr < 0.5 cut, eLhri the CES x;trip < 20 and x!ire 

cuts, t:\ + 2. and the no 2nd CES strip or wire clusters with E2c~~ > 1 GeV cut, 
X.ep X,.,~ 
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E~0 2n 4 CES" The factor P;onv is the survival probability for a photon to traverse the 

material of the inner central detector without converting to an e+ e- pair. The factor 

S~=._~ is a small correction to account for differences in EM shower development for 

electrons vs. photons, since electron test beam data was used to determine some of 

the individual photon efficiencies. 

The calorimeter isolation ( E1T4 ) and tracking isolation ( EtpT4 ) efficiencies were 

determined from studies of the underlying event in the inclusive electron W data 

sample. The Baur /ISAJET / QFL W r Monte Carlo simulation was used to check 

these efficiencies. Both sets of results were comparable though the efficiencies de-

termined from Monte Carlo data were larger than those determined from the data. 

The ISAJET Monte Carlo simulation appears to have added a "quieter" under-lying 

event in terms of charged and neutral particle multiplicities and PT spectra of tracks 

than the comparable quantities in the inclusive W data set. 

from electron test-beam data taken in the energy range 5 GeV < Er < 50 GeV. 

Data from the Baur /ISAJET / QFL W r Monte Carlo simulation was used as cross­

check and found to be comparable. 

The photon survival probability factor P;onv is known from the average amount 

of material in the inner portion of the CDF detector, (D,.T) = 4.6 ± 0.33 of a 

radiation length, x~ ( 3.6±0.23 of a conversion length xJ) [27, 45]. The Monte Carlo 

simulations provided a cross-check on P;onv by determining the fraction of W r Monte 

Carlo events where the photon, had it not converted into an e:e- pair, would have 

passed all photon cuts. The Monte Carlo W r result is in good agreement with the 

calculation; the difference between the two methods is used to define the systematic 

uncertainty associated with P;onv· Another check on P:onv was to explicitly look for 

isolated conversion pairs in the W 'Y data sample; no such pairs were found. 

The photon vs. electron electromagnetic shower development factor S~:_.~ was 

determined by comparing QFL photon vs. electron Monte Carlo simulations. 
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Table B.3 in appendix B summarizes the individual CEM photon selection 

efficiencies, photon survival probability, electromagnetic shower correction factor for 

showers due to electrons vs photons and the overall CEM photon selection efficiency. 

The statistical and systematic uncertainties associated with each quantity are also 

included. 

The overall central photon selection efficiency is 

E;em~el = 85.0 ± l.O(stat) ± 2.0(syst)% (5.8) 

The overall CEM photon efficiency, including the photon survival probability, 

P;anv and the e --+ 'Y electromagnetic shower development correction factor ,S~':,":. is 

EJem = 82.0 ± 1.2(stat) ± 2.4(syst)% (5.9) 

5.5 Theory Predictions for W r signal 

The Standard Model prediction for the number of expected electron W r events for 

an integrated luminosity J Cdt = 4.05 ± 0.28 pb- 1 was obtained from the Baur 

W 'Y Monte Carlo event generator and the "fast" Monte Carlo detector simulation 

programs. In excess of 500,000 W r events were generated and ,...., 50, 000 Monte 

Carlo events passed all the event selection cuts. 

The overall acceptance x efficiency term (Aw.., · t:w-,) and the predicted num­

ber of W 'Y events as determined by the Baur W 'Y Monte Carlo event generator 

and the "fast" Monte Carlo detector simulation were cross-checked internally, as 

well as analytically and by comparing the results from the Baur/ISAJET /QFL 

Wr Monte Carlo programs. Several hundred Baur/ISAJET/QFL W1 Monte Carlo 

events passed all cuts. Table 5.2 contains the predicted number of events from 

the Baur/ "fast" detector simulation and Baur /ISAJET / QFL simulation for an in­

tegrated luminosity of J Cdt = 4.05 ± 0.28 pb- 1
. 
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Table 5.2: Standard Model Monte Carlo predicted number of events 

Monte Carlo programs 
! 

Number of events ' 

·- Baur + "fast" W r MC 4.56 ± 0.43 

I 
I Baur/ISAJET/QFL Wr MC 4.27 ± 0.57 

5.6 Overall Acceptances x Efficiencies for W r 

From equation 5.1 the overall acceptance x efficiency for selecting a W ')' event can 

be written as: 

The overall acceptance x efficiency and the acceptances and efficiency are sum-

marized in table 5.3. 
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Table 5.3: Summary of acceptances and efficiencies for W r 

... 
I 
1 Aw'i' · Ew-y 6.0 ± 0.43 
i 
I 

Ezvx 95.4 ± 0.13 -
T 97.3 ± 0.53 

Ee 84.0 ± 3.03 -
E'Y 82.1 ± 2. 73 

A MT 94.3 ± 0.83 
w 

-27.6±0.13. Aw 

f'i' 48.2 ± 0.33 

77.9 ± 0.23 ... 

-
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Chapter 6 

Backgrounds 

In order to determine the cross section x branching ratio for the process: W(- eii)"Y, 

the number of signal events ;V.~al is needed: 

\ rw'Y _ \-w.., \ 1w.., 
• ·signal - • cand - • bkgd ( 6.1) 

In Chapter 4 it was shown that •1Vc~-:i = 8 events. In this chapter the methods 

used for determining the background are discussed. 

The backgrounds to the process W '"'( come from several sources. In the first 

section the largest and most problematic background, coming from W + jets pro­

duction where the jet mimics a photon, is discussed. The processes zo + jets and 

Z0 + '"'(are also backgrounds to W'"'( when one of the decay leptons from Z - e+e-

is not reconstructed. These and the tau lepton backgrounds are discussed in section 

6.2. 

6.1 QCD Backgrounds 

6.1.1 General Methodology 
.... 

The largest photon background in the W '"'( signal sample is due to mis-identified 

QCD jets, where a central jet (l77;etl < 1.1) in W +Jet events fragments in such a 

way as to mimic a photon, as defined by the photon cuts. To a lesser extent, another 

background source is due to prompt, isolated photons from initial/final-state radi­

ation (quark QED bremsstrahlung) processes. However, initial/final-state radiation 
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is technically considered part of the W '"'f signal, since the Feynman diagrams for 

initial state radiation, as shown in figures 2.1 are included in the theory calculation 

for the W '"'f signal; as mentioned in section 5.1. To account for contributions from 

final-state radiation diagrams, a K-factor has to be applied when using the Baur 

MC W'"'( event generator. 

Because the QCD background in W '"'f events could not be estimated directly from 

the data itself, the QCD jet fragmentation probability function P<]e";:._~~ .. Sample( ET) 

was used to estimate the QCD background in the W '"'f data: set. The QCD fragmen­

tation probability function is defined as the probability as a function of ET that a 

jet will fragment into a particle or particles that mimic a "photon" as defined by the 

photon selection cuts. This method used data from independent non-signal control 

data sample (this non-signal control sample will be discussed in section 6.1.2) to 

determine the jet fragmentation probability function and convoluted this probabil­

ity distribution with the ET distribution of central jets in the W data sample. This 

method assumed that the jet fragmentation probability is the same in the non-signal 

control data sample and the W _data sa~ple over the photon ET range of interest, 

i.e. that 

P Control Sample(E. ) pW (E ) 
Jet-"·r" T = Jet-"-r" T (6.2) 

By using the inclusive W +Jets data sample the inclusive QCD jet background 

from all such sources will automatically be taken into account. For example, the 

inclusive W + QCD jet background for the W '"'f data samples will consist of a contri­

bution from (a) "direct" W +Jet background, with additional QCD jet background 

contributions fr.om (b) mis-identified Z +Jet events, where one of the Z decay leptons 

is not detected, but satisfies the W'"'f event selection criteria, and (c) (W - r v ... )+Jet 

events, where T - e ile v ... , again satisfying the W '"'( event selection criteria. 

The background data set chosen had to be kinematically similar to the W data 

set and could not contain processes other than jet fragmentation that produced 

isolated photons. The control data sample also had to have a large number of jets 
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in order to accurately determine the rate at which a jet mimicked a photon. A 

sample of multi-jet QCD events was selected and could be used to measure the jet 

fragmentation probability. The jets in the QCD data used to determine the jet 

fragmentation function were similar to the jets in the W data. Their E~t spectra 

were similar. 

6.1.2 QCD non-signal control data sample 

The QCD fragmentation probability function was obtained using a 4.2 pb- 1 sample 

of inclusive QCD jet data taken concurrently with the inclusive W data during 

the 1988-1989 run. The trigger requirement for these QCD events was a localized 

cluster of energy deposited in the calorimeter with ET > 20 GeV. The jet clustering 

cone size used in this data sample was bi.Rf,e;,at = J bi.71 2 + bi.</>2 = 0. 7 1
. There 

were 39361 events in this sample before any off-line cuts were made. In the off-

line analysis of this data, jet energy corrections were applied to correct for non-

linear calorimeter response effects, calorimeter energy scale corrections and energy 

corrections to account for losses in un-instrumented regions of the calorimeters, etc. 

An off-line event selection was used to choose events in the QCD control sample 

kinematically similar to event from hadronic W decay. These events were required 

to have at least three jets: two leading "trigger" jets and a non-leading central jet. 

The two highest ET (leading) jets 2 were required to have E~t > 15 GeV (corrected) 

and one jet with (IT/jet! < 1.1) and the other jet (IT/jetl < 2.4) and a dijet invariant 

mass of M11 > 40 Ge V / c2 • A total of 18739 events passed the above cuts on 

the leading jets. These cuts on the leading jets produced a sample of events with 

approximately the same v's as the inclusive W sample. To avoid trigger biases in the 

trigger threshold region and remove QCD direct photon events, the leading jets in 

1The CDF jet clustering is described in appendix C. 

2 the ~;t is determined by the sum of the transverse energies from the towers included in the 
jet cluster as determined by the CDF jet clustering algorithm. [61] 
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the control sample were not used to determine the QCD fragmentation probability. 

The non-leading jets were required to be in the central part of the CDF detector 

([7Jjeti < 1.1); have E¢t > 5GeV (corrected) and be well separated from either of 

the two leading jets ( 6.Rjet jet > 1.4). The jets were required to be well separated 

so that the jet clustering cones did not overlap. A total of 11726 jets passed these 

requirements. 

A total of 431 central electromagnetic clusters with ET > 5 GeV and 6.R > 1.4 

away from either of the two leading jets was obtained from the QCD control sample. 

Of these 431 CEM clusters, 266 were in a good fiducial region of the CEM. detector. 

The CEM clusters in the QCD data were required to pass the same isolation cuts as 
I 

the CEM clusters in the inclusive W data sample. A total of 64 events passed the 

isolation cuts. Twenty QCD events passed all of the photon selection cuts used in 

the selection of W r events. 

The angular separation requirement for both the jets and the fiducial CEM 

clusters with respect to the leading jets ( 6.R > 1.4) was imposed because the size of 

the jet clustering cone was 6.aic~~.t > 0. 7. Any smaller angular separation and the 

jet cones would have overlapped thereby biasing the number of non-leading jets. In 

order to accurately determine the fragmentation function of jets mimicking photons, 

the CEM clusters were required to have an angular separation of 6.R > 1.4 with 

respect to the leading jets. A variation in the angular separation of o( 6.R) = ±0.4 

had less than a 10% impact on the overall estimate of the number of QCD fake 

photons in the W "'! sample. The QCD background will be calculated in the next 

section. 
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6.1.3 Determination of W1 Background from QCD pro-

cesses 

The QCD jet fragmentation probability in the low-Er region, Er > 5 GeV was 

determined from the use of fiducial CEM clusters passing all photon cuts and non-

leading( extra) central jets (l77jeti < 1.1) from the QCD control sample. The QCD 

fragmentation probability for a given Er bin is defined as the ratio of the number 

of CEM clusters passing all W "Y photon cuts and the number of non-leading central 

jets in that Er bin. For the ith Er bin, this ratio can be written as: 

Nextra jet QCD 

' 
(6.3) 

The fragmentation probability distribution was quantized into discreet Er bins 

due to the limited statistics associated with the number of CEM clusters in the QCD 

data passing all photon cuts. 

Since the fragmentation probabilities in the QCD and the inclusive W samples 

sample are assumed to be equal, the amount of QCD fake photon background can 

be written as: 

NCEM W -r _ '°" Nc
1

_ ent jet W [ Nf EM QCD ] 
-rBkgd - L..J · N~xtra jet QCD (6.4) 

where the sum is over 1 GeV Er bins from 5 GeV to 50 GeV. The total number 

of central jets with E~t > 5 GeV in the inclusive electron W data sample is 2041. 

The Er spectra for the central jets in the electron W sample is shown in the upper 

left histogram in Figure 6.1. The Er spectra for the CEM clusters in the QCD 

control sample is in the upper right corner of Figure 6.1 and the Er spectra for the 

non-leading jets in the QCD sample is in the lower right corner. 

The Er spectra for the inclusive QCD background is shown in Figure 6.2. The 

QCD background is sharply peaked at the threshold. 
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Using equation 6.4, the QCD fake photon background for the process: W (---+ 

eli)-y is 

N~;D bkgd = 3.57 ± 0.81 events (6.5) 

The systematic effects on the photon background determination due to binning 

effects and jet energy corrections were investigated. To test binning effects, the 

background was calculated in two ways: 1) using 1 GeV ET bins and 2) only one 

Er bin. As a test of the jet energy corrections, the backgrounds were calculated 

using both corrected and uncorrected et energies. Table 6.1 summarizes how the 

background rate was affected by the Er binning and jet energy correction systematic 

effects. The level of agreement between the four methods used in determining the 

QCD background is well within the statistical uncertainties of each method. 

An independent cross-check on the level of W(---+ ev) + jet ---+ ( "-y") back­

ground in the W 1 sample, was obtained from Monte Carlo simulations of inclu­

sive electron W + jets using VECBOS [46] + HERWIG [47] + the QFL Monte 

Carlo simulations. The VECBOS Monte Carlo program was used to generate 

W(--+ ev) + n Jets ( n = 0, 1, 2) events. The HERWIG Monte Carlo simulation 

was then used to generate an underlying event and to fragment the jets in events. 

In these events the CDF detector was simulated using QFL. The same W 1 selection 

criteria as the inclusive W data was applied on this properly normalized and lumi­

nosity weighted set of events. A total of 2.59 ± 0.65 events background are predicted 

from the VECBOS/HERWIG/QFL W + jets(---+ "1") Monte Carlo data. The 

leading order calculation from the VECBOS/HERWIG/QFL Monte Carlo program 

agrees with the data from the electron W data sample up to a jet multiplicity of 

two. [10] 
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Table 6.1: Comparison of QCD Background Determination Methods for W r 

I 
I 

Method Background Rate I 
I 

Standard Method 

I Jet Energy corrected; NQCDbkgd 3.57 ± 0.81 ! W+Jets = 

1 GeV Er bins 

Jet Energy corrected; NQCDbkgd 
method2 = 3.48 ± 0.87 

I only ONE Er bin 
I 

I 

Jet Energy NOT corrected; NQCDbkgd 
method3 = 2.92 ± 0.67 

1 GeV Er bins 

Jet Energy NOT corrected; NQCDbkgd 
method4 = 3.42 ± 0.85 

only ONE Er bin 

Maximum Difference 

between any TWO ~NQCDbkgd 
di.ff - 0.65 

Methods 
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6.1.4 Test of QCD Fragmentation Probability 

The assumption that the the QCD jet fragmentation probability is the same in the 

non-signal control sample and the inclusive electron W/ data sample i.e. 

_.,..,Control Sample(E ) -nW (E ) 
r Jet--+'"·r" T = r Jet--+"•r" T (6.6) 

can be tested by comparing the QCD jet mis-identification probability distribution 

obtained from the QCD data sample with that obtained from the combined e + µ 

inclusive W data samples. The combined e + µ inclusive W data sample was used 

because of the limited statistics in either mode alone. The number of events from 

the Standard Model prediction was then subtracted from the number of observed 

events in the combined data sample. 3 The QCD jet fragmentation probability 

distribution, for the ith ET-bin, can be written as: 

(6. 7) 

The equation 6.6 is rewritten as : 

[ ~~~~:~e~2

~20] - [ ~~~r:;:~dw] (6.8) 

Table 6.2 contains the fragmentation probability for QCD jets to pass all photon 

cuts in both the combined e + µ inclusive W data and the QCD control sample. 

The QCD control sample had 20 events passing all photon cuts. The combined 

e + µ inclusive W data had 13 candidate events with a Standard Model prediction of 

7.1±0.7 events. Despite the limited statics, the agreement between the data sets is 

good. If a non-SM W 'Y signal, as allowed by our experimental 95% CL upper limits 

on~" and >. (these limits will be presented in Chapter 7), and within the Er range 

5 < Er < 15 Ge V is subtracted out instead of the SM signal, the fractional change 

in the combined e + µ QCD jet fragmentation probability distribution over this Er 

range is ,...., ±25%, well within statistical uncertainties. 

3 It was assumed that the W-y signal in the data set was equal to the Standard Model prediction. 
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Table 6.2: QCD Jet Fragmentation Probability - All Photon Cuts 

ET Range (GeV) QCD pW-+µ 
p Jet-+····(' Jet-+··"Y·· 

5-6 0.49 ± 0.153 0.41±0.293 

6-8 0.17 ± 0.073 0.15 ± 0.213 

8 - 11 0.07 ± 0.053 -0.10 ± 0.163 

11 - 15 0.06 ± 0.063 0.58 ± 0.533 

> 15 o oo+o.08 o/c . -0.00 0 0.09 ± 0.213 

> 5 0.17 ± 0.043 0.19 ± 0.113 

Another comparison of the fragmentation probability was also made. Instead of 

requiring the CEM clusters pass all the photon cuts; the photon selection criteria 

was relaxed to simply require isolated EM clusters in the QCD and combined e + µ 

data samples, using only the calorimeter isolation and tracking isolation cuts. 

In the QCD data sample, 64 "loose" EM clusters were found. In the combined 

e + µ data sample there were 26 events with an expected Standard Model signal 

of 8.8 ± 0.8 events. Thus, any inaccuracy in the signal subtraction is diminished 

by approximately a factor of "' 2, relative to the previous comparison with the full 

photon cuts applied. The results of the comparison using relaxed photon selection 

cuts are shown"i1l Table 6.3. Again, the agreement between the two probability 

distributions is reasonably good. 
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Table 6.3: QCD Jet Fragmentation Probability - Loose Photon Cuts 

i 
(GeV) QCD p w.+JJ. 

1 Er Range P1et-··-r"" Jet-··-r·· 

5-6 1.35 ± 0.273 0.97 ± 0.533 

6-8 0.76 ± 0.163 0.97 ± 0.483 

8 - 11 0.18 ± 0.10% 0.19 ± 0.403 

11 - 15 0.17 ± 0.13% 1.04 ± 0.87% 

> 15 o oo+o.01 o/c . -0.00 0 0.07 ± 0.213 

> 5 0.55 ± 0.07% 0.57 ± 0.113 

6.2 Additional Backgrounds in the W r Data Sample 

There are two additional types Df backgrounds in the W r data sample. The Zr 

and inclusive Z +Jet (where a QCD jet is mis-identified as photon) processes can 

-

-

-

-

-

-

contribute to the W r background. The processes ( W -+ T v ... ) + r and ( W -+ • 

rv ... ) +Jet, where a QCD jet is mis-identified as a photon, can also contribute to the 

background in the W r data samples when the T decays to an electron. 

6.2.1 Z Backgrounds in the W')' 

In order for tlie .. processes Z(-+ e+e-) +rand Z+Jet (where a QCD jet is mis­

identified as photon) to contribute to the W r background; one of the electrons 

from the Z-decay must not be detected and the event is subsequently misidentified 

as a W event. This can occur when one of the decay electrons passes through a 

non-fiducial region in the electromagnetic calorimeters (e.g. a crack). 
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The contribution from misidentified Zr events to the W r background was esti­

mated by using the Baur Zr + "fast" Monte Carlo detector simulation programs 

and was cross-checked with the Baur /ISAJET / QFL Zr Monte Carlo simulation. 

The misidentified Zr background in the W r data with no other cuts applied is 

0.55 ± 0.05 events. 

The Z +Jet background in the W r data sample was determined from the "direct" 

QCD Z +Jet background in the electron· Zr data sample. With no further cuts 

imposed, 0.11±0.02 Z +Jet background events are expected in the W r data sample. 

Contributions from Zr and Z +Jet backgrounds to the W r data sample can 

be additionally suppressed by making use of the track associated with the second 

decay electron. To reduce the Z background, events were rejected if they contained 

an additional, isolated three-dimensional track with Pr > 10 GeV /c with opposite 

charge sign to the W decay lepton and had a pair-mass (between a track and the 

electron) of 70 < Me track < 110 GeV /c2
. The tracks that are within 6.R < 0.7 of a 

hadronic jet (EM fraction < 0.85) are not considered, since W1+Jet events are not 

vetoed in this analysis. From studies using Baur /ISAJET / QFL W r Monte Carlo 

simulated data, no W r signal events were lost by these 2™' track cuts. After making 

such cuts, 0.12 ± 0.02 Zr and 0.02 ± 0.01 Z+Jet background events remained in 

the W r data sample. This cut removed one misidentified Zr event in the W r data 

sample. The misidentified Z +jets data are already included in the inclusive QCD 

background determination. The misidentified Z ~ackgrounds in W r are summarized 

in table 6.4. 

6.2.2 T Backgrounds in the W r 

The processes (W -+ rv.,. )+rand (W -+ rv.,. )+Jet, where a QCD jet is mis-identified 

as a photon, can also contribute to the background in the W r data sample when the 

r decays to an electron. The corresponding processes (Z -+ r+r-) + r and (Z --+ 

r+r-)+Jet can also contribute to the background in the Wr data samples. However, 
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Table 6.4: Summary of Misidentified Z backgrounds in W 'Y data sample 

z + 'Y 

Z + Jet(---+ "'Y") 

no "2nd track cut" "2nd track cut" applied I 

0.55 ± 0.05 

0.11 ± 0.02 

0.12 ± 0.02 

0.02 ± 0.01 

because of the additional tau branching ratio factor, B(T - e fie vT') ::: 17.8% [48] 

and the three-body nature of the tau decay (softening the final-state lepton PT and 

~T spectrum), these background contributions to vV1 are suppressed. The tau 

W r backgrounds were determined with the use of the Baur W r and "fast" Monte 

Carlo detector simulation programs, and the same methodology that was used for 

the determination of the vV r signal. 

The tau decay contribution to the W "Y background was found to be small; 0.11 ± 

0.01 events. The tau decay contribution to the W +Jet background sample was also 

found to be small; 0.08 ± 0.01 events. This background is already included in the 

inclusive QCD background determination for the W r data samples. 

The tau decay contribution to the Zr background in W r data sets was calculated 

via similar methods as those used for determining the "direct" Zr background. 

This non-QCD background contribution to the W1 data samples was found to be 

extremely small ( << 0.1 events), and is neglected. 

The tau decay contribution to the inclusive Z +Jet background in the W r data 

set was calculated via similar methods as those used for determining the direct Z +Jet 

background. These background contributions were also found to be extremely small 

( << 0.1 events), and are also neglected. 
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Table 6.5: Comparison of QCD Background for W 1' 

Inclusive W + Jets data QCDbkgd 
Nw+Jets = 3.57 ± 0.81 

VECBOS W(-+ ev) + Jets 

Z +Jet --+ "W" + "1 11 

Sub-total: 

~ vw+Jets 
• diff N QCD bkgd NQCD bkgd 0 88 

W +Jets - subtotal = · 

N~e~~:kgd = 2.59 ± 0.65 

N~~Et~kgd = 0.02 ± 0.01 

N~:i~t:kgd = 0.08 ± 0.02 

NQCD bkgd - 2 69 
subtotal - · 

Table 6.6: Summary of Background for W1 

Background 

I QCD: Inclusive W + Jets data 3.57 ± 0.81 

non-QCD: Z + 1' -+ "W" + 1' 0.12 ± 0.02 

W"'"->e + 1' 0.11 ± 0.01 

Total: Nb'fg"'rt = 3.8 ± 0.8(stat) ± l.l(syst) 

6.3 Summary of Backgrounds 

I 

Table 6.5 compares the inclusive W +jets background to the W(-+ ev )+jets derived 

from the VECBOS/HERWIG/QFL Monte Carlo simulation, Z +jet background in 

W 1' data sample and T + jets background in the W 1'. 

The backgrounds for W 1' are summarized in table 6.6. The total background in 

the W 1' data sample is 

Nb'fc~ = 3.8 ± 0.8(stat) ± l.l(syst) (6.9) 

The first uncertainty in the total background in W 1' events is statistical. The 
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second uncertainty is the systematic uncertainty associated with the photon back­

ground. 

The systematic uncertainty on the inclusive QCD jet background is ( conserva­

tively) defined as the quadrature sum of: (a) the maximum difference between the 

four different methods used in determining the inclusive QCD jet backgrounds, as 

summarized in Table 6.1 b...V2ff bkgd' and (b) the difference between the inclusive 

QCD jet background and the sum of ( 1) the "direct" QCD jet background as deter­

mined by the VECBOS/HERWIG/QFL W/Z +n-jets MC simulations plus (2) the 

"indirect" QCD jet background contributions, which for W1 are due to Z+Jet and 

tau W +Jet processes,.6.. \:d%Yeto. The "indirect" QCD jet background contribution 

for Z1 is due to tau Z +Jet, which is negligible. This systematic uncertainty can be 

written as: 

( .6. A[QCD bkgd) 
2 + (.6. iVW +Jets) 

2 

• d•ff • d•f f (6.10) 
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Chapter 7 

Experimental results 

This chapter is divided into three sections. The first section presents the experimen­

tal cross section times branching ratio results for W (-+ e v) + 'Y. The next two 

sections give limits on the anomalous W 'Y couplings , K and .X and the electromag­

netic moments of the W boson, respectively. 

7 .1 Experimental Cross Section times Branching Ratio 

Results 

The experiment determination of the cross section times branching ratio is presented 

in this section. Section 7.1.1 contains the method for the determination of the cross 

section times branching ratio. The systematic effects of varying the diboson PT(W + 
'Y) distribution, the structure function choice and Q2 dependence of the nominal 

structure function (HMRS-B [40]) are described in section 7.1.2. The experimental 

cross section times branching ratio results are presented in section 7.1.3. 

7.1.1 General Methodology 

The experimental results for the production cross section times branching ratio for 

W 'Y were determined using the equation 

Nw.., 
a · B ( W + "() = aag 

f .C.dt ·(Aw..,· €w..,) 

N w.., ~ l,w.., 
oba - l..J./V blcg 

(7.1) 
f .C.dt ·(Aw..,· €w..,) 

The terms in equation 7.1, observed number of events, the total background, the 
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Table 7.1: Summary of W1 Results 

Nabs 8 

L.Nb1cgnd 3.8 ± 0.8(stat) ± l.l(syst) 

Nsignal 4.2 ± 2.9(stat) ± l.l(syst) 

NSM 
pred 4.6 ± 0.4 

J £dt 4.05 ± 0.28 pb- 1 

(Aw,, · Ew,,) 6.0 ± 0.2% 

number of signal events, the number of events predicted by the Standard Model, 

overall acceptance times efficiency for selecting W / events and the integrated lu­

minosity, were all derived in previous chapters. These terms are all listed in table 

7.1 with one exception: the systematic uncertainty of the acceptance terms derived 

from the Baur W / Monte Carlo program due to variation of the W / PT spectrum, 

choice of structure functions and Q2 dependence of the nominal structure function. 

This systematic uncertainty will' be discussed in section 7 .1.2. 

A Monte Carlo program was used to combine the statistical and systematic un­

certainties associated with measurement of <7 • B(W + /) and thus determined the 

overall uncertainties (confidence levels) of the experimental <7 • B(W +r) result. The 

Monte Carlo <7 • B(W + /) program simulated 106 CDF "experiments". The number 

of observed events were fluctuated according to Poisson statistics. The integrated 

luminosity, acceptance and efficiency terms were all fluctuated according to Gaussian 

statistics. The statistical and systematic uncertainties associated with the individ­

ual backgrounds were Gaussian fluctuated and subtracted from the observed number 

of events on a "experiment by experiment" basis. The experimental cross section 

89 

-

-

-

-· 

-

-

-

... 

-



1-

'~ 

a· B(W +/)exp was calculated from a finely binned histogram with one entry per 

"experiment". The mean and ±1 a (double sided) uncertainties for a· B(W +/)exp 

were obtained from the histogram. Also the 68.3% , 90.0% and 95.0% single-sided 

CL upper limits of a· B(W +!)exp were obtained using the Particle Data Group's 

(PDG) method for a bound physical region. [49] The experimental cross section 

times branching ratio result for WI is summarized in table 7.3. The first uncer­

tainty is statistical. The second uncertainty is associated with the uncertainties in 

the integrated luminosity, acceptances and efficiencies. The systematic uncertainty 

associated with the QCD background determination is listed third. 

Figure 7.1 shows the a· B(W1) probability distributions. These distributions 

are nearly Gaussian, but with a small high-side tail due mainly to small number 

Poisson statistics associated with the number of events observed. 
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7.1.2 Additional Systematic Uncertainties on a· B(W + 1) 

The systematic effects of varying the di boson PT(W + 1) distribution, structure 

function (SF) choice and the Q2-scale dependence for the nominal structure function 

(HMRS-B) choice on the determination of u· B(W +1) were studied and presented in 

table 7.3. These systematic effects on the calculation of u · B(W +I) are manifested 

by an uncertainty in the acceptance terms determined by the Baur WI Monte Carlo 

program. The systematic effects of varying the CEM energy scale and CEM energy 

resolution were also investigated and found to have negligible impact on the Monte 

Carlo acceptance determination. 

Systematic Uncertainties due to PT(W + 1) 

Since there are as yet no experimental measurements of the diboson PT(W + 1) 

spectrum, and no theoretical prediction for the distribution in the low PT(W + 
1) region (below ""' 10 GeV /c), the measured CDF PT(W) distribution [50] was 

used to approximate the PT(W + I) distribution in the Monte Carlo simulation 

program. The CDF PT(W) distribution was a reasonable assumption for the PT(W + 
I) distribution because the shape of the PT(W + I) distribution is expected to 

be similar to PT(W) for the W1 event selection cuts used in this analysis. The 

measured du/ dPT(W) distributions for inclusive W production is in good agreement 

with theoretical predictions [51]. The systematic effects of varying the shape of the 

assumed PT(W + 1) distribution on the W /photon acceptances were studied. 

The Monte Carlo diboson PT(W + 1) distribution was varied within the ±lu 

limits allowed by1;he fit to the du /dPT(W) distribution. The method used the fast 

Monte Carlo detector simulation programs to obtain the Monte Carlo u·B(W +1)Mc 

and all kinematic/geometrical acceptances. The acceptance results for each PT(W + 
1) choice, were then used, along with the efficiencies for all cuts, to determine the 

the experimental u · B(W + 1)ezp result. 
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Four Pr(W +I) distributions for each decay channel were investigated to obtain 

acceptance factors used in the determination of both Monte Carlo and experimental 

a-·B(W +"Y) results, associated with: (1) "no" Pr boost, (2) a "soft" (-la-) Pr boost, 

(3) a "nominal" Pr boost and (4) a "hard" (+lo-) Pr boost. The systematic error 

associated with variation in the Pr of the W "Y system is summarized in table 7.2. 

The "no" Pr boost study was included solely for relative comparison purposes, and 

is not used in the determination of the systematic uncertainty due to the Pr(W +-y) 

spectrum. 

Systematic Uncertainties due to Structure Function Q2 Scale Dependence 

The systematic uncertainties associated with the Q2 -scale dependence for the nom­

inal structure function choice (HMRS-B) were studied by varying the Q2 -scale 

between the limits ~Mi+.., < Q2 < 4Mi+..,· The possible correlations between 

Q2 -scale dependence and the shape of the di boson Pr(W + "Y) distribution were 

neglected. The Q2-scale dependence and the shape of the diboson Pr(W + -y) are 

correlated with each other due ts four-momentum conservation in the W + "Y pro­

duction process. Hence treating these two effects as independent of each other will 

tend to over-estimate the sensitivity to these effects. The systematic error due to 

the structure function Q2 
- scale dependence is is summarized in table 7.2. 

Systematic Uncertainties due to Structure Function Choice 

The systematic uncertainty associated with the choice of structure functions was 

investigated usi.n.g five different structure function (SF) choices (DFLM-260 [52], 

MRS-B [53], HMRS-B [40], MRS-SO [54] and MT-Bl [55]). The Baur W-y Monte 

Carlo events were analyzed using the fast Monte Carlo detector simulation programs 

to obtain Monte Carlo u·B(W +"Y)Mc and kinematic/geometrical acceptance results. 

This systematic uncertainty is summarized in table 7.2. 
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Systematic Uncertainties due to Energy Scale and Resolution 

The calibration of the CEM energy scale over the energy range 5 < ET < 40 GeV 

is determined from E / P studies using inclusive electrons in the low-energy range 

and electrons from W decay in the high energy range. The CEM energy scale in the 

5 GeV region is correct to within "'J 1.0% and in the 40 GeV region it is correct 

to within ±0.24% [27]. This level of uncertainty has a negligible impact on the 

observed and/or predicted number of W1 events, and the Monte Carlo predicted 

and/or experimental cross sections. 

Similarly, the effect of ±lcr variations of the stochastic and constant terms asso­

ciated with the CEM calorimeter energy resolution, 

oE IE = (13.5 ± 1.5)%/ ji;. 8 (2.0 ± 0.3)% (E in GeV) (7.2) 

also has a negligible impact on the observed and/or predicted number of W1 events 

and the Monte Carlo predicted and/or experimental cross sections for Et> 5 GeV. 

Summary of PT 8 Q2 EB SF Systematic Uncertainties 

The Monte Carlo and experimental er · B(W + 'Y) cross section results must include 

the contributions to the uncertainty in the acceptance from these three systematic 

uncertainties: PT; Q2 and structure function choice. These systematic uncertainties 

were added in quadrature to the systematic uncertainty of the acceptance terms 

determined by the Baur W / Monte Carlo program. The individual systematic un­

certainties and the combined (in quadrature) systematic uncertainties for the Monte 

Carlo, experimental and Monte Carlo - experimental difference cross section results 

are summarized in table 7.2. 

7.1.3 Summary of Wr Cross Section Result 

The W / cross section times branching ratio result and Standard Model prediction 

explicitly taking into account the PT(W + / ), Q2 - scale dependence and structure 
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Table 7.2: The variations (measured in pb) of the Monte Carlo and Experimental 
Cross Section times Branching Ratio values due to variations in the Diboson Pr 
spectrum, Structure Function choice and Q2 dependence of the nominal structure 
function (HMRS-B) 

Quantity !:ia · B(W + r)Mc (pb) D.a · B(W + r)E:i:p (pb) 

Pr +2.2 
-0.5 

+1.1 

Q2 +1.1 
-0.3 

+o.a 

Structure Function +3.3 +0.1 
-1.0 

Pr @ Q2 C!:I SF +4.1 +1.5 .__,,,, -1.2 

function systematic uncertainties are summarized below. 

a· B(W1) = 17.o:'.:g:~ (stat+ syst) pb 

a· B(W 1)sM = 19.0 :'.:~:~ (stat+ syst) pb 

-0.7 

-0.3 

-0.6 

-1.0 

(7.3) 

(7.4) 

While the experimental cross section result is in good agreement with the Stan­

dard Model prediction, because of the non-negligible correlations between the Monte 

Carlo predicted a· B(W +/)Mc and the experimental cross section a· B(W + / )e:i:p, 

the results presented in this section cannot be used for determination of limits on 

the f::l.K. and .A anomalous parameters for W "Y. The acceptance factors determined 

from the Baur W "Y Monte Carlo program are used in the calculation of both the 

Monte Carlo a · B(W +/)cue. and the experimental <r • B(W + / )e:i:p cross sections. 

These results were cross-checked with a first principles analytical calculation of 

a· B(W /) and the associated ± 1 a uncertainties. There is good agreement between 

both results. 
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Table 7.3: Experimental u · B(W1) Results 

u · B(W + r)exp (pb) 

68.3% DS CL 17.0:'.:g:g :'.:~:~ :'.:!:~ = 17.o:'.:g:~ 

68.3% SS CL 

90.0% SS CL 

95.0% SS CL 

< 24.3 

< 35.8 

< 41.3 

where DS - double sided and SS - single sided 

u · B(W + 1);._~d (pb) 

19 0+3.3 
. -0.9 

7 .2 Limits on Anomalous Couplings for W 'Y 

7.2.1 General Methodology 

If the W boson is a composite object, then large values of anomalous WW r couplings 

(>> a) may be realized in nature. For W1, the destructive interference between 

the various Feynman graphs associated with the W r process (see figure 2.1) rapidly 

disappears for such non-Standard Model couplings. Depending on the nature and 

magnitude of these non-standard couplings, an excess of isolated, high-ET photons 

accompanying the production of W bosons is expected, relative to SM W r pre­

diction. The angular distribution for hard photons associated with non-standard 

anomalous couplings is more central (j77..,j < 1.1) than for the Standard Model 

W r process [17]. The number of W r events predicted by the Baur + fast Monte 

Carlo W 'Y simulation for several choices of the anomalous parameters, b..K. and). is 

summarized in table 7.4. The uncertainties in table 7.4 are statistical only. 

Figure 7.2 shows the E; spectrum of the central (111..,I < 1.1) photons predicted 

by the Baur Monte Carlo program for several different choices of b..K. and A. The 

angular separation between the electron and photon ( b..Re..,) for various choices of 

b..K. and .A is shown in figure 7.3. The experimental sensitivity to possible anomalous 
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Table 7.4: Monte Carlo prediction for Number of W1 events 

Anomalous Coupling ET> 5 GeV 5 <ET~ 15 GeV ET> 15 GeV 

6.K. = 0, >. = 0 (SM) 4.6 ± 0.4 3.7 ± 0.3 0.9 ± 0.1 

6.K. = 7, >. = 0 11.0 ± 1.0 4.6 ± 0.4 6.4 ± 0.6 

6.K. = 0, >. = 3 12.6 ± 1.2 3.9 ± 0.4 8.7 ± 0.8 

!:iK. = 5, >. = 5 39.5 ± 3.6 5.5 ± 0.5 34.0 ± 3.2 

WW I couplings for WI is determined by the absence of an excess of events at high 

Ef, or, equivalently by obtaining an upper limit on the experimental cross section. 

The experimental 68.3%, 90.0% and 95.0% CL upper limits on the (!:iK., >.) 

parameters for W / were determined by using the Baur W / Monte Carlo programs 

to step through a matrix of anomalous ( 6.K., >.) parameters. The Baur Monte 

Carlo W / four-vector data for each pair of anomalous coupling parameters was 

then analyzed using the fast WI MC detector simulation program. The Monte 

Carlo a· B(W + r)Mc cross secti~n, all kinematic/geometrical acceptances and 

the predicted number of Monte Carlo events passing all cuts for each cross section 

point in the !:iK. - >. plane were recorded. This included recording all statistical 

uncertainties associated with these variables. The Baur MC was run with non-zero 

values of anomalous parameters with a compositeness Aw scale of Aw = 10 TeV. 

The W'Y cross section results differ negligibly if a compositeness scale Aw = 1 TeV 

is chosen, simply because the parton SF luminosities (for Bjorken-x of x ,...., 0.5) 

contribute negligibly to the overall W 'Y cross section at our center-of-mass energy. 
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The matrix of Monte Carlo O' · B(W + /)Mc data points was then fit using 

MINUIT [57] to obtain a three-dimensional analytic description of the a· B( H' + ~·) 

cross section "surface" in the 6.11:- >. plane. The generic form of the parameterization 

used in fitting a particular cross section "surface" is given by: 

O'SM + ax + bx 2 + cy + dy
2 + exy (7.5) 

where x = 6.11: and y = >.. No higher-order terms in x, y are needed, because 

the invariant amplitudes .ivt W-y containing the anomalous contributions to the W / 

processes are linear in their anomalous parameters: 6.11: and A. The terms in the 

expression given above that are linear in x, y are due to interference between the 

various amplitudes associated with the W '"Y processes. If there were no interference, 

the expression for the cross section would be an equation describing the surface of 

an elliptic paraboloid. The MINUIT fits to each data set returned the fitted values 

of the parameters O'SM, a - e and their uncertainties. The largest fit residuals were 

associated with the extreme values of anomalous parameters, well away from the 

region of interest - the SM and the 90-953 CL regions. The functional form of the 

cross section as derived from MINUIT is: 

O' • B(6.11:, >.)w-y = 18.80 0.186.11: + 0.41(6.11:) 2 

+ 0.06>. + 1.90>.2 + 0.88(6.11:. >.) (pb) (7.6) 

The systematic uncertainties associated with O' • B(W-y) must be used when 

determining the 68.3%, 90.0% and 95.0% CL upper limits on anomalous WW '"Y 

couplings. These limits were derived by comparing the Monte Carlo prediction 

O' · B(W -y )Mc with the experimental result O' • B(W -y )e:i:p· However, the Monte Carlo 

result is correlated with the experimental result; because the acceptance terms, 

used in the derivation of the cross section, are common to both results. Therefore, 
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in order to measure the upper limits on the anomalous parameters ( ~K,). ), it is 

important to use the relative overall systematic uncertainties associated with both 

the Monte Carlo cross section and the experimental cross section. This relative 

uncertainty, ~a · B( E + -y )A(C'~'~:i:pt, is the quadrature sum of (a) the statistical 

uncertainty associated with the determination of the MC cross section prediction 

(typically "' 0.53) and (b) the systematic uncertainty differences associated with 

(1) the diboson PT(W + -y) distribution, (2) Q2-scale dependence of the nominal 

structure function and (3) Structure Function choice. These relative systematic 

uncertainties are summarized in table 7.5. In order to set conservative upper limits 

on the anomalous parameters, the analytic expression obtained from the MINUIT fit 

of the Baur W -y Monte Carlo a· B(W + -y )Mc cross section ((surface" (equation 7.6) 

is then shifted relative to its nominal central value by -~a· B(W + -r)AiC'~';:i:pt· The 

intersection of the planes containing the 68.33, 90.03 or 95.03 CL upper limit on 

the experimentala·B(W +-Y)e:i:p with the -la shifted MC a·B(W +-Y)Mc "surface" 

determines the limits on ~K, >. parameters for W-y. The intersection of the planes 

with the Monte Carlo cross section "surface" also form contours of ~K, >.. 

The relative systematic uncertainties due to: the W ! Pr spectrum; structure 

function choice and Q2 dependence of the nominal structure function (HMRS-B), 

were derived from the comparison of the the Monte Carlo and experimental cross 

section times branching ratio values. As an example of how the relative systematic 

uncertainties were determined, the uncertainty due to structure function choice will 

be described. As mentioned in section 7.1.2, the effect of five different structure 

functions (DFLM-260, MRS-B, MRS-SO, MT-Bl and the nominal structure function, 

HMRS-B ) on the value of u · B(W1) for both the data and Monte Carlo was 

investigated. The a· B(W -y) was calculated for both the Standard Model prediction 

(MC) and the experimental prediction using different structure functions. (Note - the 

W-y acceptance differed with the structure function choice; see equation 7.1 in this 

chapter and section 5.1 in chapter 5). The difference between the Standard Model 
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O' · B(Wr)Mc and experimental O' · B(Wr)exp using the nominal structure function 

choice was determined, 6.(0' · B(W1))MC-exp· This quantity, !:l(O' · B(W1))MC-e:cp> 

was subtracted from the difference, O' · BMc - O' · Bexpi derived from the structure 

function i to determine 6.0'MC-exp· The relative systematic uncertainty was chosen 

to be the spread in the quantities 6.0'irc-e:cp about 0. 

Table 7.5: The RELATIVE variation (measured in pb) between the Monte Carlo and 
Experimental Cross Section times Branching Ratio values due to variations in the 
Diboson PT spectrum, Structure Function choice and Q2 dependence of the nominal 
structure function (HMRS-B) 

Quantity 6.0'. B(W + r)MC-Expt (pb) 

PT +1.2 
-0.2 

q2 +0.7 
-0.4 

SF +2.6 
-0.3 

PT a Q2 A SF +2.9 
'-.,./ \..:., -0.5 

7 .2.2 Limits on Anomalous WW I Couplings 

The 68.33, 90.03 and 95.03 CL limits on the 6.K. K. - 1 and A parameters are 

summarized in table 7.6. 

The projection of the W r cross section on !:l1t axis is shown in figure 7.4; the pro­

jection on the .\ axis is shown in figure 7 .5. The central value of the curve (denoted 

by a solid line) tepresent the projection for the "surface" derived from the MINUIT 

fit; the dashed curves are the combined systematic and statistical uncertainties. The 

systematic uncertainty includes the overall systematic uncertainty difference between 

the Monte Carlo prediction and the experimental result, !:lu · B(E + -y)'.Mc~'~xpt> as 

discussed previously. The central value of experimental cross section result is shown 

as a solid horizontal line in each figure. The ±lu ( stat+syst) (68% double-sided CL) 
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Table 7.6: W / !:::.K. and A Limits 

Parameter CL Range Limits 

!J.K. 68.33 DS CL O.O!~:~(stat) ± 0.7(syst) = O.O!~:~(stat + syst) 

68.3% SS CL -3.5 < !:::. K. < +3.9 

(.X = 0) 90.03 SS CL -6.3 < !:::. K. < +6.7 

95.0% SS CL -7.2 < !:::. K. < +7.7 

68.33 DS CL o.o!~:~(stat) ± 0.3(syst) = O.O!~:~(stat + syst) 

68.33 SS CL -1.7 < .X < +1.7 

(t::.K. = 0) 90.03 SS CL -3.0 < .X < +3.0 

95.03 SS CL -3.5 < .X < +3.4 

uncertainties are shown as dotted horizontal lines. The 90.0% and 95.03 single-sided 

CL upper limits to the experimental cross section are shown as a horizontal dashed 

line and a horizontal solid line, respectively. 

The 68.3%, 90.03 and 95.0% single-sided CL contours in the !:::.K. - A plane are 

... 

-

-

-

-

-

shown in figure 7.6. Note that there exist possible non-SM values of !J.K. and A where -

the magnetic dipole moment µw and/or the electric quadrupole moment Qw of the 

W boson vanish separately: 

µw = 0: 

Qw =0: .... 

-(t::.K. + 2) (7.7) 

(7.8) 

-

Also, there is one point, ( !:::.11:, A) = ( - ~, - ~ ), where both quantities vanish -

simultaneously. This point is contained within the experimental 68.3% CL limit 

contour. Note also the displacement of the location of the minimum of the a · 

B(W + 1) cross section "surface" relative to the SM value (and µw = 0, Qw = 0 

point). Note further the relative orientation of the contour limits in the !:::.K. - A 
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plane with respect to the 6./'i, and ,X axes, indicating the degree of interference effects 

present between these two anomalous parameters at our Js CM energy. 
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7 .3 U nitarity Constraints for W 'Y - Compositeness Scale 

Aw Sensitivity 

Partial wave unitarity places restrictions on the reduced amplitudes, A;:wA-y for ar­

bitrary values of b,K, and A for anomalous WW 'Y couplings. There are two such 

unitarity restrictions, one associated with W + 'Y production and another associated 

with w+w- production. For W +'Y production, the unitarity restriction is [15, 18]: 

(7.9) 

where Aw, A..,. are the final-state W boson and photon helicities, respectively. For 

the assumed generalized dipole form factor and form factor power ( n = 2), unitarity 

is violated in the W + 'Y process if 

(xfr-1) 
w 

(7.10) 

over the ...;1 range Mw < ...;1 < 1.8 TeV. For w+w- production, the unitarity 

restriction is [15, 18]: 

3 ( 3 - 6 sin 2 Ow + 8 sin 4 Ow) 
< s 

5a2(s) (i - 4~k) 
2 

(7.11) 

where Aw+' >.w- a.re the fina.1-sta.te w+ I w- boson helicities, respectively. For the 

assumed form factor, unitarity is violated in the w+w- process if 

(1-~)~ [( s) 2 1( s )2

" 
(1 + x1; )4 Ma, (~1t + >.) + 2 Ma, >. 

1 ( s ) 2 
"] 3 ( 3 - 6 sin 

2 
Ow + 8 sin 

4 
Ow) 

+4 Ma, b.11: 2 5a2(s) (7.12) 

over the v1 ra.nge 2Mw < ~ < 1.8 TeV. 
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If only one anomalous coupling is assumed to be non-zero at a time, then for 

Aw > > Mw and the assumed dipole form factor and form factor power, the unitarity 

limits are: 

W-y: 

I>. I < 

< 

I >-I < 

37.1 TeV 
Aw 

3.9 TeV2 

A2 w 

7.3 TeV2 

A2 w 

5.3 TeV2 

A2 w 

( >. = 0) 

(>. = 0) 

In Figure 7.6, the two-dimensional W + 'Y unitarity limits in the !.lK. - >. plane 

are indicated by dotted curves. The two-dimensional w+w- unitarity limits in 

the !.lK. - >. plane are indicated by the dashed ellipse. The W-y and w+w-

unitarity limits for !.lK. and >. as a function of Aw are shown in Figures 7. 7 and 

7.8, respectively. Superimposed on these plots are the 68%, 90% and 95% CL limits 

on !.lK. and >., shown as dot-dashed, dashed and solid curve, respectively. The 

intersection of the unitarity limit curves and the experimental 95% CL limits on 

!.lK. and >. correspond to a compositeness scale sensitivity for the saturation of the 

unitarity bound of Aw ~ 1.0 TeV. Above this value of Aw, the experimental limits 

on !.lK. and >. are weaker than the unitarity limits, as shown in figures 7.7 and 7.8. 

This value of Aw corresponds to a distance scale sensitivity to possible internal 

structure of the W boson of 

Lw = nc < 2.0 x 10-4 fm = 0.08 Xw 
Aw 

where Xw = nc/ Mwc2 is the reduced Compton wavelength of the W boson. 
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Figure 7.7: Unitarity limits as a function of Aw for anomalous WW1 couplings, for 
a generalized dipole form factor pawer n = 2. (A) J~1tl unitarity limit (.;\ = 0) 
as a function of compositeness scale Aw for anomalous W1 couplings. (B) j.;\J 
unitarity limit (~1t = 0) as a function of compositeness scale Aw for anomalous 
W 1' couplings. 
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w+w- couplings. 
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Note that the unitarity bounds and the Aw scale sensitivity have some model­

dependence associated with the choice of the form factor power n used in the gen­

eralized form factor. For example, we have chosen n = 2 for the form factor power 

in this analysis, motivated by the well-known behavior of the nucleon form factors. 

If instead, a value of n = 1 is chosen for the form factor power, the unitarity 

bounds on 6.K. and ,\ are made more strict by a factor of ......, 4, and the corresponding 

Aw-scale sensitivity is reduced by a factor of,...., 2 [15]. The experimental limits on 

6.K. and ,\ are not significantly changed for n = 1. 

7.4 Limits on W Boson Magnetic Dipole and Electric 

Quadrupole Moments 

Experimental limits on the 6.K. and ,\ para.meters associated with possible anomalous 

WW 1' couplings also place bounds on the higher-order electromagnetic moments of 

the W boson - the magnetic dipole moment, µw, its electric quadrupole moment 

Qw and also the W boson mean-squared charge radius, < R~ >. In the static limit 

these quantities a.re related to the 6.K. a.nd ,\ parameters by: 

µw 

Qw 

< R~ > 

2~w (2 + 6.K. + ..\) Magnetic Dipole Moment 

- iJ2 (1 + t:::,,K, - ..\) Electric Quadrupole Moment 
w 

(7.14) 

(7.15) 

J2 (1 + 6.K. + ,\) Mean - Squared Charge Radius (7.16) 
w 

Recall that in the SM (at the tree level): 6,,K, = 1 - K, - 0, ,\ 0. The 
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numerical values expected for these Standard Model parameters are: 

µ'W 

(µ~ 

Xw = 

eli.c 
2Mwc2 

eli.c 
2M.c2 

( 
fie )

2 
2 -e Mwc2 = -e Xw 

li.c 
Mwc2 

3.691 ± 0.012 x 10-15 MeV /T 

5.788 ± 0.000 x 10- 11 MeV /T) 

6.063 ± 0.041 x 10-6 efm2 

2.462 ± 0.008 x 10-3 fm 

where Xw is the (reduced) Compton wavelength of the W boson and µ'Wis the Bohr 

magneton of the W boson. Note that the uncertainties on these quantities are due 

primarily to the uncertainty on the W boson mass, Mw = 80.14±0.27 GeV /c2 (the 

combined CDF+UA2 result) [27, 28]. The W boson electromagnetic moments, µw 

and Qw and the mean-squared charge radius: < R~v >are summarized in table 7.7. 

Figure 7.9 shows the 68.3%, 90.0% and 95.0% single-sided CL contours in the 

Qw / Q'W - µw / µ'W plane for cro~s section results. 
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Table 7.7: W1 EM Moments Limits -
Parameter CL Range Limits 

µw/µ'W 68.33 DS CL 2.0 !~:! (stat) ± 0.5 ( syst) -
= 2.0 !t~ (stat+ syst) 

I 68.33 SS CL -2.6 < µw/µ'W - 2 - gw-2 < +2.7 

(Qw/Q'W = 1) 90.03 SS CL -4.6 < µw/µ'W -2 - gw-2 < +4.7 --

95.03 SS CL -5.3 < µw/µ'W -2 - gw-2 < +5.4 -

Qw/Q'W 68.33 DS CL 1.0 ~t~ (stat) ± 0.7 (syst) 

= 1.0 !t~ (stat + syst) -
68.33 SS CL . -3.8 < Qw/Q'W-1 - qw -1 < +4.1 --

(µw/µ'W = 2) 90.03 SS CL -6.8 < Qw/Q'W -1 - qw -1 < +7.1 --

95.03 SS CL -7.8 < Qw/Q'W-1 - qw -1 < +8.1 --

< R'tv > I);~ 68.33 DS CL 1.0 !U (stat) ± 0.5 (syst) 

= 1.0 ~t~ (stat + syst) 
I 

68.33 SS CL -2.6 < < R'tv >I);~ - 1 -r~ - 1 < +2.7 

(Qw/Q'W=l) 90.03SSCL -4.6 <<R'tv>/J;~-1 - r'tv-1 < +4.7 
.... 

95.03 SS CL -5.3 < < R~ > / A'~ - 1 - r'tv - 1 < +5.4 .. 

-
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Figure 7.9: W1 Cross Section Contours in Qw/Q'W- µw/µ'W plane 
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Chapter 8 

Conclusions 

In this chapter the experimental results for the cross section x branching ratio, 

limits on t:lK.(= K. - 1) and .X, the anomalous WW"Y couplings, are summarized. 

Future prospects for the study of the W "Y process will be discussed. 

The cross section x branching ratio for W( - ev) + "Y in the inclusive electron 

W data from the CDF 1988-1989 Tevatron collider run was measured. There were 

eight W"Y candidate events in 4.05 pb- 1 of data. The photons in those events were 

required to have transverse energy greater than 5 GeV and D..Re-, > 0.7. From these 

events the experimental cross section times decay branching ratio, a· B( W / )ezpi was 

measured to be: 

a· B(W"Y)e~p = 17.o~g:~ (stat+ syst) pb 

Which is in good agreement with the Standard Model prediction of: 

a· B(W"Y)sM = 19.0~~:~ (stat+ syst) pb 

Using the W"Y cross section measurement, direct limits on the WW1 anomalous 

coupling parameters, t:lK. and .X are : 

t:lK. = o.o:~t~ (stat+ syst) (A = 0) A = 0.0~~:~ (stat+ syst) (t:lK. = 0) 

-7.2 < t:lK. < +7.7 (.A - O, 95.0% CL) 

-3.5 < .A < +3.4 (t:lK.=0, 95.0%CL) 
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Because the anomalous vVvV"' parameters, !::.K and >., are correlated. the W 1 

cross section contour in the !::.K - ,\ plane provides a better description of the WW/ 

couplings than the vV r cross section projected on the i::.K and ). axes (see figures 

7.4,7.5 and 7.6). These cross section confidence level contours form ellipses in the 

!::.K - >. plane. The direct experimental limits on b,,.K, and ~ are within 101; % of the 

direct limits on !::.K and >.. 

The U A2 Collaboration has recently published direct limits on !::.K, >. and the 

6K - >.contour (ellipse) from an analysis of 13pb-1 of pp--+ e±zry data [58]. The !::.K 

and >. limits from both the U A2 and this analysis are comparable with each other. 

The correlation between 6.K and >. is much stronger for Js = 630 GeV than at the 

Tevatron ( v<s = 1800 GeV). As a consequence of the interference effects between 

these parameters, the axes of the ellipses formed by the UA2 68.3% CL and 95% CL 

limit contours in the !::.K - >. plane (see figure 5 in reference [58]) are rotated more 

significantly with respect to the i::.K and >. axes than the axes of the ellipses formed 

by the cross section limits presented in this thesis (see figure 7.6 in chapter 7). 

In the static iimit the i::.K and >. parameters are related to the W boson magnetic 

dipole and electric quadrupole moments, and mean-squared charge radius by: 

where .Aw = (nc)/Mwc2 is the (reduced) Compton wavelength of the W boson. 

µw = en/2Mwc and Qw = -e X~ are the Standard Model values of the W boson 

Bohr magneton and electric quadrupole moment, respectively. The limits on these 
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higher-order electromagnetic moments of the W boson were measured to be: 

= gw = 2.0!~:~ (stat+ syst) (Qw/Q'W = 1) 

Qw/Q'W qw = 1.0~~:~ (stat+ syst) (µw / µ'W = 2) 

< R~ >I A~ r~ = 1.0~~:~ (stat+ syst) (Qw/Q'W = 1) 

-5.3 < 9w - 2 < +5.4 (Qw/Q'W = 1, 95.0% CL) 

-7.8 < Qw/Q'W-1 = qw-1 < +8.1 (µw/µ'W =2, 95.0%CL) 

-5.3 < < R~ >/.A~ -1 =: r~ -1 < +5.4 (Qw/Q'W = 1, 95.0% CL) 

For saturation of unitarity these results a.re sensitive to a compositeness scale of 

Aw 2: l.OTeV. The limits of the WW1 anomalous couplings, tl.K. and .A, probe 

the possible internal (composite) structure of the W boson at a distance scale of the 

order Lw ~ 2.0 x 10-4 fm = 0.08 Xw at 95.0% CL. 

Future 

The overall uncertainty in the measurement of a· B(Wr)ezp in the inclusive electron 

W data sample is 
Sa·B(W1) 
a. B(W1) "' 80%. 

The overall uncertainty in the measurement of a · B(W r )ezp can be decreased by 

using the W r events from both the inclusive electron W data sample (this analysis) 

(J {. dt = 4.05pb-1
) and the inclusive muon W data sample (J {. dt = 3.54pb-1

). 

By using the combined e + µ inclusive W data samples, the overall uncertainty in 

the cross section x branching ratio is 

Sa· B(W1) ,.,,, 60%. 
a· B(W1) 
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Table 8.1: The overall uncertainty in CJ· B( W /) for increasing integrated luminosity 

' 

electron data \ 
I 

Combined e + µ Results 
I i 
I ' Run Ia Run Ia+Ib Run III i 88-89 run 1

1 

88-89 run 

! I I 
I J .C · dt (pb) i 4 I 4 20 100 1000 
I I l 

i ! 
I! aa. B(W1)/a. B(W1) i ,......, 80% "' 60% ,......, 22% "" 10% "" 3% 

During the past year the Tevatron ran and the CDF Collaboration collected 21 pb-1 

of data. Using this data with the same photon cuts as the analysis presented in this 

thesis the uncertainty in the cross section x branching ratio would be expected to 

be reduced to: 
5<7 · B(W1) 
(j · B(W1) "" 

223
· 

The uncertainty in the cross section x branching ratio for integrated luminosities of 

lOOpb- 1 and lOOOpb- 1 are summarized in table 8.1. 

Improvements in limits on anomalous couplings obey fourth-root scaling law; 

specifically, non Standard Model a· B( W r) depends quadratically on the anomalous 

couplings aanom [17]: 

Table 8.1 summarizes the overall uncertainty in a · B(W I) for increasing integrated 

luminosity. Table 8.2 shows how the limits on the anomalous WW r parameters, 

t:,.K, and A, and subsequently the magnetic dipole and electric quadrupole moments 

of the W boson are reduced with increasing luminosity. 

With increased statistics it is possible to use differential distributions to make 

better comparisons with the Standard Model predictions for W')'. The possible 

distributions one could use might include: the photon transverse energy spectrum, 

( Ef); the angular separation between the lepton from the decay of the W boson 

and the photon,t:,.Rt., and pseudo-rapidity difference between the decay lepton and 
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Table 8.2: The limits on /:),,K, and .A for increasing integrated luminosity 

I 

I electron data Combined e + µ Results 

' 
! 88-89 I 88-89 : Run Ia Run Ia+Ib Run III ' 

' I ' 

l l 
f£·dt(pb) I 4 i 4 20 100 1000 i i 

I 

i f),,K, 95 % CL Limits ! 7.7 7.0 4.6 3.3 1.8 I ! I 

.A 95 % CL Limits I 3.5 
! 

3.1 2.1 1.5 0.8 

i (µw I µw) 95 % CL Limits 
I I 
I 5.4 I 4.9 3.3 2.2 1.2 
: I 

: (Qw/Qw) 95% CL Limits! 8.1 I 7.4 4.9 3.3 1.9 i 

the photon, (f).rh-l)· By understanding these distributions for the W1 signal and 

the background to W1, it is possible to use more advanced statistical methods such 

as maximum likelihood or multi-variant analyses to set considerably better limits 

than by simple scaling due to increase integrated luminosity. 
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Appendix A 

Individual Acceptances for W r 

Table A.1: Individual Acceptances of W boson 

AMT 97.9 ± 0.13 
w 

A~T 64.2 ± 0.023 

A~d 45.4 ± 0.043 

A;T 93.5 ± 0.043 

Aw 27.6 ± 0.063 

Table A.2: Individual Acceptances of photon 

rr 48.2 ± 0.33 

A'Y 
~ 

1.00 

A/ici 77.9 ±0.23 

Al.R.-r 1.00 

.... A'Y 77.9 ± 0.23 
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Appendix B 

Individual Efficiencies for W1 

Table B.l: Individual Electron Efficiencies for the W1 Data Sample 

f.i:vs 95.4 ± 0.1% IZvtsl < 60 cm 

fiao 96.0 ± 1.0% Isolation I< 0.1 Cut 

f(Ha.d/ EM)r 99.0 ± 1.0% Had/EM Cut 

f 2 
x.o·ip 

97.0 ± 1.0% .X~wip < 15 Cut 

fLahr 97.0±1.0% L.11.r < 0.2 Cut 

f(E/P)r 93.0 ± 1.0% E/P < 1.5 Cut 

ftrlc 100.o:~t~% CTC Traclc Reconstruction 

f~.i: 98.0 ± 1.0% ~z < 3.0 cm Matching Cut 

f~s 97.0 ± 1.0% ~:z: < 1.5 cm Matching Cut 

ef.1 99.3 ± 0.3% Level-1 Central Electron Trigger 

ef.2 98.0 ± 0.4% Level-2 Central Electron Trigger 

cL3 100.o~g:~% Level-3 Central Electron Trigger 
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-Table B.2: CEM Photon Efficiency Determination 

Data Sample 
.., 

€ET4 
.., .., 

€ET4. €I:PT4 
.., .., .., 

€ET4 • €I:PT4 . €N3D 

W Random Cones 95.5 ± 0.53 93.4 ± 0.63 89.2 ± 0.73 

QFL W1 MC 98.9 ± 0.63 96.4 ± 1.03 90.2±1.53 

MinBias Random Cones 98.6 ± 0.23 97.7 ± 0.23 92.8 ± 0.23 -
QCDa Random Cones 99.1±0.13 97.6 ± 0.13 92.7 ± 0.23 

QCDb Random Cones 92.7 ± 0.23 89.3 ± 0.33 84.2 ± 0.33 

-

-Table B.3: CEM Photon Efficiency Determination (continued) 

Data Sample 
.., .., e\ 2 

.., 
€Had/EM €L•li.r X,t.,+X.,,,,. €no 3"°' CES -5 GeV e TB 98.9 ± 0.23 99.9 ± 0.13 97.3 ± 0.33 98.0 ± 0.13 

10 GeV e TB 99.6 ± 0.13 98.8 ± 0.43 96.2 ± 0.43 97.9 ± 0.13 

18 GeV e TB 99.1±0.93 100.0!~:~3 98.2 ± 1.83 98.2 ± 1.63 -
30 GeV e TB 98.9 ± 0.93 100.0:!:~:~3 99.2 ± 0.73 98.2±1.03 

50 GeV e TB 98.0 ± 0.33 99.9 ± 0.13 99.2 ± 0.23 97.9 ± 0.23 

QFL W"Y MC 99.3 ± 0.63 99.7 ± 0.33 98.4 ± 0.53 94.6±1.23 

QFL 1 MC 5-15 GeV 99.7 ± 0.13 99.8 ± 0.13 97.4 ± 0.33 96.8 ± 0.33 

QFL e MC 5 -15 GeV 99.9 ± 0.13 99.9 ± 0.13 97.9 ± 0.23 95.8 ± 0.33 

-
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Table B.4: Overall CEM Photon Efficiency Determination 

., 
EET4 95. 7 ± 0.3 ± 0.5% Calorimeter Isolation 

., 
fI:PT4 97.4 ± 0.4 ± 0.8% Tracking Isolation 

., 
fN3D 95.3 ± 0.5 ± 0. 7% No track @ EM Cluster 

., 
EH ad/EM 99.2 ± 0.1 ± 0.8% Had/EM Cut 

., 
€Lahr 99.9 ± 0.1 ± 0.3% Lateral Shower Cut 

f.,2 2 
X.ip+X,.,ir 

98.4 ± 0.1 ± 0.9% CES strip /wire x2 Cut 

., 
fno 2".t CES 97.9 ± 0. 7 ± 1.0% No 2nd CES Clusters -
PJon,, 96.5 ± 0.2 ± 1.0% Photon Survival 

s~ 100.3 ± 0.6 ± 1.0% e vs. 1 Shower Development 

f., 
cem 82.0 ± 1.2 ± 2.4% Overall Photon Efficiency 
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Appendix C 

CDF Jet Clustering Algorithm 

The CDF Jet clustering algorithm differs from the electron clustering algorithm 

used in the definition of electrons and photons because of the intrinsic size of QCD 

jets. The CDF jet clustering algorithm uses a cone of fixed radius to define a 

jet. This energy clustering algorithm was designed to measure the total energy of 

the initial parton by summing the energy of all the individual particles that came 

from the fragmentation of that parton. [59] Studies have shown that the fixed cone 

algorithm produces better jet separation in T/ - <P space than other jet clustering 

algorithms. [60] The jet clustering algorithm begins by recording all towers (seeds) 

with ET > 0.2 Ge V. A cone of radius flR = 0.1 is drawn around the seed tower and 

all towers whose centroids are inside the cone are added to the cluster. The center 

of the cluster is calculated using the ET centroid of each tower in the cluster. A new 

cone is drawn around the cluster centroid and towers are added or removed from 

the cluster depending on their centroids. The process of recomputing the cluster 

centroid by adding or deleting towers from the cluster list continues until the list of 

towers in the cluster remains stable. [61] Care is taken to handle possible overlapping 

jets and other pathological topologies that could lead to a non-convergence of the 

algorithm. The choice of a cone size of t:J..R = 0.7 was based on the distribution 

of energy flow with respect to the jet axis in events dominated by two jets. Most 

of the energy was contained in a cone of flR = 0.1. The me~ging probability of 

the CDF jet clustering algorithm for two jets of t:J..R = 0.85 is - 253. [61] It was 

determined through various Monte Carlo and detector simulation studies [59] that 

the jet clustering algorithm could find jets with an uncorrected ET 2'.: 5 GeV. 
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