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ABSTRACT 

THE D0 INTERCRYOSTAT DETECTOR: DESIGN CONSIDEB.ATIONS, 

TEST BEAM STUDIES AND INITIAL PERFORMANCE 

by 

Terece Louise Geld 

Chair: Homer A. Neal 

Reported herein are the development, test beam studies and initial performance results 

of a novel scientific device, the Intercryostat Detector (ICD ). The ICD is a subsystem 

in the D0 Experiment, a major high energy physics experiment running at the Fermi 

National Accelerator Laboratory's pfi Tevatron collider. The DQ) detector is designed to 

study fundamental particle interactions at a center-of·mass energy of 1.8 TeV. The !CD 

plays an integral role in these studies by significantly improving the ability of D0 to measure 

the energy of particle showers in a critical region of the detector. The ICD uses a layer of 

scintillator to sample particle showers as they pass through the detector. Its readout system 

is a unique de!i~ of wavelength shllting fiber bundles embedded in the scintillator, which 

we specifically developed for use in the ICD. 

During its development, we studied the ICD in a test beam. The inclusion of the Inter­

cryostat Detector into the test beam run represents the first use of a scintillator sampling 

device operating in a liquid argon environment. The feasibility studies performed to de­

velop a modified version of the ICD to operate in liquid argon are discussed. The test beam 
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project was critical to fully exploit the ability of the ICD to improve the D0 detector per­

formance. The specific calibration constants for the interayostat detectors, used to relate 

the detector response to the actual energy deposition in the detector, are determined from 

the test beam data and are presented. In addition, comparisons are made to Monte Carlo 

simulation data and the impact of the ICD on the D0 detector performance is discussed. 
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CHAPTER 1 

INTRODUCTION 

This dissertation reports on the research and development, design, performance studies, 

and physics impact of the D0 Intercryostat Detector (ICD). The major portion of this 

dissertation will focus on the perform.a.nee studies of the ICD. These performance studies 

were my most significant responsibility and contribution to the ICD and D0. The D0 

Collaboration is an international collaboration consisting of over 30 institutions, including 

the University of Michigan. The institutions and collaborators are listed in Appendix A. The 

focus of the collaboration is the D0 detector, a major high energy physics detector which 

is currently running in the .PP Te~-a.tron collider at Fermi National Accelerator Laboratory 

(FNAL). The D0 detector is designed to study properties of particle interactions at 1.8 TeV 

center of mass energy. The collaboration and detector derive their name from the Tevatron 

interaction site, DO, where the D0 detector is located. 

The Intercryostat Detector (ICD) is an innovative detector designed to improve the 

overall solid angle coverage (or 'hermeticity') of the D0 detector. The general concept 

behind the ICD is to use scintillator to sample particle showers as they travel between two 

large cryostats. The ICD uses a unique readout system of bundles of wavelength shifting 

optical fibers. A modified version of the ICD was implemented into the final D0 test beam 

run. This run wa.s carried out in the Neutrino West Area of FNAL's fixed target beam. 

The successful inclusion of the ICD into this test beam run provided invaluable calibration 

information for the ICD. Moreover, it was one of the first instances of operating a scintillator 

based detector in a liquid argon (LAr) environment. 

Chapter 2 will discuss the physics background and motivations behind the D0 exper­

iment. The D0 detector and the ICD will be described in detail in Chapter 3. To begin, 

I would like to give the reader a brief overview of D0, the ICD and my involvement in 

1 
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the project. The D0 calorimeter uses liquid argon calorimetry to sample particle showers 

produced in the pP collisions. The calorimeter is contained in three separate cryostats, one 

central cryostat and two others which cap the central cryostat on either end. The cryostat 

walls create large amounts of dead material which severely degrade the energy measure­

ment in the gaps between the cryostats. Two separate solutions were proposed to solve this 

energy measurement problem. One was to include an extra layer of liquid argon sampling, 

called 'massless gaps' (MG's); the other was to instrument the region between the cryostats 

with an extra layer of sampling, the Intercryostat Detector. 

The University of Michigan and the University of Florida undertook responsibility for 

the research and development of the ICD. I joined the UM D0 group in early 1988, when 

the group was just starting. I took part in much of the early prototype work. This included 

constroction and testing of various scintillator and fiber tile designs; testing of various 

photomultiplier tubes; prototype module designs; prototype calibration system design and 

the many other aspects.which went into the development of a final ICD design. 

In early 1990, one of our D0 collaborators suggested it might be possible to include the 

ICD in the upcoming test beam run. The ICD group had not previously considered the 

possibility of running in the test beam as it would have required putting the scintillator in 

liquid argon. The test beam project will discussed in detail in Chapter 4. The test beam 

offered us the possibility to calibrate the detector in full D0 configuration and to extract 

the calibration constants needed to use the ICD in D0. So two of us in the UM group 

[1] began work on the test beam project. The test beam project itself was an enormous 

effort carried out by a large number of D0 collaborators. My contributions to the ICD part 

of the test beam project span all aspects of the project. I worked on the development of 

the modified ICD design which was used in the test beam; I designed and completed the 

feasibility studies, described in Chapter 4, to insure that a scintillator-based detector would 

operate in liquid argon; I worked in collaboration with the Brookhaven group responsible 

for the overall test beam design to fit the !CD into its small niche in the test cryostat; I 

built the test beam tiles (with invaluable help from the our group's technical person and 

work-study students) and installed them in the test beam cryostat (with much help from 

many D0 collaborators). 

Chapter 5 will discuss the test beam data analysis. All the analyses were aided by several 

software developments, including the DST package whlch was a responsibility of mine. I 

was involved in all aspects of the data analysis, including the initial data-taking phase; the 
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determination of the calibration constants; the detector normalization necessary to transfer 

that information from the test beam detector to the real Intercryostat Detector; and the 

studies of detector stability. 

Chapter 6 will describe the test beam Monte Carlo (MC) simulation and its comparison 

to the test beam data. The Monte Carlo simulation was implemented by many D0 collab­

orators. I was responsible for implementing the intercryostat region geometry in the MC, 

including the ICD, the MG's, and the various dead material in that region; I also wrote the 

necessary routines to read out the MC energy for these detectors. 

Chapter 7 will discuss the impact the ICD has on the D0 detector performance and on 

the D0 physics. In this chapter, I will be showing some preliminary results from the actual 

D0 run, results which are the work of the entire collaboration. Chapter 8 will summarize 

this thesis. 
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CHAPTER 2 

THEORY 

2.1 The Standard Model 

The basic tenets of particle interactions have evolved over the past three decades and have 

culminated in the Standard Model (SM) [2, 3, 4, 5]. The SM encompasses both the basic 

building blocks and forces of nature. The lowest order building blocks consist of two leptons 

(one charged, one neutral) and two quarks. This scheme is repeated for a total of three 

generations of quarks and leptons. The three generations are shown in Figure 2.1. The 

leptons are, by generation, the electron (e-) and its neutrino (ve); the muon (µ-) and its 

neutrino (v1J; and the tau ('T'-) and its neutrino (vT")· The quarks are, by generation, the 

up (u) and down (d); the charm (c) and strange (s); and the top (t) and bottom (b) . 

Quarks: ( ~) (: ) 
Leptons: (~) (:) 

Figure 2.1: The particles of the Standard Model. There are three gener­
ations of quarks and leptons. Currently, the top quark and 
the tau neutrino have not been confirmed . 

There are three forces which govern the interactions between particles in the SM. These 

forces can all be described by gauge theories and are propagated by spin-one gauge bosons 

4 
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[6, 7]. The electromagnetic force is carried by the neutral photon, j; the weak force is 

carried by one neutral and two charged bosons, Zo and w±; and the strong force is carried 

by eight gluons, g. 

The Standard Model Lagrangian which describes the interactions between the fermions 

and gauge bosons is given by [7]: 

t. = 
J=Jrrmiona 

+ . 
8 

e (} L[fL"Y"fL(Tj-Q1sin2 9,.,)+faif.R(-Q1ain29,.,)]z,... 
sm ,., cos w 

1 

+ J2 ~ [(tiLi"dL + "Li"VL)W: + (dt"Y"UL + eI.7"vL)W;] 
2sm9w 

+ ..;ro; 2: 9""ca"Y"' >.~qt1c: 
q=u,tl 

+ terms for the second and third generations. 

where QI is the electric charge of the fermion, T/ is the wea.k isospin (Tf = 1/2 for the 

"L• ULi 0 for the UR, d.Ri and -1/2 for the eL, dL), 6,,, is the electroweak mixing angle and 

a, is the strong coupling constant. A,.. is the photon field, z,.. is the z0 boson, W,... is the 

W± boson and the 0° are the eight gluons. The i and ,\ matrices are the generators of the 

SU(2) and SU(3) symmetries. 

The first term in the Lagrangian is the usual electromagnetic interaction. The second 

term is the neutral current part of the electroweak interaction, proceeding via the neutral 

gauge boson, z0 • The third term represents charged current electroweak interactions which 

proceed via the charged bosons, w±. The fourth term is the strong interaction term. 

Electromagnetism is well described by quantum electrodynamics (QED). The beauty of 

QED is that it is a renormalizable local gauge theory. Renormalizable means that trou­

blesome unphysical infinities in the theory all cancel leaving only finite results. The local 

gauge means that the Lagrangian is unchanged by a transformation of the type: 

,P( :c) -+ exp [ ieA( a:) J ,P( :c) 

A,.(:c) - A,..(a:) + 8A(z)/8:c,.. 

where t/;(::) is the fermion field and A,..( :c) is the photon field. Thus, changing the fermion 

field and photon field with the same phase factor does not alter the theory. QED is gov­

erned by the U(l) symmetry group and the exp [iA(:c)J are U(l) unitary transforms. The 

unification of electromagnetism with the theory of weak interactions occurs by combining 
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the U(l) QED theory with the SU(2) symmetry which governs weak interactions. The 

masses of the electroweak. gauge bosons, z0 and w=' arise from the spontaneous breaking 

of the SU(2) x U(l) symmetry group which governs the electroweak interaction. 

The gauge theory which describes strong interactions is known as quantum chromody­

namics (QCD). Strongly interacting particles transform invariantly under an SU(3) sym­

metry. All strongly interacting particles carry the QCD quantum number, the color charge. 

This includes the quarks and the gauge bosons, the gluons. As the propagator of the force 

also carries the charge, it can have self-interactions. This feature makes QCD a much more 

complicated theory than QED. As such, QCD can only be used at high energies where the 

coupling constant, a. is small enough to allow a perturbative treatment. The final states 

of quarks and gluons (collectively called partons) are color-neutral, which only adds to the 

complications of QCD. Thus, it is difficult to test QCD directly. 

Tests of QCD have used several different types of experiments, such as deep inelastic 

scattering experiments (DIS), e+e- collisions, and hadron-hadron collisions. Consider the 

simplest case of parton-parton hard scattering as shown in Figure 2.2. The initial states 

are the hadrons, A and B. The final states are two jets of hadrons, with leading hadrons 

h1 and h2 • In the collision, parton a in hadron A, collides with parton bin hadron B. The 

parton momentum is given by the distribution function, G, where Gc/.A.(z) is the probability 

of finding parton a in hadron A with a momentum fraction between x and x+dx of the 

parent momentum. 

In the final states, the outcomes are described by the fragmentation functions, D. These 

functions give the probability for a final state hadron h1(2) to be produced from parton 

c (d), with momentum fraction between z and z+dz. The parton hard scattering process 

itself takes place with a cross section of du/ dt, which can be calculated from the appropriate 

lowest order Feynman diagrams. 

The process can therefore be divided into two distinct sub-processes. The initial collision 

takes place subject to the distribution functions of the initial hadrons. The final state 

hadrons are produced according to the fragmentation functions. DIS and e+ e- collisions 

can be used to separate and study individually these two processes. In DIS, an electron 

(or other lepton) is shot at fixed targets, such as heavy nuclei or protons (hydrogen). The 

electron acts as a probe to study the substructure, or distribution function, of the protons 

and neutrons in the target. 

In e+ e- collisions, the colliding particles have no (known) substructure. Therefore, the 
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B 

Figure 2.2: A simple hard scattering process for a parton-pa.rton collision. 
Ga/A(:) a.nd G1i/B(:) are the structure functions for partons a 
a.nd bin hadrons A and B; Dhi/c a.nd Dh2 /a are the fragmen­
tation functions for produce hadron 1 or 2 from parton c or 
d. 
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distribution functions are equal to unity. However, the fragmentation process is assumed 

to proceed according to the same final state fragmentation functions. In a hadron event 

resulting from an e+ e- collision, a qq pair is immediately formed. The quark pair then 

fragments into two or more hadrons, which appear as jets of particles. 

This fragmentation process is a complicated many-body problem which is incompletely 

understood. There are currently several theoretical models in use to describe the process. 

One can hope to learn more about this fragmentation process by studying the decay prod· 

ucts from e+e- collisions and comparing experimentally determined distributions and cross 

sections with theoretical predictions. For instance, strange particle production provides a 

unique opportunity to tag the initial quarks, which helps in understanding the outcome of 

a collision. Before working on the ICD, I completed a study on strange particle production 

at the High Resolution Spectrometer [8]. In that study, we determined the cross section for 

inclusive A production as a function of the .fractional energy and of the momentum of the 

A. We then compared the experimental distributions with theoretical predictions and used 

the data to extract a value for 6, the extra strange diquark suppression parameter. This 

parameter is defined to be: 

6 = ua/ud 
s/d 

and is a measure of how much more frequently a strange diquark is produced than a non· 

strange diquark, normalized to how much more frequently a single strange quark is produced 

than a single non-strange quark. The A consists of an up, a down and a strange quark and 

is thus very sensitive to 6. From our analysis, we determined a value of 6 = 0.59 ± 0.10, 

as compared to the default value of 0.32, indicating a higher than theoretically expected 

production of strange particles. I refer the reader to Appendix B, the published paper 

resulting from that study, Study of inclusive A production in e+ e- annihilations at £9 Ge V 

[9]. 

2.2 Physics at a pfi collider 

A detector such as D0, operating at a high center-of-mass energy, provides an excellent 

opportunity to test QCD, to further our understanding of the Standard Model and to 

probe for new physics beyond the Standard Model. The simplest process is parton-parton 

scattering, which occurs according to the Feynman diagrams shown in Figure 2.3 [10] . 



t 

J 

t 
1 

f 

' I 
I 

t 
I 

9 

Within the detector, the signature of such a.n event will be two or more high PT hadronic 

jets plus two low PT beam jets at high rapidity (close to the beam pipe). Additional jets can 

be created via the radiation of a gluon in the initial and/or final state. The cross-section 

for inclusive production of jets as a function of jet energy, momentum or other variables can 

provide a comparison to test theoretical predictions based on the many different structure 

functions. 

From the perspective of detector design, good jet energy measurement and resolution 

is crucial to the study of jet production, and to many other aspects of QCD and the 

SM. Equally important is to minimize cracks or gaps in the detector which would degrade 

the resolution or increase the missing energy (i.e., the energy which is not contained and 

measured in the calorimeter. The major impetus behind the D0 Intercryostat Detector, as 

will be discussed in detail in the next chapter, was to fill in a gap between the calorimeter 

cryostats with a.n extra layer of energy sampling. In doing so, the total energy measurement 

a.nd energy resolution is improved and the determination of the missing energy is more 

accurate. 

Direct photon production, pft - -y + X (X is anything), provides another method to 

test QCD [11, 12]. Direct photon production proceeds, in leading order, via the QCD 

Compton process, qg - fl, and the qq annihilation process, qq - g-y, as shown in the 

Feynman diagrams in Figure 2.4. The initial gluon in the dominant process ( qg - -yq) 

provides an excellent method to probe the gluon structure function. Good electromagnetic 

energy measurement and photon identification are critical to a.ny direct photon studies. 

An electron or 'll"o - 2-y can easily mimic a single photon. Good tracking can be used to 

veto such backgrounds. Since the direct photon is usually balanced by a single jet, direct 

photon production can be used to check the electromagnetic a.nd hadronic energy scales of 

a detector. 

D0 provides a.n excellent tool for studying the properties of the the three intermediate 

vector bosons, the zo and the W±. These bosons decay through the diagrams in Figure 2.5. 

The signature of a zo in the detector will be two back-to-back leptons or two back·to-back 

jets. Good lepton identification and resolution is essential to a good measurement of the 

z0 mass and width. The w± signature will be a single lepton plus missing transverse 

energy (~ T) or two jets. Once again, good lepton measurement is important, a.nd good ~ T 

determination a.nd resolution is crucial. 

One area of physics D0 has been eager to join is the search for the one remaining piece 
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Figure 2.3: The Feynman diagrams for parton·parton scattering in lowest 
order. Quarks are represented by the straight lines, gluons 
by the spiral lines. 
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Figure 2.4: The two dominant Feynman diagrams contributing in lowest 
order to the production of direct photons. The qg - -rq 
process will dominate the qq-+ -rg process. 

I 

Fi;ure 2.5: The lowest order Feynman diagrams for zo and w± decay. 
The z0 decays to two fermions, either a lepton (1) and its anti­
particle or a quark and its anti-quark. The w± will decay 
to a fermion and the anti-particle of the fermion's doublet 
partner. 
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of the standard model picture, the top quark. The major decay channels for top production 

are shown in Figure 2.6. Due to their low background, the most promising channels are 

single lepton + jets + ~ T and leptons + jets + fl, T. In this analysis, all the above detector 

design goals are necessary. Good lepton identification, good ~ T measurement and good jet 

resolution are all important both to find the top and to measure its mass and width. 

An interesting problem with the SM Lagrangian is that there is no mechanism within 

it to give mass to the fermions. Experimentally, the fermions have been observed to have 

mass. Yet, the theory does not predict the masses. The solution to this problem is the 

postulated existence of the Higgs boson, a scalar field which arises from the spontaneous 

breaking of the SU(2) symmetry. The Higgs boson couples to all massive particles and most 

strongly to the most massive. Possible decay and discovery channels would be through its 

coupling to the zo and w=, as shown in Figure 2. 7. In the zo channel, the signal would 

consist of two leptons or jets adding up to the mass of the zo boson, plus another two 

leptons or jets from the H0 . The w= channel signal would consist of one or more leptons 

plus fl, T plus one or more jets. 

In all of these analysis, good lepton identification, good energy measurement, good 

energy resolution, and minimization of J;l T is essential. Chapter 3 will discuss the design 

characteristics of the D0 detector which were optimized for doing a wide range of physics 

analyses, in particular the addition of the Intercryostat Detector, and Chapter 7 will briefiy 

look at the impact the Intercryostat Detector has on the performance of the D0 detector. 
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Figure 2.6: The lowest order decay channels for top production. In (a), 
both w± decay leptonically giving a signal of two leptons, 
jets and ~Ti in (b), one W± decays leptonically and one w± 
hadronically giving a signal of one lepton, jets and~ Ti in ( c) 
both w± decay hadronically . 
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Figure 2. 7: Lowest order channels for possible discovery of the Higgs by 
its decay via the z0 and w::::. 
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CHAPTER 3 

APPARATUS 

The D0 experiment was originally proposed in 1983. It was planned for the DO inter­

action region at the Fermi National Accelerator Lab's Tevatron Collider. Installation was 

completed in early 1992 and the detector started taking data on May 12, 1992. An extensive 

test beam program was conducted in late 1991 to study the calorimeter, including the ICD. 

This thesis will primarily concern data taken during that final Test Beam run. In addition, 

some initial performance results in data ta.king runs will also be discussed. 

The D0 detector [13, 14] is a general purpose detector. Its strengths are its excellent 

calorimetric energy and spatial resolution, good electron and muon identification, and its 

high degree of hermeticity (the detector is highly hermetic, i.e., it covers nearly 47r of the 

solid angle). The detector has three major components: the central detector system, used for 

tracking and electron identification; the calorimetry, which includes a Central Calorimeter, 

two End Calorimeters, the Massless Gaps, and the Intercryostat Detector; and the muon 

system, which includes both the large angle and small angle muon counters. In addition 

there is a scintillator detector, Level 0, mounted on each End Calorimeter which is used for 

fast triggering and for luminosity monitoring. 

3.1 The Tevatron Collider 

The D0 detector is currently running at the highest energy particle accelerator in the world 

at 1.8 TeV. The basic principle behind a particle accelerator is simple: a charged particle 

is given an energy boost as it crosses a gap which has an electromagnetic field across it. 

Many such gaps can be crossed by lining them up in a 'linear' accelerator. Alternately, a 

15 
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single gap can be reused by containing the particles in a circular orbit which allows them 

to pass through the gap many times per second, as is done at the Tevatron. The particles 

are maintained in the orbit by a magnetic field. The strength of this field must increase 

in a synchronized fashion with the increased energy of the particles-hence the moniker 

'synchrotron.' In either case the number of crossings, and thus particle acceleration, is 

limited mainly by technology, size, and money. 

After acceleration in a synchrotron, the accumulated particles can be used in one of two 

ways: (i) fixed target mode or (ii) collider mode. Each mode is used for specific purposes. 

In fixed target mode, the accelerated particles are extracted in bunches and steered (with 

magnets) either directly into detectors or onto various targets to produce a wide range 

of charged and neutral particles. These new particles can then be delivered to waiting 

detectors. The major advantage of the fixed target mode is the control available to the 

research.er to change the particle type and energy. 

In collider mode, the circulating beams of particles are strongly focussed to a head­

on collision at an interaction region which is surrounded by a detector which catches the 

resultant debris. The advantage of the collider mode is that much higher energies are 

available than in fixed target mode. This can be seen from a simple calculation of the 

center of mass energy, Eem. Consider two incident particles with energies 

where p1 and fi2 are the 3-vector momenta. The 4-vector momenta are p1 and P2· The 

energy available in any collision is 

r 2 2) 1/2 Ecm = L(E1 + E2) - (p1+1'2) 

Eem = [m~ + m~ + 2E1E2(l - /31/32cos8)] 
112 

where E1 and E2 are the energies of the incident particles and ffi = p;/ Ei is the particle 

velocity. In fixed target mode, 

E1 =beam energy= Jml +Pb 2 

E2 = target energy = mt 
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Fermi National Accelerator Lab 

Tevatron 

I 

I 
F~:85Target /. / \ 

I I \ 
I I 

Linac 

~,, 

\ \ '\ 
\ \ ' 

Neutrino West Area 
(NWA) 

Figure 3.1: The schematic layout of Fermilab's Tevatron collider and the 
fixed target areas. The D0 detector is locate at the DO in­
teraction region in the Tevatron and test beam took place at 
the Neutrino West Area (NWA) of the Fixed Target area. 
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and the velocity of the target is zero. Thus the center of mass energy in fixed target mode 

is 

In current accelerators, the mass of the incident particle and of the target are typically 

much smaller than the beam energy. With that approximation, the center of mass energy 

becomes 

In collider mode, with two beams of identical particles with equal energy, 

and 

Substituting for (32 =I p 2 I /E2 and with a. little math, one finds 

At the Tevatron, each particle beam (proton and anti-proton) is a 900 GeV beam, giving a. 

center of mass energy of ./S = 1.8 Te V. If instead, a 900 Ge V p beam were incident on a 

fixed p target, the center of mass energy would be only 42 GeV. Thus the energy available 

for study in fixed target mode is much lower than in the colliding mode. 

Fermi National Accelerator Lab (FNAL or Fermi.lab) is in Batavia, IL, about 40 miles 

west of Chicago. Fermilab's current collider machine is known as the Tevatron [15]. It 

is a pfJ collider with a center of mass energy of JS = 1.8 Te V. The current luminosity is 

L =- 5 x l030cm- 2 .s-1 • The high energy attainable at the Tevatron is available through the 

use of superconducting magnets. The general layout of the Tevatron is shown in Figure 3.1. 

Protons, which have been accelerated in the linear accelerator ('linac'), are injected into 

the booster where their energy is increased to 8 Ge V. From the booster, they are injected 

into the Main Ring, where they are accelerated to 120 GeV before being injected into the 

Tevatron at AO. Antiprotons (p's) are produced by extracting the 120 GeV p's from the 

Main Ring at FO and shooting them at a tungsten target. The resulting negatively charged 

particles are collected in the debuncher where they circulate until only the p's survive. 

These p's are transferred to the accumulator and stored as subsequent batches are created. 

Approximately 107 p's can be produced from each batch of 1.8 x 1012 p's. The p's and p's 
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are then accelerated in the Tevatron to approximately 900 Ge V. There are four interaction 

regions available: BO, CO, DO, and EO, two of which are currently in use. BO is home to 

CDF (Collider Detector Facility) and DO is home to the D0 Detector. The fixed target 

areas are also indicated in Figure 3.1, including the Neutrino West Area (NWA) where the 

final D0 test beam run took place. 

One other point should be noted about the collider construction. The Main Ring and the 

Tevatron share the same tunnel. At DO, the Ma.in Ring and Tevatron beam pipe separation 

is increased to several meters. However, the Main Ring IIDJ.St still pass through the D0 

calorimeters. 

3.2 The D0 Detector 

The design of the D0 detector centers on several important features: 

• Good calorimetric energy and spatial resolution. 

• Good electron identification in the central region. 

• Maximum possible muon coverage and muon identification. 

• Good missing transverse energy (~ T) measurement. 

• Fine f"/ and </J segmentation (<I> is the azimuthal angle and fJ = -In (tan B /2), B the 

polar angle). 

• Good electron - hadron compensation. 

Jets contain both electromagnetic and hadronic energy. However, within the jet, it is 

impossible to discern how much of the jet energy is of one type or the other. It is therefore 

important to have the detector response to electromagnetic energy and hadronic energy as 

similar as possible. The ratio e / h (or e / 7r) measures the ratio of the detector response to 

each type of energy and ideally should be as close to one as possible. All of the above goals 

resulted in the choice of a uranium/liquid argon calorimeter with no central magnetic field, 

with full muon coverage and central tracking. 
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3.2.1 The Central Tracking Detectors 

As particles move radially outward from the interaction point, the first detector encountered 

is the Central Detector system 116, 17). This system consists of four subsystems. Three 

of them are concentrically nested devices: the vertex drift chambers (VTX); the transition 

radiation detector (TRD); and the central drift chambers (CDC). The fourth subsystem 

consists of two forward/backward drift chambers (FDC) which cap the previous chambers 

at either end. These detectors start just outside the beryllium beam pipe at a radius of 

3.7 cm and extend to a radius of 78 cm. They cover the range (parallel to the beam pipe) 

I z 1$ 135 cm. A cutaway view of the central detectors can be seen in Figure 3.2. 

The Vertex Drift Chambers 

The innermost detector is the vertex chamber 116]. Its purpose is to provide a precise 

position determination of any secondary vertices and to provide a veto to reject any photons 

which may convert before the TRD. The VTX chamber consists of three layers of cylindrical. 

drift chamber cells, concentric and parallel to the beam pipe. It uses a gas mixture of 

953 C02 a.nd 53 ethane at atmospheric pressure. Each cell contains 8 sense wires. The 

cylinders a.re carbon, layered with Kapton and aluminum strips which a.re used to shape 

the field. The spatial resolution of the VTX is 50 µm over most of the cell. In addition, 

hits on two tracks within a cell a.re found with 903 efficiency when the separation of the 

tracks is greater than 700 µm. 

The Transition Radiation Detector 

The TRD [18, 19] makes up the next three concentric layers of detection beyond the VTX. 

The TRD takes advantage of the phenomenon in which X-rays are produced by highly rela­

tivistic particles when crossing the boundary (transition) between media with two different 

dielectric constants. It consists of three cylindrical radiator/detector units. The radiator 

consists of 18 µm polypropylene foils separated by an average gap of 150 µm, formed by 

pressing the foils with an indented pattern. The radiator stack is followed by a 15 mm 

gap, filled with a mixture of 903 Xe and 103 C2H6 , for ionization cluster formation and 

photon detection. The clusters drift radiallr outward towards anode wires at the center of 

cells formed by the potential. and grid wires. Each detector unit is divided into 256 cells 
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Figure 3.2: A cutaway view of the Central Detector systems. Moving 
radially outward, the detectors are: the Vertex Drift Cham­
ber, the Transition Radiation Detector and the Central Drift 
Chamber. The Forward Drift Chambers cap the CD system 
on either side. 
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azimuthally. The TRD has been found to have a 50:1 rejection factor for electrons versus 

picns, for an electron efficiency of 903 [2CI]. 

The Central Drift Chamber 

Beyond the TRD are the four cylindrical, concentric layers of the CDC [16, 21]. Each layer 

is divided into 32 cells in the ( r, t/>) plane. Each cell contains 7 sense wires and 2 delay 

lines parallel to the beam direction. The sense wires are split between the inner and outer 

walls of each layer. Five of the sense wires are located along the inner radius, two along 

the outer radius. Thus each particle traversing this chamber will be seen by 28 sense wires 

and 8 delay lines. The delay lines are embedded in the outer and inner walls of each cell for 

measurement of the longitudinal coordinate. The chamber uses a gas mixture of 933 Ar, 

43 ca., and 33 C02 at atmospheric pressure. The sense wires are staggered by± 200 µm 

to resolve the left-right ambiguity and adjacent layers are shifted by a half cell. 

The CDC was tested with both cosmic rays and in the 1990 test beam run. The drift 

velocity was found to be 37 µ.m/ns with a maximum drift distance of 7 cm. The resolution 

of the inner and outer sense wires was found to be 230 µ.m and 330 µm, respectively. The 

efficiency for seeing two tracks was measured to be 903 for tracks separated by 65 ns 

or 2.5 mm. dE /dz measurements yielded a rejection factor for double minimum ionizing 

particle tracks of 95±13 [22]. 

The Forward Drift Chambers 

The FDC [16, 23], which caps either end of the Central Detector system, consists of two 

types of chamber: a </> chamber with a radial wire orientation; and a () chamber with wire 

orientation parallel to the X a.xis for the top/bottom sub-chambers and parallel to the Y 

axis for the left/right sub-chambers. Each FDC unit consists of two () chambers with a </> 

chamber between them. The </> chamber has 16 layers of radial sense wires of length 50 cm. 

The maximum drift distance is 5.3 cm. The chambers use the same gas mixture as the 

CDC. The 8 chambers have 8 layers of sense wires. The two 8 chambers are staggered at a 

45° with respect to each other. Sense wires in both the</> and() chambers are staggered by 

± 200 µm. The FDC position resolution is 200 µm and reaches 903 efficiency for double 

track rejection at 2 mm track separation [24]. 
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3.2.2 The Calorimeters 

The main part of the D0 detector is the liquid argon calorimeter with uranium, copper or 

steel absorber. As stated earlier, the calorimetry was designed to meet certain goals. These 

goals include: 

• Good energy resolution for jets and electrons. 

• Fine transverse segmentation. 

• Multiple longitudinal segmentation. 

• Uniform response. 

• Good e/r ratio (compensation). 

• Good gain stability. 

• Radiation hardness. 

• Compact and low cost. 

• Hermetic and no gaps. 

An overview of the D0 calorimetry can be seen in Figure 3.3. The energy measurement 

principle used is that of liquid ionization sampling. The basic calorimeter cell is shown in 

Figure 3.4. Layers of absorber material are inter-spaced with readout pads and gaps filled 

with liquid argon. As a particle passes through the active medium (in the case of D0, LAr), 

it leaves a trail of ionization, proportional to the energy lost in the active medium. The 

ionized atoms drift to the readout pads, creating a current. This charge is accumulated in 

a capacitor. The resulting voltage as the capacitor is discharged forms the readout signal. 

As the particle passes through each layer of absorber material, it loses some of its energy. 

By including enough absorber material in the calorimeter, all of the particle shower can be 

contained. The total energy can be calculated by knowing how much energy is "sampled" in 

the active material and how much is lost in the inactive (absorber) material. The sampling 

fraction, which will be discussed in detail later, is given by: 
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Figure 3.4: A schematic of the basic calorimeter cell. The absorber ma­
terial in the fine hadronic section is uranium; in the coarse 
hadronic sections, the absorber is steel or copper. 
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The Central Calorimeter (CC) is a cylinder, concentric to the beam axis, with an active 

region covering the radial range 75 < r < 222 cm from the beam pipe and longitudinal 

range 226 cm parallel to the beam pipe. The CC is made of 64 individual wedge-shaped 

modules which a...,.e arranged in three concentric rings that extend along the entire length of 

the 226 cm active region. The three rings are an electromagnetic section, a fine hadronic 

section and a coarse hadronic section. Each concentric ring is rotated azimuthally by half 

the azimnthal angle to avoid continuous cracks. The CC is contained in a double walled 

cryostat. Its total weight is over 300 tons. 

The CC electromagnetic (CCEM) section is 21 radiation lengths (Xo) or 0.76 nuclear 

interaction lengths (>.o) in depth. Its coverage range is 35° $ 8 $ 145° and it has 32 

modules. Its absorber plates are 3 mm thick depleted uranium with a 2.3 mm argon gap 

for a sampling fraction of "' 12.93. Each CCEM module has 21 radial cells (i.e., 21 cells 

consisting of an absorber plate and liquid argon gaps) which are arranged in four readout 

layers. The readout layers are respectively 2, 2, 7, and 10 X0 deep and are denoted CCEMl, 

CCEM2, CCEM3 and CCEM4. The third readout layer, which is at shower maximum, has 

a finer segmentation of a.,., = flt/> = 0.05 to improve position resolution. 

The fine hadronic (CCFH) section extends approximately 3.24 Ao in depth. Its absorber 

plates are 6 mm uranium-niobium ( 1. 73) alloy plates with a 2.3 mm argon gap for a 

sampling fraction of "' 6.93. There are 16 modules with 50 radial cells each. The modules 

are divided into three readout layers of 1.3, 1.0 and 0.9 Ao, which are denoted CCFHl, 

CCFH2 and CCFH3. 

The coarse hadronic (CCCH) or leakage section also has 16 modules and is a single 

readout layer 3.2 Ao thick. It uses 46.5 mm copper plates, with a 2.3 mm argon gap for a 

sampling fraction of 1. 73. The total CC depth is 6.93 Ao· 
The CCEM energy resolution was measured in a FNAL test beam [25] with electrons 

of energies 10 GeV /c to 150 GeV /c. The resolution was found to be u/./E = 163. The 

position resolution for CCEM3 (at shower maximum) was found to be 2 mm. 

The End Calorimeters 

The two End Calorimeters (EC) are divided into four sections: the forward electromagnetic 

(EM), the inner hadronic (m), the middle hadronic ring (MH), and the outer hadronic ring 

(OH). Each EC is contained within its own double set of cryostat walls. 
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The ECEM consists of two circular modules covering the forward and backward regions 

in the range 3° < 9 < 27°. These modules are approximately 21 radiation lengths in depth 

and have 21 radial cells. The absorber material is 3 mm depleted uranium. The signals are 

ganged in four readout layers of 2, 2, 7 and 10 cells each, corresponding to depths of 2.6, 2.6, 

7.8 and 10.4 Xo, respectively. These layers extend from an inner radius of 3.125 inches to an 

outer radius varying between 80.3 cm to 104.4 cm. The transverse segmentation matches 

the standard f;.t/J = A11 = 0.1 calorimeter segmentation throughout most of the ECEM. 

However, above T/ = 3.2, pad size becomes too small so the segmentation is increased to 

f;.tjJ = ti11 = 0.2. As in the CCEM, the third ECEM layer is more finely segmented to 

improve position resolution at the shower maximum. The segmentation is fi11 = f;.t/J = 0.05 

for T/ < 2. 7; 0.10 for 2. 7 < T/ < 3.2; and 0.2 for T/ > 3.2. 

Each IR module is a single circular plug which sits directly behind the ECEM. It extends 

from an inner radius of 8.0 cm to an outer radius of 86.4 cm. Longitudinally, the Ill is 

divided into a fine hadronic (IFH) section, and a coarse hadronic (ICH) section. The IFH 

uses 6 mm depleted uranium plates in 65 radial cells which are arranged in four readout 

layers. The ICH uses 41.3 mm steel plates in 16 cells and is a single readout layer. The total 

IB depth is 9.3 interaction lengths. Transversely, the IB matches the ECEM segmentation. 

For T/ < 3.2, the segmentation is AT]= A</>= 0.1. For T/ > 3.2, the IH pad size increases to 

AT/= A</>= 0.2, and above TJ = 3.8 (beyond ECEM coverage), the pad size is increased to 

f:j,,T/ = 0.4, t:::.<p = 0.2. 

The MH ring consists of 16 wedge-shaped modules surrounding the IH. The ring extends 

from an inner radius of 35.13 inches to an outer radius of 62.0 inches. Each module subtends 

an angle of 22.5° and is divided longitudinally into a fine hadronic and coarse hadronic 

section (MFH and MCH) as in the IB. The MFH consists of 60 radial cells arranged in 

four readout layers, denoted ECMFH1-ECMFH4. The first cell uses the front plate of the 

module as its absorber plate; all other cells use 6 mm U-Nb alloy plates. The transverse 

segmentation follows the usual pattern. The ECMCH is a single readout layer of 14 cells, 

which use 46.5 mm steel absorber plates. The total ECMH depth is about 8.1 interaction 

lengths. 

The OH ring also consists of 16 modules, all of the coarse hadronic (OCH) type. The 

modules have an inner radius of 63.49 in and an outer radius of 89.00 in. Each module 

forms a parallelogram with the inner face at an angle of 27.4° with respect to the x-y plane. 

There are 25 radial cells, read out in thxee layers, ECOCHl, ECOCH2, and ECOCH3. Each 
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cell uses 46.5 mm steel absorber plates except for the first and last cells. These cells use 

stainless steel plates which are also used to define the structure of the OH. 

The Massless Gaps 

In the crossover region from CC to EC, there are several f'/ regions where a particle must 

travel through mostly support structures (e.g., cryostat walls, end support plates, etc.) be­

fore (or after) reaching the sampling calorimeter modules (this will be discussed in more 

detail later). To partially compensate for the energy loss in these support walls, an addi­

tional layer of LAr sampling was included on the face of each ECMH and ECOH module 

and on each end of the CCFH modules. These 'massless gaps' (MG) have no significant 

absorber material but do sample the shower energy before and after the dead material be­

tween the cryostats. The CCMG's cover the 17 range, 0.7 < f'/ < 1.2. The ECMH MG's cover 

the range, 1.1 < 17 < 1.4 while the ECOH MG's cover 0.8 < 17 < 1.1. The segmentation 

matches the usual A17 =At/>= 0.1. 

Calorimeter Electronics 

The calorimeter electronics consists of three main parts: the charge sensitive preamps, the 

shaping and sample-and-hold circuits, and the Analog to Digital converters [26). There are 

over 50,000 readout channels in the D0 calorimetry. Each cryostat has four feedthrough 

ports in order to bring out the signals. The signals are organized into projective towers in 

f'/ and </>. These towers are then used to provide the Level 1 trigger. 

The calorimeter preamps are FET-based hybrid charge sensitive preamps. The feedback 

capacitance of the preamps is 5 pF in most of the calorimeter. This is changed to 10 pF for 

CCEM3, where the electromagnetic shower maximum occurs and where the segmentation 

changes from the nominal tl:q = A<P = 0.1 to Af'/ = A<P = 0.05. The design of the preamps 

emphasizes a low rms noise of"" 2000 electrons with a noise slope of"" 3000 electrons/nF. 

A pulser system is used to monitor the gain differences between the preamps. 

Signal shaping and sampling is accomplished at the front end of the base line subtractor 

(BLS) hybrid. The signal is first shaped with a 250 ns integration and a 30 ns differentiation. 

The double sampling occurs over a 2.2 µs period, taking advantage of the 3.6 µs bunch 

crossing time. The output next passes through a high speed analog trigger pickoff where 

the signals for all depths are added into the 2 x 2 (17 x </>)towers. These projective towers 
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are then incorporated into the Level 1 trigger system. The back end of the BLS consists 

of three analog memory circuits. These are used to hold the baseline sample (ta.ken just 

before the beam crossing), the pea.k sample (ta.ken 2.2 µs after crossing) and, if a trigger 

occurs, the difference signal. This difference signal (or output buffer) is later read out by 

the ADC (analog-to-digital converter) system. 

The ADC system is a 12 bit digitizer with a 5 µs digitization time. Each ADC channel 

includes pedestal. and limit memory. This information ca.n be used to do offset subtraction 

and suppression of small or zero signal channels. 

3.2.3 The Muon Detectors 

The Muon system [27] plays an integral part in D0's excellent lepton identification a.nd 

measurement. The system is broken into two subsystems: the wide angle muon spectrometer 

(WA.MUS) and the small angle muon spectrometer (SA.MUS). Each subsystem uses three 

super-layers of proportional drift tubes (PDT) with magnetized toroids after the first layer 

of drift tubes. In all, there are five toroids: the central toroid (CF), covering the region 

between 41° to 139°; the two end wall toroids (EF), covering the region from 9° to 43°; and 

the two SA.MUS toroids, covering the region between 2.5° to 11°. Each toroid is magnetized 

to a field of 19 kG. 

WAMUS 

Muon position is determined by the three super-layers of PDT's. In the WA.MUS. each 

super-layer consists of 3 or 4 planes of PDT's. The first layer, designated layer A, is just 

inside each of the WA.MUS toroids and has four PDT planes. Layer B is just outside each 

of the toroids and has three PDT planes. Layer C, which is situated approximately 135 cm 

outside Layer B, also has three PDT planes. The unit cell for each PDT is 10.1 cm wide 

by 5.5 cm high. The top and bottom of each aluminum tube have vernier cathode pads. 

The central sense wire is a nickel struck gold plated 50 µm tungsten wire at 300 g tension. 

It is kept at a potential of +4.54 kV with respect to the grounded Al cell. The cathodes 

are copper-dad Glasteel (polyester and epoxy based plastic sheets with a glass fiber mat) 

which are cut into a repeating diamond pattern. This pattern repeats itself every 61 cm. 

The cathodes are kept at +2.60 kV. The tubes are filled with a ID.1Xture of 903 argon and 

103 C02 [28]. 
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In all, there are 156 wide angle drift chambers and 11032 unit cells. The WAMUS 

chambers range in size from 254 cm wide by 579 cm long by 3 decks high to 142 cm wide by 

335 cm long by 4 decks high. The minimum momentum necessary for the muon to punch 

through the toroid is 3.5 Ge V at fJ = 0. The position resolution of the wide angle system is 

200 µm. 

Additionally, there is a system of scintillator hodoscopes which sit above the WAMUS 

system. These hodoscopes provide timing information which is used to veto cosmic rays. 

SAMUS 

The small angle muon system consists of six stations of PDT's [29]. The unit cell is a 3 cm 

diameter stainless steel tube with a 50 µ.m sense wire through the center. Each station 

contains three planes of drift tubes. The cylindrical tubes in each plane are arranged in two 

sub-planes. These overlapping sub-planes are made of rows of offset tubes to compensate 

for the inefficiency inherent in a circular tube design. The three sub-planes in each SAMUS 

station are oriented in the three directions, X, Y, and U, where U is offset by 45° to resolve 

multiple tracks. As in the WAMUS system, Stations A and B sit respectively on the inside 

and outside edge of the SAMUS toroids, while Station C is located 330 cm outside Station B. 

The position resolution for the small angle system is about 300 µm [30] . 

3.2.4 The Trigger System 

The Level 0 Detector 

The Level 0 (LO) Detector [31, 32] provides a lowest order trigger for D0. It consists 

of two arrays of hodoscopes which are mounted on the face of the EC cryostats. The LO 

scintillation counters surround the beam pipe and provide nearly complete coverage over the 

range 2.2 $I fJ I~ 3.9 with partial coverage extending the overall range to 1.9 $I 1J I$ 4.3. 

Light guides are used to transport the light to photomultiplier tubes (PMT's) situated on 

the outside of the array. The scintillator is BC-408, produced by the Bicron Corp. and is 

0.625 inches thick. The PMT's are 8-stage Phillips XP228 tubes with a gain of lxl06 at 

-3000 v. 
The hodoscope arrays consist of two different types of counters. Long counters measure 

25 inches x 2. 75 inches and cover the entire length of the array. The long counters are read 
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out by two photomultiplier tubes, one at each end, and have a time-of-Bight resolution of 

- 80 ps. Short counters, which a.re 2.75 inches x 2.75 inches, have a single phototube on 

the outer edge and a time-of-filght resolution of - 120 ps [33J. Each array is made of two 

sub-planes, one arranged vertically of short and long counters and the other arranged in the 

same pattern but horizontally. In Figure 3.5, the bottom figure shows one of the sub-planes, 

with the hatched area indicating the scintillator coverage and the clea.r area indicating the 

readout wave guides. The top figure shows the crossed sub-planes and the total detector 

coverage is indicated by the hatched areas. 

Level 0 serves several important roles in D0. It provides luminosity monitoring; it 

can detect multiple interactions within a beam crossing; it can identify actual beam-beam 

interactions; and it can determine the z coordinate of the interaction vertex. A laser 

calibration system is used to monitor the performance of the detector [34]. 

The Level 1 Trigger 

The Level 1 Trigger is a hardware trigger. Its purpose is to provide a fast decision to keep 

or discard an event by looking at calorimeter energy sums in the event and comparing them 

to preset conditions. The calorimeter level 1 trigger adds four adjoining cells (covering 

f::l:q = !1</J = 0.2) to form a trigger tower. The trigger coverage extends over the range 

I 11 I~ 4.0, with 2500 separate trigger towers. These trigger towers are summed to produce 

the variables used for comparison: the global total electromagnetic and hadronic energies, 

the EM, hadronic and total transverse energies (ET), and the missing transverse energy 

(~ T ). The results of the comparisons a.re used to set a trigger bit which is logically added 

to the information from the other detector systems (muon, central detectors) to digitize the 

event and pass it through to the Level 2 system. 

The Level 2 Filter 

The Level 2 filter is a software trigger. It consists of 50 Digital Equipment Corp 4000/60 

workstations which subject individual events to a more rigorous analysis before a decision 

is made to log an event to tape. At this level, there are calculations of jet energies, ¥Ti 

comparisons made between the tracking detectors and the calorimeter, muon momentum 

determination and other event information. These variables must meet a set of preset 

criteria in order for the event to be written to tape. 
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A view of the Level 0 Detector. The bottom picture shows one 
of the sub-planes of the detector. The top picture shows the 
two crossed sub-planes which make up the detector. Hatched 
areas represent actual detector (scintilla.tor) coverage. 
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3.3 The lntercryostat Detector 

3.3.1 Motivation for the lntercryostat Detector 

Early Monte Carlo simulations of the D0 detector [35, 36, 37) indicated poor energy recon· 

struction in the region 0.7 <'I< 1.4, where 'I= -In (tan8/2}. As shown in Figure 3.6, as 

much as 403 of the initial energy escapes detection in this critical 'I region. This energy 

loss can be easily understood if one considers Figure 3.7, a side view of the D0 calorimeters. 

Consider a particle travelling along 'I = 1.1. That particle will pass through very little of 

the CC calorimetry, perhaps just catching the edge of the CCEM, before going through 

the do'.lble set of CC cryostat walls, through the small air gap between the cryostats and 

through the double set of EC cryostat walls. Finally, at this point, its energy will be mea­

sured by the EC hadronic modules. Of course, by this time, a great deal of the particle's 

energy has been irrevocably lost in the cryostat walls. 
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Figure 3.6: Results from an early Monte Carlo simulation show the frac­
tional energy lost in the intercryostat region. The live energy 
over total initial energy is plotted as a function of 17. 

Several proposals were introduced by members of the D0 collaboration to solve this 
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Figure 3. 7: Close-up view of the D0 calorimeters. The regions within 
the indicated fl = -ln (tan 6 /2) lines have poor overall cover­
age due to the large amount of dead material (e.g., cryostat 

walls). 
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energy loss problem. One such solution was the massless gaps, as mentioned previously. 

Another proposed solution was to insert a single layer of scintillator in the small air gap 

between the CC and EC. As this detector would be situated between the CC and EC 

cryosta.ts, it became known as the Intercryostat Detector (ICD ). The University of Michigan 

(UM) joined with the University of Florida group in 1988 on an R&:D project to develop the 

ICD. Subsequently, the UM played a major role in the final design, production, installation 

and commissioning of the ICD. 

3.3.2 Description of the Intercryostat Detector 

The ICD was subject to several demancting constraints. The D0 LAr calorimeter is a 

highly uniform and finely segmented device. It was important that the ICD maintain that 

segmentation and uniformity. In addition, the space between the cryostats was extremely 

limited; ..., 2 inches was allocated for the ICD. Most importantly, this device had to have 

a linear response with energy. A scintillator-based detector was able to satisfy all of these 

criteria. Scintillator is a.n excellent sampling device, v.;th the light output roughly propor­

tional to the amount of energy deposited in the scintilla.tor. Likewise, a scintilla.tor tile 

could be made thin enough to fit in the allotted space a.nd easily cut into sizes to maintain 

the AT/= Ar/J = 0.1 tower structure of the calorimeter. However, the minimal space avail­

able did pose significant difficulties in using the traditional scintillator readout system of 

light guides. Instead, research focussed on a newer concept: using bundles of wavelength 

shifting fibers embedded in the scintillator [38] to take the light to a photomultiplier tube. 

By carefully choosing the distribution of :fibers across the surface of the scintillator tiles, a 

high degree of uniformity can be achieved. The final ICD scintilla.tor tile design is shown 

in Figure 3.8. 

The scintillator tile is made of BC-414 scintillator produced by the Bicron Corporation. 

BC-414 is a. polyvinyltoluene (PVT) based scintillator with a maximum emission at 392 nm. 

The index of refraction of BC-414 is 1.58. The six tile sizes are given in Table 3.1. Each tile 

spans 0.1 in T/ and 0.1 in r/J. The entire ICD covers the six T/ regions: 0.8 - 1.4 and the 64 

azimuthal ( r/J) units. Embedded in each tile are either three or four bundles of wavelength 

shifting fibers (WLS). As light enters the fibers, its wavelength is shifted to a higher wave­

length. As the wavelength is shifted, the light rays change rurection. This allows the light 

to be captured through total internal reflection due to the different indices of refraction of 
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Schematic of Final ICD Ttle Design 
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Figure 3.8: The final design for an ICD tile consists of a scintillating tile 
with embedded fiber bundles. The flexible fiber bundles are 
gathered into a PVC collar and are viewed by the photomul­
tiplier tube. 
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the fiber core and cladding. The fibers are ea.ch 100 µmin diameter with approximately 

200 fibers per bundle. The fibers are made of a polystyrene core with a PMMA (polymethyl 

methacrylate) cladding. The core and cladding have indices of refraction of 1.60 and 1.49, 

respectively. The wavelength shifting dopant is BBOT. The arrangement of fiber bundles 

embedded in the tile yields a maxinmm non-uniformity of 103 across the surface of a tile. 

The fibers from all bundles in a tile are gathered into a plastic collar and viewed by a 

0.5 inches diameter photomultiplier tube (PMT). 

Tile 6 5 4 3 2 1 

'1 range (radians) 1.4-1.3 1.3-1.2 1.2-1.1 1.1-1.0 1.0-0.9 0.9-0.8 

Length (inches) 5.10 6.30 7.30 5.90 6.70 7.85 

Inner Width (inches) 2.812 3.275 3.845 4.590 5.165 5.816 

Outer Width (inches) 3.267 3.837 4.496 5.155 5.807 6.568 

Area (sq. in.) 15.50 22.40 30.44 28.75 36.76 48.61 

#of Bundles 3 3 3 4 4 4 

Table 3.1: Dimensions and specifications for the six sized of ICD tiles. 

In all, there are 768 individual tiles (64 <I> units x 6 11 units x 2 End Calorimeters). 

The mechanical housing designed for the !CD stresses modularity and quick replacement, 

if necessary. There are two modules per <I> unit. Ea.ch module consists of an aluminum box 

covering 3 Tl units. Included in each box are the three scintillator tiles, their three PMT's 

and an electronics card with the three bases and preamps to run the PMT's, as shown in 

Figure 3.9. The inner module extends from a radius of"' 30 inches to ,..., 50 inches and 

covers 1.4 > 11 > 1.1. The outer module extends from r :::: 50 inches to r :::: 70 inches and 

covers 1.1 > fl > 0.8. The modules are mounted in two annular rings on the surface of 

the cryostat, a.s shown in Figure 3.10. In addition, Figure 3.11 and the frontispiece (at the 

beginning of this thesis) are photographs taken after installation of the ICD. The two rings 

of boxes can be seen, with their servicing cables bringing in the HV and calibration light 

and taking the signals out to the D0 electronics. 
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Figure 3.9: A complete ICD box. The three tiles are slightly offset ver­
tically within the box to accommodate the fibers bending 
around to the photomultiplier tubes. The tubes a.nd elec­
tronics are contained in the small pod on the top of the box. 
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Figure 3.10: End-on view of the two a.nnula.r rings of ICD boxes mounted 
on the end cryostats. 
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A photograph of the installed ICD. This is a close-up view 
of a section of the two annular rings of ICD boxes mounted 
on the end cryostats. The service cables for the high voltage 
and output signals are clearly visible. The Level 0 detector 
can be seen in the center of the end cryostat, with the beam 
pipe extending out slightly. 



-
i~ 

i 
i 
i 
Ill 

-
~ 

i .­
II 
~ 

~ 

II 
II 
i 
II 

41 

3.3.3 Intercryostat Detector Electronics 

The electronics for the ICD consists of several stages. The voltage dividers and charge 

integrating preamplliiers for the PMT's are located within the ICD boxes. The signals are 

then taken to specially designed VME boards where they are merged with the calorimeter 

signals. The signals are then noise subtracted and digitized using the standard D0 BLS 

(base· line subtractor ). The power supplies and digitization electronics are located in a more 

accessible site, remote from the boxes. 

The basic layout for the ICD electronics card can be seen in Figure 3.12. All three tubes 

in a box are driven from a single high voltage supply. The motivation behind this feature 

is ma.inly monetary, as it cuts the high voltage supply and cabling costs considerably. The 

three tubes in a single box must therefore be well matched for gain-voltage characteristics. 

The single incoming high voltage feeds directly into one tube and is fanned out to the other 

two via a resistor chain. The resistors can be used to fine tune any slight mismatching of 

the PMT's. The design of the voltage dividers emphasizes: 

• low gain (factor of about one thousand less than obtained with traditional voltage 

dividers) in order to increase the lifetime of the tubes in a high intensity calorimeter 

environment, G = 2*104
; 

• low DC current (by a factor of ten) in the voltage divider to protect tube against 

accidental exposure to large signals (e.g. a beam dump), I = lOOµmA; 

• high efficiency and linearity to exploit the full dynamic range from one minimum 

ionizing particle to large electromagnetic showers equivalent to 500 minimum ionizing 

particles; 

• low noise to allow precision measurement of pulse heights, u = 1/30 MIP. 

Due to budget constraints, two different types of PMT's were used. All the high T/ 

tiles and"" 253 of the low 1J tiles are equipped with Ha.ma.matsu R647 phototubes. These 

are 10 stage tubes with linear focussing dynodes. The remaining tiles use Russian-made 

PM60 phototubes. These are also 10 stage tubes, but with a different dynode structure 

in the last stage. Two different voltage divider chains were designed to take into account 

the differences in the two types of PMT's. The tubes have a nominal operating voltage of 
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Figure 3.12: Base and preamplifier card design for the ICD. The zener 
diode on the first stage of the voltage divider protects against 
accidental catastrophes. The preamp design is similar to that 
used in the rest of the D0 calorimeter. 
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+750 V to +1000 V. To protect against PMT damage due to a potential beam dump, the 

base is designed to run at low current, at a factor of two less than the maximum anode 

current rating. The first dynode has a zener diode instead of a resistor so that the voltage 

drop across that dynode is fixed, regaTdless of initial input, thereby increasing cathode 

efficiency. The middle stages of the base serve to kill the tube gain from the design gain 

of - 106 down to - 2 x 104
• The resistances on the dynodes (Dl·DlO) are (in MO): 0.68, 

1.0, 0.68, 0.3, 0.3, :as, 1.0, 1.0, 1.0 for the PM60 tubes and: 1.0, 0.68, 0.54, 0.41, 0.30, 0.41, 

0.54, 0.68, 1.0 for the R647 tubes. The main reason the gain·killing feature was added was 

to increase the tube life, an important consideration when designing an experiment where 

access will be limited during long colliding periods. 

The preamplifier& used in the ICD are similar to the FET based circuit used in the rest 

of the D0 calorimeter. The capacitance has been changed from 10 pF to 22 pF to lower 

the gain. 

3.3.4 The Laser Calibration System 

A scintillator /PMT detector has inherent differences from unit to unit due to uncontrollable 

factors such as the tile/fiber couplings or varying quantum efficiencies of the PMT's. An 

initial testing of each tile was done using a cosmic ray test setup at the UM. The yield for 

each tile was determined using a cosmic ray test stand. The average yield for all tiles was 

"' 1 i photoelectrons per minimum ionizing particle (pe/MIP). Each PMT was subjected 

to a set of rigorous tests in a computer-controlled test stand which utilized an LED pulser 

system [39]. Operating voltage, gain-voltage characteristics and quantum efficiency were 

determined for each tube. Then tiles and tubes were carefully chosen to form sets of three 

units with similar input voltages and output signals. These three units were assembled 

into an aluminum box as a module and tested again with cosmic rays and with a laser 

setup. Slight mismatching could be fixed by adjusting the extra resistors included in the 

base design. Severe mismatching could only be solved by choosing new tiles or tubes and 

reiterating the process. 

On-line calibration of the ICD will be accomplished with the use of an innovative laser 

calibration system [40]. Scintillator aging and PMT gain changes are expected to slowly 

degrade the ICD response over time. This laser calibration system will provide the primary 

method of monitoring these changes and maintaining a calibration of the detector through-
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out the duration of the experiment. The advantage of the laser system is that is provides an 

'at the source' calibration, i.e., the laser light is brought all the way to the individual tiles 

where it produces an ionization signal similar to that produced by a particle shower. In 

this way, the entire detector can be monitored, including tiles, fiber, photomultiplier tubes, 

electronics and signal digitization. 

The system uses a nitrogen ultraviolet (UV) laser. Trunk lines consisting of silica optical 

fibers carry the laser light 65 m to four patch boxes located on either side of the two end 

calorimeters. The patch boxes fan out the laser light to 6 m jumper cables which take the 

light to a feedthrough on each ICD module. The jumper cable consists of a single fiber 

encased in a protective jacket. Viewing the jumper cable from the inside of the ICD module 

is a one-to-three .fanout consisting of a bundle of three silica fibers. The opposite ends of 

the fibers are embedded in the three scintillator tiles in each ICD box. 

The laser is housed in a sturdy aluminum box along with its necessary optics. A filter 

wheel will be used to vary the amount of light sent to the tiles. The filter wheel system 

is a set of two wheels with a Tangen Drive wheel indexer that provides reproducible filter 

positioning over many cycles. By using a variety of neutral density filters, the amount of 

light seen by a tile can be varied from a few MIPS to 1000 'MIP, thus exercising the entire 

dynamic range of the ICD. A reference photodiode is used to monitor the laser light. 
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CHAPTER 4 

THE TEST BEAM PROJECT 

4.1 Overview of the Test Beam Project 

The developmental phase of a detector often includes some type of test beam run. Generally, 

a test beam is run in the :fixed target mode, where a user-controlled beam of known particles, 

with specified energy and momentum, is steered towards the module under study. A test 

beam can be used to test prototype designs of detector elements, as was done for the CC 

modules. It can also be used to perform in-depth studies of the response of a finalized 

design as was done for both the CC and EC modules and many of the central detectors. In 

addition, a test beam can be used to calibrate a detector. By using beams of known energy 

and particle type, one can study the specific response of the detector to specific input and 

utilize that information when the detector is exposed to unknown events such as those at 

the Tevatron. 

Most of the initial studies during the R&D phase of the ICD utilized cosmic rays or 

radioactive sources. These studies were used primarily to study ICD tile prototype designs. 

After the final design was chosen, in order to gain a better understanding of the final 

detector in a realistic D0 setting, we included the ICD in the final D0 test beam run. This 

run was known as Load II as it was the second in a series of test beam studies. This run 

focussed on the central calorimeter and on the transition region between the CC and the 

EC. This region includes the Intercryostat Detector and the massless gaps. In early 1991, 

we proposed to include the ICD in the Load II run. This idea posed several interesting 

problems. A single, small cryostat had been used to contain each of the previous test beam 

45 
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loads. The plan for Load Il was to build a special cart which. would support the included CC 

a.nd EC modules within the cryostat. The missing cryostat walls would be simulated with 

steel walls and the interayostat region (ICR) would be filled with an excluder to simulate 

the air gap. Our proposal to include the !CD thus required that the scintillator tiles sit in 

liquid argon. The test beam offered a unique place to study a.nd calibrate the !CD before 

the actual experiment and so we embarked on a program to determine the feasibility of 

operating scintillator in LAr. 

4.2 The Test Beam Iutercryostat Detector 

4.2.l Feasibility Studies 

The impetus for considering placing scintillator in LAr for Load Il was a report that a team 

of Russian scientists had successfully operated scintillator in a LAr environment [41]. A 

literature search. produced only one other such. instance, a 1970 bubble ch.amber experiment 

which. used a scintillator fence for triggering [42]. Using Pilot B scintillator (an early plastic 

scintillator), a light loss of approximately 303 was seen at liquid helium temperatures a.nd ~ 

a loss of approximately 203 was seen at LAr temperatures. We were thus encouraged to 

proceed on the general assumption that this idea could succeed. We anticipated several 

potential problems: 

• Survival of scintillator in LAr. 

• Survival of fiber in LAr. 

• Light losses. 

• PMT and electronics survival in LAr. 

• Contamination of the LAr by ICD elements. 

We wanted to keep things inside the cryostat simple to minimize the R&D required 

to put the various elements in liquid argon. We decided to place the PMT's outside the 

cryostat and instead use long read.out fibers to bring the light from the tiles to the PMT's, 

via sapphire glass interfaces. This decision created its own problems. In the D0 ICD, a 
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short ("" 0.5 m) length of fiber bundle is used. We estimated we would need roughly 3 m 

of fibers to traverse the distance from the tiles to the feedthrough port housing the PMT's. 

The fiber used in the D0 ICD is a wavelength shifter with a polystyrene core and a PMMA 

cladding. The attenuation length of the fiber ensured that we would lose nearly all available 

light signal from the tile over the distances involved, as will be shown below. We were thus 

forced into using a non·wavelength shifting (non-WLS) fiber to carry the light over the 

distance from the tile to the PMT. We also chose to use bundles of non-WLS fiber for the 

same reason as in the D0 ICD. There were several potentially very tight turns over the 

distance from tile to feedthrough port. Bundles of thin fibers can be turned through much 

tighter radii of curvature than a single thick fiber. 

Recalling an earlier ICD prototype design, we considered a tile with embedded solid 

2 mm diameter wavelength shifting fibers. These solid core fibers gave a higher light yield 

than the fiber bundles which were used in the real ICD tiles (but were not flexible enough 

to fit into the small space available at D0). We then took advantage of a new technique 

[43] in which plastic fibers are spliced together by melting and quickly cooling them after 

a bond has been formed. This technique enabled us to splice a bundle of non-WLS fibers, 

with a longer attenuation length, to the solid core fibers. (An additional benefit of using 

the solid core WLS fibers is that it is much easier to splice a solid core fiber to a bundle 

than to splice two bundles together.) At this point, we had a general design: solid core 

WLS fibers spliced to long non- WLS fibers which then carry the light to optical interfaces. 

The PMT's, safely outside the cryostat, would view the light through the interfaces. 

We moved on to the choice of materials. During the R&D phase of the ICD design, 

we had studied the possible use of 2 mm solid core fibers that absorbed in the blue and 

emitted in the green. These fibers have a PMMA core and a fluorinated polymer cladding. 

The indices of refraction are 1.6 for the core and 1.4 for the cladding. The absorption 

spectrum of the fibers was well matched to the emission spectrum of Bicron's BC·400 

scintillator, which has a peak emission wavelength of 423 run. The fibers were supplied by 

the Optectron Corporation. For the non-WLS fiber, we considered several different clear 

fibers from PolyOptical. These will be discussed in more detail later. 

Qualitative Testing 

There are two major properties of LAr that could a.ff ect the light output of the tile: the 

temperature and the index of refraction. LAr has a much higher index of refraction than 
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air {1.22 as opposed to 1.0) and therefore we expected a certain amount of light loss due to 

a smaller angle of refraction. As LAr is expensive and difficult to use in small quantities, 

we decided to do initial prototype testing using a small dewar of liquid nitrogen (LN2). 

The temperatures of LN2 and LAr are very similar (N2 is liquid at -85K while Argon is 

liquid at -90K). Likewise, the indices of refraction are not very different (1.22 for LAr, 1.20 

for LN2). A series of qualitative testing was first done to ensure the mechanical durability 

of the various detector materials. Small samples of the scintillator, WLS fiber and non­

WLS fibers were immersed in LN2 for 5 min, 20 min and overnight. The samples were 

carefally examined, macroscopically and under a microscope, before and after immersion. 

Results were very encouraging. The scintillator samples maintained proper color, opacity 

and showed no signs of crazing or other mechanical duress. The fiber samples also showed 

no signs of degradation and maintained their general light transmission properties. 

As a next step, samples consisting of WLS fiber embedded in a small block of scintillator 

were tested. Samples were prepared using either 5 min epoxy or optical epoxy (24 hr curing 

time). These mini tiles were also immersed for short intervals and overnight. As before, 

there were no signs of mechanical duress and the glue joints showed no signs of degradation. 

Overall, there did not appear to be any short-term survival problems with operating in 

LN 2. In addition, repeated cycling between the temperature extremes did not appear to 

adversely affect either scintillator or fiber. However, we did find it necessary to slowly cool 

the scintillator to avoid shattering. 

The Non-Wavelength Shifting Fiber 

The choice of non· WLS fiber was based on several factors. The fiber had to transmit in the 

appropriate wavelength range; the attenuation length had to be long enough to minimize 

light loss over the length of the fiber from tile to feedthrough port; space limitations required 

a fairly tight radius of curvature for the fibers as they exited the aluminum boxes on the 

way to the optical interfaces. Cost was also a factor. 

For the non-WLS fiber, we considered several different plastic fibers manufactured by 

PolyOptical Products, Inc. PolyOptical was providing the WLS fiber used in the D0 ICD 

tiles and had proved to be a reliable and competitively priced supplier. Plastic was a neces­

sary choice as we needed to be able to melt the fiber in order to splice it to the WLS fibers. 

The three fiber types explored were (i) polystyrene fibers; (ii) industrial grade acrylic fibers; 

and (iii) optical grade acrylic. The polystyrene fibers had a polystyrene (PS) core with a 
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polymethyl methacrylate (PMMA) cladding. Its attenuation of 1200 dB/km at 675 nm was 

not very good; however, the low cost of the fiber made it attractive. Also, the PolyOptical 

data sheet claimed "cryogenic" temperatures were allowable with the PS/PMMA fiber. 

The acrylic fibers had a PMMA core with a fluorinated polymer (FP) cladding. The 

attenuation was much better; a nominal 250 dB/km at 650 nm for the industrial grade 

quality and 200 dB /km at 650 nm for the optical grade fiber. The difference between 

optical and industrial grade fiber became apparent at shorter wavelengths. At the operating 

wavelength for the WLS fiber (- 500 nm), the attenuation of the optical grade was still 

..., 200 dB/km while the industrial grade's rose to 400 dB/km. 

Some 'back of the envelope' calculations were used to further narrow down the choice 

of fiber. An estimate of the distance from where the tiles would sit in the test beam 

cryostat to the feedthrough port where the PMT's would sit was approximately 3 m. Over 

that distance, the light loss for the PS/PMMA fiber would be greater than 953. For the 

industrial grade PMMA/FP fiber, the light loss would be approximately 703 and for the 

optical grade, approximately 453. In the case of the D0 ICD tiles, the light output averages 

a.round 20 photoelectrons per MIP (pe/MIP) at the PMT. The signal can be broken into 

two parts. The first part is the signal from the tile and the length of WLS fiber that is 

actually embedded into the tile. The second part is a signal loss as the light travels through 

the extra length of WLS from where it exits the tile to the PMT. How much attenuation is 

this? The extra fiber distance is approximately 0.5 m. The attenuation of the WLS fiber is 

no better than that of the PS fiber. Thus, the light loss is around 503 in that extra length 

of WLS fiber. So the original signal from the tile and embedded WLS fiber, at the point 

where they would be spliced, can be estimated to be 40 pe/MIP. Assuming a comparable 

signal in the test beam tiles, we could expect a final signal of about 2 pe/MIP using the 

PS/PMMA fiber; 12 pe/MIP using the industrial grade PMMA/FP fiber; and 20 pe/MIP 

using the optical grade PMMA/FP fiber. 

These calculations convinced us that we were going to have real signal loss problems if 

we tried to use a cheap fiber. Therefore, we decided to use the optical grade PMMA/FP 

fiber and ordered a small spool for testing purposes. However, we also ordered a small spool 

of the PS /PMMA for comparison purposes, as cryogenic temperatures were acceptable for 

that fiber. 
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The Splicing Technique 

We ordered 0.02 inch diameter fibers of each type. After its arrival, we worked on develop­

ment of the splicing technique based on that described in a recent Fermilab preprint article 

[43}. In this technique, single fibers are inserted into glass tubes. A resistive wire is wrapped 

once around the tube and current is applied until the fibers melt and are completely fused. 

After a few seconds cooling time, the glass tube can be removed and the resultant fiber joint 

has an optical efficiency approaching 953. Our situation was slightly different. We wanted 

to splice a bundle of many fibers to a single 2 mm fiber. The 2 mm fiber was thicker than 

had been tried by the Fermilab group, which had fused 1 mm :fibers to 1 mm fibers. By 

trial and error, we arrived at a working system to splice the solid core WLS :fibers to the 

bundle of non-WLS fibers. 

A schematic of the splicing setup is shown Figure 4.1. Eleven of the 0.02 inches non­

WLS :fibers were slid into one end of a short length ("' 1.5 inches) of glass tubing. The 

'WLS fiber, polished fiat, was slid into the other end. A 2.4 n resistive wire was slid over 

the tubing. Three loops of the wire were used to surround the fusing point. A 12 V power 

supply was used to heat the wire. As the wire heated, the :fiber and bundle were slowly 

kept in motion, rotating slightly and moving them back and forth in the tubing. This 

helped to distribute the heat evenly as the thicker :fiber and bundle took longer to heat and 

melt thoroughly. After approximately 30 seconds, the fibers would begin to fuse. At this 

point, pressure was applied to push the fiber and bundle firmly together so that all eleven 

fibers in the bundle would fuse to the solid core fiber. The fiber and bundle joint expanded 

slightly to fill the tube. After another few seconds, the joint was about 1 /2 inches long and 

completely fused, as shown in Figure 4.1. Shutting off the power supply, the resistive wire 

was quickly slid off the glass to ensure no further melting. Mter a short (...., 30 seconds) 

cooling time, the glass tubing could usually be easily removed. However, we found that 

sometimes an attempt to remove the glass would cause enough stress to break the joint or 

would scratch the cladding of the thicker joint area.. This seemed to be related to the room 

temperature. In hotter weather, it was more difficult to safely remove the glass, even after 

several minutes of cooling. To solve this problem, we used a shot of cold water on the glass 

tubing to quickly cool the joint and glass. The fused joint between the fiber and bundle was 

found to be susceptible to shear stress but withstood tensile stress well. When assembling 

the tiles, a drop of optical glue was added to each joint to decrease the danger of shear 
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Schematic of Splicing Setup 

2mm WLS fiber 

-~f: 
f 

,, .... ,,., ...... .. 
Bundle of 11 (0.02in) 
non-WLS fibers 

::-··.:-.. 

Figure 4.1: A schematic of the setup used in the splicing technique. An 
optical bench was used to keep the solid core fiber and the 
:fiber bundles straight. 
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breakage. 

As with the other samples of material, we did a series of qualitative testing on the 

spliced fibers. Small lengths of green fiber were spliced to a bundle of non-WLS fiber, both 

PMMA/FP and PS/PMMA, and these samples were immersed in LN2. Both short term 

and overnight tests were done. Even without adding glue to the joint, the splice withstood 

the cold conditions well. There was no sign of breakage or other mechanical stress. 

LN2 Testing Set up 

Since many of the prototype tests were performed using a common system, it would be 

instructive to describe the basic setup. Figme 4.2 is a schematic drawing of the test setup. 

Cold tests were performed in a 15 inch tall by 6 inch diameter dewar. The lid of the dewar 

was 1 inches thick polystyrene foam. Holes were punched through the lid for LN 2 input, 

light input, light output and other signals. A piece of black rubber was placed over the lid to 

improve the insulation and light-tightness. Malleable putty was used to seal the lid-dewar 

joint and helped to improve the insulation and light-tightness. 

A system of three resistors [44] was set up to indicate the level of the LN2 in the dewar. 

When filling the dewar, we first allowed small amounts of gaseous nitrogen to leak in and 

slowly cool the dewar and contents for about one hour. After a stable temperature was 

reached, the nitrogen would begin to condense and fill the dewar. As the level of LN2 

in the dewar reached each of the resistors, its resistance would rapidly increase from an 

initial resistance of 75 kn to 135 kn. In this way, one could judge, for instance, if signal 

changes were related to the liquid nitrogen reachlng a particularly significant level (as will 

be discussed later) or when the dewar was full. 

The light source for the tests was either an ultraviolet lamp operating around 400 nm, 

used to generate light in the scintillator, or a green LED with a wavelength similar to that 

of the WLS fibers, used to test the fibers. An aluminum housing was designed to hold 

either the lamp or the LED. Viewing the light source, at a distance of about 10 cm, was 

a reference photodiode (PD). Directly above the PD was a PVC collar which was used to 

hold the input fiber bundle. The input fiber bundle could either be the fiber bundle under 

test, as in the radius of curvature tests for the non-\VLS fibers, or it could be bundle used 

to carry the UV light to a scintillator tile, as in the prototype tile testing. A Hamamatsu 

R647-1 photomultiplier tube, running off a standard base, was used to measure all output 

signals. All output signals have been normalized to the initial reference PD signal. 
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Schematic of LN2 Feasibility Test Setup 

Light Source 
(UV /LED) 

Input 

PMT 

Figure 4.2: A schematic of the liquid nitrogen test setup. 
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Radius of Curw.ture Testing of the non· WLS fibers 

Other than attenuation length, the most important criterion for the non-WLS fiber was 

the minimum radius of curvature allowed. We anticipated several places where the fibers 

would have to bend through. a fairly small radius of curvature to traverse the distance from 

tile to PMT. Nominally, the minimum allowable radius of curvature is 15 x (diameter) for 

the PMMA/FP fiber and 20 x (diameter) for the PS/PMMA fiber. For testing purposes, 

we ordered 0.02 inches diameter fiber. Therefore, the mlliimum bend radii are 0.3 and 

0.4 inches for the PMMA/FP and PS/PMMA fibers, respectively. We decided to check the 

nominal limits and investigate how operating in LN2 affected a tightly curved bundle of 

fibers. 
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Figure 4.3: The initial radius of curvature test for PMMA/FP fiber, using 
UV light. The PMT response is plotted as Re is changed from 
a relaxed position of Re = 25 inches to a minimum of Re = 
0.5 inches. 

The first test was a simple room temperature test, varring the radius of curvature, 

Re, of an 80 inch bundle of five PMMA/FP or PS/PMMA fibers. The fiber bundles were 

encased in black tefion tubing and covered with black felt to improve light-tightness. The 

light source was the UV lamp. The radius of curvature was manually decreased from a 

relaxed position, Re = 25 inches, to Re == 5 inches and then decreased to Re = 4 inches, 
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Re = 3 inches, Re = 2 inches, Re = 1 inches, Re = 0.5 inches. The fiber bundle was 

left in each position for 10 minutes. The results, normalized to the reference photodiode, 

a.re shown in Figure 4.3 and Figure 4.4. The light loss is "' 23 for the PS/PMMA fiber. 

The PMMA/FP fiber exhibited a constant decrease in signal, dropping to "' 123 at Re = 
0.5 inches . 
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Figure 4.4: The radius of curvature test for PS/PMMA fiber, using UV 
light. The PMT response is plotted as Re is changed from 
a relaxed position of Re = 25 inches to a minimum of Re = 
0.5 inches. 

As these plastic fibers do not generally transmit well in the UV, the same test was later 

done using a green LED to more closely simulate the light which would be transmitted by 

the fiber. Using the LED, we first did a baseline test to check the long-term signal from a 

bundle of unstressed fibers. A bundle of fibers was taped to the table top and covered with 

black felt to ensure light-tightness. For Re = 22 inches, there was a very slight decrease of 

0.53 in the signal over a two day period. For Re = 12 inches, there was a decrease of 13 

over a one day period. These results a.re shown in Figure 4.5. 

We then repeated the radius of curvature test for the PMMA/FP fiber in air, using the 

green LED as the light source. This result is shown in Figure 4.6. The radius of curvature 

was varied from 12 inches to 1 inches. The light loss is 13 at Re = 2 inches, but increases 

to 73 at Re = 1 inches. 
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PMMA/FP - Baseline Response (LED. Air) 
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Figure 4.5: Signal from a bundle of PMMA/FP fibers, using the green 
LED as the light source. The PMT response is plotted for 
Re = 22 inches and Re = 12 inches. 
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Figure 4.6: The radius of curvature test for PMMA/FP fiber, using the 
green LED. The PMT response is plotted as Re is changed 
from a relaxed position of Re = 12 inches to a minimum of 
Re = 1 inches. 
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Due to the slightly higher light loss of the PMMA/FP fiber, we decided to do additional 

testing to look at possible long term effects under fairly tight radii of curvature. An acrylic 

frame was made to hold the fiber bundles at a constant Re =2 inches.· This frame was 

inserted into the test dewar. The PMMA/FP fiber bundle was tested using the green LED 

and both in air and in LN2. In air, the light output of the fiber bundle decreased "' 13. 

Under cold conditions, there was a definite drop in light output of"' 53 as the fiber bundle 

was cooling. After a stable temperature was reached, the light output recovered to more 

than the original level and remained at that higher level. There were several potential causes 

for this increase, such as temperature effects on the PMT and the reference photodiode or 

instability of the UV lamp. However, the important result was that we saw no significant 

long-term light decrease due to the fiber bundle radius of curvature. The LN 2 results are 

shown in Figure 4.7. The level-sensing resistors were used to determine when the dewar was 

full, indicated on the plot by the 'cold' pointer. The test was maintained for three days. 

Overnight, the dewar would lose about 303 of its LN2 • Therefore, the dewar was refilled 

each day. 
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Figure 4. T: Using the green LED light, radius of curvature test for the 
PMMA/FP fiber bundle in LN2. 

Finally, a test was done on a very long length of PMMA/FP fiber bundle. Early in our 

testing, it was not clear how many times a bundle might have to tum through a tight radius 
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while negotiating the distance from tile to PMT. By testing a long bundle and coiling it 

many times, we could get an idea of the cumulative effect. The fiber bundle was 25 ft long 

and was coiled into the dewar. The coils had an average radius of curvature of 2-3 inches. 

The green LED was used for this test. We noticed it took a long time for a stable initial 

value to be reached. So we first allowed the bundle to sit overnight in air. The fiber bundle 

was then cooled down and allowed to sit overnight. No appreciable light loss was observed 

over the several day span of the test. These results are shown in Figure 4.8. 

PMMA/FP - Long fiber (LED, LN2) 
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c 0.35 u 
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nitiol volue(ofter wormup) 
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------ ---~ --------- -~C!l>--- ---- ---oo o-e---- ---- --oo--------

t t t t 
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0 1000 2000 JOOO 4000 5000 6000 

Time (minutes) 

Figure 4.8: Long term radius of curvature test of the PMMA/FP fiber 
bundle, using the green LED, in LN2. 

Tile Prototype Tests 

The most critical test was the test of the prototype test beam tile. This prototype tile was 

2 inches by 3 inches, with two fiber grooves. A bundle of polystyrene fibers carried the 

UV light into the dewar and was glued onto the face of the prototype tile. The non· 'WLS 

PMMA/FP bundle from the tile also exited through the lid of the dewar and was viewed 

by the R647-l PMT. The tile test setup is shown in Figure 4.9. 

Several test runs were performed. The results of the final long-term study of a tile using 

PMMA/FP bundles are shown in Figure 4.10. The overall drop in signal as the tile was 

cooled and covered with liquid nitrogen was approximately 403. 
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Test Beam Prototype Ttle Setup 

.................. 

Ttle signal 
(toPMT) 
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(to meter) 
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WLS fibers 

Figure 4.9: The setup for the prototype test beam tile test. The positions 
of the three level-sensing resistors with respect to tile a.re 
shown. 
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The three LN2 level·sensing resistors were placed at specific levels so we could determine 

if a signal drop was correlated with any specific event. The first resistor was placed level 

with the UV light input bundle. This bundle was located in the center of the tile. The 

second resistor was placed level with the splice between the WLS green fibers and the non· 

WLS fiber bundles. The third resistor was placed near the top of the dewar to indicate 

when it was full. The dewar contents were cooled for about one hour before the LN 2 began 

condensing. As one can see, the light output from the tile began to drop before the LN2 

level reached the UV input. Thus, it actually began to drop as soon as the LN2 level reached 

the bottom of the tile, as one would expect from the dift'erence in the indices of refraction 

of air and LN 2 (as discussed below). The tile response continued to drop until the tile was 

completely immersed. One can see that the response levels off at the second resistor. This 

is at the splice, which is just outside the top of the tile. There is no additional drop in 

response associated with the splice. The tile response remained constant overnight and into 

the next day as shown. 

- 0.4 

" " 8 0.35 

"' -t 0.3 

::: 0.25 
c 
" :: 0.2 
::i . 

"' ~ 0.15 

Prototype Tiie Test 
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............. ~.o .. c ....... o ................................................ ~·gD·· ...... 0 ........... 0. ............. . 

O.l /2cld i 
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0 250 500 750 1000 1250 1500 1750 2000 
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Figure 4.10: Response of a prototype test beam tile as a function of time. 
The test dewar was slowly filled with liquid nitrogen and 
important instances are noted. 

The overall signal loss of 403 initially seemed higher than expected. However, this loss 

can be easily understood by taking into account the difference in the indices of refraction 
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of air and LN2 (or LAr). Consider how the signal is produced. Ionization photons are 

produced when the scintillator is excited by the incident UV light. These photons bounce 

around inside the tile until one of three things happen: they enter a fiber and are wave­

length shifted inside the fiber to produce the signal; they hit the tile surface and escape into 

the outside fluid medium; or they bounce so often and travel so far that all their energy is 

essentially lost. 

Only the second possibility is affected by the increased index of refraction of the medium. 

The probability for escape is governed by the critical angle at the scintillator/fluid interface 

as those photons which undergo total internal reflection may hit a fiber on a later bounce. 

The critical angle, 9c is given by: 
, n no 

SlllUc = -
11.i 

where no is the index of refraction of the outer medium (either air or LN2) and 11.i is the 

index of refraction of the initial medium (scintillator). For air, Be = sin-1 (1.00/1.58) = 
39.3°. For LN2 , Be= sin-1(1.20/1.58) = 49.4°. Consider a point on the interface as shown 

in Figure 4.11. Those photons which hit the interface at an angle less than 9c will escape 

and contribute to the signal loss. The volume for photons which do not escape is given by 

f 2" f R ro0 
-8. 

lt = 0.5 Jo d4' Jo r
2
dr Jo sin (Jd(J 

7rR3 
V = -

3
-(1 - COS (90° - 8c)) 

~ Va1 .. ex 1- coa(50.7°) ex 0.367 

~ VLN 2 oc 1 - cos(40.6°) ex 0.241 

v" 
~ ~ = 0.657. 

VQST' 

The volume where the photons could potentially be captured is therefore nearly 353 less 

when the tile is in LN2 than when it is in air. This is, of course, a first order calculation that 

does not fully take into account the tile comers and other geometrical factors. However, 

it does show that the major factor in the light decrease is due to the different indices of 

refraction of the outside medium. 

To make up for some of the signal loss, we made two changes to the tile design. First, 

we increased the thickness of the scintillator from the nominal ICD thickness of 0.394 inches 

(1.0 cm) to 0.75 inches. Second, we increased the depth of the groove and embedded two 

fibers in each groove. At one point during our R&D phase, we studied the effect of increasing 
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Fluid (air or LNJ 
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Figure 4.11: Interface between the tile and outer medium (air of LN2). 
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the depth of the fiber groove. We found a non-negligible benefit to inaeasing the groove 

depth, on the order of 253. This effect can be understood when considering the inaeased 

angle subtended by the fiber in a deeper groove. Based on this testing, we decided to double 

the depth of the groove. We then embedded two of the green WLS solid core fibers in each 

groove, each fiber spliced to a bundle of the non-WLS fibers. 

The fiber groove depth work was later studied in detail by a senior honors student [45] . 

Using a Monte Carlo simulation to mimic the path of photons in scintillator and fiber, he 

studied the effect of fiber depth on light output. He found that light output inaeased as a 

function of fiber depth, up to an optimum fiber depth. The optimum fiber depth was found 

to be at 893 of the tile depth. A special Monte Carlo run was done using the dimensions 

of one of the test beam tiles. The tile depth was 0. 75 inches. By doubling the fiber depth 

from the nominal 0.08 inches to 0.16 inches, the light output of the tile increased by 193, 

in reasonable agreement with the experimentally observed increase. 

4.2.2 Contamination Studies 

One of our primary concerns was the possibility of contamination of the liquid argon due 

to the various elements in the ICD. The calorimeter response is extremely sensitive to the 

level of oxygen contamination in the LAr. To study this potential problem, we enlisted 

the aid of the University of Rochester [46] group who maintained a contamination test cell 

at Fermilab and at Rochester. The test cell consisted of a miniature stack of uraniwn 

and readout layers in a 5 liter cryostat. The response of the test cell to both alpha and 

beta radiation emitters was monitored before and after addition of potential contaminants. 

We prepared test samples of each of the ICD elements. Each sample was made up of 

approximately 10 times the amount by volume which would be in the actual test beam 

cryostat, scaled down by the ratio of LAr in the test beam cryostat ( 10000 liters) to that 

in the test cryostat. Samples included: scintillator, WLS fiber, non-WLS fiber and optical 

epoxy. Known safe materials, such as aluminum and tefion, were not included. 

Initial test results from the Fermilab test cell gave us a real scare. Contamination levels 

were so high as to ensure the ruin of the test beam project. However, a leak in the test 

system was found to be the source of the contamination and we prepared a second set of 

samples to be tested at the Rochester cryostat. These second results relieved the fears of 

contamination due to the ICD. At the test beam operating voltage of 2.5 kV, there was no 
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measurable decrease in the test cell response to either radiation. The oxygen concentration 

increased at the rate of 0.007 ppm/ day. Extrapolating this rate to the volumes at the test 

beam, an upper limit of 0.15 ppm/year oxygen was determined. Given the short duration 

of the test beam run, it was decided this rate was not enough to affect the calorimeter 

performance and we were given the go-ahead to put the ICD in the test beam cryostat. 

For a final determination of the LAr contamination rate due to the ICD, we can consider 

the actual contammation rate at the test beam. Over the 200 day duration. of the Load II 

run, the alpha response dropped 0.23, which corresponds to a 0.073 drop in the calorimeter 

response (47J. This can be compared to the contamination rate of the previous test beam 

run (1990 Load I studied the ECEM in detail), in which there were no scintillator tiles . 

During the 100 day run of the Load I run (using the same volume of LAr), the alpha 

response dropped <0.13, corresponding to a 0.033 drop in the calorimeter response [48]. 

The extra 0.013 decrease in response in Load II implies a yearly decrease of 0.0183/year. 

The amount of scintillator in the 10000 liter test beam cryostat was ...., 11500 cm3 . Assuming 

all the extra contamination was due to the ICD, one finds an upper limit on the decreased 

rate of response of the calorimeter to be 0.16 3 per (yrfkl-LAr / (m3-scintillator)). 

4.2.3 Final Design 

The final design for the test beam !CD tiles consisted of BC-400 scintillator with two layers 

of embedded solid core wavelength shifting fibers. The WLS fibers were spliced to bundles of 

non-wavelength shifting fibers which took the light from the tiles to sapphire glass windows 

(with a~ 953 transmission rate), embedded in a feedthrough port. Outside the windows, 

the PMT's viewed the bundles of fibers. The design differences between the D0 ICD and 

the TB ICD are summarized in Table 4.1. The electronics for the test beam setup was 

essentially the same as that used in the real detector. Due to a delay in the design of 

the ICD pre-amps, we decided to use the calorimeter pre-amps for the test beam ICD tile 

readout. We used the 10 pf pre-amps (rather than the standard calorimeter 5 pf type) 

boosting the gain by a factor of two. However, since the test beam tile yields were lower 

than the real ICD tiles, the increase in gain was not expected to affect our dynamic range . 

J 
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Detector: D0 TB 

Environment: Air LAr 

Scintillator: BC-414 BC-400 

Fiber: WLS WLS non-WLS 

Material: PS/PMMA PMMA/FP PMMA/FP 

Diameter: 100 µm 2mm 0.01 in 

Number/groove: "' 200 2 22 (11/WLS fiber) 

Length: "'65 cm 12-20 cm "'3 m 

Optical Interface: None Sapphire glass plates 

Table 4.1: A comparison of the two detectors, D0 ICD and TB ICD. 

4.2.4 Production of the Test Beam ICD Modules 

To ensure that we did not add any contaminants to the LAr, we took extra care in the 

production process. A clean room was constructed of unistrut and plastic in the production 

lab. Fibers and tiles were given an isopropyl wash and rinsed in sterile water. The optical 

epoxy had been cleared with the contamination study, but the black tape, whlch was used 

to wrap the D0 tiles, was not allowed. Therefore, we first wrapped the TB tiles in the 

tefion film (also used for the D0 tiles). To help secure the teflon film and to improve the 

light-tightness of the tiles, we wrapped the tiles with a grease-free aluminum foil. The fiber 

bundles were encased in tefion tubing (washed and rinsed) before being placed in their Al 

boxes (also washed and rinsed). For transport to FNAL, the boxes were wrapped in a 

double layer of clean plastic bags. 

All 30 of the test beam tiles were tested in the cosmic ray test stand to determine their 

minimum ionizing response. Before beginning the testing, we chose a mmimum acceptable 

response of 10 pe/MIP. The MIP response for each tile is summarized in Table 4.2. Th 

average response for all tiles was 13 pe/MIP. 
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' "''" 11 o.8-o.9 I o.9-1.0 I i.0-i.1 I i.1-i.2 I i.2-i.3 I i.3-1.41 

31 13 15 18 14 10 13 

32 13 13 10 17 13 22 

33 13 11 10 14 15 15 

34 13 10 11 ll 11 16 

35 11 14 13 16 18 16 

Table 4.2: The MIP (in pe/MIP) response for each of the 30 test beam 
tiles. The light yield was determined using the cosmic ray 
test stand. 

4.2.5 Calibration System 

A calibration system for the test beam !CD was also included [49]. A complete calibration 

system would have required transporting ultraviolet light to the tiles as was done for the 

D0 !CD tiles. Unfortunately, we discovered it was very difficult to transport UV light 

from the outside of the cryostat to the tiles on the inside. UV light can only be carried by 

quartz optical fibers, which crack at LAr temperatures. Therefore, it was decided to only 

calibrate the electronics. Light from a blue LED was fanned out to each of the PMT's. A 

six-level pulser was used to vary the light intensity. This system proved to be very useful 

in diagnosing and pinpointing problems with individual tiles and bases. 

4.3 Description of Test Beam Setup 

4.3.1 General Setup 

Included in the load were four CCEM modules and two each of CCFH modules, CCCH mod­

ules, ECMH modules, and ECOH modules. The associated massless gaps, two CCMG's, two 

ECMH MG's and two ECOH MG's, were also included. Five </J regions were instrumented 

with the modified !CD design. Thus there were 10 boxes, with 30 tiles in all. Addition­

ally, an ECMH and an ECOH massless gap were placed directly behind the !CD. This was 

originally planned and was left on in the design as a backup system to the scintillator. The 
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arrangement of the load can be seen in the plan and elevation views in Figure 4.12 and 

Figure 4.13. The load spanned a ¢ range from 28 to 36 and an 1/ range from -0.5 to 1.4. 

The ICD covered a ¢ range from 31 to 35, with the usual 11 range of 0.8 to 1.4. 

Originally, we planned to instrument four ¢ modules with the modified ICD design. 

Four <P regions means 24 individual tiles, and 24 sapphire glass interfaces for the 24 photo­

multiplier tubes. The test beam' run plan committee later convinced us to include a fifth ¢. 

However, this decision was made after the feedthrough port which held the sapphire glass 

windows was designed. It proved impossible, due to space and monetary considerations, to 

add an extra six windows and tubes. Instead, we accommodated the extra six channels by 

ganging together six sets of output signals from two different tiles. This ganging was easily 

accomplished by bundling the fibers from the two tiles together into the same PVC collar. 

The ganging arrangement is shown in Table 4.3. Ganged tiles are indicated by matching 

symbols, unganged tiles are unmarked. The ganging scheme was based on maximizing the 

distance between the ganged tiles, where the distance was measured in (A772 x A¢2) 112 . 

Additionally, we wanted to maintain a completely unganged ¢. 

I <P, 11 11 og I 1 o I 11 I 12 I 13 14 

31 0 6. 0 0 ® 

32 0 

33 I I 
34 I 6. 

35 0 0 ® 0 0 

Table 4.3: The output signal ganging scheme is shown. Ganged tiles are 
indicated by matching symbols. 

The entire load was installed on a specially designed cart which held the modules at 

the appropriate angles of inclination. This cart was slid into the test beam cryostat, a 

double-walled cylindrical vessel 9 feet in diameter and 18.5 feet in length. There was a 

window along the long axis of the cryostat for the beam to enter with minimal scattering. 

The cryostat itself was mounted on a transporter platform. which en<:i.bled the cryostat to 
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Figure 4.12: A plan view of the modules contained in the Load II run. The 
interaction point can be seen at the bottom of the picture. 
The central calorimeter modules are on the right. The end 
calorimeter modules are on the left. The Intercryostat De­
tector and Massless Gaps are highlighted in the center. The 
foam excluder is represented by the dotted area. 
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Figure 4.13: An elevation view of the modules contained in the Load II 
run. The outline of the cryostat and feedthrough ports ca.n 
be seen. The ICD boxes a.re noted and the outline of the 
steel wall and end calorimeter modules can be seen behind 

the ICD boxes. 
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have three degrees of freedom: rotation about both axes, plus lateral motion parallel to 

the length of the cryostat. With these three degrees of freedom, it was possible to closely 

reproduce the correct angles for an incident beam on a wide range of fJ and </>positions of 

the modules inside the cryostat. The maximum </> position was 34.2°, which was just on the 

edge of the last row of !CD tiles. 

4.3.2 Intercryostat Region Setup 

A closer view of the intercryostat region simulation is shown in Figure 4.14. The double 

walls of the central cryostat were replaced with a single 1.0 inches thick steel wall [50]. The 

small protrusions at the high fJ end of the wall simulated the extra material due to the 

comer of the CC cryostat. The end calorimeter cryostat was mocked up by a series of four 

steel pieces welded together. The cryostat walls were replaced by 1.25 inches steel plates, 

while the EC support ring, at ....., fJ = 1.1, was replaced by thick steel pieces. It is important 

to note that in D0 the cryostat structures (obviously) follow the cur\'ature of the cryostats. 

Thus, the CC comer and the EC support ring occur at the same fJ for all</>. However, in 

the test beam, it was impossible (too expensive) to reproduce the correct cur\'ature of these 

structures. Thus, the mockup is best at one particular </>, </> = 32.5°. 

The ICD modules were situated in the small gap between the dummy walls. There 

were several difficulties in the ICD placement. First, the dimensions of the steel walls were 

determined by trying to closely reproduce the absorption lengths of the actual walls and 

air gap [50, 51]. This determination was done without including room for the ICD, as the 

ICD was not originally intended to be included in the load. Also, the actual cryostats are 

curved in fJ space, whereas they were replaced by walls at a single angle in the simulation. 

The addition of the extra set of massless gaps which didn't exist in D0 (just in case the 

test beam ICD failed) used up a little bit more of that gap. All these effects combined to 

severely constrain the available space in which to place the ICD modules. As can be seen 

in Figure 4.14, the low eta boxes were placed slightly forward of the high eta boxes. The 

edges of both boxes lie along the correct fJ = 1.1 line. However, there are slight differences 

between the tile sizes and the other f'/ boundaries. 

A foam excluder, Rohacell 71 supplied by Rohm Inc., was placed between the ICD 

modules and the walls to simulate the air gap [52). 
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·.--
Figure 4.14: A close-up view of the interc:ryostat region of the test beam. 
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4.3.3 Beamline Elements 

The particle beam a.t NWA was created in several stages [53]. The NW beamline is shown 

in Figure 4.15. In the first stage, the 800 GeV primary proton beam is extracted from 

the Tevatron steered onto an aluminum target, creating a. secondary beam of particles. A 

downstream sweeper magnet, NW4S, was available to clean this beam of unwanted charged 

particles. The secondary beam was then focussed, steered and defined with a series of mag­

nets, collimators and lead target wheels. The secondary beam went through five enclosures, 

NW4, NW6, NW7, NWS, and NW9, before reaching the cryostat in NWA. A series of 

magnets in NW4, NW6 and NW7 produced three horizontal bends. NW4W and NW7W 

produced the west bends a.nd NW6E produced the east bends. Several other magnets were 

used to maintain the vertical focus of the beam (NW4V, NW6V, NW7V and NW9V). 

There were three lead target wheels, NW4PB, 1'TW6PB and NW7PB, which were used 

to create the different beam types. Electrons were created by first sweeping the charged 

particles out of the beam with NW4S. A lead plate at NW4PB then converted the photons 

in the beam into electrons. Pions were created by inserting thin lead plates at NW6PB 

a.nd 1'~7PB which scattered any electrons out of the beam. A series of horizontal and 

vertical. collimators (NW4CH, NW4CV, NW6CH and NW6CV) were also used to optimize 

the beam size. 

A series of three proportional wire chambers was used in the beamline to determine 

the momentum of the incoming beam particles. NW8PWC and NW9PWCB provided the 

measurements in the x-plane and N"W9PWCA provided the y-plane information. A fourth 

PWC, NWAPWC, was mounted on the cryostat to provide a final position determination 

of the beam. Various scintilla.tor paddles were placed in the beamline to provide beam 

intensity information. A set of three scintillators in NWA were used as the event trigger. 

Scintillator paddles were installed downstream (behind) the cryostat to provide either a veto 

for muons in the pion beam or to provide the trigger for the muon beam. Two Cerenkov 

counters were used to provide particle identification and electron tagging. 
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I Aluminum target 
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Figure 4.15: The Neutrino West beamline. The beamline elements are 
discussed in the text. 
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CHAPTER 5 

DATA ANALYSIS 

5.1 The ICD Test Beam Mini-DST Package 

There were over 5000 channels of calorimetry in operation at the test beam. Even with 

suppression of inactive channels, the size of a data file from a single run quickly became 

very large. In order to decrease the disk space requirements and to facilitate analysis in 

general, we developed a mini-DST package. ("Data Summary Tapes"). 

The DST package utilizes a user-defined road around the beam to save relevant calorime­

ter information. The road is defined such that information from all calorimeter cells satis­

fying the criteria: 

I 77cell - 1Jbeam I< A 77 

I cf>cell - </>beam i < Acf> 

is saved. A71 and Acf>, the road size, are defined based on particle type, but can also be 

easily changed by the user. In addition to saving the above calorimeter cells, all information 

from each of the detectors in the intercryostat region (ICR) is saved. This includes the 

Intercryostat Detector, the CC massless gaps and the EC massless gaps. In addition, 

information from the survey, transporter, CAMAC and PWC's is kept for each event. The 

DST has a data reduction factor of approximately 30. 

The DST package is based on a standard D0 offiine analysis package, CALOR-OFF (for 

CALORimeter OFFline analysis). It takes advantage of many of the useful CALOR-OFF 

packages already developed. Information from the test beam smvey, camac and the PWC's 
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are each accessed via a single call to a pre-existing CALOR...OFF package. Individual chan­

nel gain corrections are also incorporated. The complete DST package has been described 

in an internal D0 Note [54). 

5.2 Discussion of Energy Loss in Matter 

A brief discussion of the energy loss of particles as they pass through matter would be 

helpful at this point. As a charged particle goes through matter, it loses energy through 

several processes. These processes include ionization of the electrons in the target medium, 

nuclear recoil energy loss, and radiative effects such as bremsstrahlung and pair production. 

At moderately relativistic velocities, energy loss through ionization dominates and is given 

by the Bethe-Block equation: 

dE N 2 2 2 Z 1 [z (2mec2
-y

2
{3

2
) /.1 2 6] - dz = 4?r Are mec z A {32 n I - /J - 2 

where ze is the charge of the incident particle; {3c is the velocity of the incident particle; Z 

and A a.re respectively the atomic number and weight of the target medium; me and rl! are 

respectively the mass and classical radius of the electron; I is the ionization constant and 

is given by 16Z0•9 eV for Z > 1; and 6 is a constant which represents the decreased energy 

loss due to shielding effects from the charge density of the target nuclei. 

The mean energy loss is given by 

dE 
t::.E= -6z 

dz 

where dz is measured in mass per unit a.rea (g cm-2 ) and 6z is the thickness of the material 

through which a particle passes. Generally there will be large fluctuations about this mean. 

If the mean energy loss in a given thickness is greater than the maximum energy transferred 

in a single collision (i.e., 6 z is very large) then the fluctuations will have a Gaussian dis­

tribution. However, for most physical situations, 6z will be small and the fluctuations will 

have a long tail. These fluctuations are well described by a Landau distribution [55]: 

with 

{3 = (z - zo)/(zob) 
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where z0 is the location of the distribution peak or the most probable value, A is a constant 

related to the height of the distribution, and b is a factor related to the width of the 

distribution. 

5.3 Muon Calibration of Test Beam Tiles 

As mentioned above, scintillator based detectors, such as the ICD, have inherent differences 

in response between detector elements, in this case, the individual tiles. For the D0 ICD 

tiles, individual calibration of each tile's response to minimum ionizing radiation was per­

formed using cosmic rays. Likewise, each of the test beam tiles was tested with cosmic rays 

for an in-air calibration. However, in the test beam cryostat, it was not possible to use 

cosmic rays to measure the :MIP response in LAr. Instead, tile calibration was done using 

a beam of muons as the minimum ionizing particles. 

Two full muon scans were done, aimed at each of the 30 test beam tiles. The first scan 

was taken early in the run (August) using 50 GeV µ's. The second scan was completed late 

in the run (November and December) using 150 GeV and 100 GeV µ's. In addition, some 

15 GeV and 50 GeV runs were taken at the later time. The two full sets of scans allow 

us to perform comparison studies with this data, in addition to providing the critical MIP 

calibration information. 

Typical distributions of ADC counts from a muon beam going through a tile are shown 

in Figure 5.1. The distributions shown are the response from the tile at which the beam 

was aimed. Important features to note are the well-defined peak and long tail. Some of 

the tiles also have a large peak near zero. This peak is due either to pedestals or to effects 

such as a mistuned or poorly aimed beam, a large beam profile which spanned several tiles, 

or, in the case of Figure 5.l(b), transporter limitation problem. In the above cases, the 

major energy deposition will usually be in a cell adjoining the tile where the beam was 

nominally aimed. For analysis purposes, a cut was made to remove those events in which 

the maxiJD11m energy deposition was not in the beam tile. In addition, if any peak remained 

at zero after the previous cut, that peak was removed from the fit (as the fitting routine 

only uses non-zero channels, those channels were easily removed by zeroing those channels 

in the histogram). For some runs, removing those channels severely degraded the fit. These 

runs were were not used in the following analyses. 

In order to extract the MIP normalization from the muon data, several fitting functions 
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Muon Response of Test Beam Tiles 

Solid - Londau Fit 
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Figure 5.1: Typical distributions of ADC counts for a muon going 
through a test beam ICD tile. 
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were examined. The standard fitting package, MINUIT [56], was employed to determine the 

fits. The first function studied was a simple Gaussian distribution, which was used to fit the 

peak only. The long tails and any initial peak were removed from the fit. The main purpose 

behind using the Gaussian was to get a first order approximation of the MIP normalization 

which was needed in order to determine the first order ICD sampling fractions urgently 

needed by D0 before the beginning of the collider run. The Gaussian values agreed (on the 

order of 103 - 153) with the other fitting functions studied. 

Two other fits to the muon peaks were studied before the final determination of the MIP 

normalization constants. The first was a Landau distribution: 

with 

where xis the number of adc counts, ai is a constant related to the height of the distribution, 

:z:0 is the location of the distribution peak and a2 and aa are factors related to the width of 

the distribution. Nominally, a2 == 1/2, but much better fits could be obtained by allowing 

both a2 and aa to vary. The double exponential of the Landau function takes into account 

the long tail of the MIP distribution very well. 

The second function studied was a sum of a Landau distribution plus a Gaussian distri­

bution: 

with 

f3 = (:z: - :z:o)/(:z:oaa) 

where the parameters, tin are the same, with the addition of a4 , the width of the Gaussian 

distribution. Systematic noise due to experimental apparatus is usually well described by 

a Gaussian distribution. Thus, including a Gaussian term often improves the overall fit. 

However, in this case, adding the Gaussian lowers the overall x.2 of the fit very slightly. This 

is because the intrinsic noise in a scintillator detector is small. 

In Figure 5.1, the Landau and Landau plus Gaussian fits are superimposed over the 

distributions. As one can see, both fits do an excellent job of fitting the muon signal. For 

comparison, the peak values and x2 values for these two tiles are listed in Table 5.1. 
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T/ = 0.85, </> = 30.5 Peak Value x2 
Landau fit 39.90 2.120 

Landau + Gaussian fit 43.32 2.109 

T/ = 1.25, </> = 34.2 Peak Value x2 
Landau fit 80.05 1.706 

Landau + Gaussian fit 90.96 1.241 

Table 5.1: Comparison of Landau and Landau + Gaussian fits to two 
sample muon distributions. 

The[, distribution tends to rely on the leading edge of the peak while the [,(} distribution 

tends to fit the tails better. This results in a slightly higher peak value for the [,(} fit. A 

comparison of the peak values for all tiles, as determined by each type of fit, is shown in 

Figure 5.2. Overall, the peak value as dett:.:mined by the [,fit is 8.83 lower than the peak 

value as determined by the £.g fit. 

"' .... 
c: 
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> w -0 ... 
Q) 

.tJ 
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z 

Comparison of L/LG fits 

t 
I Mean 0.9125 

7 0.2285E-01 RMS 

6 ,.. 
! \ 

5 

JJ 
4 
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2 

0 
0.76 0.8 0.84 0.88 0.92 0.96 1 1.04 

Ratio of (L peak/LG peak) 

Figure 5.2: The ratio of peak value as determined by a Landau fit to the 
peak value as determined by a Landau+ Gaussian fit. 

In the D0 ICD, a Landau distribution was used to fit the cosmic ray data in order 

to determine the MIP normalization for each of the 768 tiles. Given that and the overall 
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negligible x2 improvement in the LG distribution, it was decided to use peak values as 

determined by the Landau distribution for the test beam tiles also. Most importantly, by 

using the same MIP norm.alization for each set of tiles, test beam ICD and real ICD, we 

could directly transfer the calibration constants from the test beam to D0. The values for 

the MIP normalizations of the 30 test beam tiles are shown in Table 5.2. The three dead 

tiles were defined to have a MIP value of 999.9. 

' "''.,, 11 09 
10 11 12 13 14 

31 36.09 18.02 999.9 52.00 41.50 205.0 

32 28.80 27.28 48.30 78.00 49.00 133.0 

33 32.95 26.50 21.94 29.75 38.75 37.50 

34 37.50 23.75 33.25 56.00 83.96 31.00 

35 26.75 28.50 999.9 46.95 90.50 999.9 

Table 5.2: MIP Normalization constants for the 30 test beam tiles. 

The rather large variation in the :MIP constants between tiles was because all the tiles 

were set to the same operating voltage. The optimum procedure would have been to take 

a muon scan of all the tiles, adjust the individual PMT operating voltages so that all tiles 

had a MIP normalization constant in a defined dynamic range, and then take a new scan 

immediately following. However, a muon scan of all 30 tiles took an appreciable amount 

of time and there was insufficient time in the test beam schedule to allow this optimum 

calibration of the tiles. The minimal dynamic range needed at the test beam meant a 

voltage plateau was not critical to the MIP calibration results. 

5 .4 Results from Studies with Muon Beams 

One of the advantages to having two (nearly) complete scans of the test beam tiles is that 

it allows us to study long-term effects such as detector stability in LAr and stability of 

the MIP calibration. However, the muon scans were done at different energies. Therefore, 

before we can use the scans to look at the stability of the detector over time, we need to 

understand the energy dependence of the detector. 
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5.4.1 Energy Dependence of MIP Calibration 

A high-energy muon is a good, but not perfect, approximation to a minimum ionization 

particle. In general, there is a slight energy dependence of the muon signal in a sampling 

detector. At higher muon energies, energy loss from pair production, bremsstrahlung and 

nuclear interactions plays a greater role in the total muon energy loss, eventually becoming 

greater than the loss through ionization. Thus the muon is no longer a minimum ionizing 

particle and the detector response to muons will slowly increase with energy. This energy 

dependence is greater in a multi-layered detector since the radiated energy is contained and 

sampled and adds to the MIP peak in each layer. A previous test beam study showed a 

"'43 rise in the response of the ECEM to muons over the energy range 15 GeV to 150 GeV 

[57]. The end calorimeter has four readout layers and 21 layers of cells consisting of argon 

gaps and uranium absorbers. The ICD consists of only a single layer of sampling plus steel 

absorbers (cryostat walls). Thus, we did not expect to see much energy dependence for the 

ICD. 

The first complete muon scan of the tiles was done at 50 Ge V, while the latter scan 

was done mainly at 150 GeV, with a few 50 GeV and 100 GeV runs. In addition, two tiles 

had runs taken at 15 Ge V. In order to determine if there is any systematic dependence on 

the energy of the muon, we can compare the peak tile response in a particular tile at two 

different energies. Figure 5.3 shows the fractional difference in the peak tile response, where 

the fractional difference is given by: 

where :z:2 and :z: 1 are the peak values for two different scans in the same tile. In each case, 

:z:2 was the peak of the tile response for the higher energy run; :z:1 the peak for the lower 

energy run. In Figure 5.3, graph (a) shows the distribution of the fractional difference for 

all energy comparisons possible, graph (b) is the distribution which compares the response 

of 150 Ge V muons to 50 Ge V muons; graph ( c) compares the response of 100 Ge V muons to 

50 GeV muons; and graph (d) compares the response of 50 GeV muons to 15 GeV muons. 

For additional information, Figure 5.4 plots the fractional difference as a function of time 

between runs. The energies being compared are noted. 

For all energy comparisons, the average of" the fractional difference is -0.0097, with an 

rms error of 0.0781. The averages and rms errors in the fractional difference for the various 
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Comparison of response for different energies 
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Figure 5.3: The fractional difference in tile response for various tiles to 
different muon energies. The distribution of the fractional 
difference is shown for the several different energies being 
compared. 
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Comparison of response for different energies 

x 150GeV/50GeV 
0.4 0 1 OOGeV /50GeV 
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Figure 5.4: The fractional difference in tile response to different muon 
energies is plotted as a function of time between runs. 

energy comparisons are summarized in Table 5.3. For comparison purposes, the table also 

includes the average fractional difference and rms error for tiles which had more than one 

muon run at the same energy at different ti.mes. Figure 5.5(a) shows the distribution of 

the fractional difference for same energy runs and 5.5(b) plots the fractional difference as a 

function of the ti.me between the runs. 

For all the energy comparisons, the fractional difference is slightly negative. This neg­

ative shift is in the opposite direction expected if there is a true energy dependence in the 

tile response. Within the rms error of each the distributions, the shift is compatible with 

zero. Therefore, we conclude there is no discernible increase in response due to the energy 

of the muon and we can directly use the two sets of muons scans to study the long-term 

stability of the detector response. 

5.4.2 Stability of Detector Response 

In order to look at the stability of tile response over the length of the test beam run, we 

consider Figure 5.6, which plots the fractional difference in tile response as a function of 
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E1(GeV) E2(GeV) <Fractional Difference> RMS error 

50 150 -0.357E-03 0.672E-Ol 

50 100 -0.194E-06 0.294E-Ol 

15 50 -0.183E-01 0.832E-Ol 

low high -0.974E-02 0.781E-Ol 

sam.e Sa.Ille -0.144E-Ol 0.385E-01 

Table 5.3: A comparison of the peak tile response to muons of different 
energies. The average of the fractional. difference in response 
between the two noted energies is given, along with the rms 
error of the average. 

Comparison of response for same energies 
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Figure 5.5: The fractional difference in tile response for various tiles to 
the same muon energy. The distribution of the fractional dif­
ference is shown, along with plotting the fractional difference 
as a function of time between runs. 
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Figure 5.6: The fractional difference in tile response for all the test beam 
tiles as a function of time between two runs. 
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time between runs. Similarly, the fractional difference is given by: 

R = z2 - z1 

z1 

where z2 and z1 are the peak values for two different scans in the same tile. In each case, 

z 2 was the peak of the tile response for the later (in time) run; z1 the peak for the earlier 

run. All muon energies are used in this analysis. Graph 5.6(a) shows the distribution of 

the fractional difference in response for runs taken a very short time apart (At ~ 8 days) 

and graph 5.6(b) is the distribution for runs taken a long time apart (At 2: 80 days). 

Graph 5.6(c) plots the fractional difference in tile response as a function of time between 

runs. In both (a) and (b ), the mean of the distribution is compatible with zero. Therms 

spread of the distribution is a measure of how accurately we can determine the peak of the 

muon response. The distribution in graph (b) has an rms spread of 7.43. We therefore 

assign a systematic error of 7.43 in the determination of the MIP normalization constants 

and will be carrying that error over into further analyses. 

5.5 Determination of Sampling Fractions 

5.5.1 Introduction 

In a sampling detector, a particle loses energy as it traverses both the active medium and the 

inactive medium. The energy lost in the active medium is measured through the ionization 

signal of the medium. However, one would really like to know the total energy lost as the 

particle passed through the detector. This total energy can be found by relating the energy 

in the dead material to the live energy via the sampling fraction: 

f 
Ezive 

s =-----
Etke1d + Elive 

Ezive and Etkad can be calculated using known dE/dz energy losses through matter. For 

instance, a single CCFH LAr /U cell consists of two argon gaps, a uranium absorber plate, a 

piece of GlO signal board, and a thin copper pad on the signal board. The thickness, density 

and mean dE /dz loss for each of these materials is listed in Table 5.4. Also calculated is AE 

= N 6z pdE/dz, the total energy loss in the medium. The total live energy is 0.929 MeV, 

the total dead energy is 12.843 MeV, for a sampling fraction of 6.753. 
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•~ Material 6x(cm) N(!eii) p(~) dE I d:x( JLM:':i2 ) AE(MeV) Type 

LAr gap 0.2198 2 1.40 1.51 0.929 live 

Ur plate 0.5994 1 18.95 1.09 12.381 dead 

GlO board 0.1144 1 1.70 1.87 0.364 dead 

Cu pad 0.0076 1 8.96 1.44 0.098 dead 

Table 5.4: An example of how to calculate a sampling fraction. The 
sampling fraction for a single CCFH cell is calculated using 
the thicknesses, densities, and dE/dz energy losses for the 
materials which make up the cell. 

In the intercryostat region (ICR), calculation of the sampling fractions is not quite as 

simple. The amount of dead material before and after each of the three ICR detectors (!CD, 

CCMG and ECMG) is a rapidly changing function of 77. Rather than calculating nominal 

dE/dz sampling fractions, we decided to instead determine them by using the test beam 

data. In the following analysis, the general idea is to optimize the sampling fractions for the 

three detectors in the intercryostat region, CCMG, !CD, and ECMG, such that the total 

energy deposited in the detector is equal to the total input energy of the beam. For various 

reasons, in the D0 software system, the calorimeter sampling fractions were all normalized 

to the response of the end calorimeter electromagnetic layer 3, i.e., the sampling fraction 

of ECEM3 was defined to be 1.000 and all other sampling fractions were divided by the 

ECEM3 response. Thus we are not calculating true sampling fractions, but rather 'sampling 

weights'. 

5.5.2 x2 Optimization Technique 

The method is a standard technique in which x2 is minimized with respect to the sampling 

weights, s = s( 17, layer). x2 is calculated as the difference between the nominal beam energy, 

Eo, and the optimized energy seen in the calorimeter: 

x2 =I: [Eo - I: E;J2. 
j cell• 

E; is the energy in a cell for the jth event and is given by: 

E;(17,¢,layer) = A(detector) * s(17,layer) * C(17,¢,layer) * Q(17,¢,layer). 
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Q( 11, r/>, layer) is the charge in that cell measured in test beam ADC counts, gain corrected 

and pedestal subtracted. A( detector) is the ADC-to-Ge V conversion factor and varies 

slightly for the different sub detectors. The sampling weights, s( 11, layer) are a function of T/ 

only for the intercryostat region detectors. The constants, C(11, r/>, layer), are used to correct 

for small detector dependent effects such as differences in absorber plate thicknesses. In the 

case of the ICD, they are the :MIP normalization constants. 

For this analysis, the fitting package MINUIT was utilized and the following constraints 

were placed on the data: 

• 100 Ge V ?r data was used. 

• A 17 x 1 7 (a,, x art>) road around the beam was used (only those channels within the 

road were saved and used). 

• Non-zero suppressed data was used. 

• µ's, e's and poorly reconstructed tracks, as defined by the beamline counters, were 

discarded. 

• Leakage events, in which the shower started in the coarse hadronic layers, were dis­

carded. 

• The sampling weights for the electromagnetic layers were fixed. 

• The ADC-to-GeV constants were fixed for the electromagnetic layers. 

• The ADC-to-Ge V constants for the hadronic layers were fixed. 

A large road was chosen to be sure to get all the energy in the event. We chose to use 

non-zero suppressed data as zero suppression was known to have a few percent effect on 

the total measured energy. The sampling weights and ADC-to-GeV constants were fixed 

to values determined by previous analyses. The sampling weights for the calorimeter layers 

were fixed to the dE /dz values [58]. The ADC-to-GeV constants were determined from test 

beam data (Load II and Load II) by optimizing the response of the various calorimeters to 

the total beam energy (e.g., CCEM, ECEM, hadronic layers) [59, 60, 61]. In addition, for 

the ganged tiles, all the deposited energy was assigned to one of the two ganged tiles based 

on the distance of closest approach to the actual beam tile. 
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Determining the sampling weights was a very iterative process. Each data run was taken 

at a single T/ within the intercryostat region (0. 7 < T/ < 1.4 ). However, a pion shower is very 

broad and spans over many TJ and tfo. An incorrect sampling weight for a neighboring layer 

or T/ can severely impact the optimization at the T/ in question. Therefore, one can't simply 

determine the sampling weight at the beam TJ, independent of the other sampling weights 

in the intercryostat region. In order to get a zeroth order approximation to the sampling 

weights, we first assumed a single, constant weight for each of the three intercryostat layers 

(CCMG, ICD, and ECMG). We determined that single layer constant at each of the relevant 

TJ positions: TJ = 0.75, 0.85, 0.95, 1.05, 1.15, 1.25, and 1.35. These constants were used as 

the starting point for the sampling weights at the individual T/'s. 

We next allowed the sampling weights to vary only for the particular cell where the 

beam was aimed: 

X
2 = L [Eo - ( L E;) - Ebeamcell]2. 

j cell•#beam 

E; is the energy in a cell for the jth event and is given as above: 

E;(TJ,¢,layer) = A(detector) * s(TJ,layer) * C(TJ,<P,layer) * Q(TJ,¢,layer). 

Successive iterations were done, slowly improving the sampling weights at each T/· The 

interplay between the three intercryostat region layers and between the various T/'s insured 

that the sampling weights converged to stable values very slowly. The convergence was con­

sidered complete when the sampling weights changed less than 13 from one iteration to the 

next. The final sampling weights for the three intercryostat detectors are listed in Table 5.5. 

The first errors are statistical, the second errors are systematic and include the error in the 

MIP normalization constants and the error in the sampling weight determination. 

The sampling weights are easily understood when considering the structure of the in­

tercryostat region. First, where one or more of the detectors does not exist, the sampling 

weights of the remaining one(s) increase to pick up the extra energy. There is much more 

material in the TJ region, 1.1 < T/ < 1.4, due to the EC support ring and the curvature of 

the CC cryostat walls. As can be seen, the ICD sampling weights increase to pick up the 

extra energy lost in these support structures. These sampling weights for the Intercryostat 

Detector and the Massless Gaps were transferred over to DQ) and used for D0 Run Ia (the 

first run of D0, 05/92-05/93). 
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TJ CCMG ICD ECMG 

0.70-0.80 13.83 ± 0.28 ± 1.04 0.000 10.50 ± 0.22 ± 0.79 

0.80-0.90 4.148 ± 0.079 ± 0.311 14.60 ± 0.28 ± 1.10 3.427 ± 0.065 ± 0.257 

0.90-1.00 6.548 ± 0.119 ± 0.491 8.853 ± 0.160 ± 0.664 3.306 ± 0.060 ± 0.248 

1.00-1.10 5.219 ± 0.099 ± 0.391 24.82 ± 0.4 7 ± 1.86 2.158 ± 0.041 ± 0.162 

1.10-1.20 3.546 ± 0.068 ± 0.266 61.82 ± 1.18 ± 4.64 4.109 ± 0.078 ± 0.308 

1.20-1.30 0.000 60.46 ± 1.12 ± 4.53 1.756 ± 0.032 ± 0.132 

1.30-1.40 0.000 82.43 ± 1.54 ± 6.18 0.000 

Table 5.5: The final sampling weights for the three intercryostat region 
detectors: the CC massless gap, the intercryostat detectors 
and the EC massless gaps. 

5.6 ICD Performance Results 

5.6.1 Total Energy Determination 

Using the above sampling weights, we can see the improvements in detector response due 

to the intercryostat detector and the massless gaps. Figures 5.7 and 5.8 show the total 

calorimeter energy for 100 GeV ?r's, with and without the ICD and MG's. The response is 

shown for the central calorimeter at TJ = 0.45, ¢ = 31.5°, to provide a basis for comparison 

away from the intercryostat region; and for each of the seven intercryostat region 77's. For 

the lower TJ'S, the energy distribution without the intercryostat detectors is still Gaussian in 

shape, but the total energy is too low and the distribution is broader than the distribution 

obtained using information from the intercryostat detectors. If the ICR detectors were not 

present, the missing energy could be made up somewhat by optimizing the sampling weights 

of the calorimeter layers. 

On the other hand, for the higher TJ's, there a.re two processes occurring. In the first, 

the particles a.re showering before the ICR and their energy is getting measured in the 

calorimeter, resulting in a small Gaussian peak at 100 GeV. For the other events, the 

particles do not shower until they reach the ICR and their energy is not sampled until they 

reach the end calorimeter, resulting in a long tail of particles with energy much less than the 
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nominal 100 GeV. Without the ICR detectors, the overall energy measurement is severely 

degraded. The total calorimeter energy and the resolution ( i) of the calorimeter are shown 

in Figure 5.9, with and without the ICR detectors . 

5.6.2 Linearity 

Using the above sampling weights, we can look at the linearity ofresponse of the calorimeter 

as a function of energy. (The term "calorimeter" will now refer to all of D0 calorimetry, 

including the central and end calorimeters, the massless gaps, and the intercryostat detec­

tor.) Figures 5.10, 5.11, 5.12, 5.13, and 5.14 show the reconstructed calorimeter energy as 

a function of the beam energy over the range from 10 Ge V to 100 Ge V at the indicated 1J 's 

in the ICR. The straight line fit is indicated on the plots. Also shown is the fractional devi­

ation from the fit. The error bars include the statistical error, the MIP normalization error 

and the error due to the optimization process. Figure 5.11 includes two different linearity 

scans at that T/· The "' ±33 deviation indicates the accuracy of the linearity measurement. 

Overall, the calorimeter shows excellent linearity over the entire energy range. 
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Calorimeter Energy Comparison for 1 00 GeV 1T 
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Figure 5. 7: The total energy in the intercryostat region is shown, using 
the optimized sampling weights. The data is for 100 GeV 
?r's at the various ICR 17's. For comparison, the calorimeter 
energy distribution with (solid line) and without the inter­
cryostat region detectors (dashed line) is shown. A Gaussian 
fit to the total energy is also included . 
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Figure 5.8: The total energy in the intercryostat region is shown, using 
the optimized sampling weights. The data is for 100 Ge V 
1r's at the various ICR 11's. For comparison, the calorimeter 
energy distribution with (solid line) and without the inter­
cryostat region detectors (dashed line) is shown. A Gaussian 
fit to the total energy is also included. 
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Figure 5.9: The (a) calorimeter energy and (b) resolution in the inter­
cryostat region is shown as a function of T/· The data is for 
100 GeV 11"'s. The result with and without the intercryostat 
region detectors is indicated. 
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Figure 5.10: The reconstructed calorimeter energy is plotted as a function 
of beam momentum for T/ = 0.75, <P = 31.6. The best fit is 
noted on the plot. The fractional deviation from the straight 
line fit is also shown. 
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Figure 5.11: The reconstructed calorimeter energy is plotted as a function 
of beam momentum for fl = 0.85, <P = 31.6. The best fit is 
noted on the plot. The fractional deviation from the straight 
line fit is also shown. 



• 
II 

• • 
II 

• • • 

• • 

96 

Linearity 77=0.95, y?=31.6 
>- ......--~~~~~~~~~~----, -
~ 140 Fit = -0.232 + 0.948•E 

,' ~ 0.04 
0 

Q) 
c: 

LiJ ,, 
Q) -0 
:I ... -fl) c: 
0 
0 
4> 

c:: 

>-

120 

100 

so 

60 

40 

20 

0 

... 
~ 0.02 
0 

; 
0 

·:; 0 
4> ,, 
g-0.02 
0 

; 
g-0.04 

1<...J.......&....;'-'----'---'-'--'--'--'-'----'--'-'-1_,_"'"'"--'--J ~ 
0 40 so 120 

Beam Energy 
Linearity 

0 

0 

c 

40 so 120 

Beam Energy 
Fractional Deviation 

Figure 5 .12: The reconstructed calorimeter energy is plotted as a function 
of beam momentum for 1J = 0.95, <P = 31.6. The best fit is 
noted on the plot. The fractional deviation from the straight 
line fit is also shown . 
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Figure 5 .13: The reconstructed calorimeter energy is plotted as a function 
of beam momentum for 1J = 1.05, <P = 31.6. The best fit is 
noted on the plot. The fractional deviation from the straight 
line fit is also shown. 
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Figure 5.14: The reconstructed calorimeter energy is plotted as a function 
of beam momentum for T/ = 1.15, <P = 31.6. The best fit is 
noted on the plot. The fractional deviation from the straight 
line fit is also shown. 
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CHAPTER 6 

THE TEST BEAM MONTE CARLO SIMULATION 

6.1 Overview 

The 1991 Loa.d II test beam was simulated using the standard GEANT detector simulation 

package [62], originally developed at CERN. Monte Carlo simulations are often used to 

aid in designing a detector or to gain better understanding of an existing detector. In the 

case of the test beam detector, we can hope to use a Monte Carlo simulation to verify the 

calibration from the test beam detector and to give us confidence in the sampling weights 

determined from the test beam data. 

6.2 Description of General Simulation 

GEANT is a detector and physics simulation package. Using GEANT, one can describe the 

detector geometry in a very detailed manner. The geometry simulation is based on defining 

the individual volumes which make up a detector. Simulated particles then pass through 

each of these volumes, depositing energy according to simulated physics processes, such as 

Bremsstrahlung, Coulomb scattering, 6-ray production, particle decays and showering of 

electromagnetic or hadronic particles . 

The test beam load was very carefully reproduced in the Monte Carlo simulation. For the 

calorimeter modules, each individual argon gap, absorber plate, signal board, and readout 

board have been accurately simulated. Dead material, such as support structures, was also 

included. The test beam cryostat was modelled, as were the beamline materials, such as 

the PWC's, scintillator paddles and Cerenkov counters. 

98 
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The test beam simulation is a plate-level simulation, i.e., each actual volume or plate 

is modelled, down to the thinnest layer of copper. Conversely, the full D0 GEANT is a 

mixture-level simulation. In the mixture simulation, a new material is defined to be the 

weighted average of all the constituent materials in the calorimeter. This material is then 

used to fill the appropriate volume. The disadvantage of the plate level simulation is that 

_each event takes much more computer time to generate than the mixture level. However, 

the shower shapes are more accurate using the plate level geometry. The geometry of the 

test beam simulation can be seen in Figure 6.1. 

6.2.1 Description of Calorimeter Simulation 

The basic module volume of the central calorimeter modules is a polycone which holds all 

the active and inactive support structures [63]. Inside the polycone is a polygon containing 

all the active media. The polygon is filled with liquid argon. A single basic cell is used 

for the entire CC. The cell consists of the absorber, the first argon gap, the signal board 

(including the copper pads), the second argon gap, and the readout board. Each of these 

volumes is a plate of the appropriate thickness. Each of the absorber plates, argon gaps, 

signal boards, and readout boards was modelled as an individual plate. 

In order to compare test beam data with the test beam Monte Carlo simulation, it was 

necessary to first calculate the appropriate sampling fractions for the various modules in 

the Monte Carlo simulation. These were true sampling fractions (not sampling weights), 

calculated by using the standard dE /dz energy lost by a minimum ionizing particle going 

through each of the detector elements. The sampling fraction is then given by: 

f 
Etiue 

s =-----
Ederad + E1iue 

The sampling fractions for each of the modules in the test beam Monte Carlo simulation 

are listed in Table 6.1, along with the dE/d;c sampling fractions for the real D0 modules 

for comparison. 

6.2.2 Description of Intercryostat Region Simulation 

The simulation of the intercryostat region was also done as accurately as possible. The 

dummy steel walls were simulated by breaking them into separate pieces which could be 
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Figure 6.1: 

100 

A plan view of the test beam Monte Carlo simulation ge­
ometry. The central calorimeter electromagnetic and fine 
hadronic modules and the massless gaps appear as completely 
shaded in because there are many different layers, such as ar­
gon gaps and uranium plates, packed into a very small space. 
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Detector D0 samp. frac. MC samp. frac. 

CCEMl 10.943 9.143 

CCEM2 11.973 12.003 

CCEM3 11.903 12.003 

CCEM4 12.353 12.203 

CCFHl 6.593 6.423 

CCFH2 6.903 6.713 

CCFH3 6.893 6.703 

CCCH 1.453 1.463 

ECMFHl 6.333 6.273 

EC:MFH2 6.923 6.793 

ECMFH3 6.903 6.793 

ECMFH4 6.903 6.793 

ECMCH 1.643 1.573 

ECOCHl 1.643 1.743 

ECOCH2 1.643 1.743 

ECOCH3 1.643 1.353 

The dE /dz sampling fractions for the modules in the test 
beam Monte Carlo simulation. The sampling fractions for 
the real modules are listed for comparison. The layer column 
refers to the detector software label and will be discussed 
later. 
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described by existing GEANT volumes. Their material was iron. The walls were positioned 

by using the test beam survey information. Survey marks on the walls were related to the 

positions of the calorimeter modules. 

Two aluminum boxes, high eta and low eta, were created using GEANT trapezoidal 

volumes and filled with liquid argon. Five copies were made of each of these boxes and the 

boxes were positioned with respect to the walls using information from our own survey of the 

boxes during installation. Similarly, each of the six different sizes of tiles was constructed 

using a scintillator-filled trapezoid. These were then copied five times and placed in each 

of the five boxes. The test beam cryostat volume was filled with excluder in the Monte 

Carlo simulation. Thus it was not necessary to create the individual excluder volumes. A 

close-up view of the intercryostat region is shown in Figure 6.2. The ICD tiles can be seen, 

nestled inside their box volumes. 

6.3 Determination of Calorimeter Normalization Constants 

The response of a calorimeter to an incident particle is a very complicated process [64]. It 

depends on the type of particle, the material and thickness of the absorber, the material 

and thickness of the active medium, the amount of energy deposited in the active medium, 

and the ionization density of the active medium. The calorimeter response to a minimum 

ionizing particle will be much different than the response to an electron or non-minimum 

ionizing proton depositing the same amount of energy. In the calculation of energy for the 

real detector, these differences are buried in the sampling weights and the ADC-to-GeV 

constants. However, for the Monte Carlo data, these differences must be explicitly taken 

into account. 

The total energy seen in the Monte Carlo simulation detector will be: 

E == ~E;(71,¢,layer) * sf(layer) / (e 
0~ ?r) 

i rnip 

where E; is the energy deposited in a cell, the sampling fractions are given above and the 

,:ip and ~P are constants which take into account the difference in calorimeter response 

to an electron or pion versus a minimum ionizing particle. As we are looking at hadrons in 

the real data, ~P is the important constant. 

The determination of ,;.P is based on certain assumptions. These constants are most 

strongly dependent on the absorber material (Z of the absorber) and are only weakly de-
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Figure 6.2: A plan view of the intercryostat region in the test beam 
Monte Carlo simulation geometry. The massless gaps ap­
pear as completely shaded in because there are many dif­
ferent layers packed into a very small space. However, the 
differentiation between the layers can now be seen for the 
electromagnetic and fine hadronic modules. 
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pendent on the thickness of the absorber (and only for very thin, $ 3 mm, plates). The 

CCEM, CCFH and ECMFH use uranium as the absorber (Z = 92); the FH uranium plates 

are 6 mm thick, the EM plates are 3 mm thick. The CCCH uses 46.5 mm copper absorber 

plates (Z = 29); the ECMCH and ECO CH use 46.5 mm steel absorber plates (Z = 26). The 

most obvious choice is one ....?!;.... constant for all uranium calorimetry (CCEM CCFH and 
nl&p ' 

ECMFH), one constant for the copper (CCCH) and one for the steel calorimetry (ECMCH 

and ECOCH). 

The ,,:P constants for the uranium and copper calorimetry were determined by optimiz­

ing the calorimeter response to 100 Gev 7r's at fJ = 0.45, ti> = 31.5°. The constant for the 

steel calorimetry was found by optimizing the calorimeter response at fJ = 1.05, ti> = 32.5°, 

as will be noted below. 

6.4 Comparison of Monte Carlo Data with Test Beam Data 

The Monte Carlo simulation data was generated with very low cutoffs, 10 keV for electrons 

and photons; 100 keV for hadrons. Approximately 500 events were generated for each point. 

The simulation data was subjected to the same cuts as the real data, where relevant. In 

particular, a 17 x 17 (L\.77 x L\.t/>) road around the beam was used in the analysis; 100 GeV 

7r data was used and leakage events were discarded. The sampling fractions used were the 

ones calculated for the simulation modules, as mentioned above. The simulation particles, 

being a monoenergetic beam travelling down a perfect beamline, did not suffer from such 

effects as mistuned beams or poorly reconstructed tracks. 

Sampling fractions were determined for the intercryostat region detectors in an anal­

ogous fashion to the determination of the sampling weights for the real detectors. A x2 

optimization technique was used to optimize the total energy. A slight modification was 

introduced due to the ,,:P constant for the EC coarse hadronic (steel absorber) modules. 

That constant was first set equal to the nominal value for the copper absorber and a set 

of sampling fractions determined for the !CR. The steel ,,:P constant was then determined 

at 77 = 1.05, ti> = 32.5°, the fJ with the maximum energy deposition in that layer. The 

optimization was then redone to obtain the final set of !CR sampling fractions. 

The most straight-forward method for comparison of Monte Carlo simulation data and 

test beam data is to look at the fractional energy in each layer of the detector. The detector 

readout layers are labelled from 1 to 1 7, as one moves radially outward from the interaction 



I 
~ ,,.,....... 

~ 

~ 

II 
II 
~ 

~ 

II 
II ,,,-.... 

~ 

~ 

II 
II Table 6.2: 

~ 

~ 

~ 
,,......_ 

~ 

~ 

105 

Layer Detectors 

1 CCEMl 

2 CCEM2 

3-6 CCEM3 

7 CCEM4 

8 CCMG 

9 ICD 

10 ECMG 

11 CCFHl, ECMFHl 

12 CCFH2, ECMFH2 

13 CCFH3, ECMFH3 

14 ECMFH4 

15 CCCH,ECMCH,ECOCH 

16 ECOCH2 

17 ECOCH3 

The readout layers and corresponding detector layers are 
listed. 
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point. The layers and their corresponding detectors are listed in Table 6.2. The third CCEM 

layer actually consists of four separate readouts because of the finer .6.TJ x .6.</> segmentation 

(0.5 x 0.5) and is labelled as layers 3-6. For comparison purposes, all the energy in the 

CCEM3 layer has been added together into layer 3. The first figure, Figure 6.3(a), plots the 

fractional energy of each layer (E1aycr/Etotal) as a function of layer number for 100 GeV '1!" 1s 

at T/ = 0.45, </> = 31.5°, where the central calorimeter ~ constants were determined. The map 

errors on the data are determined by the errors on the sampling weights (statistical and 

systematic). The errors on the Monte Carlo data are purely statistical. Also shown in plot 

(b) of that figure is the difference between the layer energy in data and the layer energy in 

the Monte Carlo simulation. Figures 6.4, 6.5, 6.6, 6. 7, 6.8, 6.9, 6.10, and 6.11 are the same 

comparison plots for T/ = 0.05 and T/ = 0. 75 - 1.35. 

The layer energies predicted by the Monte Carlo simulation generally follow the trend 

of the layer energies from the data, shown in the (a) plots of the comparison figures. From 

the (b) plots, we see that there are, however, basic differences at the few GeV (out of 

100 GeV) level. These differences exist even at the calorimeter only TJ's of 0.45 (where 

the m':,, optimization was done) and 0.05, where the ICD and MG's do not exist. The 

calorimeter energy differences make optimization of the intercryostat region layers difficult 

and generally, as shown in Figure 6.12, the ICR layers do not make up the full 100 GeV 

input energy. Figure 6.12( a) compares the total energy in data and simulation and (b) 

detector resolution, as a function of T/· The error bars in (a) are the widths from the 

Gaussian fit to the total energy. It is obvious that further improvements to the calorimeter 

and intercryostat region of the Monte Carlo simulation are necessary to obtain agreement 

at the few percent level, before we can directly use the sampling :fractions predicted by 

the Monte Carlo simulation for D0. Nonetheless, the current Monte Carlo simulation has 

allowed us to gain general confidence in the test beam results. 

Before we proposed to implement the ICD in the test beam run, there were many dis­

cussions about how to calibrate the detector response. Monte Carlo simulation studies were 

one such method discussed and there were several attempts at using the full D0 GEANT 

simulation to determine optimum sampling weights (see for example [65]). In retrospect, 

those methods incorrectly predicted less energy in the ICR detectors than determined via 

the test beam run. The inclusion of the ICD in the test beam run was therefore vitally 

necessary in order to calibrate the detector before the start of the full D0 collider run. 
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Figure 6.3: A comparison between test beam data with Monte Carlo siin­
ulation data at '7 = 0.45. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 
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Figure 6.4: A comparison between test beam data with Monte Carlo sim­
ulation data at '7 = 0 .05. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 
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Figure 6.5: A comparison between test beam data with Monte Carlo sim­
ulation data at fJ = 0.75. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif. 
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 
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Figure 6.6: A comparison between test beam data with Monte Carlo sim­
ulation data at 'I= 0.85. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif. 
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 
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Figure 6. 7: A comparison between test beam data with Monte Carlo sim· 
ulation data at T/ = 0.95. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 

Fractional Energy Comparison, 100 GeV n, 17= 1.05 
0.5 - 10 rb) (o) ~ 

ft Monte Corio "' 7.5 -0.4 0 Doto (...) 

~ 5 I 
l.&J 

~ I 2.5 66 
03 f G 0 - b. c 0 0 "O 

I 6 0.2 l.&J 
-2.5 

~ -5 
0.1 c 

•o!!i -7.5 • @ 

0 -10 
0 10 20 0 10 20 

Loyer Number Loyer Number 

Figure 6.8: A comparison between test beam data with Monte Carlo sim­
ulation data at T/ = 1.05. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 
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Figure 6.9: A comparison between test beam data with Monte Carlo sim­
ulation data at 11 = 1.15. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 
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Figure 6.10: A comparison between test beam data with Monte Carlo sim­
ulation data at 11 = 1.25. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energy in each layer for the Monte Carlo 
simulation data and the real data. 



I 
I -
I 
I 

--
~ 

0 -0 -I 
w 

' ~ 
~ 

41 
>.. 

..2 
I 

w 

II 
~ -
~ 

1j 

II 
II 
II 
~ 

II 
.-..... 

II 
II 

111 

Fractional Energy Comparison, 100 GeV 1T, 17= 1.35 
0.5 

(a) - 10 
(b) ~ 

• Monte Corio " 7.5 ._..., 

0.4 0 Doto 

' 
(.) 
::::e 5 I 
w 
I 2.5 0 . .3 
0 -0 0 • " I 

0.2 :J 
w 

-2.5 

D • 0 -5 
0.1 

• ~ -7.5 
ti 

0 -10 
20 0 10 20 

Loyer Number Loyer Number 

Figure 6.11: A comparison between test beam data with Monte Carlo shn· 
ulation data at 17 = 01.35. (a) shows the fractional energy in 
each readout layer for data and simulation. (b) shows the dif­
ference between the energJ· in each layer for the Monte Carlo 
simulation data and the real data. 
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CHAPTER 7 

THE IMPACT OF THE INTERCRYOSTAT DETECTOR ON D0 PHYSICS 

A thesis such as this would not be complete without a brief look at how the I CD is 

performing in-situ in the D0 experiment. The D0 detector started talcing data in May, 

1992. To date, the experiment has received an integrated luminosity, J Ldt, of"' 28 pb-1 

and written"' 15 pb-1 to tape. The integrated luminosity is plotted in Figure 7.1. Due to 

the main ring, D0 suffers from an increased dead time. A special veto has been implemented 

to block off the time when a proton store is being ejected into the main ring. This veto 

greatly decreases main ring background and accounts for approximately 223 of the dead 

time . 

7.1 Jets 

Event displays are a useful way to get an intuitive feel for collider events. The next set of 

figures, Figures 7.2 and 7.3, are an event display from a two jet event, with both of the 

jets in the intercryostat region. Figure 7.2 is an R-Z view (radial view, showing the .z-axis, 

parallel to the beam pipe). The energy deposition is summed over</> with the small circle at 

the bottom left of the picture indicating the </>range (all </>in this picture) which is summed . 

In this view of the calorimeter, one can see the two beam jets along the beam pipe. The 

two hadron jets are also clearly visible. The first jet is mostly in the central calorimeter 

electromagnetic section while the second jet is mainly in the ICR and end calorimeter. The 

ICD display is indicated by the thin lines between the cryosta.ts. In this view, it is clearly 

lit up in response to energy deposition. The rest of the detector is remarkably clean of any 

energy deposition. The view in Figure 7 .3 is an R-</> projection of the same event. The 
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two jets are clearly bac:k-to-bac:k. The top jet is mostly EM energy, while the bottom jet 

is almost entirely ICD and MG energy. The ~ T is in the direction of the bottom jet. One 

ca.n easily imagine the increase in the calculated ~ T if the intercryostat detectors were not 

available. 

The excellent D0 ~ T resolution for minimum bias events is shown in Figure 7.4 as a 

function of the total ~ T [66). The ~ T resolution is u(~ T) = l.08Ge V + 0.019 E ~ T. The 

CDF Collaboration, also running at FNAL, finds the Ji: T resolution of their detector to 

be (0.47 ± 0.03GeV112 )(E ET]112 (67). For comparison, Table 7.1 lists the D0 and CDF 

~ T resolutions at various energies. D0 compares favorably with the CDF ~ T resolution, 

indicative of its high degree of hermeticity. 

Energy (GeV) D0u(Ji:T) (GeV) CDF u(~T) (GeV) 

50 2.0 3.3 

100 3.0 4.7 

200 4.9 6.7 

Table 7.1: A comparison of the~ T resolution at various energies for the 
D0 and CDF detectors. 

A preliminary calculation of the inclusive cross section for jet production, du/ clETd1J, is 

shown in Figure 7.5 [68]. The jets are restricted to the central region (IT/ 1$ 0.9) and the 

errors include the systematic uncertainty in the energy scale of the D0 detector. A next­

to-leading order theoretical calculation is plotted on top of the experimental distribution. 

The impact of the intercryostat detectors can be seen by considering Figure 7.6 [69), 

which shows jet production as a function of jet ~ (number of events for a particular ET), 

for the full calorimeter (solid points) and for the calorimeter without the ICD and MG's 

(dashed points). As can be seen, including the intercryostat region detectors can have a 

significant effect on the measured ET of a jet. For instance, at an ET = 40 GeV, without 

the intercryostat region detectors, the number of jets is mismeasured by nearly a factor of 

two. This type of mismeasurement would severely degrade the ability of D0 to do basic 

QCD studies such as the inclusive cross section for jets as shown above. 
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7.2 Jet-Photon Asymmetry 

A striking example of the impact of the intercryostat detectors can be seen by considering 

events with a single jet and photon [69). Such an event is shown in Figure 7.7. The single 

photon candidate is clearly seen in bottom part of the CCEM, with no central detector 

trades pointing to it (i.e., not an electron). The balancing jet can be seen in the EC. Events 

such as this can be used, for example, to compare detector performance in the CC and EC. 

The jet energy should balance the photon energy. We define the asymmetry variable as: 

EJet E,. 
A- T - T 

- 0.5(E?et + Et). 

This variable is a measure of the fractional missing energy of the jet. Figure 7 .8 shows 

the asymmetry as a function of jet eta where the photon has been restricted to the central 

calorimeter and the jet can be anywhere. Figure 7.8(a) plots the transverse energy of the 

photon and the jet. The events have been selected by two different triggers. The first peak 

in the photon ET spectrum is from an E,. ;;::, 12.0 Ge V Level 2 trigger; the second peak is 

from an E,. ~ 30.0 GeV trigger. The energy of the jet has not been selected. 

The asymmetry is then plotted in Figure 7.8(b) without the ICD and massless gaps 

and ( c) with the ICD and MG's. Including the information from the intercryostat region 

detectors, the energy of the balancing jet is clearly better measured. Without these detec­

tors, the energy of the balancing jet can be mismeasured by as much as 403. The general 

negative shift of the asymmetry is due to several different effects. First, the jet is defined by 

a cone algorithm, i.e., all energy within a cone defined by [.6772 + .64>2)112 = 0.7 is summed 

and used as the 'total energy' of the jet. However, there is always leakage outside the cone 

and that energy is lost. Hence, the energy of the jet will always be lower than the energy of 

the photon. In addition, there are kinematic effects. In Figure 7.S(a), the structure of the 

photon energy spectrum is due to the trigger requirement that the energy of the photon is 

greater than a certain energy (12 or 30 GeV). However, the distribution of the jet energies 

is somewhat Gaussian a.round the peaks of the photon distribution. Thus, while there will 

be 15 Ge V photons, for instance, that a.re balanced by 11 Ge V jets, the reverse will not be 

true and there is a general shift towards negative asymmetry. The most important point, 

though, is that this asymmetry study is one of the strongest evidences of the impact of the 

intercryostat region detectors on the performance of the D0 detector. 

Jet balancing or jet-photon balancing methods such as this were once considered as 
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possible methods of calibrating the intercryostat region detectors, before our proposal to 

include the ICD in the test beam run. Looking at Figure 7.8(c), there are still fluctuations 

in the asymmetry variable. These fluctuations are partly due to statistics and partly due 

to other incompletely understood effects, such as a shift in the vertex or cone size effects. 

While the improvements in the asymmetry using the ICD and MG's are obvious, it is not 

obvious that we could have calibrated the detectors starting only from such information as 

in plot (b). The ICD and MG calibration constants gleaned from the test beam run were 

crucial to D0's ability to fully utilize the calorimeter immediately upon the startup of the 

collider run. 

7 .3 Top Search 

Since the beginning of the run, the D0 top analysis group has been hard at work on 

searches for the top. The most promising decay channel, due to the low background, is 

the tl - WWbb - ll+Jf. T+jets and has been the focus of the initial search. While no 

definitive answers have yet come out of that analysis, D0 has interesting events which are 

not inconsistent with the hypothesis of a leptonic top decay. One such event is shown in 

Figure 7.9 and Figure 7.10. In the first figure, a restricted</> view, theµ can be seen going 

through the three layers of muon chambers and electron can be seen in the lower part of 

the CCEM. An exploded view of the calorimeter showing all </>is seen in Figure 7.10. The 

µ leaves a minimum ionizing trail in the top half of the calorimeter, the two jets can be 

seen crossing from the CC, through the intercryostat region and ICD and into the EC. 
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Figure 7.1: The D0 integrated luminosity is plotted as a function of the 
number of days since accelerator start. The solid curve is 
the delivered luminosity; the dotted curve is the luminosity 
written to tape. 
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Figure 7 .2: An event display from a. two jet event, with both jets deposit­
ing energy in the intercryosta.t region. This is the R-Z view. 
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CHAPTER 8 

CONCLUSION 

We have designed and built a unique detector, the Intercryostat Detector. We have 

studied the response of that detector in the full D0 configuration using a test beam. The 

inclusion of the ICD into that test beam represented the first use of a scintillator sampling 

detector in a liquid argon environment. From the test beam project, we have determined 

the calibration constants (sampling weights) necessary to use the ICD in situ at D0 and 

additionally, have determined the sampling weights for the massless gaps. We have shown 

that the use of the ICD and the Massless Gaps dramatically improves the hermeticity and 

performance of the D0 calorimeter. We have shown that the ICD and MG's can make an 

important contribution to the physics program at D0. 
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APPENDIX B 

Study of inclusive A production in e+e- annihilations at 29 GeV 
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Cross sections are presented for the incllllive production of A hyperons in electron-positron annihila· 
tions at ils -29 GeV bucd on the full 291-pb- 1 sample of data taken in the High Resolution Spectrom­
eter experiment at the SLAC 1•1 - storage ring PEP. These results, and the usocialed correlation anal­
yses. arc consistent with the Lund model predictions with the strange diquarlc suppression ratio 6 bed 
at 0.S9±0.10±0.18, as compared to the standard Lund value of0.32. The A multiplicity bas been found 
to be 0.182±0.020 per event. The opposite-strangeness multiplicity ( 11 AX) bas been measured to be 
0.046±0.020, whereas the like-strangeness multiplicity (11AA+iiii:) is 0.009±0.028. A strong correlation 
is found between A's and A 's; when one is found in an event, the other is found in the same event with a 
probability that exceeds SO'l'O. 

PACS nwnbensl: 13.6S.+i, 13.87.Fh, 14.20Jn 

INlRODUcnON 

I JUNE 1992 

111Prcsent address: Univenity of Illinois. Urbana. IL 61801. 
lblPresent address: Santa Clara University. Santa Clara, CA 

9SOS3. 
lclpresent address: Fermi National Laboratory, Batavia. IL 
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ldlPraent address: Fermi National Laboratory, Batavia. IL 

60SJO. 
lelPresent address: NIKHEF·H. Amsterdam, The Netberiandl. 
1ltpresent address: Stanford Linear Accelerator Center, Stan· 

ford, CA 9430S. 

We repon herein the results of an analysis of the in· 
elusive production of A hyperons in ~ + ~ - annihilations 
at 29 GeV based on data from the High Resolution Spec­
trometer !HRSI experiment conducted at the SLAC 
~ + ~ - storage ring PEP. The A cross sections presented 
are the first based on the final sample or HRS data. corre· 
sponding to an integrated luminosity or 291 ±7 pb-). 

'•!present address: CRN Division de Hauta Energies. Stru­
bourg, France. 

lblPresent address: Stanford Linear AcceJerator Ceaser, Stan· 
ford. CA 9430S. 

li1Present address: Stanford Linear Accelerator Center. Stan­
ford.. CA 9430S. 
li'Present address: Univenity of Kansas, Lawrenc:c. KA 6604S. 
lklpresent address: Ohio State Univenity, Columbus, OH 

43210. 
111Present address: Virginia Polytechnic Institute and State 

Univenity, Blacksburg, VA 24061. 
tm•Present address: Electronic Data Systems of Canada. 

Oshawa, Canada. 

Details of the experimental apparatus have been previ· 
ously published in Ref. (I], the techniques used to select 
A's have been summarized in Ref. (2) and previous re· 
suits, based OD an integrated luminosity of 256±8 pb- 1, 

have been reponed in Ref. [3]. lbe present analysis, in 
addition to benefiting from the increased luminosity, is 
based OD the standard HRS venion or the Lund Monte 
Carlo program (4,S] !version S.31, which ii a more ad­
vanced venion than previously used in any HRS in­
clusive A analysis. The previous analyses were based on 
detector acceptances calculated using Lund venion 4.3 as 
the event generator. The new Monte Carlo sample also 
had twice as many A's as in the previous sample. In ad· 
dition, the reconstruction techniques used previously 
varied from the "standard" HRS cuts summarized in 

3949 ©1992 The American Physical Society 
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Ref. [2). The present analysis uses a more direct ap­
proach in determining the background in the single and 
dual particle spectra. The particular 1CChniques em­
ployed in refining the data aampla utilized are dacribed 
below. 

Studies of the inclusive production of neutral ltaons 
and lambda hypaom are relevant to the general question 
of how strange particles are produced in ' +' - collisions. 
Tbe cross sections for these processes, when compared 
with those from other reactions, provide an insight into 
strange.quark fragmentation. Further, events containing 
multiple strange panicla CUI be used to determine what 
knowledge one strange particle has about the production 
of the others in the aame event. Whether or not strange 
panicles with opposite strangeness are more likely to be 
in the same jet than in opposite jets is an eumple of a 
question whose answer relates direetly to the production 
process. 

Tbe problem under study, however, extends weU 
beyond the tracking of stranaeness quantum numbers. 
There is considerable interest in the question of how 
baryons in general are produced in the fragmentation 
process. Though the subject has been explored by several 
experiments in recent yean, numerous central issues 
remain unresolved. The baryons most accessible for 
study are the proton and lambda hyperon. Complicating 
the analysis of the production of these particles, however, 
is the fact that they arise u products of ' +' - umihila­
tions both u a result of fragmentation proc:cucs and u a 
result of the decays of other baryonic states. 

In present fragmensation models baryons are produced 
via the creation of diquarlt pairs which then combine 
with a neighboring quark to produce the baryon. Tbe 
Lund model parameter that aoverns the ratio of the 
baryonic to mesonic production rates is !qq/ql, specify­
ing how much more difficult it is to produce a diquark 
pair than a quark pair. In the inclusive production of A's 
the strangeness quansa can come either from the quark or 
the diquark. To describe both the K0 and A inclusive 
production data, two additional parameters are required: 
ls/di and 6=hu/ud)/IJ/dl. The lirst parameter 
specifies the relative rate of the production of strange 
quarks and light quarks. Tbe second specifies the extra 
suppression associated with the production of a stranae 
diquarlc in contrut with the production of a diquark 
composed of light quarks-over and beyond what would 
be expected on the basis of the suppreasion due to (J /d) 
alone. 

A variant of this simple parametrization for producing 
baryons is the "popcorn model," in which the remnant 
quarks left over after the quark pair and diquark pair 
produce a baryon contribute to the production of inter­
mediate mesons and other baryons, rather than directly 
forming the counterpart antibaryon. This eJl'ect is illus­
trated in Fig. I [6). Tbe simple Lund model implies a 
rather strong correlation between AA pairs, while the 
popcorn model implies a much weaker correlation be· 
1ween lhe two. Recen1 work by a UCLA group [7] at-
1emp1s 10 avoid the heavy parametrization of the Lund 
model by relying on two minimal assumptions: the Wil­
son area law and the principle of hadronic phase space. 

FIG. I. Compariton of possible production mechanisms. 

Their general overall agreement with available data is im­
pressive and their A 0 multiplicity prediction of 0.18 com· 
pares weU with the value to be presented here. 

In this paper we utilize the large sample of A and A 
events to exuact the cS parameter and to examine the 
dominance of the simple Lund fragmensation mechanism 
through an analysis of the production rates of lilte· 
strangeness and opposite-strangeness A IAI pairs. 

Tbe HRS consisted of an inner and outer drift· 
chamber system which permitted charged-particle track 
positions to be determined to 200 µm over a radial dis­
tuce of 1.89 m, and a barrel shower system which had an 
energy resolution of ±0.16/YE GeV, all contained 
within a 16-kG longitudinal magnetic field. Because of 
the lignatare of vee events within the large volume of the 
HRS detector, it wu possible to identify A hyperons with 
a high level of confidence. In the 123 000 hadronic events 
observed in the experiment, there were 8698 neutral 
ltaons, 1259 A's and 1124 A's. The A IAI events 
represent the single largest sample of any experiment 
conducted in this energy region. An analysis of the neu­
tral ltaon events has been reponed in a separate publica­
tion [8]. 

We summarize below the selection seeps used to extract 
the final set of data utilized in this analysis, and describe 
the selection criteria used in the identification of lambdas. 
Also, the approach used to determine the backaround for 
each mus bin is discuued. Then a summary of the cross 
sections for lambda production is given u a function of z 
the fractional energy, and 1 the rapidity. Comparisons 
are made with previously published results and a sum­
mary is provided of the Lund model parameters resulting 
from fits to the cross section. 

Correlations between A's and A's in the same event arc 
also reviewed in an eft'on to determine the extent to 
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which the production of multiple strange panicles might 
be enhanced or retarded beyond that one would es:pec:t 
on the basis of the random single-particle production 
probabilities. 

EVENT SELECilON 

A typical event in the HRS has 13 charged-particle 
tracks. To pick out a true vec in the midst of these tracks 
requires a rather sophisticated ra:onatruction proc:eu. 
The selection of the actual data sample wu based on a set 
of conditions placed both upon the individual charged· 
particle tracks and upon the track pain {2]. The indivi· 
dual track conditions were the r per degree of freedom 
from the fit of each track to the drift-chamber hits had to 
be less than 10; the polar angle ~constrained by the ~e­
lation cosl6l<0.9, where 6 11 the track angle With 
respect to the beam; the transvene momentum wu re­
stricted by the condition p, > 120 MeV/c; the track had 
to pus within 0.4 m of the intersection point in the z 
direction (along the beam linel, and within 0.3 m in the 
x-y plane; at least '0% of the drift chamber layen 
travened by the track must have been Uled in the fit; and, 
reconstructed track segments from looping charged 
tracks arc removed. 

The potential vecs were identified by systematic pairing 
of oppositely charged tracks. lntcrscction points were 
then calculated u secondary vertices and subjected to the 
following criteria: the distance in the x-y plane from the 
primary to secondary vertex wu greater t~ ' mm: ~he 
distance in z between the two tracks at the antcnec:t1on 
point wu less than 30 mm; the. impact parameter of the 
neutral panicle momentum at the primary vertex wu less 
than ' mm; the tan1ent of the angle between the vec's 
momentum direction and the line conncctin1 the primary 
and secondary vertices wu less than 0.0,; the sum of dis­
tances of closest approach to the primary vertex of the 
two tracks in the x-y plane wu greater than 2 mm; the 
tracks had to have no drift chamber hits between the pri· 
mary and secondary vertices; each event had to have a 
charged track multiplicity greater than '; and, in order to 
remove nonhadronic (e.g., two-photon or beam psi 
events, the total energy wu required to be grater than 
IOGeV/c. 

CROSS SECTIONS 

To determine the inclusive cross section for the pro­
duction of A's lwhere A men to both A and Al it is 
necessary to euract the real number of A's above back­
ground in each z or y bin and the detector KCCPtance for 
each z or y bin. 

The HRS Lund Monte Carlo simulation lvenion ,.3) 
wu Uled to c:alculate the acc:cptanc:e of the detector. Par­
ticles generated by the Monte Carlo simulation were 
passed throap a detector simulation program and the 
particles that emerged from the simulated detector were 
then subjected to the same cuts as the real particles. An 
error on the efficiency was calculated using a binomial 
distribution of the number of reconstructed particles and 
a contribution due to systematic uncertainties in back-

A StMc- '"" 0.10•1•0.ao 
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FIG. 2. Pion-prvton - distribution. 

ground lit, which dominated the error. . . . 
Fipre 2 praents the pion-proton mass d1Stnbut!on, 

and a fit consisting of a Breit-Wigner IBWI and a third· 
degr= polynomial background. We find a A central mass 
value of l.11'7±0.0001 GeV, and a r of 0.0042±0.0002 
GeV. In order to avoid the problem of having signal 
events in the tail ofthe A Breit-Wigner be interpreted as 
back1round in a joint polynomial-BW forced lit, we made 
a separate determination of the background, removing all 
bins within ± l' MeV of the A mus peak. The signal was 
then determined through a bin-by-bin subtraction of this 
background from the total bin populations. 

The inclusive cli1rercntial cross section for particle pro· 
duction is 

du N 
-;;-= IU AL ' 

where N is the number of particles, IU is the width of the 
z interval, A is the acceptance of the detector in that z in· 
tcrval, and L =291±7 pb- 1 is the integrated luminosity. 
The cross section s lfJ(du /dz) was calculated, using an 
adjusted value of VS =28.3 GeV to take into account ra· 
diative corrections. 

The A inclusive cross section is shown in Fig. 3, with 
the bin-by-bin values in Table I. The errors in the lumi­
nosity, the efliciency, the background fit, and the stat1st1· 
cal error in the number of paniclcs were added in quad· 

TABLE I. lncllllive A cross 1eetions u a function of frac· 
rional eaergy. 

z No. of A (1 l/Jlda /dz (nb GeV1
) 

0.125 585.9 539.4±66.4 
0.175 411.4 193.8±24.6 
0.225 329.1 142.4±19.2 
0.27' 223.4 85. 7±12.3 
0.350 223.8 56.9±8.1 
0.450 99.3 26.9±4.8 
0.650 51.2 S.6± 1.2 
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FIG. 3. Lambda·im:lusive cross section at 29 GeV. 

D.I 

rature to get the final error quoted. Included for compar· 
ison are the results from other experiments in this energy 
range. As indicated, the agreement with the experiments 
of TASSO lat 34 GeVl [9] and TPC [10) is good. 

The curve shown in Fig. 3 is a Lund fit, which is dis· 
cussed later. Using these data we calculate total cross 
sections of t1 ~ • S2. 8±6. 0 pb for the interval 
0. 10 ~ z ~ 0. 80. Ex1rapola1ing the Lund fit to the A data 
to cover the unmeasured extremes gives a total cross sec· 
tion of 76.9±7., pb for the interval O.O~z ~ 1.0. These 
measurements lead to a single·panicle multiplicity of 
{ n ~ ) =0. 182±0. 020. 

As a check on the method we used to extract the A sig· 
nal above background, a similar analysis was made for 
the neutral kaon data. This analysis yielded 
t1Ko=472.,±9.7±11.4 pb for the interval 
0. 06 < z < 0. 70. This value was 1hen compared to the re· 
cently reponed HRS value a K0 =480.6±6. I± 14.' pb for 
the same interval, determined independently using an 
analysis procedure designed to optimize the K signal·to­
noisc ratio (8). 

LUND PARAMETERS 

The rate of production of inclusive lambdas in c + c -
annihilations can be parametrized in terms of the 
strengths of a small number of basic processes involved in 
the production of the strange quarks that end up in the 
final lambdas. In particular, the parameten that describe 
the rates for producing a pairs ls/u I and strange di­
quarlts I us /ud I form the keys for specifying lambda pro­
duction in the Lund model. From earlier analyses of the 
HRS data, the ratio of K meson and pion inclusive cross 
$CCtions yields a J Id value of 0.34±0.03 [II). The di· 
quark ratio, qq lq =-0.078±0.00,, is from the TPC mea· 

!!50 

40 \ l 
x2 30 ': v 

D 0 1.5 

FIG. 4. r vs 6. r is c:alclllated by comparing the Lund· 
gencraled [ll/t1ldt1/dz] distribution to tbe experimentally 
determined distribution. 

surement of proton and pion inclusive cross sections [12]. 
We measure the final major parameter, 
6=hu/udl/ls/d). There arc other processes which can 
contribute to lambda inclusive production, including the 
decays of higher-mass strange particles, and the produc· 
tion of baryon-antibaryon systems with mesonic inter· 
mediate states, such u in the popcorn model. All known 
higher-mus strange baryon decays have been explicitly 
taken into account in our subsequent analysis. In panic· 
ular, the charmed lambda hyperon decay A, -A+ X is 
explicitly taken into account with a branching ratio of 
239&±10% [13]. 

The sensitivity of the rapidity cross section to 6 is illus­
trated in Fig. 4. At each point on the curve in Fig. 4, a r was calculated by comparing the experimentally deter­
mined rapidity distribution (shown in Fig. ,, with the ra· 
pidity distribution predicted U$ing the Lund Monte Carlo 

OJOO . ---~-.9 

~ 
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D.005 

0 2 3 

FIG. '· Lambda-inclusive cross section as a function of rapi· 
dity. 
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cw 

1 

FIG. 6. Comparison of the rapidity distribution to praiic:ied 
distributions for 6-=0.32 and J.00. 

simulation lwith li varying between 0.1 and 1.41 to gen· 
erate a new set or A's. The 6 value corresponding to the 
best lit is 0. !59±0. 10±0. 18. (The deep minimum round in r vs 6 is a much stronger minimum than found in previ­
ous HRS publications [14).l The first error is statistical 
while the second is a systematic error baled on the erron 
in qq I q, s Id, and BI A, -A+ Xl. The systematic error is 
consistent with Monte Carlo results obtained by varying 
each of these parameters independently. We note that 
du I dy is much more sensitive than du I dz to li, due at 
least in pan to the additional information or the thrust 
axis contained in y. The curves shown in Figs. 3 and !5 
are the inclusive cross sections with li=0.!59, superim­
posed on the experimental cross sections. Figures 6 and 7 
show, respectively, a comparison of various li values to 
the rapidity distribution and the contribution from A, 
decay. This value or 6 is significantly larger than the de­
fault value of0.32 in the standard Lund model [4,!5). The 
implication is that a larger fraction or the lambdas pro­
duced in inclusive electron-positron annihilations derive 
from the production of strange-diquark pairs than is pos· 
tulated in the basic Lund model. 

0.1~ ~----------------i 

0.12 f 
0.09 

O.Q2 • • 
• 

o.eo 

I 
I 

1.20 

•CllADI~( • •• 0--

1.80 

y 

• 
0 

• 

FIG. 7. Contribution to A production from A, decay. 
!Charm contribution has been multiplied by a factor of 10.) 
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FIG. 8. Mass distribution of oppmi1e-stran1eness pain. 

CORRELATIONS 

Additional insight into strange-baryon production pro­
cesses can be gained by examining the rate at which A·A 
pairs are produced, compared to the rate for the genera­
tion or single lambdas. This comparison provides a mea­
sure or local strangeness conservation and a test or the 
reasonableness or the proposed production processes. 

We observed 212 candidates for A·A. A three­
dimcnsional view of the A·A distribution is shown in Fig. 
8. We estimate that 68.2±27.!5 of these pairs are true sig· 
nal events. The background subtraction is made using a 
detailed analysis of Monte Carlo events, with cross 
checlts to ensure that the single-panicle background 
spectra are well reproduced. We calculate a correspond· 
ing value or ( n AA) =0.046±0.020, in agreement with 
previous experiments. The single-lambda inclusive pro­
duction rate ( n A ) and the opposite-strangeness produc­
tion rate ( n AA ) indicate a A. value of 0. !51±0.23, where 

indicating that half the time a A or A is produced, it is 
accompanied by its antipanicle. We have also examined 
our data for lambda pairs of the same strangeness and, 
employing the same background subtraction technique as 
above, find ( n AA+ A A ) = 0. 009±0. 028. It is thus improb­
able that when a lambda of one strangeness is observed in 
an event another lambda of the same strangeness will also 
be present in that event. 
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TABLE Il. Comparison or A garameters. 

TPC (10) 
TASSO (9) 
JADE [15] 
Mark II (16] 
HRS-86 [3] 
HRS 

"Value set. 

29 
35 
35 
29 
29 
29 

CONCLUSIONS 

0. 211±0.017 
0.211±0.DlJ 
0.234±0.064 
0. 213 ±0.022 
0.220±0.023 
0.182±0.020 

We have reponed the cross sections for inclusive lamb­
da production in ,+,- annihilations at 29 GeV, and 
have extracted the single-particle and pair-production 
rstes. We have found (n,.)-0.182±0.020, 
<• ... x>-o.046±0.020, and <•.u+u>-0.009±0.028. 
Our cross-section measurements are consistent with the 
Lund model predictions, with 6-0.59±0.10±0.18. 

A comparison of the principal parametcn extrscted 
from recent lambda inclmive measurements is presented 
in Table II. 
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APPENDIX C 

Fl-equently Used Abbreviations 

ACD analog to digital converter 

CC Central Calorimeter 

CCCH Central Calorimeter Coarse Hadronic module 

CCEM Central Calorimeter Electromagnetic module 

CCFH Central Calorimeter Fine Hadronic module 

CDC Central Drift Chamber 

CCMG Central Calorimeter Massless Gap 

D0 D-Zero; refers to the experiment, the collaboration responsible for the experiment, or 
(as DO), the interaction region for which the experiment was named 

ET transverse energy 

~ T missing transverse energy 

EC End Calorimeter 

ECEM End Calorimeter Electromagnetic module 

ECIH End Calorimeter Inner Hadronic module 

ECICH End Calorimeter Inner Coarse Hadronic module 

ECIFH End Calorimeter Inner Fine Hadronic module 

ECMH End Calorimeter Middle Hadronic module 

ECMCH End Calorimeter Middle Coarse Hadronic module 

ECMFH End Calorimeter Middle Fine Hadronic module 

ECMH MG End Calorimeter Middle Hadronic Massless Gap 

ECOH End Calorimeter Outer Hadronic module 

ECOCH End Calorimeter Outer Coarse Hadronic module 
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- ,,-._ ECOH MG End Calorimeter Outer Hadronic Massless Gap 

FDC Forward Drift Chambers 

I FNAL Fermi National Accelerator Laboratory 

I 
FP fluorinated polymer 

ICD Intercryostat Detector 

- ICR intercryostat region 

LN 2 liquid nitrogen 

~ LAr liquid argon 

MG massless gap 

I MIP minimum ionizing particle 

NWA Neutrino West Area 

- PE photoelectrons 

~ 
PMMA polymethyl methacrylate 

PMT photomultiplier tube 

-,-.. PS polysterene 

PDT proportional drift tube 

- PWC proportional wire chamber 

SAMUS Small Angle Muon System 

~ SM The Standard Model 

TRD Transition Radiation Detector 

- WAMUS Wide Angle Muon System 

- WLS wavelength shifting 

VTX Vertex Chamber 

-
I 
I 

,,..... 

I 
I 
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