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Fermilab experiment E769, which took data in the fixed target run of 1987, collected 

approximately 370 x 106 events using a 250 Ge V mixed hadron beam impinging on a 

multifoil target of Be, Al, Cu, and W. Equipped for beam identification with a differ­

ential Cerenkov counter and a transition radiation detector, E769 acquired a varied 

data set of triggers from both positive and negative beam species. The goal in gather­

ing this large, varied data set is to study a wide range of topics in the hadroproduction 

of charm. Using a downstream silicon microstrip detector (SMD) to resolve charm 

vertices in the events is a major key in realizing this goal. Using a sample of approx­

imately 1300 D± and D0 /D° events obtained from 7r- beam interactions, I measure 

the shapes of the differential production cross sections in longitudinal momentum 

fraction ( XF) and in transverse momentum (Pt)· In the range, 0.1 < XF < 0.6, the 

form (1 - xFr with n = 3.9 ± 0.3 is a good representation of du/dxF· In the lower 

Pt range, < 2 GeV, the form exp(-bp~) with b = 1.03 ± 0.06 Gev-2 is a good fit to 

du/dp:. In the higher Pt range of 0.8-3.6 GeV, however, the form exp(-b'pt) with 

b' = 2. 76 ± 0.08 Ge v-1 is a better representation of du I dp~. Although the shape of 

the XF production distribution does not show any significant leading particle effects, 

the total production for n± states has an asymmetry of 0.18 ± 0.06 which favors n­
over n+. Further, the production shapes do not show any significant dependence on 

the atomic mass of the target materials. 
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Chapter 1 

Introduction 

1.1 Motivation 

Measuring cross sections answers some of the fundamental questions that first arise 

when some phenomenon is observed: "Why did that happen?", "How often does 

that happen?", "What are its properties?". In the case of the hadroproduction of 

charm (the production of charm in hadronic collisions), these questions have been 

unsettled for some time. The size of the total cross section, its dependence on target 

material and on beam species, and the shapes of the differential cross sections have 

been controversial topics.1 This situation, however, probably occurs for any field of 

study in its infancy. 

One of the topics which has spawned some controversy concerns the differential 

cross sections for charmed mesons, n± and D0 /f5°. Historically, the form with which 

most groups parametrized the single particle differential cross section is 

a?-u bp2 
--- ex: (1- xFre- t. 

dxFdp~ 
(1.1) 

In this equation, 

1 References (55] and (9] chronicle in more detail the history of the study of the charm 
hadroproduction. 
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XF = Feynman-x, the longitudinal momentum fraction, 

z 

s 

Pt 

= 2p:10, 
= 

= 

z-momentum in the center of mass system, 

direction of the beam momentum, 

center of mass energy, 

the transverse momentum, 

VP;+ P~· 
The variables XF and p; are the longitudinal and transverse momentum variables. 

They are the production variables for a given charmed meson. The parameters n 

and bin equation 1.1 determine the shapes of the XF and p~ distributions. Gunion 

[31] suggested the form (1 - XF )n for XF ~ 1, but most groups have used it over 

the entire range of XF. It provides a simple and adequate parametrization over most 

of the XF range. 2 Phenomenological models for the hadronic production of states of 

mass lower than the charm mass suggest the form of the p~ distribution in equation 

1.1. Empirically, it works for the lower mass states (52, p. 13], and at low p~ it also 

is applicable to charm production. 

Of course, the form in equation 1.1 is only a phenomenological parametrization, 

but a major motivation for the study of the differential spectra is to probe the theory 

of the strong interaction, Quantum Chromodynamics (QCD). The framework for cal­

culating hadroproduction cross sections for charm quarks is the QCD Parton Model. 

This prescription requires two inputs. The first is a set of den.sity functions describ­

ing the momentum distributions of the partons inside the interacting hadrons. The 

second is a set of parton-parton, hard scattering cross sections for the production of 

charm quarks. One calculates these parton-parton cross sections as a perturbative 

series in powers of the strong coupling, a •. The charm quark cross section follows 

upon convoluting these parton-parton cross sections with the momentum densities of 

the partons inside the interacting hadrons. 

This perturbative expansion in the strong coupling, a., should be most reliable for 

heavy quarks (b, t) and nearly, if not totally, useless for light quarks ( u, d, s ). Because 

2In chapter 6, I show evidence that the parametrization in zp in equation 1.1 is inadequate for 
very small values of x,p. 
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the charm quark has a mass, me~ 1.5 GeV, charm is in the transition region between 

light quarks and heavy quarks. Understanding how well the perturbative calculation 

describes charm production is an important goal.3 In an effort to contribute to this 

goal, I study the shapes of the differential distributions for D± and D0 /D° using the 

'IT- beam data from Fermilab fixed target experiment E769. 

1.2 Previous Experiments and E769 

In table 1.1, I list results from early fixed target experiments which studied the dif­

ferential cross sections using a 'IT- beam. The table summarizes the measurements of 

the differential distributions in charm hadroproduction up to the time at which E769 

collected data. For those entries labeled as two-component fits ( "2-comp. fit"), the 

numbers.in parentheses are the fractional amounts of the distribution which corre­

spond to each value of n. If it is available, the range used in the data fit accompanies 

the entry for a parameter value. In the NA18 paper, Badertscher, et al. parametrized 

the invariant differential cross section as Edu/ dxF ex (1 - XF )" and obtained a value 

of n=0.7± 
0

·
9

. The value of n in table 1.1 for NA18 comes from my reanalysis of the 
0.7 

data presented in Table 2 of their paper [10]. For the reanalysis, I used bin sizes 

of 0.1 in XF, and I fit the data to the form du/dxF ex (1 - xF)" over the range 

0.Q < XF < 0.5. 

Among the experiments listed in table 1.1, the shapes of the transverse momen­

tum distributions are generally consistent within uncertainties. This is also true for 

the longitudinal momentum distributions, but the data also indicate "leading par­

ticle" effects. "Leading" refers to an effect by which a hadroproduced charm state 

contains one of the projectile's valence quarks, thus obtaining a proportionally larger 

longitudinal momentum. The net result of such an effect is a smaller value of n for 

the leading sample of events than for the nonleading sample. 

The LEBC-EHS collaboration reported such leading effects from their 'IT- beam 

data in CERN experiments N A16 and N A27 [1] [2]. In fitting separately their leading 

3 In chapter 2, I discuss in more detail QCD and how the study of charm hadroproduction probes 
it. 
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and nonleading samples from NA27, they found a difference of 6.1±1.6 between n 

values, an indication of a strong leading effect. In fitting the entire sample to a two­

component function, ai(l - XF )""1 + a2(1 - XF )n2 , they discovered a large difference 

between ni and n2 from both their NA16 (~n12 = 5±3) and NA27 (~n12 = 6.8±2.3) 

data sets. In a different experiment, the ACCMOR collaboration in CERN NAll 

extracted a very small value of n, an indication of production at large XF in their 

7r- data [11]. In the first run of CERN NA32, their next experiment, the ACCMOR 

group found less significant evidence for strong leading or two-component effects [12]. 

They found a difference between n values from their separate leading and nonleading 

samples of 1.2 ± 0. 7 and a difference ~n12 = 5.6 ± 4. 7. 

These early experiments on charm hadroproduction gathered on the order of 100 

events or less as is evident from table 1.1. The uncertainty surrounding the production 

distributions (and the other topics in charm hadroproduction) motivated efforts to 

collect much larger samples. Fermilab (FNAL) fixed target experiment E769 is one 

such effort. Operating in the Tagged Photon Lab (TPL) at FNAL, E769 employed 

virtually the same spectrometer which the charm photoproduction experiment E691 

had successfully employed. That experiment gathered roughly 10000 charm events. 

E691 's main tool for finding charm was a silicon microstrip detector system which 

they used to identify charm vertices in the events. E769 proposed to apply the same 

technique by using a mixed hadron beam ( 7r, K, p) and a multifoil target of four ele­

ments to hadroproduce (rather than photoproduce) its charm sample. The absolute 

cross section for charm is larger in hadroproduction than in photo-production. Rela­

tive, however, to the total inelastic cross section, the charm cross section is smaller, 

and the primary interaction multiplicity per event is higher. Extracting the charm 

signal becomes more difficult. 

To combat these difficulties, E769 relied on a nearly unbiased trigger and an 

enhanced data acquisition system to collect roughly 370x106 events on nine thousand 

6250 bpi tapes. This is approximately four times the number of events which E691 

collected, but because the charm yield per event is less in hadroproduction, we still 

expected a smaller total charm sample. The goal was approximately 4000 charm 

events, and eventually we collected roughly 3000 events. Compared to any of the 
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Expt Beam/Tgt Energy Sample Events n b Ref 

{GeV) {Gev-2 ) 

NA16 "Ir- /p 360 D±,D0 /fJ 27 2.8 ± 0.8 1.1±0.3 [1] 

(0.0 < :r:p < 0.8) (o.o < p~ < 3.o GeV2 ) 

{1983) D±,D0 /fJ 27 {70%) 6 ± 3 

{2-comp. fit) (30%) 1±1 

(:r:p > 0) 

NA18 "Ir- /C3Fa 340 0±,0°/fJ 20 3.7± 1.4 [10] 

{1983) {0.0 < :r:p < 0.5) 

NAll 7r-/Be 175 & 0±,0°/fJ 200 0.8± 0.4 1.1±0.5 (11] 

{1983) 200 (0.0 < :r:p < 0.9) (0.0 < p~ < 4.0 GeV2 ) 

NA27 "Ir- /p o±,n°/ff 3.8± 0.63 
± 0.18 [2] 360 57 1.18 

0.16 

(0.0 < :r:p < 0.9) (0.0 < p~ < 4.5 GeV2
) 

{1985) lead(D-,D0 ) 1.8 ± 0.6 
0.5 

(0.0 < :r:p < 0.9) 

nonle&d(D+ ,D°) 7.9± 1.6 
1.4 

(0.0 < :r:p < 0.5) 

n±,n°;D° 
2.5 

57 {80%) 7.5 ± 
1.7 

(2-comp. fit) 
1.0 

{20%) 0.7± 
0.7 

(:r:p > 0) 

NA32 "Ir- /Si 0±,0°/ff' 
0.4 0.12 

[12] 200 114 2.5± 1.06± 
0.3 0.11 

(0.0 < :t:p < 0.8) (o.o < p: < 4.5 GeV2 ) 

(1988) le&d(D- ,D0 ) 
0.5 ± 0.20 

2.1± 1.22 
0.4 0.17 

(0.0 < :t:p < 0.8) 

nonle&d(D+ ,D°) 3.3± 0.6 0.12 
0.91± 

0.5 0.11 

(0.0 < :r:p < 0.7) 

n±,n°/n--- 114 (60%) 7.6 ± 4.6 

(2-comp. fit) (40%) 2.0 ± 0.7 

(:t:p > 0.0) 

Table 1.1: Pre-E769 Results on Production Distributions from 7r-N ~ D X Data. 

All uncertainties are statistical only because none of the experiments estimated a 

systematic uncertainty. See the text for details. 
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experiments listed in table 1.1, this represents more than an order of magnitude 

increase in sample size. 

With this data set, E769 expects to contribute to the understanding of charm 

hadroproduction. The total cross section, the differential cross sections, and their 

dependences on atomic mass and beam species are all topics in need of study. As 

evidenced in table 1.1, the differential cross sections are certainly one topic in need 

of clarification. Using a sample of 1300 n± and D0 /D° events from 7r- interactions 

to measure the shapes of the differential cross sections for charm helps to pursue this 

goal. 

6 
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Chapter 2 

The Hadroproduction of Charm 

2.1 The Standard Model and the Strong 

Interaction1 

The Standard Model of elementary particle physics forms the basis for the current 

understanding-of the fundamental particles and interactions in nature. In its simplest 

form, it is comprised of two families, the leptons and the quarks, each family with 

six spin-1/2 members. Of the six leptons, three, the electron (e), the muon(µ), and 

the tau ( r ), each have have -1 unit of electrical charge. Each also has an electrically 

neutral partner, called a neutrino (Vi~:, vµ., v.,. ). All of the six quarks are electrically 

charged. The quarks, up (u), charm (c), and top (t), all have charge +2/3 relative 

to the magnitude of the electron's charge. The quarks, down ( d), strange ( s ), and 

beauty (b), all have -1/3 unit of charge. In each family, each particle also has an 

antiparticle partner which has the same mass but opposite quantum numbers. 

These particles interact via three known forces, gravity, the electroweak (EW) 

force, and the strong force. Although both families of particles are subject to it, 

gravity is generally only of practical consequence on macroscopic and larger scales. 

The EW force is the unification of the electromagnetic and weak forces according to 

1 In this section, I give only the minimal introduction to particle physics necessary for continuity 
and for introducing the strong force. For a more complete introduction to elementary particle 
physics, see references [32], [49], (5], or any of several good introductory texts. 
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the Glashow-Weinberg-Salam model. It encompasses a wide range of phenomena in 

electricity, magnetism, and particle decay. Apart from gravity, the lepton family is 

subject only to this force. The third force, the strong force, binds together quarks 

into hadronic particles which experimenters detect in their spectrometers. The quark 

family is subject to both the strong and the EW forces. 

In the EW model, the leptons and quarks interact by exchanging EW field quanta. 

These field quanta are a set of two spin-1, neutral particles, 'Y and zo, and two spin-1, 

charged particles, w±. The r is massless, and it mediates the electromagnetic (EM) 

portion of the EW force. On the other hand, the zo and the w± are all massive 

(mzo ~ 91 GeV, mw± ~ 80 GeV), and they mediate the weak portion of the EW 

force. Because the "Y is massless and the zo and w± are massive, the EM and weak 

forces have different effective strengths. Their ranges, thus their effective strengths, 

scale as 1 / M, in which M is the mass of the field quantum. Because M"Y = 0 and 

Mw,z are large, the range of the EM force is infinite, and the range of the weak force 

is small. Nevertheless, the EM and weak forces are intrinsically of the same strength. 

Only the massiveness or masslessness of the field quanta determines their effective 

strengths. 

Prior to their unification, two separate theories had described these two suppos­

edly disparate forces. Quantum Electrodynamics (QED) describes the interactions 

of charged particles via the exchange of the photon, "Y. Fermi was the first to de­

vise a field theory of the weak interactions. The Fermi theory described the weak 

interactions, not as mediated by the exchange of weak field quanta., but as a. point 

interaction. Given that the weak force is of quite short range, the approximation of a 

point interaction was a natural beginning. Because the EW theory now gives a deeper 

a.nd more encompassing understanding, it has superseded Fermi's original theory. 

Just as QED is the field theory of EM interactions, Quantum Chromodynamics 

(QCD) is the field theory of strong interactions. Much of QCD resembles QED. 

QED describes the interactions of charged point particles which exchange massless 

EM field quanta, photons. Similarly, QCD describes colored point particles, quarks, 

which exchange massless strong field quanta, gluons. The "color charge" in QCD is 

the a.na.log of the electric charge in QED. 
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Although ma.ny similarities exist between QCD and QED, QCD also has some 

marked differences. Whereas QED has only one kind of charge (and its anticharge ), 

QCD has three kinds of color (and their anticolors ). They are commonly labeled 

red ( r ), blue ( b ), green (g) and anti-red (r), anti-blue (b), anti-green (g). Whereas 

QED contains only a single kind of photon, QCD contains eight kinds of gluons. 

QED has only a single photon because the photon is uncharged; it is not a source 

of the electromagnetic field. QED and other theories with this property are Abelian 

theories. 2 In contrast, the gluon states in QCD are linear combinations of bi-colored 

states. The gluons themselves are sources of the strong field. Not only can two quarks 

interact by exchanging a gluon, a gluon can interact with a quark by exchanging a 

gluon. Similarly, two gluons can interact by exchanging a gluon. In contrast to QED, 

such theories are non-Abelian. 

This self-interaction property of QCD makes its asymptotic behavior much dif­

ferent than QED's. In QED, large momentum transfer (short distance) interactions 

are stronger than small momentum tr~nsfer (long distance) interactions. The intrin­

sic coupling between charged particles decreases with distance. Conversely, in QCD 

short distance interactions are intrinsically weaker than long distance interactions. 

The quarks are asymptotically free at short distance. At long distances in QCD, the 

intrinsic strength of the strong force appears to increase without bound, trapping 

the quarks in their hadronic bound states. In fact, in a leading order perturbative 

calculation, the coupling strength, a., varies with momentum transfer Q2 as 

(2.1) 

In this equation, n1 is the number of active quark flavors at the scale of the momentum 

transfer Q2
• For example, in charm production n1 = 4 because four quarks ( u, d, 

s, c) have masses at or below the scale of the charm quark's mass. The momentum 

transfer Q2 is the renormalization scale. It sets a scale for evading divergences which 

2For the purposes of this section, I have defined Abelian only in terms of whether the field quanta 
in a theory may self-interact (act as a source of the force field). The deeper meaning of the word 
is that the generators of the gauge group in the theory are noncommutative. This condition gives 
rise to the self-interaction terms in the theory. Detailed discussion of this point is tangential to the 
purposes of this introduction, but references [5], [32], and [49] contain more details. 
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otherwise appear in higher order perturbative calculations. The constant A sets a 

scale for the nonperturbative regime of QCD in which a,, ".J 1. Apparently, a,, does 

increase without bound as Q2 ~ A 2 from above. This conclusion, however, is not 

rigorous because the conditions under which this expression is valid are no longer 

true as a,, becomes large. But the hint is there. This strong binding limit and the 

non-Abelian character of QCD make it richer in structure and more complicated than 

QED. 

2.2 Charm Hadroproduction in the QCD Parton 

Model 

2.2.1 Overview 

One domain for investigating the properties of QCD is the hadronic production of 

charm. The basic inclusive, charm-producing process of interest to an experiment 

such as E769 is H1 (P1 ) + H2(P2 ) ~ C(P) + X. H1,2 are two interacting hadrons with 

momenta P1,2 ; C is a charmed hadron with final state momentum P; Xis anything 

else that the interaction produces in the final state. This is a hadronic level description 

of charm production. A more fundamental description of the process should be at the 

level of the partons: the gluons and the quarks contained within the hadrons. The 

QCD Parton Model is a prescription that allows calculation of the cross sections for 

this process at the level of the partons. Inherent in the prescription is the assumption 

of factorization, that one can break the cross section into long-distance and short­

distance pieces. The long-distance piece represents the nonperturbative regime of 

QCD, which is uncalculable analytically. The short-distance piece represents the 

perturbative regime which is calculable as an expansion in the strong coupling, a •. 

The model has three main ingredients. The first is a set of parton momentum 

density functions for each incident hadron. They take the calculation from the non­

perturbative level of the hadrons to the level of the parton constituents. The second 

ingredient is the partonic cross section. This requires a perturbative QCD calculation 

of the charm-producing interactions between quarks and gluons. According to the 
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Parton Model, this is an interaction between free partons. The third main ingredient 

is the fragmentation function. It models the transition back to the hadronic level as 

the produced charm quark becomes a charmed hadron. 

In the QCD Parton Model the invariant differential cross section for the production 

of unfragmented charm quarks is a convolution only of the first two ingredients [24, 

p. l]: 

(2.2) 

This expression describes the cross section for the process H1(P1 ) + H2(P2 ) ~ c(P) + 
X. 3 In this equation, 

( E, P) = the 4-momentum of the produced charm quark; 

Uij = the perturbative QCD cross section for the 

interaction between partons i and j; 

z1,2 = the momentum fractions for the interacting 

partons in hadrons H 1,2; 

P1,2 = z1,2P1,2; 

Q2 = the scale of the interaction; 

fl' 2 = fractional momentum density for parton i in hadron H1,2· 

The sum extends over all light constituent partons (the gluon and quarks u, d, s) 

of the hadrons H1 ,2 . An assumption in this model is that all light constituents are 

massless. This simplifies the calculation of the matrix elements for the partonic 

processes. Another assumption in this model is that the initial state partons inside the 

hadrons H1,2 have small intrinsic transverse momenta4 compared to their longitudinal 

momenta. The calculation ignores any such momenta. For production of a "heavy" 

quark such as cha.rm,5 the scale Q2 of the interaction is usually O(m~). 

Nason, Dawson, El_lis (NDE) have used this formalism to calculate the differential 

cross section for hadroproduced charm quarks [46]. They calculate the perturbative 

QCD cross section Ui; to third order in a.. Although they chose not to fragment 

3 Note that I use lowercase c to distinguish the charm quark from the charmed hadron C in the 
first paragraph of this section. 

4Intrinsic transverse momentum is the transverse momentum of the partons in the bound state. 
5Section 2.2.3 discusses whether the charm quark's mass is large enough for a reliable perturbative 

calculation. 
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the c-quark into hadrons, the cross section for charmed hadrons C then follows by 

convoluting the cross section, equation 2.2, for charm quarks c with the charm frag­

mentation function. 

2.2.2 From Hadrons to Quarks: Parton Density Functions 

The QCD Parton Model describes the cross section in equation 2.2 as the product of 

two pieces, the density functions l•2 and the parton-parton cross section ui;.6 This 

form is a factorization of the cross section into a nonperturbative, long-distance piece 

f and a perturbative, short-distance piece u. The f's are the input information on the 

nonperturbative bound state behavior of the partons within the hadron. The function 

f;.k(x, Q2) is the probability density at the interaction scale Q2 that parton i carries a 

fraction x of the momentum of hadron k. In the Parton Model without QCD, these 

functions would be independent of Q2 and would simply describe the distribution of 

momenta among the valence quarks in the incident hadrons. With QCD included, the 

valence quarks exchange gluons which then carry some fraction of the hadron's total 

momentum. In addition, the gluons can also fluctuate into quark-antiquark or gluon 

pairs, thereby feeding back momentum into the quark components of the hadrons 

or retaining it in the gluon components. Because the coupling of gluons to either 

quarks or gluons depends on a.(Q2
), this feedback, and therefore the momentum 

distributions, must depend on the scale of the interaction Q2
• 

Through these parton density functions, the charm cross section also obtains a 

beam dependence. Protons contain three valence quarks whereas pions and ka.ons only 

contain two. In principle, this means that the distribution of momenta among the 

partons in protons should be different than the distributions in pions or kaons. The 

differential cross section for charm production in pp interactions should, therefore, be 

different than that for 7rp interactions. Although they do not calculate the production 

from kaon beams, NDE use the limit in which the quarks u, d, s are massless. In 

6 The density functions fl"J are often loosely called "structure functions". However, in the simple 
parton model originally conceived for electron deep inelastic scattering, the structure functions are, 
in fact, Q2-independent, linear combinations of the parton density functions/. References [49], (32], 
and (48] contain more details on the relationship between the density functions f and the structure 
functions. 
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Figure 2.1: Owens Set 1 Parton Density Functions of the Pion (47]. The functions 

v(x), g(x), s(x) represent, respectively, the valence quark, gluon, and sea quark den­

sity functions of momentum fraction x. 

this limit the kaon and pion density functions should be the same, but searching for 

differences in pion and kaon charm production is interesting. Because gluon fusion 

should dominate at E769's energy, a significant difference in production might reveal 

the effect of the more massive s quark on the gluon distributi~n of the kaon. E769 

has the ability to observe these effects. The main focus of this thesis, however, is 

charm production from 7r-p interactions. 

Nason, Dawson, and Ellis (NDE) use the parton distribution functions of Owens 

(set 1) [47] and of DFLM [22] for the pion and the proton, respectively. Figure 2.1 

shows the parton momentum density functions for the pion, and figure 2.2 shows those 

for the proton. For the pion, Owens extracts the density functions from data on di­

muon and J / 1/; production. He provides a set of density functions parametrized in Q2 

for Q2 ~ 4 Ge V2 • In their calculations, NDE use the scale Q2 = 4( m~ + pn, in which 

me= 1.5 GeV and Pt is the transverse momentum of the produced charm quark [46, p. 

83). The figure shows the density functions of the pion at NDE's scale Q2 = 4m~. For 
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Figure 2.3: Leading Order Charm Production in QCD. 

the proton, DFLM have educed their valence and gluon density functions primarily 

from deep inelastic neutrino scattering. For the sea quarks, they also employ results 

from Drell-Yan production to help fix the form of their parametrization. DFLM have 

computer programs available to evolve their density functions in Q2
, but in reference 

[22] they only report on the proton density functions at the scale Q2 = 10 Ge V2
• 

Figure 2.2 shows the density functions at this scale. 

2.2.3 Parton Interactions: The QCD Parton Cross Section 

The second ingredient in the formalism for the hadroproduction of charm is the parton 

cross section, ai;. It is the short distance cross section for charm quark production 

from the interaction of partons i and j. If, as hypothesized, short distance (large 

Q2
) interactions characterize charm production, then ai; should be calculable as a 

perturbation series in the running coupling, a.( Q2
). At leading order (LO) in the 

series, the parton processes which produce charm are gluon-gluon fusion (gg -+ cc) 

and quark-antiquark annihilation ( qq -+ cc). The Feynman diagrams in figure 2.3 

represent the lowest order in the series, 0( a~). 

NDE have advanced this calculation a step beyond LO by calculating the short 

distance cross section to 0( a!). At this order, processes with virtual and real gluon 

emission enter. Also, a new process enters at this order, qg -+ qcc. At E769's beam 

energy of 250 Ge V / c, the gg fusion process dominates the production. It accounts for 

more than 953 of total cross section [37, p. 14]. The gluon density functions of the 
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Figure 2.4: Next-to-Leading Order Charm Production in QCD. These are examples 

of some gluon emission diagrams which contribute to 0( a!). 

last section are, therefore, particularly important for calculations in E769's energy 

regime of Vs= 21.7 GeV. In figu_re 2.4 are some examples of these diagrams. 

After convoluting the short distance cross section with the parton density func­

tions, the end result of adding the next-to-leading order (NLO) diagrams to the 

calculation is that the total cross section increases by roughly a factor of 3 [45]. The 

shape of the differential cross section, however, remains essentially the same as the 

shape of the LO differential cross section [46]. In figures 16 and 17 of reference [46], 

NDE have plotted the LO and the NLO differential distributions. For pp interactions 

at center of mass energy 630 Ge V, these figures show that the LO and the NLO distri­

butions have nearly the same shape. One way of quantifying the differences between 

the LO and NLO curves is to examine their ratio as a function of the production 

variables. Figure 2.5 shows that the ratio is nearly constant over the rapidity range 

0 < y < 4 and over the transverse momentum range 0 < Pt < 3 Ge V. Over these 

intervals, the average ratios of NLO to LO cross sections are Ry = 2.53 ± 0.08 and 

Rpt = 2.22 ± 0.29. 

In figure 2.6 is the differential cross section in XF for unfragmented charm quark 

production in NLO. The mass of the charm quark is at NDE's standard value of 1.5 

GeV. The points in the figure are from the theoretical plot in reference [46, fig. 21]. 

Because the shape is the main interest, the theoretical points are normalized so that 

the first point is one. Fitting the theory points in the range 0.1 ~ XF ~ 0.6 to the 
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Ge V. The points for these plots are from the curves in figures 16 and 1 7 of reference 
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Figure 2.6: NLO Charm Quark Differential Cross Section in XF· The points are from 

[46, fig. 21]. The mass of the charm quark is 1.5 GeV. The points are normalized so 

that the first point is one, and the curve is a fit over the range 0.1 ::; XF ::; 0.6 to the 

form (1 - xFr. 

form (1 - XF )n yields ntheory = 4.25. This range in XF anticipates the fit to the data 

distribution. 7 

In figure 2. 7 is the leading order, theoretical differential cross section in Pt for 

unfragmented charm quarks. In reference [46], NDE do not report the differential 

cross section in transverse momentum for 7r-p interactions. Because the LO and 

NLO shapes are roughly the same, the theoretical points for the differential cross 

section in Pt from a LO calculation by Ellis [25, fig. 4] should suffice. The charm 

quark mass for this plot is 1.2 Ge V. The parton density functions are from Duke and 

Owens (set 1) [23] for the proton and Owens (set 1) [47] for the pion. Again, because 

the shape is the main focus, the theoretical points are normalized so that the first 

point is one. Fitting the theoretical points over the range 0.8 ::; Pt ::; 2.4 GeV to the 

form e-b'Pt yields b~heory = 2.16 Gev-1 . This range again anticipates the range in Pt 

7See chapter 6. 
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form e-b'pt. 

of the fit to the data distribution. 

Because the charm quark has a relatively small mass of 1.5 GeV, the reliability 

of this formalism for charm production is difficult to estimate. NDE use a value of 

A == 260 MeV [46, p. 83]. The mass of the charm quark is nearly 6 times larger than 

A, but the log function in the expression for a., greatly suppresses the factor of 6. This 

means that a., decreases slowly as a function of Q2 and in principle the perturbative 

expansion requires more terms to converge. If it were possible to calculate the series 

to all orders, the expression for the cross section would be independent of Q2 (46, p. 

68]. Operationally, one can only calculate the perturbative expansion up to a finite 

order in a 6 , so uncertainties arise from neglecting higher order terms. 

The typical method for examining such theoretical uncertainties is to change 

the scale Q2 between Q2 
/ 4 and 4Q2 • This scale change indicates the level of Q2 

dependence residual in the calculation. It, thus, suggests the effect of excluding 
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higher order terms. For small transverse momenta, NDE's scale is then in the range 

m~/4 < Q2 < 4m~, or 0.6 < Q2 < 9 GeV2
• Most available sets of parton density 

functions require Q2 > 4 Ge V2 , so the parton densities are not even known in the 

lower end of this range. If one calculates the parton densities at low Q2 values, the 

Q2-evolution equations become unstable [46, p. 83). For these reasons, NDE do 

not even attempt to estimate the theoretical uncertainty in their calculation of the 

differential cross sections for charm. They state: 

We stress that in all cases errors will be very large, and their estimate very 

difficult, so that our results will have at best a qualitative significance [46, 

p. 83]. 

2.2.4 From Charm Quarks to Charmed Hadrons: Fragmen­

tation 

The calculations of the QCD Parton Model outlined in section 2.2.3 describe the 

short-distance production of unfragmented charm quarks. Because QCD is confining 

at large distances, these charm quarks must eventually fragment (or hadronize) into 

charmed hadrons. These are the particles which the experimenter finally observes. 

Values of a 6 > 1 characterize QCD at long distance, so a perturbative calculation in 

aa is impossible [18]. Since no one knows how to do an analytic calculation from first 

principles, QCD-inspired models must fill the void. 

Three fragmentation models are common, Independent Fragmentation (IF), Clus­

ter Fragmentation (CF), and String Fragmentation (SF) [51]. In IF, the produced 

partons fragment into hadrons independently of each other and independently of any 

4-momentum, flavor, and color constraints. The algorithm in this model is to adjust 

these at the end of the fragmentation. In CF, primary partons branch into next gen­

eration partons which branch again. This continues such that a shower of partons 

evolves. Applying perturbative calculations, CF operates at the parton level. Be­

low a threshold energy, the partons combine into hadrons. SF models the color field 

between two partons as a one-dimensional string. As the pair separates, the string 

20 

-----------------~-



stretches until it breaks into a pair of light quarks. These then combine with the origi­

nal partons to form hadrons, or the process of stretching and breaking continues until 

the remaining energy is below a threshold. Unlike IF, SF conserves 4-momentum, 

flavor, and color at each step in the iteration. 

The concept of fragmentation is particularly interesting for heavy quarks such as 

charm. Because fragmentation is a low energy phenomenon, the production of light 

qq pairs drives the process. For example, in SF the probability that light qq pairs form 

from the broken string is high. The production of a cc pair is highly unlikely in the 

fragmentation process itself. The charmed hadron resulting from the hadronization 

is, therefore, overwhelmingly likely to contain the primary charm quark produced in 

the short-distance interaction. This is not true for light quarks produced in a hard 

interaction. 

Because fragmentation is analytically uncalculable from first principles, phenomeno­

logical functions must describe the process. The fragmentation function Dl/ ( z) is the 

probability density that hadron H will contain quark q and that H will carry a frac­

tion z of q's original momentum. In terms of the Feynman-x variable,8 the fraction 

z = ~, in which x F is the Feynman-x of the charmed hadron and x F is the Feynman­

x of the charm quark. The probability density that H carries momentum XF when 

the primary charm quark carried momentum XF is then 

(2.3) 

The convolution of the charm quark differential cross section fc( XF) with the kernel 

g~ yields the charmed hadron differential cross section fH(XF ): 

(2.4) 

1 d" 
f ( ) 1 (.. ) H XF XF 

H XF = Jc XF De (-.. )-.. -. 
'Zp XF :CF 

(2.5) 

Within the context of String Fragmentation, Andersson and Bowler have derived 

analytic expressions for the fragmentation function D::_1 [18). Using other models, 

Kartvelishvili and Peterson have derived other forms. Andersson and Bowler [18] 
8See chapter 1 for a definition of Zp. 
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Figure 2.8: Correspondence of x+ and x to x F at Vs == 21. 7 Ge V · In these curves, 
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Peterson (18] parametrize their fragmentation functions with the variable x = ~. 
In these variables, all energies and momenta are in the center of mass system. As 

Pt ~ 0, both x+ and x approach XF. In fact, for Pt r.J O(mc), at E769's center of 

mass energy of 21. 7 GeV, x+ and x are nearly equal to XF over most of the range of 

XF. Figure 2.8 shows the correspondence. I therefore use the fragmentation functions 

D!j as a function of x F. 

Bortoletto et al. [18] tabulate these functions, and they have used e+e- data 

on charm production to fit the parameters of the analytic expressions for D~(z). 

Figure 2.9 shows the fragmentation functions. I use equation 2.5 to convolute D~ 

with the differential cross section for unfragmented charm quarks, fc( XF ). For the 

theoretical distribution of charm quarks, fc, I use the form (1 - XF )n with n = 

4.25 as described in section 2.2.3. I chose the Peterson function to exemplify the 

effect of the fragmentation on the charm quark distribution (see figure 2.10). Plainly, 

the fragmentation softens the distribution. Comparing E769's data distribution for 
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Figure 2.9: Charm Fragmentation Functions. I have normalized all functions so that 

their maximum values are one. 

charmed mesons to the theoretical, unfragmented charm quark distribution will help 

elucidate the effects of fragmentation. 

2.3 Additional Mechanisms? 

NDE's application of the QCD Parton Model is straightforward. Their calculation 

does not contain any special effects beyond the basic ingredients. Calculations at lower 

orders of a. have been known for some time, but the evidence for strong leading effects 

from early experiments9 were in disagreement with them. This led some authors to 

introduce additional mechanisms into the model to account for such effects. For 

example, Brodsky hypothesized an intrinsic charm component to the proton [19]. 

The intrinsic charm is part of a nonperturbative, five-quark, bound state, luudcc >, 

which mixes with the normal bound state of the proton, luud>, at the level of 1 %. 
The term "intrinsic" means that the bound state behavior within the proton causes 

9See chapter 1. 
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the cc to exist for long time scales. The cc pairs in the quark sea are distributed at 

small fractional momentum, but in this model the intrinsic charm is distributed at 

large fractional momentum in the proton. Consequently, the diffractive production 

of charm at large x F is enhanced. 

Another mechanism to explain possible leading production is a beam dragging 

effect. If the charm quarks emerge at low Pt, they may interact upon hadronization 

with the so-called spectator valence quarks remaining from the beam hadron. Since 

these stray beam fragments are presumably moving nearly along the beam line, they 

can drag the produced charm quarks to large XF. In a 7r- beam, a u or d quark 

fragment from the 7r- can pair with a c or a c, respectively, to form a n° or a n-. 
These are the leading particles which might appear at large XF· 

ND E's basic calculation at 0( a!) does, in fact, contain an asymmetry in the pro­

duction of c and c. This is not, however, a "leading particle" effect. At order O(a!), 

c and c production are the same. The asymmetry at 0( a!) arises from interference 

diagrams when the calculation includes radiative corrections [46, p. 85]. The size of 

the asymmetry is small. At XF = 0.4, 0.6, 0.8, the differential cross section for c is 
larger than that for c by a factor of 1.04, 1.10, 1.15, respectively [46, p. 86]. Further­

more, the asymmetry is not related to the flavors of the quarks in the beam. For n+ 
and n- produced from a 7r- beam, the asymmetry and a leading particle effect are 

in the same direction. For D0 and D° they are in opposite directions. Consequently, 

differentiating the effect of the asymmetry from the leading particle effect requires the 

comparison of the production differences in the charged D's to those in the neutral 

D's. Chapters 6 and 7 will examine whether these effects are evident in the data. 
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Chapter 3 

The E769 Spectrometer 

Faced with the theoretical and experimental questions surrounding the hadroproduc­

tion of charm, Fermilab (FNAL) experiment E769 emerged to address them. The 

principal goals of the experiment are to study the total and differential cross sections 

for the hadroproduction of charm by examining their beam (sometimes called "fla­

vor") and atomic mass dependences and by searching for leading particle effects. On 

the heels of the successful charm photoproduction experiment E691, E769 proposed 

to use the same fixed target spectrometer, located in the Tagged Photon Lab (TPL),. 

which that experiment had successfully employed (figure 3.1 ). 

Of course, the TPL spectrometer needed upgrades and additions to customize 

it for use with a hadron beam. In particular, to achieve the goal of measuring the 

beam dependence, the E769 group added two beam tagging elements, a differential 

isochronous self-focussing Cerenkov counter (DISC) and a transition radiation de­

tector (TRD) to identify the beam event by event.1 Because the experiment used a 

charged beam, the group added eight planes of proportional wire chambers (PW Cs) 

and two planes of silicon microstrip detectors (SMDs) for beam tracking. To aug­

ment further the downstream tracking capabilities of E691 's spectrometer, the group 

added two planes of SMDs and two planes of PWCs. For recording the data from this 

upgraded spectrometer, the E769 group also installed a newly-built data acquisition 

1Sections 3.2.1 and 3.2.2. 
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• The DA design was based on a small farm of microprocessors, and 

it was capable of high rates of data collection. With an enhanced spectrometer and 

enhanced data-taking capability, E769 hoped to gather the world's largest sample of 

hadroproduced charm. 

3.1 The Beam 

Production of the beam for all experiments at FN AL begins by accelerating H- ions 

up to 750 KeV /c with a Cockroft-Walton accelerator. Following this initial stage, a 

linear accelerator (LIN AC) receives the H- beam and accelerates it up to 200 Me V / c. 

As it enters the next stage, the booster, the H- beam passes through a carbon foil 

which strips the electrons from the ions and converts them to protons. The booster 

then increases the beam momentum to 8 Ge V / c and passes it to the main ring for 

acceleration up to 150 GeV /c. Finally, in the last stage, the main ring injects the 

proton beam into the Tevatron, which accelerates it to 800 Ge V / c. At this final 

momentum, the beam has a 19 ns structure in accord with the 53 MHz RF field 

2 Chapter 4. 
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which accelerated it. That 19 ns structure sets the scale for the detection times 

for all apparatus in the spectrometer. This 800 Ge V / c proton beam constitutes the 

primary beam from the Tevatron (figure 3.2). 

To provide beam to fixed target experiments, the primary beam must be extracted 

from the Tevatron and transported to the fixed target laboratories. In "spills,, of 22 

second duration and 60 second period, about 1013 protons are extracted from the 

Tevatron. A switchyard can then direct the beam to three fixed target areas, the 

Meson, Neutrino, and Proton areas. The Tagged Photon Lab (TPL) resides in a sub­

area of the Proton area, called the Proton East (PE) area. Of the original 800 GeV 

beam, about 1012 protons/spill interacted in a 30 cm long Be target. The products 

of the interaction eventually became the secondary beam for the Proton East area. 

A dipole magnet and a collimator downstream of this Be target selected the in­

teraction products, a mixture of 7r, K, and p, based on momentum. Then, as figure 

3.3 shows, two quadrupole magnets and one dipole magnet focussed and steered the 
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Particle Type Negative Beam Positive Beam 

7r 93±1 3 61 ±3 3 
K 5.2 ± 0.7 3 4.4 ± 0.2 3 
p 1.5 ± 0.3 3 34±3 3 

Table 3.1: Measured Beam Compositions for Negative and Positive Running [37]. 

beam toward the experimental enclosure, PE5, just upstream of the spectrometer's 

location in PE6. Before entering PE5, however, the beam passed through a final col­

limator. It was in PE5 that the beam underwent final focussing by four quadrupoles 

and that it encountered the beam tagging elements, a DISC and a TRD. With this 

mixed beam of 7r, K, and p at its disposal, E769 actually divided its running period 

into two sub-periods so that it could collect data using beam of both charges (table 

3.1). 

3.2 The Beam Tagging 

One of E769's goals was to measure the flavor dependence of charm hadroproduction, 

to answer the question: how does the species of the beam particle affect the production 

of charm? To answer that question it was necessary to know the identity, 7r, K, or 

p, of the incident beam impinging on the experimental target. As evident from table 

3.1, the K's comprised a small fraction of the beam for both polarities used in the 

experiment. To identify these K's was the main purpose of the differential isochronous 

self-focussing Cerenkov counter (DISC). With the large fraction of p's in the positive 

beam, the experiment also needed a second beam tagging element to discern 7r from 

p. Such was the job of the transition radiation detector (TRD). 

3.2.1 The DISC 

A particle passing through a medium at a speed faster than the phase velocity of light 

in that medium will cause the medium to emit Cerenkov radiation. The material emits 

this radiation at an angle Be with respect to the particle's trajectory, given by the 
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usual Cerenkov relation: 

In this equation, 

1 
cos Be = /3n 

/3 = v / c, the normalized speed of the particle; 

n the index of refraction of the medium. 

(3.1) 

In general, the index n depends on the wavelength of the light travelling through the 

medium. In E769, because each beam species at a momentum of 250 Ge V / c has a 

different velocity, Cerenkov emission angles differed. In fact, at 8~ = 24.5 mrad, the 

difference in the 7r-K angles was approximately 73 µrad. The DISC exploited this 

difference to distinguish K from 7r. 

The DISC itself was a chamber 5 meters long and 0.5 meters in diameter [36, p. 

108]. Its most downstream end held a spherical mirror which had its optical axis on 

the beam line. The mirror also contained a hole through which the beam passed. 

The DISC contained He gas, and as the beam particles passed through it, the mirror 

reflected the Cerenkov light back toward the most upstream end of the device. The 

light then passed through 2 sets of lenses. These lenses corrected for coma in the 

mirror and for chromatic aberrations caused by the wavelength dependence of the 

index of refraction. Finally, the Cerenkov light reached the upstream end of the 

DISC, where it fell upon a diaphragm. This diaphragm sat at the focal length of the 

mirror, and it contained an annular slit at a radius of 10. 75 cm from the optical axis 

[36, p. 109]. At this radius, the DISC detected Cerenkov light emitted at 8e = 24.5 

mrad via an axially symmetric array of 8 photomultiplier tubes behind the slit (figure 

3.4). 

In principle, it was possible to adjust this slit radius to tag K's emitting Cerenkov 

light at any angle. In practice, because the index of refraction, n, and thus Be, depend 

on the gas pressure, E769 always changed the pressure to tune 8~ = 24.5 mrad. In 

fact, scanning the pressure allowed the determination of the particular pressures at 

which Be for each beam species was 24.5 mrad. As figure 3.5 shows, the K sample 

formed a shoulder to the more abundant 7r sample. Consequently, to tag the kaons 
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Figure 3.5: DISC Pressure Curve. The large peaks on the left and right are for the 

7r's and p's, respectively. The shoulder on the 7r peak represents the K's [36, p. 110]. 

efficiently and cleanly required that the DISC pressure be 135.5 psi, just above the 

maximum in the K peak (figure 3.5). Under these operating conditions, the DISC 

was roughly 40% efficient for tagging K's, and the tagged sample contained less than 

13 contamination from ?r's [37, pp. 44 - 45]. 

3.2.2 The TRD 

Performing the kaon tagging with the DISC was not the entire solution to the beam 

identification problem. In the positive beam with its substantial fraction of protons, 

a transition radiation detector (TRD) distinguished the pions from both the protons 

and those kaons untagged by the DISC. Physically, as a charged particle crosses an 

abrupt boundary between two media, it will induce a time dependent polarization in 

the medium into which it enters. The polarization will emit transition radiation (TR) 

within a formation depth inside the entered medium, and it will do so in a forward 

cone of size 8 ~ ...,-1 [34, p. 685]. In the x-ray region, the intensity of this radiation 

is proportional to -r = 1 / v'l - {32, the speed dependent Lorentz factor (26, p. 7]. 

Thus, in a monochromatic (same momentum) beam, the intensity of their transition 

radiations distinguishes different species. In fact, from the 250 Ge V / c beam which 

E769 used, only pions should have radiated, the protons and kaons depositing only 
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minimum ionization energy (figure 3.6). The key physical characteristic which the 

TRD exploited was that the energy deposition from x-ray TR photons was larger 

than that from a minimum ionizing particle. 

Figure 3. 7 shows one of the detector modules of which the TRD was comprised. 

Each module contained eight polypropylene foils arranged along the beam direc­

tion and separated by Helium-filled gaps. The particles' passage through a He­

polypropylene boundary caused the transition radiation as discussed above. The 

TR photon detector was a pair of proportional wire chamber (PWC) sense planes 

stacked along the beam direction. Each plane consisted of 64 wires at 1 mm pitch. 

The PWC sense planes alternated along the beam line with three cathode planes, 

one upstream, one in between, and one downstream of the two PWC planes. The 

center cathode plane was separated from each of the other cathode planes by 6.35 
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Figure 3.7: A Single Module of the E769 TRD (26, figure 4]. 

mm, allowing a maximum drift time of 120 ns. This was about five of the 19 ns RF 

buckets in the Tevatron's beam structure. Because. Xenon has a high cross section 

for x-ray absorption, a gas mixture of 903 Xenon and 103 methylal filled the active 

volume of the doublet of PWCs. This mix provided a stable and linear gain at the 

nominal operating voltage of 2650 V [26, p.390]. 

The entire TRD was comprised of 24 such identical modules. The modules lay in a 

2. 79 meter linear stack along the beam line, making the detector segmented in depth. 

The design made it probable that the PWCs would detect about 1 photon/module. 

The electronics to read out the modules were, therefore, simple because each module 

reported roughly one cluster. 

The read out electronics for the TRD gathered together the signals from the 

wire planes in each module. Ganged into groups of four wires, the 64 wires in each 

sense plane made 16 sets of wires per plane. These 16 outputs became the inputs to 

the 16 channel amplifier/shaper discriminator cards. The threshold setting of these 

discriminators exploited the difference in signal size between the transition radiating 

pions and the minimum ionizing protons and kaons. A 16-channel LeCroy 4564 

CAMAC module performed a logical OR operation on the discriminator output to 
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r 

Figure 3.8: Number of TRD Planes vs. Number of DISC PMTs. The number of 

TRD planes hit (the long axis) vs the number of DISC PMTs hit. It is easy to find 

the peaks for 7r, K, p [26, figure 1]. 

give one logic signal per PWC plane. The logic signals then passed into a LeCroy 

4448 CAMAC latch module which fed them to the data acquisition system for output 

to tape and to the trigger system for online decision-making. 

In the offiine analysis, the logic signals from each plane determined if the plane 

was hit. Because pions caused TR, they deposited more energy than the minimum 

ionizing protons and kaons. Therefore, on average the pions caused hits in more planes 

than the other two beam species. From these TRD hit distributions derived the pion 

and proton probability distributions as a function of the number of TRD planes which 

recorded hits. For each particle ( 7r or p ), the functional form, f-,r,p(n; Pr), of the fit 

to the plane count distribution is the sum of two binomial functions. In the function 

fw,p, n is the number of planes which fired and 'Pr is a vector of binomial parameters 

which depend on the run number r. The two binomial functions accounted for the 

36 



(/) 
-+-' 

c 900 
Q) 

~ 800 
700 
600 
500 
400 
300 
200 
100 

0 
0 

Tr+p 

··········· p 

-----· Tr 

5 10 15 20 25 30 35 40 45 
TRD Plane Number 

Figure 3.9: TRD Probability Distributions. The solid curve is the fit function for the 

plane count distribution. The dashed curve is that only for the pions. The dotted is 

the fit function only for the protons. This set of curves is from run 1881. 

different hit probabilities in the front and back PWC planes in each module. If a 

beam particle from run r fired m TRD planes, the probability that it was a 7r is 

fw(m;P,.) 
(3.2) 

A similar equation is true for the proton beam probability.3 

Evidently, from figure 3.9, the ·7r and p curves overlap, so the p beam contam­

inates the 7r sample and vice versa. Requiring that the 7r beam be identified with 

larger probability decreases the contamination from protons, but it also decreases 

the efficiency for finding pions. As an illustration of this, figure 3.10 shows the pion 

contamination and efficiency curves averaged over all runs. For pion probabilities 

larger than 0.9, the contamination of the pion sample by protons is less than 1 %, 
and the pion efficiency is larger than 853. The joint information from the DISC 

and TRD distributions allowed the assignment of a beam identification probability 

3 See reference [37, chapter 3] for more details on the fitting procedure. 

37 



a. 
£ o.32 
c 
0 0.28 

-.,J 

0 
c: 0.24 
E 
0 0.2 ........ 
c 
0 

0.16 u 

0.12 

0.08 

0.04 

0 
0 0.2 0.4 J.6 0.8 1 

7T Beam Probability 

~ 
L.. 
0 

'+- 0.96 
>-. 
u 
~ 0.92 
u 

\+= 
0.88 '+-w 

0.84 

0.8 

0.76 

0.72 

+ t 

(b) 

0 0.2 0.4 0.6 0.8 
n Beam Probability 

Figure 3.10: TRD Contamination and Efficiency. (a) Pion contamination by protons 

as a function of pion probability. (b) Pion efficiency as a function of pion probability. 

for all species of beam particles. Together, the DISC and TRD provided an effective 

identification system as figures 3.8 and 3.11 demonstrate. 

3.3 The Beam Tracking 

When a charged particle passes through a material, it loses energy by interacting with 

the atomic electrons of that material. The energy lost per unit length (neglecting 

polarization effects in the material) depends on the energy of the particle as given by 

the Bethe-Bloch formula for the mean rate of ionization loss [49, p. 39]: 

dE _ 47r N0z
2 e4 Z [ 2mc2 f32"Y2 

_ 2] 

dx - mc2{32A ln I {3 · (3.3) 

In this equation, 
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'Y - 1 / y'l - (32 ; the Lorentz factor; 

(3 - the normalized velocity of the particle; 

No - Avogadro's number; 

z - the charge of the particle; 

e (m) - the charge (mass) of the electron; 

c - the speed of light; 

I - the effective ionization potential of the medium; 

Z (A) - the atomic number (mass) of the atoms in the medium. 

If an electric field exists in the region of space where the particle has left an ionization 

trail, these freed electrons can migrate through the ionized medium. In fact, during 

the migration, if the electric field is strong enough, the initial set of free electrons 

will liberate more electrons which can cause still further ionization, resulting in an 

amplified signal. A single high voltage wire (or an array of wires) in a gas is a simple 

example of a physical system in which this can occur. The wire establishes an electric 

field throughout the gas. Near the wire, the electric field is high enough to accelerate 

the initial electrons, causing them to avalanche. This simple example is the basis for 

tracking detectors such as proportional wire chambers (PWC) and drift chambers. 4 

In E769's beam PWC system, the gas through which the charged particles passed 

was a mixture of 173 C02 , 0.33 freon, and 82. 73 Argon. E~ch station of PWCs 

contained four views: x,x',y, and w. The x'-view was offset by 1/2 cell from the 

x-view to improve the resolution by effectively decreasing the pitch in that view. The 

w-view axis was rotated by -60° with respect to the x-view axis. Each view was a 

plane of 64 sense wires at 1 mm pitch which detected the ionized electrons left by 

the particle's trajectory. Finally, a N anometric Systems amplifier/ discriminator card 

read the charged collected on the wire and fed the wire hits to a LeCroy model 2731A 

CAMAC read out system. The CAMAC system, in turn, routed the information to 

the data acquisition system which wrote it to tape. 

The other component of the beam tracking system is the beam SMD system. 

In this detector, the ionized medium is a silicon wafer. I will discuss the details of 

this particle detection apparatus in section 3.5, especially how it differs from gaseous 

4 Section 3.6. 
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position detectors. The system contained two 25 µm pitch planes, one in the x-view, 

one in the y-view. Placed only 7 cm upstream of the first foil target, its intended 

purpose was to identify the transverse ( x, y) location of primary vertices. 

3.4 The Target 

Another of E769's proposed goals was to measure the atomic mass dependence (or 

A-dependence) of the total charm cross section. Therefore, the target required at 

least two materials, preferably several, covering a wide range of A values. The target 

contained four different elements: Be, Al, Cu, and W. These materials covered a 

range from A(Be) = 9 to A(W) = 183. The total target consisted of 26 foils spaced 

along the z-axis. Each of the Be, Al, and Cu foils was 250 µm thick; the W foils 

were each 100 µm thick. Annular paper washers separated the foils by 1.36 mm, and 

the entire target assembly was encased in a plexiglass box. The length of the foils 

and washers was approximately 4 cm, and the foils themselves constituted 23 of an 

interaction length. 

Figure 3.12 shows the distribution of primary vertices in the target. The sample 

of events in the distribution is from a data strip which search for two-track secondary 

vertices in the reconstructed data. 5 The foils widths in the plot are the physical 

foils widths convoluted with the resolution of the primary vertices. In choosing this 

sample, the stripping program did not exclude from the primary vertex tracks from 

the secondary vertex candidates. Doing so improves the primary vertex resolution. 

Figure 3.12, therefore, illustrates how target foils are distinguished, but it does not 

contain the optimum resolutions. 

5 See section 5.3 on the pair strip. 
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3.5 The Vertex System: Silicon Microstrip De­

tectors 

3.5.1 The Physics of an SMD: A Simple Model 

The simplest model of a silicon microstrip detector (SMD) is an array of independent, 

closely spaced, abrupt p-n junctions. Such a p-n junction consists of a positively doped 

semiconductor (p-type) in diffusive and thermal contact with a negatively doped semi­

conductor (n-type). Because the materials are in contact, they must come to thermal 

and diffusive equilibrium according to the second law of thermodynamics. To this end, 

holes diffuse from the p-region to then-region, and electrons diffuse oppositely. Once 

at equilibrium, this diffusion has left a depletion region which consists of positively 

charged ions in then-material and negatively charged ions in the p-ma.terial. 

Effectively, a. dipole electric field extends across the junction region. This field is a 

reverse bias field because it inhibits positive charge from passing to then-region from 

the p-region. The further application of a.n external reverse bias voltage increases the 

potential hill which a charge carrier must overcome to cross the junction. Essentially, 

the external voltage creates more positive ions in then-region and more negative ions 

in the p-region to increase the dipole field extending a.cross the junction.6 If a small, 

6 Reference [41, chapter 13] describes in more detail the semiconductor physics of the p-n junction 
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negative test charge were to appear in the depletion region of the junction, the dipole 

field would sweep the junction clean by attracting the negative charge toward the 

n-region. This effect is what makes the SMD useful as a particle detector. 

Just as a high energy particle passing through a PWC cell will ionize the gas 

molecules, if a high energy charged particle passes through the depletion region of a 

p-n junction, it will ionize the local atoms. The dipole field will then quickly sweep 

out the electron-hole pairs created in the junction. Unlike the initial ionization in the 

PWC gas, the ionization in the semiconductor will not produce secondary ionization 

and a subsequent avalanche effect. The electric fields simply cannot accelerate the 

free electrons enough to create further ionization. Stated simply, in an SMD the 

initial amount of ionization is all you get. 

The Bethe-Bloch formula, equation 3.3, gives the amount of energy deposited by a 

high energy particle in passing through a material. This equation is correct except in 

cases where the medium is dense enough that polarization effects become important. 

In these cases, the energy loss depends not on "Y2 but on "Y [27, p. 41]. Fqr a single 

power of 7, a minimum ionizing particle deposits approximately 4 MeV /cm in Si [4, p. 

204]. If each electron-hole pair requires 3.6 eV for liberation in silicon [4, p. 135], the 

high energy particle frees about 100 pairs/ µm. If the SMD is a reasonable thickness 

and if it is equipped with appropriate electronics, this charge becomes a detectable 

signal that the particle has passed through the material. 

3.5.2 The Structure of a Real SMD 

Manufacture of an SMD plane begins with an approximately 300 µm thick silicon 

wafer. First, oxide passivation, high temperature exposure of the Si base to dry 02, 

allows the formation of a Si02 layer of several thousand A[39, p. 499]. This oxide layer 

helps prevent surface leakage currents in the final detector. Second, photolithographic 

etching creates openings in the Si02 layer. Into these openings the manufacturer 

implants boron acceptor atoms to form a p-type layer in the Si wafer [39, p. 500]. 

Similarly, across the back of the Si wafer, the manufacturer implants donors using an 

and the mathematical solution of the abrupt junction model. Reference [21] discusses this physics 
with regard to an SMD. 
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Figure 3.13: Cross Sectional Schematic of an SMD [33]. 

arsenic (As) beam to form a thin n-type layer. The real structure of the SMD is thus 

an intrinsic Si wafer sandwiched between a p-type layer and an n-type layer, a p-i-n 

arrangement. Under dry nitrogen, the entire wafer then anneals at 600° C. Finally, 

for electrical contacts, aluminum is evaporated onto both surfaces of the wafer. 

The Al on the p surface is then etched into a pattern of strips which forms one 

face of the detector. Typical pitches, distances between strip centers, are ·25 µm and 

50 µm. Detectors manufactured by this "planar process" have measured capacitances 

which vary with bias voltage as v-0 ·45 [40, p. 91]. In the abrupt junction model, the 

theoretical capacitance varies as v-o.s. Consequently, this technique is effective in 

nearly realizing the simple abrupt p-n junction. 

3.5.3 Geometrical Placement of the E769 SMDs 

So far I have described an isolated system of a single SMD plane. An SMD isolated 

in space may be an interesting physical system, but it is not a useful physics tool. To 

make it useful in physics experiments, it needs a connection with the outside world. 

The aluminum deposition on the Si wafer allows for the ultrasonic bonding of small 

wires to the strips. The wire bonding technique only works for pitches down to 100 

µm, so for a typical pitch of 50 µm, only alternate strips are wire bonded on the same 

end of the Si wafer. Those not wire bonded on one end of the wafer are bonded on 
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the other end. The wires can then fanout from the congested region near the strips 

themselves and make contact with external electronics. 

In E769, the SMD system comprised 13 planes, 9 planes of 50 µm pitch and 4 

of 25 µm pitch. For the 25 µm planes, the strips fanned out first to a 50 µm pitch. 

Then ultrasonically bonded wires fanned out just as they do on the 50 µm planes. 

Micron Semiconductor manufactured 10 of the planes in the system. The bases on 

which the wires fanned out for these planes were simply G-10 boards with a short 

strip of kapton printed circuit at the end. 7 For the other three planes, which Enertec 

Corporation built, the fanout was entirely kapton printed circuit with a ceramic plate 

to support both the silicon plane and the fanout itself [56, p. 23]. 

The housings that contained the Micron planes and their fanouts were copper­

plated G-10 boxes; those for the Enertec planes were aluminum rather than G-10. The 

boxes shielded the SMD planes from electromagnetic interference and mechanically 

supported them. Eight such boxes, located just downstream of the target, enclosed 

the 13 planes of the E769 SMD system. Two granite bars parallel to the particle 

beam direction then supported the 8 boxes. In this configuration the distance from 

the first downstream plane to the last downstream plane was approximately 26 cm. 

Table 3.2 shows the arrangement of planes and trac~ng views within the 5 stations in 

the system. The label "station" refers to either a singlet or a doublet of SMD planes. 

Stations 1 through 3 were part of the SMD system for the previous TPL experiment, 

E691. Stations A and B were new additions to the TPL spectrometer for E769. 

The planes in station A formed the SMD part of the beam tracking system (section 

3.3). Those in station B became the first two downstream tracking planes. Because 

they have a smaller pitch than the rest of the system the hope was that they would 

increase the SMD system's ability to resolve vertices in the high multiplicity hadronic 

environment of E769. Planes in both the A and B stations were segmented in the 

transverse direction. Three regions comprised each plane: a central segment which 

had 25 µm pitch and two outside segments which had 50 µm pitch. E769 did not 

instrument the outside regions of the planes in station A because their purpose was 

7G-10 is an epoxy/fiberglass composite which can be formed into boards and subsequently 
machined. 
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Station Box Views Pitch (µm) Instrumented 

Channels 

A 1 x 25 386 

50 0 

y 25 386 

50 0 

B 2 x 25 386 

50 304 

y 25 386 

50 304 

1 3 x 50 512 

y 50 512 

4 v 50 512 

2 5 y 50 768 

x 50 768 

6 v 50 768 

3 7 x 50 1000 

y 50 1000 

8 v 50 1000 

Table 3.2: The Stations of the E769 SMD System. 

to measure beam tracks, which had a narrow transverse distribution. E769 did in­

strument the outside regions of the planes in station B, for as part of the downstream 

tracking system, they had to measure tracks widely distributed in angle. 

In table 3.2, a "view" refers to the direction of the coordinate axis along which 

that SMD plane measures position. The x and y directions are the normal horizontal 

and vertical directions, respectively. They make a right-handed coordinate system 

with the positive z direction defined by the beam momentum. The v-view axis makes 

an angle of +20.5° with respect to the x-view axis. 
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3.5.4 The SMD Read Out 

As described in section 3.5.1, each SMD plane must have a reverse bias voltage to 

create a sizeable depletion region. Making this region as large as possible maximizes 

the efficiency of the SMD plane for recording hits. For all the planes except those 

in station 1, a bias voltage of 70 V fully depleted the junction. Station 1 required 

a bias voltage of 90 V to deplete fully the junction region. At full bias voltage, all 

planes had a depletion thickness of about 280 µm, approximately the full thickness 

of the detector itself. In traversing this thickness, a high energy or minimum-ionizing 

particle created roughly 28,000 electron-hole pairs. 

The purpose of the read out scheme for the SMDs was to determine when such 

a minimum-ionizing energy deposition had occurred. Figure 3.14 shows the general 

topology of the read out. As evident from the figure, the pre-amplifiers (preamps) 

connected to the strips received the created ionization as input. For stations 1-3, the 

preamp was the MSD2 by Laben of Italy. The MSD2 was a three stage amplifier with 

single-ended output [35]. Each unit contained four channels to amplify signals from 

four strips on the detector. For a typical signal induced on the strip of an SMD, the 

preamp output a signal of ~ 1 m V. Twelve foot long, shielded, :flat cables connected 

the output of these preamps to the input of the next stage of the read out. For the 

planes in stations A and B, the preamp was the MSPl, also by Laben. It provided 

a differential output. It, therefore, connected to the next stage of the read out via a 

twisted pair cable. The differential output and the twisted pair·cable allowed the use 

of the unshielded cables because the receiving end of the next stage subtracted the 

pair of differential signals. This canceled noise pickup equally induced in each signal 

of the pair. 

The discriminator cards formed the next stage of the SMD read out. They received 

the output signals from the preamps and performed further signal processing. The 

discriminator cards were modified Nanometric S710/810's. Each card contained 8 

channels; therefore, two preamp units mapped onto one discriminator card. As an 

example, figure 3.15 shows one channel on the discriminator cards used for the planes 

in stations 1 - 3. The discriminator cards for stations A and B are largely the same 

with only some minor differences to accommodate the different preamp that these 
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Figure 3.14: Read Out Topology for the SMD System. 
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planes used.8 Hereafter, the two discriminator cards are the "691 discriminator" 

(stations 1 - 3) and the "AB discriminator" (stations A and B). 

Both discriminator cards had the same general structure. First, an input stage 

received the signal from the preamps. This stage, called the out-rigger, was a modifica­

tion to the basic card design. Second, a comparator determined if the signal was above 

a preset, but adjustable, threshold. The threshold setting depended on an external 

threshold voltage and a variable resistor. By injecting a test pulse which mimicked a 

minimum-ionizing particle, the threshold was set to ~40% of the minimum-ionizing 

signal, making each channel highly efficient. If the signal was above threshold, the 

comparator output a signal to a monostable multivibrator or one-shot. The width of 

the one-shot's output depended on a delay voltage and on a timing pot. Nominally, 

the one-shot delivered a 750 ns wide, negative TTL square pulse when the comparator 

fired. The negative TTL pulse next passed through an RC differentiator into a TTL 

shift register. The differentiator provided a positive signal to the shift register on the 

trailing edge of the one-shot output. If this signal was coincident with a 100 ns wide 

pre-trigger, the shift register stored it. 9 A channel had recorded a hit. 

Although the two kinds of cards had the same basic architecture, they did differ 

in two respects. First, each channel of the out-rigger on the 691 discriminator was a 

simple, single transistor circuit. The out-rigger on the AB discriminator card needed 

to be a differential receiver chip to accommodate the differential ·output of the MSPl. 

Second, the shift registers on the 691 discriminator were TTL 7494, 4-bit registers, 

but those on the AB discriminator were TTL 7496, 5-bit registers. Each bit on the 

7496 had its own output, so bypassing the fifth output effectively ignored the unused 

bit. 

The discriminator cards resided physically in card boxes and racks, from which 

they received power. Because the strips fanned out oppositely from the SMD plane, 

the 691 discriminator cards resided in custom boxes arranged on the ±x (east and 

west) sides of the SMD planes. The boxes for the 691 cards differed from those for the 

AB cards. For the 691 cards, a box held up to 48 cards. The AB discriminator cards 

8 See below for a more detailed description. 
9The interaction trigger generated pre-triggers. Chapter 4 contains an explanation of the exper­

imental triggers. 
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resided in custom boxes which were mounted in relay racks found on the northeast 

and northwest sides of the SMD planes. The smaller AB boxes held up to 16 of the 

AB discriminator cards. 

For both the 691 and the AB discriminator boxes, a control card in each box 

interfaced the cards to the outside world. It received loading, clearing, and scanning 

signals from the trigger and read out systems. It then forwarded them to the cards 

to take appropriate action. Intercard connections joined the shift registers from each 

card in a box into a long, intrabox shift register chain. Then, up to 4 boxes of 691 

cards and up to 16 boxes of AB cards joined together to form interbox shift register 

chains which were read out during data acquisition. For all 13 SMD planes, 8 such 

data chains existed. 

When the trigger logic deemed the event under consideration worthy of being 

written to tape, it sent a "start-scan" signal to the 8 Nanometric Systems, WCS-300, 

CAMAC scanners. The scanners then delivered a set of clock pulses (one per channel) 

to each of the data chains to which they connected. The control cards forwarded the 

clocks to the discriminator cards. Then they returned both the clocks and the data 

hits to the scanners for reading back. Thus, the scanners "reeled in" the data on their 

data chains and counted the channels that were hit. After each scanner counted back 

the channels for which it was responsible, it declared itself ready. When all scanners 

were ready, the experiment's data acquisition system read out the SMD data via the 

Smart Crate Controller (SCC) in the scanners' CAMAC crate. 

Ideally, the scanners would only read out real hits in the SMDs, and they would 

read out hits for ·every particle that passed through a plane. In other words, the 

SMDs would be 100% efficient for recording hits, and they would have zero noise hits 

per event. In reality, the planes did have a finite noise contribution and less than unit 

efficiency. The inefficiency is problematic because some of the space points needed 

to measure a track downstream of the target are missing; the noise is problematic 

because it contributes extra hits which do not belong to real tracks and which can 

confuse the reconstruction. Fortunately, E769 maintained adequate control over the 

operating conditions of the experiment, and most of the SMD planes enjoyed neither 

too little efficiency nor too much noise. A typical noise rate was 0.3% per strip. 
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Station Plane Efficiency 

A x 0. 762 ± 0.044 

y 0.725 ± 0.057 

B x 0.741 ± 0.069 

y 0. 707 ± 0.061 

1 x 0.924 ± 0.005 

y 0.941 ± 0.007 

v 0.942 ± 0.011 

2 y 0.958 ± 0.004 

x 0.936 ± 0.007 

v 0.962 ± 0.003 

3 x 0.906 ± 0.019 

y 0.853 ± 0.029 

v 0.943 ± 0.006 

Table 3.3: Efficiency of the E769 SMD Planes [56, p. 55]. 

Notably, the planes in the A and B stations did suffer from inefficiency. Inadequate 

shielding for these planes made them noisy and required a reduction in the gains of 

their preamps to control the noise. This ma.de them more inefficient a.nd diminished 

their usefulness. 

3.6 Downstream Tracking System 

The downstream tracking in the TPL spectrometer comprised two systems, a set of 

PWCs and a. set of drift chambers (DC). The bulk of the tracking system was in the 

DC planes. The physics involved in a drift chamber's detection of a charged particle's 

track is similar to that of the PWC a.s described in section 3.3. Whereas the PWC 

system simply recorded the wire nearest to where the particle passed through the 

detector, the drift chamber system tried to ascertain the location away from the wire 

at which the particle passed through the chamber. It did this by measuring the time 

for the ionized charge in the gas to drift toward the wire and signal a hit. For this 
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reason, the physical makeup of the wire plane was different than in the PWC. In the 

PWC all wires in the wire plane were sense wires; they detected charge. In the DC 

the wire plane consisted of alternating sense wires and field shaping wires. 

Just as their name indicates, the field shaping wires shaped the electric field 

surrounding the sense wire, attempting to create a field in which charge would drift 

with uniform speed. If charge drifts with uniform speed ( v) toward the sense wire 

and if the time ( t) for this drift is known, then the charged particle passed a distance 

d = vt from the sense wire. The position of the charged particle with respect to the 

wire is, however, two-fold degenerate because the particle could have passed on either 

side of the wire. 

In the E769 DCs, the sense wires consisted of 25 µm gold-plated tungsten. The 

field shaping wires for most of the drift chambers were made of 127 µm beryllium­

copper, but six planes of the 35 in the DC system had 125 µm beryllium-copper field 

shaping wires. A G-10 frame supported these wires, and groups of these frames were 

stacked together so that the entire DC system fit into seven aluminum gas ~oxes. The 

gas boxes had aluminized mylar windows which allowed particles to pass through a 

minimum of material when traversing the chambers. The aluminum box and its mylar 

window thus formed a sealed container for the DC active gas, a 50%-503 mixture 

of Ar-ethane. The Ar-ethane also contained a small admixture of ethanol which 

prevented high voltage breakdown in the chambers. 

The 35 planes comprising the entire DC system formed four groups, labeled Dl 

through D4. Each of the groups contained subgroups called assemblies. An assembly 

then contained a set of sense wire planes. Each plane measured along one of the views 

x, x', u., or v. The wires of the x '-view were offset from the wires of the x-view by 1/2 

cell to help resolve the two-fold degeneracy in the track position. Figure 3.16 shows 

that the u and v-views were angled at ±20.5°, respectively. Table 3.4 summarizes 

the location of these views in the assemblies and some other parameters of the DC 

system.10 

The total number of channels among all DC assemblies was 6288. The first stage 

in reading out the hits detected on these wires was an amplifier-discriminator card 

10Reference (37, chapter 3] contains more extensive information on the DC system. 
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V-plane X-plane U-plane 
field senae field f.eld ;ense t:eld !:eld :>ense field 

Lab Co-ordinate 
System 

Figure 3.16: The Views of the Drift Chamber System (37, p. 62]. 

Group Number of Planes per Typical Pitch Active Area Avg. z Views 

Assemblies Assembly (cm) (m2) (cm) 

Dl 2 4 "' 0.5 0.91 175 
I 

uvxx 

D2 4 3 "' 0.9 3.9 443 uxv 

D3 4 3 "' 1.5 4.6 989 uxv 

D4 1 3 "' 3.0 13.3 1745 uxv 

Table 3.4: Parameters of the DC System. The pitch is not the same for each plane in 

an assembly, so the entries in the table are typical values. The average z position is 

the approximate distance from the center of a DC group to the last foil in the target. 

See (37] for more details. 
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(amp· card). Physically, it plugged into the top of each assembly. For group Dl and 

for the third and fourth assemblies of D3, the amp cards were the N anometric Inc. 

N-277C model. For the rest of the system, they were the LeCroy DC201 model. Each 

card amplifies 16 channels or sense wires. In the experiment each card drove an ECL 

signal over a twisted pair cable from the experimental hall to the counting room where 

the read out modules resided. 

The read out modules were LeCroy 4291 CAMAC TDCs. They made the time 

measurements for each channel. Each module read 32 channels or two amp cards, 

and it had a time resolution of 1 nanosecond/count. The LeCroy 4298, a double wide 

CAMAC module, was the controller for the CAMAC crates which held the TDCs. 

This system measured times in "common stop" mode. In this mode, the TDC began 

its timing when a hit appeared on a sense wire and stopped when the experimental 

trigger arrived. Upon first consideration, it appears that this method of operation is 

not able to measure the drift time which elapses before the hit appears on a DC wire. 

Figure 3.17, shows a schematic of the DC read out timing for the same w~re for two 

hypothetical events: 

El 

E2 

Particle hits in a cell and drift time D.tdrift 

elapses before the signal hits the wire. 

Particle hits directly on the wire; D.tdriit = 0 

From figure 3.17, it follows that the trigger times from events, El and E2 are: 

El: t,,iane + fltdrift + D.twire + TDC drift = ttrig 

E2: tplane + f::l.twire + T DCnodrift = tu-ig 

Subtracting the two equations gives: 

tl..tdrift = T DCnodrift - T DCdrift 

A histogram of the TDC times from many events should yield the T DC.n.oJ.rt.ft time. 

Subsequently, subtracting the measured TDC time from this gives the drift time. In 
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Ml M2 

Entrance Aperture ( cm2) 154 x 73 154 x 69 

Geometrical Acceptance ( mrad2 ) ±240 x ±120 ±120 x ±60 

Exit Aperture ( cm2 ) 183 x 91 183 x 86 

Length (cm) 165 208 

Current (Kamp) 2.5 1.8 

Pt Kick (GeV /c) 0.21 0.32 

Table 3.5: Operating Parameters of the TPL Analysis Magnets [56, p. 30]. 

the DCs used for E769, the typical drift velocity was v,...., 50 µm/ns [30, p. 47]. Given 

that cell sizes for Dl-D4 were in the approximate range of 0.5-3.0 cm [37, pp. 63 -

65), the drift times were then in the range of 100-600 ns. 

When an experimental trigger arrived at the TDC controll~r, the DC system's 

read out sequence started. The controller first told the TDC modules to stop timing 

("common stop"). Second, it commanded the them to digitize their data. Then the 

controller read this digitized data from the TDCs and sent it to a P4299 module (one 

4298 controller per P4299). The P4299 is an FNAL-built module which resided in 

the data acquisition CAMAC crate. Upon receiving data, the P4299 reformatted it 

and then output a CAMAC ready :Bag, a LAM.11 Upon seeing the LAM, the data 

acquisition system read out the data from the P4299 via an SCC which resided in the 

crate with that module. 

Although the main purpose of the SMD system was to resolve vertices by per­

forming precision tracking near the target, the DC system's main purpose was to 

measure momenta by performing the downstream tracking in the spectrometer. Fig­

ure 3.1 shows that the drift chambers were interspaced with the spectrometer's two 

analysis magnets, Ml and M2.12 The main field components for each of the two 

magnets were in the y direction. Thus, they deflected, or "kicked", charged particles 

mostly in the x direction. Positioned in this way, the drift chambers measured the 

deflections as the particles passed through the two magnets, thereby, measuring their 

11 LAM means "Look at me". 
12Table 3.5 has a list of operating parameters for Ml and M2. 
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Figure 3.17: Schematic of the DC System Timing. 
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momenta. The resolution of this measurement depended on the ability of the DCs 

to measure the angular deflections of the tracks and on multiple scattering for low 

momentum tracks. For tracks which traversed both magnets, the momentum resolu­

tion was 6p/p = y'(0.00lp)2 + (0.005)2 , where p was measured in GeV and where the 

second term is the contribution from multiple scattering [30, p. 49]. 

The other part of the downstream tracking system was a doublet of PWC planes. 

Located near Dl, these two planes were identical, y-view planes. The DC system did 

not contain such a view, so adding them for E769 was an attempt to augment the 

track matching between the SMD system and the DC system. Each plane contained 

288 wires with 2 mm pitch, double the pitch of the beam PWC planes. These two 

planes used the same gas system and read out as the beam PWC system did (section 

3.3). 

v 

3. 7 The Cerenkov Counters 

Charmed particles decay predominantly to strange particle final states. For example, 

the n+ meson decays to K-1r+1r+ almost 83 of the time [3, p. 18]. More mas­

sive charmed baryon states also decay into final states containing protons; however, 

ordinary hadronic interactions produce pions most copiously. To identify the kaons 

and protons among these abundant pions was the purpose of two gas-filled, threshold 

Cerenkov counters (Cl and C2). 

How the Cerenkov counters measured particle identities relied on the fact that two 

particles of the same momentum but different masses have different speeds. Recall 

from section 3.2 that, when properly excited, a medium will emit Cerenkov light at 

an angle Be, given by equation 3.1. Equation 3.1 is speed dependent, so the Cerenkov 

counter, in effect, measured track speeds. The drift chambers determined the track 

momenta. Together, the momenta and speeds determined the particles' masses or 

identities. 

When induced to emit Cerenkov light, the number of photons per unit length 
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Cl C2 

Gas N2 N2(803)-He(203) 

Index of refraction n 1.000350 1.000088 

Length in z (cm) 375.5 660.4 

Table 3.6: Parameters of the Cerenkov System. 

which the medium emits is (14, p. 57] 

dN J 1 d). 
dx = 27ro: (1 - f32n().)2) ).2. (3.4) 

In this equation, 

N - the number of C photons emitted; 

0: - the electromagnetic coupling constant; 

/3 - the normalized speed of the particle; 
v 

). - the wavelength of the emitted C light; 

n().) - the medium's index of refraction. 

The number of photons per unit length which the apparatus detects is the convolution 

of the photon spectrum with the detector efficiency, e(.A). In principle, the quantity 

e().) depends on three parameters of the system: reflectivity of the light collection 

mirrors, photon collection efficiency, and the quantum efficiency of the photomultiplier 

tubes. If e().) = 1 and if the counters operate with the parameters in table 3.6, 

the Cerenkov counters respond as shown in figure 3.18. The operating state of the 

counters as given in table 3.6 allowed them to identify particles in the momentum 

range that encompasses most charged particles that are produced [14, p. 55 - 56]. 

If the response curves of figure 3.18 are true, table 3. 7 shows the logical states 

of the Cerenkov counters. For a given counter, the thresholds for Cerenkov emission 

differ among the particles because the particle masses differ. For a given particle, the 

thresholds for emission in each counter differ because the indices of refraction differ. 

The Cerenkov counters clearly separate between 7r, K, and p for momenta between 
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Figure 3.18: Responses of the Downstream Cerenkov Counters [14, p. 57]. The units 

for dN/dL are m-1
. 

Momentum Range (Ge V) 7r K p 

0-6 (0,0) (0,0) (0,0) 

6-9 (1,0) (0,0) (0,0) 

9 - 20 (1,1) (0,0) (0,0) 

20 - 36 (1,1) (1,0) (0,0) 
36 - 38 (1,1) (1,1) (0,0) 

38 - 69 (1,1) (1,1) (1,0) 

69 - 00 (1,1) (1,1) (1,1) 

Table 3. 7: Logical States of E769 Cerenkov Counters. Each ordered pair represents 

the on (1) or off (0) state of counters (Cl,C2) 
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20 and 36 GeV /c. The table assumes the idealized behavior displayed in figure 3.18. 

The real counters were not ideal because e().) #- 1, but in fact, most of the particle 

identification did derive from the threshold effect in the counters. 

In simplest terms, Cl and C2 physically were two gas-filled containers, each with 

a light collection system. Cl and C2 were approximately 375.5 ~m and 660.4 cm 

long, respectively. The location of Cl was behind· the second magnet, and C2 was 

behind group D3 of the DC system.13 The first major part of the light collection 

system that each contained was a group of spherical mirror sections. The radius of 

curvature of each section was 3.8 m. The E691 group who built the mirrors produced 

them by vacuum depositing aluminum on glass shells and then by coating the Al with 

magnesium :fluoride (MgF2). The MgF2 sealed the aluminum from oxidation, which 

degrades the reflectivity of the mirrors. All mirrors incorporated in the two counters 

had re:flectivities of roughly 853, with all re:flectivities more than 803. Cl and C2 

contained, respectively, 28 and 32 of these mirror sections. A monte carlo simulation 

of the counters determined this mirror segmentation by minimizing the number of 

times that two particles in the same event overlap in any one mirror (figure 3.19). 

The second major part of the light collection system was the set of Winston 

cone/photomultiplier tube (PMT) assemblies. Each assembly was aligned to receive 

light from one mirror section. Figure 3.20 shows the configuration of a Winston 

cone/PMT pair. The paraboloid-shaped Winston cone performed the final focussing 

of the light onto the PMT. The cones incorporated in these counters had large accep­

tance for light entering them at angles up to 20° with respect to the symmetry axis. 

As did the mirror sections, the cones had an aluminum reflective coating and a MgF2 

seal against oxidation. The base material onto which these layers were deposited was 

not glass in this case, but nickel. 

The PMTs transduced the light collected by the mirrors and the Winston cones 

into electrical signals and transferred them to LeCroy 2249 ADCs for digitization. Cl 

and C2 used the RCA model 8854, 5 inch PMT. The face of the PMT had a 400 A 
layer of p-terphenyl (pTP) sealed with a 100 A layer of MgF2 • The pTP shifted 

radiation in the 1600 to 2500 A range into the 3500 to 5000 A range where the PMT 

13See figure 3.1 and section 3.6. 
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Figure 3.19: Mirror Segmentation in the Cerenkov Counters. 
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is sensitive. Obviously, this tended to increase the detection efficiency for Cerenkov 

light. 

Figure 3.20 shows that the PMT was offset from the end of the Winston cone by 

a small amount. At the exit of the cone was a 0.6 cm quartz window. This window 

isolated the face of the PMT from the He gas in the C2 counter. Without it, the He 

would have easily diffused through the PMT face and destroyed the tube. For further 

protection against leakage, nitrogen constantly flushed the dead space between the 

PMT and the quartz window. The window itself was largely transparent to light of 

wavelength 2:'.: 1600 A, but reflections from the window caused roughly a 103 loss of 

light to the PMT [14]. 

3.8 The Calorimeters 

Upon entering a dense medium, such as lead, an electron begins an electromagnetic 

(EM) shower by emitting bremsstrahlung radiation. The radiated photon then may 

create an e+e- pair, each particle of which may again emit bremsstrahlung radiation. 

A cascade of pair creation and bremsstrahlung follows. The EM shower is now un­

derway. It is self-propagating until the nth generation of electrons, positrons, and 

photons reaches the low energy regime below the pair production threshold, where 

the shower cannot sustain itself any further. At that point, the secondary production 

of photons and e+ e- pairs abruptly stops. 

In contrast, hadronic showers have a different character than EM showers. When 

a hadron, a strongly interacting particle, enters a medium, it may undergo inelastic 

interactions with the nuclei of that medium. The inelastic interactions can produce 

a wide array of secondary particles which in turn can interact with other nuclei, pro­

duce ionization, electromagnetically shower, and elastically excite nuclei [27, p.275]. 

A cascade develops as in the EM shower, but the processes that propagate it are 

obviously different. 

The two most downstream detectors, except for the muon detectors, in the TPL 

spectrometer were the electromagnetic and hadronic calorimeters.14 The intended 

14Figure 3.1 shows the location of the calorimeters in the spectrometer. 
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purpose of these sampling calorimeters was to measure the energy content of an 

entire event by measuring these showers. Using as weights the transverse separations 

between the beam and the tracks in an event, the summed energy deposited in the 

calorimeter is a measure of the transverse energy (Et) of the entire event. Because 

charm-containing events tend to have larger Et, discriminating against low Et events 

tends to enrich the charm content of the acquired data sample. Based in part on 

this energy information from the calorimeters, the trigger decided if an event merited 

writing to tape for offi.ine analysis. 

3.8.1 The Electromagnetic Calorimeter: SLIC 

Detecting the EM showers was the purpose of the Segmented Liquid Ionization 

Calorimeter (SLIC). Far downstream from the target, the SLIC was roughly 1 m 

behind DC group D4, approximately 17.5 m downstream of the last foil in the target. 

Because it was this far downstream, the SLIC needed a large sensitive area to cover 

a reasonable solid angle. Thus, its transverse dimensions were 2.44 m x '4.88 m. In 

total, it contained along the beam direction 60 layers of lead absorbers (material to 

induce the EM showers) and liquid scintillator. Each layer was approximately 1/3 of 

a radiation length for a total of 20 radiation lengths. 

The most upstream part of the SLIC was a steel "wirecomb panel". The wirecomb 

panel contained 2 layers of 0.254 cm steel. Sandwiched between the steel layers was 

a wire support structure which separated the panels by 5.1 cm (figure 3.21 ). The 

wirecomb panel served as the major support structure for the entire SLIC and as the 

first shower absorber for the calorimeter. Following the panel was the first absorber­

scintillator layer. It consisted of an aluminum sheet 1.27 cm in thickness. The sheet 

was corrugated into a square wave with a half wavelength of 3.17 cm to form channels 

of propagation for the scintillation from radiating particles. The corrugations were 

angled at +20.5° with respect to the x-axis to make the u-view of the detector. Inside 

each corrugation sat a 0.165 cm thick lead sheet, the absorber. Then two 0.1016 cm 

thick aluminum sheets sandwiched the lead, and a te:flon coating sealed this sandwich. 

A te:flon coating also covered the corrugated aluminum sheet. The tefion on the lead­

aluminum sandwiches and on the corrugations served two purposes. It prevented 
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Figure 3.21: The Internal Structure of the SLIC[16, p. 284]. 

the lead from contaminating the scintillator liquid, and it allowed for total internal 

reflection of the scintillation in the corrugations.15 

The second and thfrd layers were of the same construction but with their cor­

rugations angled at -20.5° and 90° to form the v-view and y-view, respectively, of 

the detector. This u-v-y combination of layers repeated until each view contained 20 

layers, 60 in total. The last layer ended with a 1.27 cm thick aluminum plate which 

supplied pressure to hold the laminates together. Finally, the last piece of the SLIC 

was another wirecomb panel structure which mechanically supported the downstream 

end. 

When an EM particle showers in the SLIC, the charged secondary particles create 

ionization in the scintilla.tor liquid.16 This ionization excites the molecules in the 

liquid to emit light. In the experiment, this scintillation then travelled down the 

aluminum corrugations toward a 0.4 76 cm thick window at the end of the channel. 

15The index of refraction of the liquid scintillator, 1.47, was larger than that of the tefion, 1.38. 
16The liquid is a commercial, mineral oil-based scintillator, NE235A, ma.de by Nuclear Enterprise, 

Inc. 
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After passing through the window, a wave bar doped with BBQ shifted the light from 

the blue to the green region of the spectrum where the attached PMT had greater 

sensitivity. Upon receiving this output light, the PMT transduced it into an electronic 

signal and then amplified it. 

The densest read out scheme for the SLIC would have used one PMT per corru­

gation channel. But in fact, one "counter" was comprised of the signals from twenty 

corrugation channels, one corrugation from each of the twenty layers in a single view 

(see figure 3.22). Since the center of the SLIC was the most congested with particles, 

the read out density was one PMT per counter to allow good shower position reso­

lution. Near the edge of the SLIC, less particle congestion allowed for half the read 

out density, one PMT per two counters. Two different PMT models read out the 

signals in these two cases. For the higher density read out, the PMT was the RCA 

4902. For the lower density read out, the RCA 4900 with its wider face could handle 

more counters. The LeCroy 2285A ADC system was the final stage in the read out 

for the SLIC. It digitized the signals output by this configuration of PMTs. In total, 

the 2285A system had to digitize 109, 109, and 116 electronic channels in each of the 

u, v, and y views, respectively. 

3.8.2 The Hadronic Calorimeter: Hadrometer 

Situated just downstream of the SLIC, the hadrometer too had to have a large area 

to encompass a reasonable solid angle surrounding the target; its dimensions were 

2. 7 m x 4.9 m (height x width). As was the SLIC, it was a sampling calorimeter 

in which the absorbers alternated with read out elements. The absorbers in this 

calorimeter were 2.5 cm thick x 2. 7 m x 4.9 m steel plates. A 15 cm thick steel slab 

supported 36 such plates in two separate modules, 18 per module. These 36 steel 

plates accounted for 6 absorption lengths in total. Plastic scintillators filled the 36 

gaps between the steel plates. The plastic was polymethyl methacrylate doped with 

13 naphthalene, 13 PPO, and 0.013 POPOP.17 Alternate gaps contained x-view and 

y-view strips which were 14.5 cm wide and ~ 1 cm ± 253 thick; these dimensions 

17PPO = 2,"5-diphenyl-oxazole [27, p. 150). POPOP = 1,4-di-(2-(5-phenyl-oxazolyl))benzene [27, 
p. 153]. 
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Figure 3.22: Schematic of the TPL Calorimeters: SLIC and hadrometer [8, figure l]. 

were the same in ea.ch view. 

The read out scheme was similar to the SLIC read out scheme in that not every 

electronic channel mapped one-to-one onto a scintillator. As figure 3.22 shows, nine 

scintillators in the first ha.drometer module, one from each layer of a view, fed light to 

a single PMT via light guides. The second module had an identical read out pattern. 

The PMT which received the scintillation light was the 5
11 

EMI 9791KB. After the 

PMT had transformed the light into an amplified electronic signal, the LeCroy 2285A 

ADC system int~grated the PMT's anode signal for 250 ns, digitizing its output and 

preparing it for logging to tape. 

3.9 Muon Wall 

Located just downstream of the hadrometer was a 4
1 

thick iron wall to stop hadronic 

punch through into the last detector in the spectrometer, the back muon wall. The 

back muon wall, as its name indicates, detected muons. Because the muons are more 

massive than electrons, they were much less likely to create showers in the SLIC 

or hadrometer. Consequently, with large probability the muons penetrated both 
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calorimeters and the steel wall, but electrons and other common hadrons created 

showers in the SLIC and hadrometer. 

The wall itself was an array of plastic scintillators. Twelve of the scintillators were 

16
11 

x 10
1 

slabs ( x x y ). Two more scintillators were 24" x 10
1 

slabs. Lucite light 

guides fed the scintillation created in the slabs to 5
11 

EMI 9791KB PMTs. TDCs 

recorded the time at which the light arrived at the PMTs. However, time jitter of 

the light's arrival at the PMT limits the accuracy of they-position measurement in 

the slabs. 
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Chapter 4 

Data Collection: Trigger and DA 

Because the hadronic cross section for charm relative to the total cross section is small, 

0(10-3
), the amount of charm per event that E769 expected to see was small. To 

acquire a large sample of charm necessitated that the experiment should accumulate 

many events and/ or enrich the charm content of those accumulated. Acquiring this 

large sample demands either a long running period or a fast data recording rate. The 

other route, enrichment by orders of magnitude, requires a careful (and thus slow) 

selection algorithm. It also requires the development of a specialized and expensive 

trigger processor to implement the selection criteria.. This process also introduces in 

the sample large biases for which to correct. E769 chose an intermediate pa.th. It 

employed a relatively fast event trigger with a modest enrichment factor of around 

two and a fast data acquisition (DA) system with a factor of four increase in data 

logging rate over its predecessor in experiment E691. 

4.1 Triggers 

The lowest level in E769's trigger, the interaction trigger, required coincident signals 

from five pla.stic scintillation counters,1 four that defined the beam and one that 

determined if an interaction had occurred. Two of the beam defining counters, the 

TRD beam counters, were far upstream of the target on either end of the TRD. Two 

1 A counter = plastic scintillator + light guide + PMT. 
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more counters, the beam spot and beam halo counters, were also upstream of the 

target but were much closer to it. The beam spot scintillator was 0.5" x 0.5" x 0.105
11 

in dimension ( x x y x z), and the trigger required more than one beam particle in the 

counter. The beam halo scintillator was 3
11 

x 3
11 

x 0.25
11 

in dimension. It contained a 

hole in it of diameter 0.375". The trigger discriminated against any beam particles in 

this counter; a signal from it would veto an entire event. These four counters served 

to define the beam on the target. The interaction counter was the la.st counter in the 

interaction trigger. The scintillator was a 1.5" x 0.125
11 

cylinder (diameter x height) 

with its a.xis a.long the beam line. For gathering light _and transporting it to a PMT a 

few centimeters a.way from the target area, a plastic light guide surrounded the entire 

scintillator. 

The interaction counter defined an interaction as more than five minimum-ionizing 

particles. This is a minimum bias trigger for charm events which tend to have charged 

particle multiplicities 2-3 times higher on average; thus, this trigger was nearly 1003 

efficient for cha.rm. Typical beam rates impinging on the target were :::::::: 1 MHz. With 

a 2% target, the typical interaction rate was around 20 KHz. Although gathering all 

these events would have efficiently collected all the charm, it would not have enriched 

the collected data. in charm content. Further, this rate would have outpaced the data 

taking capability of even the upgraded DA system added for E769 (section 4.2). E769, 

therefore, prescaled this trigger by factors of 100-500, eventually accumulating about 

53 of its data. as interaction triggers. 

The main triggers of the experiment were transverse energy (Et) triggers. Because 

the transverse momentum of final states tends to rise with the mass of the final state, 

cha.rm events on average have more transverse momentum than minimum bias events. 

Triggering on the transverse energy, therefore, is a method to enrich the sample with 

cha.rm. E769 employed a set of such triggers by discriminating on a weighted sum of 

the energies deposited in the calorimeters. 2 The energy signals came from the dynode 

outputs of the PMTs in the calorimeters, and the weights were the relative distances 

from the beam line to where the energy was deposited. The energy summation 

occurred over a 200 ns window in a custom charge integrating module. 

2Section 3.8. 
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One trigger from this set of transverse energy triggers was the Et-standard trigger 

Et,atd· It required an interaction trigger and a transverse energy deposition above 

threshold of roughly 5.5 GeV. In comparing the D± yields from interaction triggers 

and from Et,atd triggers, Et,atd offered a rejection factor of 3 and an enrichment of 1.4 

over interaction triggers. 3 To suppress the rate of this trigger even more relative to 

the kaon transverse energy trigger, Et,K (see below), E769 prescaled this trigger by 

factors of 5-60 throughout the run. This trigger was (80 ± 16)3 efficient for charm 

as measured in the o±' n° /ff samples. 

E769 collected data during two subperiods. During the first subperiod (run num­

bers ~ 1624), the beam was negative, and during the second (run numbers> 1624), 

it was positive. During most of the positive beam running (for run numbers~ 1772), 

Et,atd also included a "killer bit" (KB). When KB was on, it disallowed triggers from 

beam particles for 150 ns after the beam particle which induced an event. Because 

the positive beam running tended to have higher beam rates, triggers on average were 

closer in time. Recall from chapter 3 that the the PWCs in the TRD had ~ drift time 

of 120 ns. If the triggers were too close in time, the TRD would record extra hits, 

making its beam identification task more difficult. The intention was to prevent these 

extra hits in the TRD and in other detectors. Nevertheless, the integration window 

on the transverse energy summation in the calorimeters was large enough that even 

the KB did not prevent contamination by out-of-time interadions. This situation 

required that we correct for potential out-of-time contamination in the trigger. 4 

To facilitate the goal of studying the flavor dependence of charm hadroproduction, 

E769 also incorporated an Et,K trigger. This trigger basically demanded Et,atd and an 

identified ka.on in the beam. A four-fold coincidence of DISC PMTs, one per quadrant, 

signaled the kaon. Because the kaons were such a small fraction of the incident beam, 

obtaining a large fraction of them in the data sample meant suppressing other, more 

frequent triggers relative to this one. Thus, this trigger did not contain a prescale 

factor nor the KB, and the final data sample contained roughly 253 of these triggers. 

3 The rejection fa.ctor is the ratio of events which are rejected by the trigger to those that are 
accepted. The enrichment fa.ctor is the ratio of the efficiency of Et,•td for charm to the efficiency of 
Et,1td for interaction events. 

4See chapter 6. 
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Logic Signal Meaning When Logic Signal is "On" 

TRD_BEAM ~ 1 beam particle in each TRD beam counter 

BEAM_SPOT ~ 1 beam particle in the beam spot counter 

BEAM.liALO ~ 1 beam particle in the beam halo counter 

INT ~ 5 particles in the interaction counter 

KB 3 a beam particle within± 150 ns of the beam 

particle triggering the current event 

DISC_K ~ 4 DISC PMTs (1 per quadrant) fired 

SLIC_e- a single counter in the SLIC reported a deposition of 

Pt> 0.5 GeV 

Table 4.1: Logic Signals in the E769 Triggers. 

Another variant of the Et,atd trigger was the Et,B trigger. This trigger was essen­

tially the same as the Et,atd trigger but with a higher threshold of about 8 GeV. The 

higher threshold should have further enhanced the charm sample, and in fact, over the 

entire run, it provided roughly a factor of 2.8 enhancement over interaction triggers. 

With the need to enhance kaon triggers relative to all other triggers, this trigger was 

also prescaled by factors from 7-100 throughout the run, and it represented about 

16% of the final data sample. 

The last transverse energy trigger implemented into the experiment was the elec­

tron trigger, Et,e· It was only active during the positive data ta.king. Its purpose was 

to collect a sample enriched in semileptonic B decays. To this end, it demanded an 

Et,B trigger and a signal in a single SLIC element with Pt > 0.5 GeV. In total, Et,e 

accounted for about 7% of the final sample. 

4.2 Data Acquisition System 

The job of the data acquisition (DA) system was to record on tape those events which 

the trigger deemed worthy of saving for offiine analysis. In the previous experiment, 

E691, the digitizing modules for the detectors resided in seven CAMAC crates. Using 
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Trigger Name Logic Requirements 

INTERACTION TRD_BEAM · BEAM-8POT · BEAM_HALO · INT 

Et,atd INTERACTION· (Et> 5.5 GeV) · KB(run > 1772) 

Et,B INTERACTION· (Et> 8.0 GeV) · KB(run > 1772) 

EtK 
I 

INTERACTION· (Et> 5.5 GeV) · (DISC_K) 

Et,e Et,B · (SLIC_e-) 

Table 4.2: The E769 Triggers. Table 4.1 defines the logic signals and the text gives a 

complete description. 

a PDPll, the DA in that experiment serially read out the crates over a CAMAC 

branch highway and achieved a data taking rate of around 100 events/sec with a 

total time of 3 ms to read out the experiment [29, p. 870]. Although the seven crates 

of digitizers remained, E769 adopted a highly parallel DA architecture with a large 

data buffering capacity and an increased amount of online computing power. With 

such a system, the data taking rate increased to about 450 events/sec [29, p. 870]. 

The flow of data through the DA began in the Smart Crate Controller (SCC) 

that resided in each of the seven CAMAC crates. The Fermilab-built SCC contained 

a Motorola 68000 microprocessor, and upon reception of a trigger it executed a list 

of instructions to read out the digitizing modules in its crate. The read out time 

from the SCC to the next stage in the DA was about 0.3 µ,s/byte [29, p. 870]. At 

the next stage, a read out buffer (Rbuf) received the data from a pre-assigned SCC. 

The Rbuf was a double-buffered memory module that lived in a VME crate. 5 The 

double-buffering allowed the rest of the DA to read out data from the Rbuf as the 

SCC delivered more information to it. After receiving all of the data from its SCC, a 

single Rbuf contained the event fragments from a single part of the spectrometer. The 

conglomeration of Rbufs contained all event fragments from all parts of the detector. 

The heart of the DA system resided in the Advanced Computer Program (ACP) 

modules whose task was to assemble the event fragments stored in the Rbufs. An 

ACP was a single VME module with an on-board, 17 MHz, 68020 microprocessor and 

2 Mb of memory [29, p. 871]. Each module represented about one mips of computing 

5VME is a modular and bus standard for microcomputers. See reference [50]. 

73 



L~BEEE 
I OHHH 
N v S 
KAS123 

x 

VAX 

•••• 

VME 
1/0 

Crate 

R 
B 
u 
F 

' 

s 
• • • c 

c 

Figure 4.1: The E769 DA System. 
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power. Seventeen such modules provided the processing power for the DA system. 

Sixteen of the ACPs carried the designation Event Handler (EH), and they executed 

two tasks, the "grabbing" and "munching" of events. As the Rbufs were accumulating 

data, two of the 16 EHs "grabbed" event fragments from them and constructed entire 

events from these pieces. After event assembly by the grabbers, the other 14 EHs 

"munched" the events to format and compress them for output to tape. 

The final ACP module was the Boss. As its name indicates, it supervised the 

EHs and managed resources. Although the numbers of grabbers and munchers were 

always 2 and 14, respectively, the Boss defined dynamically which modules performed 

which tasks. It was also in charge of directing the tape controller to write finished 

events to tape. 6 In addition, the Boss directed a small fraction of finished events to 

the System Controller program for use in online event monitoring. Lastly, the Boss 

gathered error messages from the EHs and reported them to the operator. In the case 

of fatal errors, the Boss deassigned EHs to prevent the failure of the entire system. 

Shift personnel operated the entire DA through the System Controller program 

running on a VAX 11/780. This program allowed the operator normal control of 

the DA, to start a run, to end a run, to disable tape writing, to pause, etc. The 

System Controller also had two other tasks along with acting as a general command 

interface to the DA. First, it collected events sent by the Boss for the monitoring pool. 

Second, it handled error reports, which the Boss delivered, by communicating them 

to the operator and recording them to disk. These features made the system quite 

functional, and its simple design made it robust. Pre-experiment tests showed that 

the error rate was less than 10-9 /byte [29, p. 872]. Over the course of the entire run, 

it enabled the recording of roughly 370 x 106 events on nine thousand 6250 tapes. 

6The tape drives were STC 2925 drives which wrote to 6250 bpi tapes at 100 ips. 
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Chapter 5 

Data Processing and Signal 

Extraction 

Acquiring a data set of 370 x 106 events during the course of the run was quite a 

technical achievement. What remained was the equally daunting challenge of pro­

cessing the events and of extracting physics results on a reasonable time scale. The 

first step in processing these raw events was to reconstruct them, to transform the 

digitized signals on tape into the tracks, four-momenta, etc. of the particles in the 

events. The second step involved searching the reconstructed events for those which 

were likely to contain charm and then "stripping" them from the overall data set. The 

stripping process reduced the size of the working data set by rejecting those events 

unlikely to contain charm, and it enriched the charm content of those events chosen. 

The final step was to obtain a sample of charm events which was as free as possible 

of background events (charm imposters). At this stage, the focus was on searching 

for specific final states, namely o± -+ K=F7r±7r± and 0° /ff' -+ K=F7r±. This decay 

mode of the charged D was favored because it has the largest branching ratio of the 

all-charged modes. Similarly, this decay mode of the neutral D has one of the largest 

nonresonant, all-charged branching ratios [3]. 
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5.1 Computing 

In attacking the first step, the goal was to reconstruct the entire data set in one 

year. This was ambitious and relied upon the availability of enough computing to 

dedicate toward the goal. To reconstruct events, the E769 reconstruction program 

required roughly 33 mips-sec/event.1 To achieve the goal of reconstructing the E769 

data set in one year required, therefore, 1.2 x 1010 mips-sec/year or about 380 mips 

of computing available and dedicated to E769. Unfortunately, the standard, general­

purpose machines available at FN AL accounted for only about 20 mips of computing. 

An offline farm of ACP modules configured as a reconstruction engine accounted for 

about 280 m.ips, but many experiments shared this facility. E769's share amounted 

to approximately 91 mips, a factor of four fewer mips than desired. 

Fortunately, about this time Silicon Graphics, Inc. (SGI) made commercially avail­

able its 4D /240S compute servers. Each 4D /240S contained four 25 MHz, R3000, 

RISC CPUs from MIPS Computer Systems [53, p. 3]. Each processor accounted for 

16 mips of computing power or 64 mips per compute server. FNAL purchased four of 

these machines for E769's use. Together with the 91 mips of ACP nodes, E769 had 

available 34 7 mips, nearly the required a.mount to meet its reconstruction goal. 

E769 acquired and integrated a reconstruction machine with many attractive fea­

tures. Their commercial availability, their commercial support, and their large num­

ber of mips/ dollar made SGI's compute servers an attractive solution to E769's re­

construction dilemma. That the system already had a working FORTRAN compiler 

ma.de it especially appealing. Because we did not have to debug its compiler, the re­

construction program required little modification for use on this new system. Around 

this time tape drives for 8 mm, 2.3 Gbyte video cassettes and small (in size, not 
It 

storage volume), 5~ , 0.75 Gbyte disks also became commercially available. E769, 

therefore, transferred a. large subset of its data from 6250 bpi tapes to 8 mm cassettes 

to allow for their use on the SGI compute servers. One 8 mm cassette held the data. 

from roughly ten 6250 tapes. Together with the small disks, the video cassette drives 

gave the reconstruction system a large data storage capacity at relatively little cost. 

1 A mipa mea.ns million instructions per .second. It is a measure of the speed of a. computer. A 
VAX 11/780 is a. standard reference of speed because it is a 1 mips machine. 
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Figure 5.1: Topology of the E769 Reconstruction Job (53, p. 19]. 

At first consideration, one unappealing feature of this system was that it ran SGI's 

version of the UNIX operating system, IRIX, rather than th~ more familiar VMS 

operating system widely used in HEP. Learning UNIX was, however, a relatively 

minor cost to pay for the availability of enough computing power to reconstruct the 

data set. In fact, UNIX is a quite powerful, tool-based operating system with many 

useful features not readily found on VMS systems. After paying the initial startup 

costs of learning UNIX, working in its environment was almost enjoyable. 2 

After configuring this reconstruction engine, the next task was to reconstruct the 

data that now resided on 8 mm tapes. Because each event on tape was independent, 

the situation was ideally suited for a parallel processing application. Figure 5.1 shows 

the topology of the reconstruction job that ran on the compute servers and on the ACP 

farm. The heart of the job consisted of an input process, n identical reconstruction 

processes, and an output process. The input process read events from tape and fed 

2Not everyone on E769 (or elsewhere) holds this opinion. 
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them to the reconstruction processes. Then concurrent reconstruction processes, one 

per processor, each received an event, reconstructed it, and then fed it to the output 

process for logging to tape. FNAL's computing department wrote a package called 

the Cooperative Processes Software (CPS) system (17]. It provided a general-purpose 

framework for building parallel applications such as this one. A CPS process named 

the Job Manager supervised all processes and oversaw communications between them. 

Using this powerful combination of hardware and software, E769 reconstructed its 

data set in roughly one year from the time a working system was in place. 

5.2 Reconstruction 

The reconstruction program contained four phases, PASSO, PASSl, PASS2, and the 

DST-maker. The first of these phases, PASSO, was for surveying the first few thousand 

events at the beginning of the tape. It calculated pedestals and conversion factors 

from ADC counts to energies; it searched for peaks in the TRD distributions and 

for hot channels in the SMD distributions. Later phases of the reconstruction used 

P ASSO routines to accumulate event statistics and prepare histograms. At the end of 

a job, the reconstruction program put these event statistics into a data base which 

served as a useful reference for the data set. 

5.2.1 PASSl 

The PASSl phase of the reconstruction performed a.11 the track-finding/fitting. It 

comprised two main routines. One found tracks emerging from the target region; 

the other found tracks which originated downstream of the SMD system. PASSI 

began the tracking in stations 1-3 in the SMD system. It did so for three reasons. 

First of all, the SMDs had higher hit efficiency than the DCs. Secondly, a.side from 

DC group Dl, most of the DC system was downstream of the magnets, Ml and 

M2. Starting upstream of Ml avoided having immediately to address track linking 

through the magnets. Lastly, although Dl and the downstream PWCs were upstream 
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of Ml, these planes were relatively closely spaced together. 3 Extrapolating tracks 

from them upstream into the more finely grained SMDs would have made the track 

pattern recognition more difficult. The SMD system, however, did receive some help 

in pattern recognition from Dl and the downstream PWC planes. Together, the 

SMDs, D 1, and the PW Cs provided the most redundancy in the tracking system, 

making them the natural choice in which to begin track finding. 

Of the SMD planes, the most natural choice a priori in which to start the tracking 

would have been the SMD planes in station B, for they had the best intrinsic resolution 

in the downstream tracking system. They suffered, however, from noise problems, 

and this noisiness dictated that they run with reduced amplifier gains to control 

it. The gain reduction left them more inefficient than the rest of the system. The 

tracking used these planes as supporting information for tracks found in the rest of 

the downstream SMD system, not as planes in which to begin searching for tracks. 4 

After having done the tracking in the SMD system, PASSI then linked the SMD 

tracks to tracks in the DC system and performed a fit to the linked tracks. This 

procedure began in they-view, the "non-bend" view, of the DCs. 5 This avoided the 

more difficult job of initially having to match deflected tracks. After matching in the 

non-bend view, the bend-view linking began in D3, which was farther downstream 

and less congested than D 1 or D2. D4 was even farther downstream than D3, but it 

contained four times fewer planes than D3. This made D3 a better choice in which 

to start linking. During this bend-view matching, PASSl used a single bend point 

approximation for the magnetic field. 

After having found the track candidates, PASS! then used the full magnetic field 

map to fit the tracks. The track parameters were the x-intercept, they-intercept, the 

xz-slope, the y z-slope, and the inverse momentum in the x-direction. With the full 

tra(:k fits completed, the reconstruction then proceeded to clean up any questiona.ble 

3See figure 3.1 for the geometric layout. 
4See section 3.5.4. 
5The term "non-bend view" is a misnomer. The path of a charged particle through a constant 

magnetic field is a helix, and a helix does not have a straight line projection. Only if the track 
does not have a momentum component parallel to the magnetic field (y) can it have a straight line 
projection. Such a helix degenerates entirely into a circular path in the zz-plane. The term "non­
bend", of course, refers to the fact that the magnet deflects the track very little in its yz-projection. 
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tracks that it had found. It removed tracks with few hits in the SMDs, tracks with 

large X
2

, and tracks with too many shared hits with a better track. Finally, PASSI 

then attempted to find tracks originating downstream of the SMD system. These 

would have come from long-lived neutral particles such as K~ and A. It also would 

try to find any other tracks which the first part of the tracking had missed. This 

second part of the tracking benefitted from only having to look at hits not associated 

with tracks already found in the first part of PASSl and at hits released by PASSl 

after it had removed questionable tracks. 

5.2.2 PASS2 and the DST-maker 

After PASSl had completed the tracking for an event, PASS2 reconstructed the event 

in the rest of the spectrometer, using the found tracks as appropriate. It started with 

the calorimeters, the SLIC and hadrometer. First, the calorimetry code converted the 

ADC measurements into energies. The calorimeters had a strip geometry6 , not a tower 

geometry. This required that the reconstruction perform pattern recognition to search 

for energy cells, groups of nearby counters with energy above threshold. Next, it more 

finely divided the groups into sectors, which hopefully were the particles creating the 

showers in the calorimeters. By using known shapes for the electromagnetic and 

hadronic showers, PASS2 fit their positions. Using a stepwise regression, it then 

searched for the best sectors and fit their energies and uncertainties. 7 PASS2 then 

confirmed whether these sectors corresponded to any charged tracks from upstream 

in the spectrometer. This identified which showers belonged to neutral particles. 

The calorimeters also enabled some particle identification. Because the SLIC is 

approximately 20 radiation lengths and only 1.5 interaction lengths, most electromag­

netic showers were contained in it, bu.t as intended, hadronic showers spilled into the 

hadrometer. This helped to distinguish electromagnetic and hadronic particle show­

ers. Further, the two shower shapes were different. Electrons and photons tended 

to have narrow, short showers, whereas, hadronic particles had much wider showers. 
6See section 3.8. 
7The fitting technique is quite complicated. I have given it a cursory description because it plays 

a negligible role in the analysis described in chapter 6. For a much more detailed description, see 
(54]. 
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Because they are more massive than the electrons, the muons tended not to shower 

in the calorimeters. The muon wall located behind the calorimeters did detect the 

muon's minimum ionizing energy deposition. The calorimetry code utilized this in­

formation and the tracking information to output a set of probabilities for identifying 

photons, electrons, and muons. 

PASS2's next job was to perform the main particle identification in the Cerenkov 

counters. For each charged track found in PASSl, it determined the probability that 

the track belonged to an e, µ, 7r, K, or p. PASS2 only allowed these particles because 

they were the ones most likely to have survived as far downstream as the Cerenkov 

counters. The first step was to determine if the track belonged to an e or a µ by 

checking the calorimetry information. If the probability was small for an e or µ, then 

P ASS2 determined the particle identification from the Cerenkov information. 

Given a track's para.meters and its momentum, PASS2 began by assuming a mass 

hypothesis ( e, µ, 7r, K, or p) for the track. It then stepped the particle along the 

track and through each Cerenkov counter. At each step, it generated Cerenkov light 

if the particle's momentum was above threshold. Continuing this way, it simulated 

the a.mount of Cerenkov light which the particle of that four-momentum would have 

caused. 

Using the geometry of the counters and known light transmission efficiencies, 

PASS2 determined the number of photo-electrons which a particle of given four­

momentum would have produced. It then assumed that the simulated number of 

photo-electrons for a track was the average, µ, of a compound Poisson distribution 

with deviation, b, from purely Poisson behavior [14, p. 71]: 

N N-1 

P(N; µ, b) = ~(1 + bµtN-l/b II (1 + mb) 
N. m=1 

(5.1) 

P(N; µ,, b) is the probability that the hypothesized particle, which producesµ photo­

electrons on average, actually produced N photo-electrons in the given Cerenkov 

counter. The deviation parameter, b, assumed a small value of 0.05, and it was 

constant over all runs. 

For each track (k) in the event and for each Cerenkov counter (i =Cl, C2), PASS2 

calculated the probability Pi( Nik; µijk, b) that the track was made by particle j = e, 
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µ, 7r' K, or P· Parameter Nile is the number of photo-electrons actually measured in 

counter i for track k. Parameter µijlc is the average number of photo-electrons which 

particle j would yield in counter i assuming that particle j had produced track k. 

The total probability that track k belonged to particle J. was then 

In this equation, A3 =the a priori probability that particle j appears in an event. It 

describes, in the absence of Cerenkov information, the probability that the track was 

made by particle j. The a priori probabilities for particles e, µ, 7r, K, and p are 0.02, 

0.01, 0.81, 0.12, and 0.04, respectively. The probabilities A; derive from the data 

(14]. Finally, the probabilities CPRB;1c are normalized to one over the five particle 

hypotheses so that L:;=e,µ,w,K,p CPRB;1c = l. 
PASS2's last task was to find vertices in the event. This was an important task 

because the experiment's ability to see charm relied on its ability to separate the 

charm's production point from its decay point. The vertex fitting began by refitting 

all the known tracks with only the SMD tracking information because it was the 

most precise in the spectrometer. This fitting accounted for multiple scattering in 

the vertex detector and the targets. Starting with the first track in the track list, 

the vertex routine fit a vertex to it and the second track. If the :fit's x2 per degree 

of freedom (x2 /DOF) was less than 2.0, the fitter added other tracks to this "seed" 

vertex until the x2 /DOF wa.s larger than the cut value of 2.0.8 Whichever tracks the 

fitter did not include in this first vertex were the first ones included in subsequent 

seeds. This process continued until the fitting routine found all possible vertices 

satisfying the quality cut. The program then ordered this list of vertices according to 

their z-positions and prepared it for output by the next stage of the program. From 

this list, subsequent stages of the analysis used only the primary vertex. These later 

stages of event processing searched for their own secondary vertex candidates. 

The final phase of the reconstruction program was the DST-maker. Its task was 

fairly simple and not CPU intensive. The DST-maker merely took the reconstructed 

8This cut value maximized the significance of the signal, o± -+ K=FT±?r±. See reference (56, p. 
66]. 
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information for each event, compressed it, and entered it into an output buffer of 8192 

four-byte words. When the output buffer was so full that it could not accept another 

entire event, the DST-maker wrote the unpadded record to the output tape. The 

output tape was comprised, therefore, of variable length physical records containing 

on average about 14 reconstructed events. The compression decreased the number of 

output tapes by roughly a factor of two as compared to the raw data set. 

5.3 Pair Strip 

Writing the output of the reconstruction onto 8 mm cassettes rather than onto 6250 

bpi tapes achieved an immediate factor of 10 reduction in the number of tape units on 

which the data was contained. The data compression from the DST-maker provided 

another factor of two, yet the number of tape units to manipulate was still large. 

This motivated the pair strip, a filtering program which reduced the amount of data 

to manipulate by searching for events likely to contain charm. Its design goals were 

- that it should be highly efficient, for many decay modes, at finding events that 

contain charm, 

- that it should reject events which had a low probability of containing charm, 

- that it should be fast. 

Most events did not contain charm. Any stripping program which embodied the 

above characteristics would reject most events in the reconstructed data set and leave 

a relativ~ly small sample highly enriched in charm content. 

To achieve these goals, the pair strip needed a keen eye for spotting events which 

had a large probability for containing charm. Because the charm lifetime is relatively 

long, its decay vertex can be millimeters away from its production vertex. The purpose 

of the high resolution SMD system was to see the separation between these vertices 

and to allow the use of this characteristic to identify charm. The main focus of the 

pair strip was to use this SMD information to find evidence for secondary vertices in 

the events. 

84 



To test for a vertex separation, the pair strip first identified from the reconstructed 

vertex list the production vertex in the event as that having the most tracks associated 

with it. Then ignoring the rest of the vertex list prepared by the reconstruction, it 

formed its own two-track test vertices from all pairs of downstream tracks. The pair 

strip rejected any vertices, primary or secondary, which were upstream of the target. 

To make sure that the tracks had both good quality and a defined momentum, it 

required that each track pass through the first magnet. To verify that the test vertices 

themselves were good, it required that the x2/DOF be less than 5 and that the error 

in the z-position be less than 1.8 mm. Finally, the pair strip demanded that a test 

vertex be well-separated from the primary vertex. The measure for this separation 

was the significance, SDZ, of the difference between the z-positions of the primary 

vertex and the test vertex: 

SDZ = D..z/uz.. (5.3) 

In this expression, 

fl. Z - Z aeccntlary - Zprimary; 

u z. - Ju; + u~, the error on b..z; 

u P ( u •) - the error in z on the primary (secondary) vertex. 

The pair strip required that SDZ be greater than 6.0. This was a powerful cut for the 

rejection of non-charm events. Figure 5.2 shows the geometry of the SDZ cut and of 

other cuts used in the pair strip. 

The resolution of the SMD system was, of course, not infinitely precise. Even 

if a set of tracks forms a particular vertex, each of those tracks will have a finite 

miss distance to that vertex. If each of the tracks, however, really came from that 

vertex, on average they should be closer to that vertex than to any other vertex in 

the event. The pair strip incorporated this idea into its event filtering. It required 

that the candidate decay tracks be closer to the candidate decay vertex than to the 

primary vertex. Quantitatively, if di (elf) = the distance9 of track i to the secondary 

(primary) vertex, then the ratio 

2 d~ 

RAT= II 2. 
. d'f 
i=l ' 

9 Distance is measured transverse to the beam in the zy-plane. 
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is a measure of the relative distance of the pair of tracks to the secondary and primary 

vertices. The pair strip required that RAT be less than 0.06. To understand this cut 
' assume that df. = ~ and that di = d2. In this case, the cut on RAT demanded that 

each track be only 1/4 as far away from the candidate secondary vertex as from the 
primary vertex. 

Ordinary events could have further mimicked charm events by containing sec­

ondary interactions. A primary particle emanating from the production vertex could 

have interacted in one of the target foils, giving a spray of secondary particles. The 

mean transverse momentum, <Pt >, of these secondary tracks relative to the direc­

tion of the primary particle is roughly 0.3 GeV. For common charm decays, however, 

Q-values can be in the neighborhood of 1.0 GeV. The pair. strip imposed a modest 

cut on PT2DK, the sum of the squares of the transverse momenta of the secondary 

tracks relative to the line of flight of the charm candidate. It required that PT2DK be 

larger than 0.1 GeV2
• After the pair strip found a two-track vertex candidate which 

satisfied these cuts, it output the event and examined the next one. 

The pair strip achieved all of the goals for which it was designed. Because it 

focussed on general properties of all charm decays, it was efficient for many decay 

modes. Because it was roughly 10 times faster per event than the reconstruction, it 

satisfied the desire for speedy filtering. And because it rejected about 15 events for 

every one accepted, it reduced the size of the working data set to about thirty-five 

8 mm cassettes, a manageable number. 

5.4 D Signals 

Up to and including the pa.ir strip, any cuts applied to the data were "loose cuts". 

That is, the cuts were not at those values which maximized the significance of the 

signal in the mass plot. Because detectors and software are imperfect, they cannot 

discern charm infinitely well. Cutting at the optimum values, therefore, eliminates 

some charm events along with background, and the intention was to remain highly 

efficient for all charm events in all processing through the pa.ir strip. 

Conversely, the final signals from which the physics analysis comes should have 
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Figure 5.2: Pair Strip Cuts. (a) RAT cut. (b) SDZ cut. (c) PT2DK cut. 
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the best significance possible. To find signals for the decays D± ~ K=F7r±7r± d 
=-0 an 

D
0 
/D ~ K=F7r±, the final set of cuts were those which optimized the significance of 

the signal in the mass plot. This technique provided the largest clean signal achievable 

with this data set. Extracting these signals progressed in two stages. First, using only 

the negative beam data, a substrip searched for D candidates and applied a set of 

tighter cuts to enhance further the charm content of the sample. Second, via an 

interactive program called PAW, 10 the optimized data cuts were applied to extract 

the final signals for analysis. 

Because the analysis at this stage was mode specific, the cut variables from the 

pair strip (RAT and PT2DK) which depended on the number of tracks needed their 

definitions extended. Consequently, although the pair strip only examined two-track 

vertices, for an n-prong decay, the proper definition of RAT is: 

(5.5) 

The definition of PT2DK undergoes similar extension for an n-prong decay. Because 

the decay modes under consideration for the n± and the D0 /D° differed, the optimized 

values for these variables also differed. 

To begin searching for n± ~ K=t=7r±71"± events, the substrip chose, as did the 

pair strip, the vertex with the highest multiplicity as the primary vertex. For the 

candidate n± vertex, it examined all three-track combinations with the correct charge. 

All tracks in a combination must have passed through at least one magnet, and they 

must have had a reconstructed segment in the SMDs. Next the substrip assumed that 

the two tracks with like charge were pions and that the other was a kaon. With this 

assumption, it then required that the invariant mass of the three-track combination 

be in the range 1.75 GeV to 2.00 GeV. If a candidate passed all these cuts, the substrip 

fit a vertex to the three tracks and demanded that the vertex have x2/DOF less than 

5.0. 

With a D± candidate chosen, the substrip then placed some cuts on the primary 

vertex. If any of the tracks in the candidate vertex belonged to the primary vertex, 

it refit the primary vertex after first eliminating these tracks from consideration in 

10Physics Analysis Workstation (20]. 
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the fit. It then required that the primary vertex be of a reasonable quality (x2 /DOF 

< 5.0) and that it be located in the target region. If both the primary vertex and 

the candidate vertex were of reasonable quality as defined by these cuts, then it was 

sensible to apply further cuts which probed the relationship between them in search 

of charm. Via a PAW macro program at the interactive level, the SDZ for these two 

vertices was required larger 12.0. The variables RAT and PT2DK also were further 

constrained so that RAT was less than 0.006 and PT2DK was larger than 0.5 GeV2 • 

Besides a tightening in the three cuts which the pair strip used, the ?r- beam data 

from the pair strip also underwent four further cuts to extract a sample of D±. If the 

candidate three-track vertex were really a o±, the sum of the three-momenta of the 

secondary tracks should point back to the primary vertex. If the candidate vertex 

were actually of different multiplicity, then the resultant three-momentum would not 

point back to the primary. The D Impact Parameter, DIP, was the distance in the 

xy-plane from the primary vertex to the resultant three-vector of then± candidate. 

The constraint on the DIP was that it be less than 80 µm. An isolation cut, ISO, 

demanded that any other tracks in the event be farther than 60 µm from the candidate 

vertex. To ensure a reasonable opportunity of having a kaon in the decay vertex, the 

kaon candidate in the three-body decay underwent a ka.on identification cut. The 

identification cut was that the kaon probability, KPROB, is larger than 0.13, just 

above the a priori value.11 . Lastly, to select a sample of interaCtions induced by the 

7r- beam, only those events with a 7r- beam probability, BMPI, above 0.9 passed. 

For the neutral D, Dr. Joao Torres de Mello Neto, a Brazilian collaborator from 

CBPF in Rio, provided the D0 JD° .._. Kf ?r± sample using similar techniques. As 

evidenced in table 5.4, the variables on which he cut to extract the final signal were 

largely the same, with two exceptions, as those described above for the n±. First, 

he employed a cut which required that the product SDZ · PT2DK be larger than 11. 

Physically, this cut weighs the probability of finding charm with the SDZ cut against 

the probability of finding charm with the PT2DK cut. With the absolute cuts on SDZ 

and PT2DK shown in table 5.4, the product cut removes the region in cut space with 

low SDZ and low PT2DK. The other cut which differed for the neutral D was the ISO 
11Section 5.2.2 explains the a. priori probabilities. 
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Cut 

snz > 12.0 > 6.0 
RAT < 0.006 < 0.1 

PT2DK > 0.5 GeV2 > 0.7 GeV2 

DIP < 80µm < lOOµm 
ISO > 60µm -

KP ROB > 0.13 > 0.15 

X~econdary f D 0 F < 5.0 < 5.0 

x!rimaryf n 0 F < 5.0 < 5.0 
BMPI > 0.9 > 0.9 

Zprimary in target in target 

SDZ · PT2DK - > 11.0 

Table 5.1: D± and n° /D° Sample Cuts. 

cut, which Dr. de Mello Neto excluded from his analysis. The decay n•± ~ n° /TJ° ']("± 

contributes to the sample of n° /~ events. Because the 7r in the n• decay carries 

away little momentum, it travels near the flight path of the D. Requiring an isolation 

cut would, therefore, eliminate some fraction of this contribution, and he wanted to 

retain as much of the D0 /f5° sample as possible. Figure 5.3 shows these additional 

geometric cuts used to extract the D signals. 

Figures 5.4 and 5.5 show the n± and the D0 /f5° samples. The fits shown in 

the :figures represent a gaussian function for the signal with a linear function for the 

background. In the fit, the mean of the gaussian and its standard deviation were 

fixed parameters. For both fits, the means were at the nominal values for the n± 
and D0 /f5° masses, and the standard deviations were 12 Me V, the value determined 

from the MC. The parameters of the linear background and the size of the signal were 

variable in the fit. This fitting technique yielded 700 ± 34 D± events and 607 ± 41 
=-0 n° /D events. 
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(b) 

Figure 5.3: Geoliletric Cuts for Extracting D Signals. (a.) DIP cut. (b) ISO cut. 
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Figure 5.4: n± ~ K=F=7r±7r± Signal. 
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Chapter 6 

Analysis and Results 

6.1 Overview of Technique 

After extracting the D± and D0 JD° signals from the reconstructed, 7r- beam data 

sample, the next step was to analyze from these samples a particular physical phe­

nomenon. E769's thrust was to study the hadroproduction of charm. As chapter 1 

discusses, this involved in part the measurement of the differential production cross 

sections as a function of the longitudinal and transverse momentum variables, XF and 

p~ (or Pt)· The technique for the analysis entailed separating the given sample (D±, 

D0 /D°) into bins of one of the kinematic variables, ignoring (integrating over) the 

other variable. 

After being binned in this way, the resultant distribution in either longitudinal 

or transverse momentum needed an acceptance correction to account for geometric 

coverage and efficiencies in the trigger, the detectors, and the reconstruction. The 

shape parameters of the production followed from fitting the corrected spectra to 

parametrized, phenomenological functions. 1 These parameters constituted the final 

set of physics numbers which the experiment measured given the hypotheses of the 

fit. 
1 Chapter 1 describes the shape parameters. 
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6.2 The Monte Carlo 

6.2.1 Event Generation and Digitization 

The E769 monte carlo (MC) consisted of two separate programs, a genera.tor and a 

digitizer. The first pa.rt, the generator, performed four tasks in producing events: 

- Created pairs of charm quarks. 

- Modelled the underlying event. 

- Fragmented quarks and decayed particles. 

- Simulated detector response. 

The generator created pairs of charm quarks by using the second order QCD processes 

of gluon-gluon fusion, gg ~ cc, and of quark-antiquark annihilation, qq --+- cc, includ­

ing the effects of a nonzero c-qua.rk mass. Although the third order calcula~ions exist, 

they are more difficult to implement, and they change the shapes of the theoretical 

distributions very little. 2 To model the underlying event caused by the interactions of 

other quarks in the beam and target, the MC employed the Lund software package, 

FRITIOF 1.3. It uses a hadron-nucleus collision model which allows soft interactions 

among the other, spectator quarks in the event. With the use of FRITIOF, the MC 

was better able to match the charged particle multiplicities of E769's data than had 

previous versions of the MC [30, p. 68]. 

The generator's first two tasks simulated the (charm and noncharm) quark part 

of the event. In the next two parts, the generator fragmented the quarks into hadrons 

and decayed them downstream of the target. It did the first via the string fragmenta­

tion model as employed in Lund's program JETSET 6.3, and it did the second using 

known lifetimes from the "Review of Particle Properties" [3]. The generator's last job 

was to simulate the physical response of the detector to the presence of particles. This 

response was based on the geometry and material composition of the detector, and it 

accounted for multiple scattering, secondary interactions, '1 conversions, and particle 

2 See section 2.2.3 for a discussion of this point. 
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Pairsaip 

Figure 6.1: The Processing of the MC Data {a) and the Real Data (b). 

decays. After completing these four assignments, the final output of the generator 

consisted of the truth table, a list of the four-momenta of the produced particles and 

their positions in the detector. 

The second program in E769's MC package was the digitizer. It had two main 

purposes. The first was to model detector efficiencies, hot or dead channels, and 

noise, all of which were tuned to the actual detector. The second was to transform 

the truth table into the raw data format of E769's real raw events. This allowed 

the same software that processed the real raw data to process the fake (MC) raw 

data. Figure 6.1 shows the flow of the MC data and compares it to the flow of real 

data. Producing and processing the MC data in this way accounted for the geometric 

acceptance, for the detector response, and for the reconstruction efficiency. The MC 

data never underwent the pair strip as the data had done because earlier studies had 

concluded that the pair strip was 100% efficient relative to the final analysis cuts for 

the n± -+ K=F.,...±.,...± and D0 /~ -+ K=F.,...± decay modes. 

6.2.2 
\J • 

Cerenkov Efficiency 

One of the efficiencies which the MC accounted for was the downstream Cerenkov effi­

ciency for identifying kaons. It was able to do this because the MC program contained 

information on the Cerenkov counters' geometry and on the Cerenkov process itself. 

96 



From a MC sample of n± ~ K::i:=7r±7r±, determining the efficiency for K identification 

was possible. First, a MC sample of K-7r7r events underwent all cuts as described in 

chapter 5 except a Cerenkov ~ut. A fit to a signal at the D mass yielded the number 

of events in the D ~ K7r7r decay. Then the MC sample underwent a K identification 

cut which required that the kaon probability be larger than 0.13. The probability 

0.13 was the cut value for extracting then± signal from the E769 data.3 It was just 

above the a priori,_ probability for observing a K in a minimum bias interaction. 4 The 

ratio of the amount of signal after the Cerenkov cu; to the amount of signal before 

the cut is the efficiency. Applying this technique in bins of the K momentum yielded 

the efficiency as a function of momentum. 

The same procedure applied to a sample of D± ~ K::i:=7r±7r± from the data also 

yielded the Cerenkov efficiency. As figure 6.2 evidences, the data and MC Cerenkov 

efficiencies were approximately the same. The difference was greatest at large mo­

mentum. At first, we believed that an inadequate Cerenkov simulation caused this 

difference. Rather than undertaking the time-consuming tasks of installing a new 

simulation and of regenerating a new sample of MC data, an efficient solution was 

simply to include a correction factor to scale the MC data to the real data. In the 

end, this was a small correction to the MC efficiency. 

6.3 Trigger Efficiency 

In generating events, the MC program had to produce two components for each event, 

the charm part and the underlying part. E769 characterized these two components 

by three variables, ( XF, p~, PT715). The first two characterized the charm part of the 

event; the third described the entire event (charm+ underlying). The third variable, 

PT715, is the total transverse momentum in the event of all charged particles which 

traversed both magnets. The PT715 variable is the analog of Et for charged tracks. 

The online trigger system accepted events whose Et, as measured in the calorimeters, 

was above a threshold.5 Because the gate widths for the calorimeters (200 ns) were 

3See table 5.4. 
4Section 5.2.2 explains the a priori probabilities. 
5Chapter 4. 
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Figure 6.2: Cerenkov K Efficiency in the MC and the Data a.s a Function of the K 

Momentum. 

larger than the gates for the DCs (150 ns) and the SMDs (100 ns), the calorimeters 

were more susceptible than the DCs and the SMDs to interactions from two beam 

particles in nearby buckets, an in-time and an out-of-time event. 

The in-time event could initiate an interaction trigger, and the out-of-time event 

could deposit additional energy during the gate time. If the Et was already above 

threshold, the added energy would send it farther above threshold. If the Et was 

below threshold, the additional energy could send Et above threshold. Assuming that 

PT715 ex (Et)true allowed the change to a charged particle, in-time variable. Using 

the charged particle tracking offered two advantages. The smaller gate widths in the 

SMDs and the DCs made them less sensitive to out-of-time tracks, and the timing 

information from the DCs ensured that most out-of-time hits would not align to form 

tracks. Based as it was on the charged particle tracking, PT715 was less sensitive to 

the out-of-time contamination in the calorimeters.6 

6 As described in this section, the original motivation for using the in-time variable PT715 was 
a discovery that out-of-time energy did contribute to the energy sum in the calorimeters. This 
discovery coincided with the discovery of a discrepancy between the Et distributions in the data and 

98 



Parametrizing events with PT715 allowed us to determine from data the efficiency 

of the trigger. The efficiency function derived from the interaction trigger data in the 

pair strip sample. As a function of PT715, the efficiency was the ratio 

In this equation, 

N(x) 

INTERACTION 

TRIG 

N(INTERACTION .AND. TRIG) 

N(INTERACTION) 

the number of events which satisfied trigger x 

interaction trigger 

transverse energy trigger: (Et,atd·OR.Et,B)· 

(6.1) 

Because the prescaler settings differed for the Et,atd and the Et,B triggers, every event 

that satisfied an Et,B trigger did not satisfy an Et,atd trigger. The two sets of events 

did, however, overlap. The efficiency function for the logical OR of the two Et triggers 

prevented double counting in that part of the event sample which was the intersection 

of these two sets. 

After extracting the data points as a function of PT715, we parametrized the 

efficiency with the form 

P2 
e(PT715) =Pt - 1 + e(PT715-ps)/Pt. (6.2) 

We divided the experiment into four blocks or regions of runs. The first two run 

regions include a small set of data from a 210 GeV negative beam (region 1) and a 

larger set of data from a 250 Ge V negative beam (region 2). The last two run periods 

are for positive beam conditions: normal 250 GeV running (region 3) and a special 

set of 250 GeV runs in which the DISC tagged protons rather than kaons (region 4). 

Each region has a corresponding set of parameters, p;.. Thus, (Et,atd·OR.Et,B) has an 

efficiency function associated with it in four different run regions. Table 6.1 shows 

the parameters and their uncertainties. 

an early version of the MC. In retrospect, the MC simulation was more at fault for this discrepancy 
than was the out-of-time contribution to the data. In fact, in the positive beam data for which the 
beam rates were higher than the negative beam data, the shift in Et threshold is roughly 0.5 GeV 
out of approximately 5.5 Ge V. For the negative beam data, the effect is certainly less. Consequently, 
although using the variable PT715 to understand the trigger is correct, the original reason which 
motivated its use is not very compelling. 
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Run Region P1 P2 p3 p4 

1 0.529 ± 0.0165 0.271 ± 0.0493 2.127 ± 0.1213 1.226 ± 0.1252 

2 0.298 ± 0.0042 0.336 ± 0.0099 2.849 ± 0.0698 1.663 ± 0.0616 

3 0.114 ± 0.0044 0.115 ± 0.0058 3. 767 ± 0.0856 1.263 ± 0.0835 

4 0.020 ± 0.0026 0.016 ± 0.0043 2.957 ± 0.2701 0.577 ± 0.3423 

Table 6.1: Parameters of the PT715 Efficiency Function for the (Et,atd·OR.Et,B) Trig­

ger. 

The 7r- beam data for the charm production distributions was contained in the 

first two of these run periods. Data from region 2 comprised most of this data set by a 

ratio of 3:1. The final acceptance obtained separately for region 1 was nearly identical 

to that obtained from region 2, so the region 2 function was sufficient to account for 

the trigger efficiency for all the 7r- beam data.. Figure 6.3 shows the (Et,atd·OR.Et,B) 

efficiency function from the second run period, normalized to one. The shapes of the 

longitudinal and transverse momentum distributions do not depend on the absolute 

normalization of the differential cross sections; therefore, I employed for the analysis 

an efficiency function normalized to one. 

6.4 Acceptances and Signal Widths 

Given a sample of MC events (Na.cc) which has been reconstructed and which has 

passed the same analysis cuts as the real data, the acceptance (A) follows naively 

from knowing the number of generated events: 

A= No.a:. 
N9en 

(6.3) 

This equation accounts for geometric acceptance and detector efficiencies as contained 

in the MC program itself. It also accounts for reconstruction and cuts efficiencies 

as contained in the MC data. processing. Because the MC did not simulate the 

trigger, equation 6.3 further requires a term for the trigger efficiency. Because the 

MC Cerenkov efficiency was slightly different than that in the data, equation 6.3 also 

requires a term to bring the Cerenkov efficiency from the MC into accord with the 
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Figure 6.3: (Et,atd·OR.Et,B) Efficiency vs. PT715. The curve is the region 2 curve, 

normalized to one. 

efficiency from the data. The acceptance, therefore, is 

(6.4) 

In this equation, Etrig is the efficiency for (Et,ata·OR.Et,B) triggers, and re is the ratio 

of the data Cerenkov efficiency to the MC Cerenkov efficiency. Including these two 

factors subjected the MC sample to the same processing and efficiencies to which the 

real data. had been subjected. After having been produced and corrected in this way, 

the MC sample was ready to undergo the same analysis that the data was to undergo.7 

The objectives in analyzing the MC were to generate an acceptance and to determine 

the widths (resolutions) of the D signals, each as a function of the kinematic variables 

XF, p:, and Pt· 

The method for finding the :r; F acceptance for n± illustrates the general technique 

in the analysis of both the data and the MC samples. First, I separated the MC 

events that passed the cuts into ranges (bins) of size 0.1 units of XF, for a total of 

7Section 6.5. 
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10 bins over the entire range 0 < XF < 1.0. The center of the kth bin in XF was at 

O.lk - 0.05 (k = 1, ... , 10). Next, using mass bins of size 10 MeV, I made a mass 

histogram of the set of events within an XF bin. The resultant n± signal in the mass 

plot was then subject to a binned maximum likelihood fit to determine the number 

of n± events over background. The fitting function for the mass distribution was 

the sum of a gaussian peak for the signal and a polynomial of degree less than two 

for the background. For all bins in XF, the degree of the mass background function 

was the smallest degree which adequately described the shape. An F-test determined 

what constituted an "adequate description", but the amount of signal (the number 

of events over background) found in each XF bin was largely insensitive to the shape 

used to parametrize the mass background.8 The free parameters in the mass fit were 

the coefficients of the background polynomial, the gaussian signal size, and the width 

(standard deviation) of the gaussian signal peak. The width as a function of x F 

followed from allowing the standard deviation to be a free parameter in the fit. 

The acceptance per x - F bin equaled the signal size from the fit divi~ed by the 

number of generated events in that bin. The acceptances and widths as a function of 

p~ and Pt followed similarly. In these cases, the bin sizes were 1 GeV2 and 0.4 GeV 

for the p~ and Pt plots, respectively. This covered a range of 0-16 GeV2 in p~ and 0-4 

Ge V in Pt. For the neutral D sample, Dr. de Mello Neto produced the acceptances 

and widths using an analogous technique. 9 For illustration, 'figure 6.4 shows the 

acceptance functions for n± and D0 /fi° versus the three kinematic variables, and 

figure 6.5 shows the width functions for n±. 

6.5 Data: Fitting and Combining 

When applied to the real data, the same process that yielded the acceptances from 

the MC data yielded the production distributions (uncorrected for accepted) for the 

separate charged and neutral D's from the 7r- induced interactions. For each of the 

kinematic variables, one at a time, I projected the total signals into bins in that 

8 Appendix A describes in more detail what an F-test is and how to apply it to this case. 
9Section 5.4 describes how Dr. de Mello Neto produced the neutral D sample. 
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Production Variable Distribution Function 

XF du /dxF = A(l - XF r 
p~ du/ dp~ = B e-bp~ 

Pt du/ dp~ = C e-b'pt 

Table 6.2: Parametrizations of the Production Distributions. 

variable. In each bin, I histogrammed the data according to its mass. To illustrate 

the technique, figures 6.6, 6. 7' and 6.8 show the mass histograms for the D± sample 

in each bin of XF, p:, and Pt, respectively. The use of the maximum likelihood fitting 

was the same as for the MC analysis. In the n± sample, I a.gain used an F-test 

to choose the background shape. As with the MC mass fitting, the degree of the 

background polynomial was less than 2 in all cases. Dr. de Mello Neto provided the 

data distributions for the D0 /D° sample. For this sample he chose a linear background 

in all instances, but again, the size of the signal was relatively insensitive to this 

choice. The major difference between the MC and data analyses was that the fit 

to the mass distributions in the data used a fixed gaussian width as determined by 

the MC width functions (figure 6.5). Fixing the width in these fits is advantageous 

because it decreases the number of variables in the fitting function. This avoids having 

a width subject to statistical fluctuations. The actual distribution then followed upon 

dividing the uncorrected distribution by the acceptance. 

Once the corrected distributions as functions of the three kinematic variables were 

in hand, fitting them to the phenomenological distributions in table 6.2 determined 

the production parameters, n, b, b'. All fit ranges included only points in the data 

distributions in which the signal had a significance larger than 2a. For the x F fit, 

excluding the first data point from the fit greatly improved its quality as evidenced 

by a lower x2 • I, therefore, constrained the range to 0.1 ::::; XF ::::; 0.6. Historically, 

the smaller sample sizes of earlier experiments in charm production constrained the 

fits of their transverse momentum distributions to the range 0.0 ~ p~ ~ 4.0 GeV2
• 

Although E769 had data at larger p~ than this, the distribution deviated markedly 

from the functional form e-bp: at large p~. Limiting the fit to this range was an 

attempt to extract only the low p~ behavior. At large Pt, the data followed the form 
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du/ dp: ex: e-b'Pt much better. Thus, I confined the fit of the Pt distribution to the 

range 0.8GeV ~Pt ~ 2.4 GeV to determine the large Pt behavior and to be consistent 

with the ranges used in smaller subsamples of the data.10 

Actually, I fit the corrected data distributions to the integrals of the functions 

listed in table 6.2. Because the plots of the data distributions had finite bin widths, 

they were not probability density functions. The integral of the probability density 

functions over the bin width accounted for this. For example, the fit parameters in 

the x F distribution, A and n, followed from minimizing the chi-squared statistic, 

2 L2 (N1c - 1::~"+ 1 A(l - x'rdx')2 

X (n, A)= L ' 2 • (6.5) 
k=L1 U1c 

In this expression for x2(n, A), 

Li (i = 1,2) 

N1c 

u1c 

XF,lc (k = 1, ... , 10) 

n 

A 

= 
= 

= 

= 

= 
= 

lower and upper limits to the range of bins used in the fit; 

the number of acceptance corrected events in the kth bin; 

the error in N 1c; 

0.l(k - 1) =the lower edge of the kth bin; 

z F production parameter; 

normalization parameter. 

The exponent n is the XF production parameter; it determines the shape of the 

distribution. Parameter A is the normalization constant. Although well determined 

by the fit, the value of A is essentially meaningless in this analysis because the data 

distribution is unnormalized to the beam flux and to the target material in the ex­

periment. 

The separate n± and D0 /If samples underwent similar analyses. Figure 6.9 and 

table 6.3 compare the results for these separate samples. Within error, the parameters 

are the same. Because the separate charged and neutral samples seemed to have come 

from the same parent distribution, combining and analyzing them as a single sample 

was a sensible option. Combining bin-by-bin the acceptance corrected kinematic 

distributions for the charged and neutral samples provided a large sample of roughly 

1300 D mesons for study.11 

10See table 6.4 which shows the parameters extracted from different subsamples of the D± and 
n° /D° data set. 

11See appendix B. 
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for ea.ch distribution is normalized to one. Ta.ble 6.3 contains the fit para.meter values. 

Sample n b (Gev-2 ) b' (Gev-1 ) 

n± 3.7 ± 0.3 0.99 ± 0.06 2.62 ± 0.14 

no/TJ° 4.2 ± 0.5 1.08 ± 0.08 2.72 ± 0.20 

Ta.ble 6.3: Fit Parameters for the Separate o± and D0 /D° Samples. The ranges for 

the fits are the following: 0.1 ~ XF ~ 0.6, 0.0 ~ p: ~ 4.0 GeV2
, 0.8 ~Pt ~ 2.4 GeV. 
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Target Sample n b (Gev-2 ) b' (Gev-1 ) 

All n±,n°/D° 3.9 ± 0.3 1.03 ± 0.06 2.66 ± 0.11 

2.16 ± o.ost 
All n- n° 

' 
3.7 ± 0.4 1.07 ± 0.07 2.67 ± 0.16 

All n+D° 
' 

4.0 ± 0.4 0.99 ± 0.07 2.66 ± 0.17 

All n- 3.3 ± 0.5 1.05 ± 0.08 2.67 ± 0.18 

All n+ 4.4 ± 0.5 0.92 ± 0.08 2.55 ± 0.21 

All n± 3.7 ± 0.3 0.99 ± 0.06 2.62 ± 0.14 

All no /Do 4.2 ± 0.5 1.08 ± 0.08 2.72 ± 0.20 

Be n±,n°/D° 3.7 ± 0.8 1.11±0.16 3.07 ± 0.33 

Al n±,D0 /D° 3.2 ± 0.5 0.97 ± 0.11 2.52 ± 0.30 

Cu n±,n°/D° 4.7 ± 0.6 1.18 ± 0.08 3.18 ± 0.27 

w n±,D0 /D° 4.2 ± 0.6 1.04 ± 0.11 2.05 ± 0.33 

Table 6.4: Production Parameters for D± and D0 /D°. Error estimates are statistical 

only. The ranges of the fits are 0.1 ~ XF ~ 0.6, 0.0 ~ p~ ~ 4.0 GeV2 , and 0.8 ~Pt ~ 

2.4 GeV. 

tRange of fit: 0.8 ~Pt~ 3.6 GeV. 

In the separate D± and n° /D° samples, the ranges used in the fits included bins 

with a signal larger than 2u. The same was true for the combined data. Moreover, to 

facilitate easy comparison between subsamples, all fits in table 6.4 included only data 

in the kinematic ranges previously described. Figures 6.10 - 6.12 show the fits to the 

entire combined data set using these fit ranges. These ranges are the largest ones 

which are common to all subsamples and which have significant (~ 2u) data signals 

among all subsamples. They seemed to the best ones over which the functions of table 

6.2 can reasonably describe the data. Figures 6.10 - 6.12 show the distributions for 

the combined D± and D0 /ff' sample and for the theory. I will discuss the comparison 

between the theory and the data in chapter 7. 
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6.6 Systematic Errors 

Tables 6.3 and 6.4 include only estimates of the statistical uncertainties. The system­

atic uncertainties enter through those ingredients comprising the acceptance correc­

tion and the analysis technique. Table 6.5 shows the effects of six sources of systematic 

uncertainty on the production parameters for the D± .12 The first three entries are 

related to the uncertainty in the acceptance. The three ingredients which entered the 

acceptance were the MC itself, the Cerenkov correction, and the trigger correction. 

In determining the acceptance, equation 6.4 represents the lowest order result 

in which every event from the MC receives equal weight as a function of the event 

variables XF, p~, and PT715. In fact, the distributions in these variables were not 

exactly the same in the data and the MC. Weighting the acceptance as a function 

of the D~~ A ratios in these variables would represent the next order attempt to 

account for this difference. The entry "Dft~ A acceptance correction" shows that the 

uncertainty from not incorporating this effect is small compared to the statistical 

uncertainty. 

To understand the effect of the Cerenkov and trigger corrections, the easiest pro­

cedure was simply to determine the parameter .values without imposing these cor­

rections. The differences in the parameter values with and without these corrections 

gave a gross estimate of their effects. Without the Cerenkov correction, the fractional 

changes in parameters n, b, and b' are 93, 03, and 0.43, respectively. Without the 

trigger correction, the fractional changes are 113, 73, and 53. The "true" system­

atic error is some fraction of this gross effect. What fraction to use depends on the 

uncertainties in the corrections themselves. 

For the Cerenkov correction, I calculated that the weighted average fractional 

uncertainty in this correction is approximately 103. In this computation the average, 

the fractional amounts of data in each momentum bin serve as weights. For the trigger 

correction, I computed the fractional uncertainty in the trigger correction function 

vs. PT715. Figure 6.13 shows this fractional uncertainty. Because 943 of the data 

12 A corresponding study for the D0 /f5° sample yields similar results [43]. The uncertainties for n 
and b are from reference [38]. Those for b' are my own estimates based on similar studies. 
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Figure 6.13: PT715 Efficiency and the Fractional Uncertainty in the PT715 Efficiency. 

has PT715 ~ 2 GeV, it is evident from figure 6.13 that the fractional uncertainty in 

the trigger correction is less than 10% over the range in PT715 where most of the 

data lies. Because each correction has a 10% uncertainty, I used 1/10 of the fractional 

changes in the parameters from not including these corrections in the analysis (See 

table 6.5.) 

Systematic uncertainty could also have arisen from the choices made in fitting the 

distributions which lead to the final production parameters. In the last three rows 

of table 6.5 I show some of these possibilities and their effects on the n, b, and b' 

values of the n±. The entry "Linear vs. quadratic mass background" is the fractional 

difference between parameters extracted by using linear background functions for the 

mass histograms and those extracted by using quadratic background functions. The 

entry "5 MeV mass bins vs. 10 MeV mass bins" is the difference between using 5 MeV 

bins in all mass plots as opposed to the standard 10 MeV bins. Finally, the entry "Fit 

to acceptance vs. point acceptance" is the fractional difference in parameter values 

obtained by using an acceptance function fit to the acceptance points as opposed 

simply to using the acceptance points themselves. The difference obtained using the 

acceptance function is a measure of the MC statistical uncertainties in the acceptance. 
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I Source of Uncertainty 

D;~A acceptance correction 

No Cerenkov correction 

No trigger correction 

Linear vs. quadratic mass background 

5 Me V mass bins vs. 10 Me V mass bins 

Fit to acceptance vs. point acceptance 

/ Total Systematic Uncertainty 

0.01 

0.009 

0.011 

0.0005 

0.03 

0.04 

0.01 

0.0 

0.007 

0.025 

0.02 

0.01 

Ab' v 
0.01 

0.0004 

0.005 

0.015 

0.004 

0.02 

I o.os I o.o4 I o.o3 I 
Table 6.5: Fractional Systematic Uncertainties in Production Parameters. The un­

certainties for n and b are from reference [38]. Those for b' are my own estimates 

based on similar studies. 

The total systematic uncertainty follows by adding in quadrature the fractional 

errors from each of the sources .13 Because the Cerenkov and trigger corrections 

each have about 10% uncertainty, for their contributions to the total systematic un­

certainty, I use 1/10 of the fractional differences that I found from not imposing 

each of these corrections. Under this assumption, the total systematic uncertainty 

in n(D±) is v'ILn"d = 0.053 for n±. Using the value of n(D±) = 3.7 from table 

6.4, I find that O'n,avat(D±) = 0.20. This yields a total uncertainty in n(D±) of 

un(D±) = .ju~ .• tat + u;,av•t = 0.36. The systematic uncertainty only slightly changes 

the overall uncertainty. In this sense, the systematic uncertainty is small. Using the 

fractional uncertainty for n±, I assign a common systematic uncertainty of 5% for all 

n values. 

For b the total systematic uncertainty follows similarly, but in this case, the largest 

contribution is the "Linear mass background ... ". I have argued, however, on sta­

tistical grounds that the data does not support a quadratic background in the mass 

histograms.14 This uncertainty may be related to :fluctuations in the background, so 

I only include half of this effect into the calculation of the systematic uncertainty. 

13This procedure is valid only under the assumption of independent uncertainties 
14Sections 6.4, 6.5 and appendix A. 
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With this assumption and with the same assumptions as for the systematic uncer­

tainty inn, I obtain "'b.by.e = 0.036 for o±. Using the value b(D±) = 0.99 from table 

6.4, I find that ab,ayat(D±) = 0.035. After addition in quadrature with the statistical 

error, ab = 0.07, so the systematic uncertainty again produces a small change in the 

overall uncertainty. I again use these results for D± to assign a common systematic 

uncertainty of 4% for all b values. 

Using the same sources as for n and b, I obtain the total systematic uncertainty for 

b'. As for both n and b, I use 1/10 of the uncertainties from the trigger and Cerenkov 

corrections, and I use 1/2 of the uncertainty from the entry "Linear vs. quadratic 

mass background". I obtain "'b'1,?.1t = 0.028 for o±. Using the value b'(D±) = 2.62 

from table 6.4, I calculate that O"b',ayat(D±) = 0.073. Addition in quadrature with 

the statistical uncertainty results in an overall uncertainty of a,,, = 0.16. Using these 

results for D±, I assign a common systematic uncertainty of 3% for all b' values. 
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Chapter 7 

Comparisons and Conclusions 

Table 6.4 contains a large set of results on the hadroproduction parameters for charm. 

Chapter 2 contains a description of the theoretical production distributions based on 

the QCD Parton Model. That this approach is applicable to the charm quark is not 

entirely clear.1 Comparing these results with theoretical predictions helps illuminate 

the validity of the model for calculating the differential cross sections for charm. The 

other obvious comparison is between E769's results and those of other experiments. 

This comparison helps to clarify further the state of knowledge in this field. 

7.1 Comparison to Theory 

Figures 6.10, 6.11, and 6.12 show the kinematic distributions of the combined o±, 
n° /D° data and the curves from the fits to that data. In figure 6.10, the dashed-dotted 

line shows a fit of the form (1 - XF }"' to points from a plot of the NLO theoretical 

xp distribution [46, fig.21]. The fit to the theoretical points uses the same range 

as the data, 0.1 < xp < 0.6, and the theoretical points are normalized to the data 

distribution. 2 The resultant Xp shape parameter is ntheory = 4.25; the parameter from 

the data is n(D±, D0 /D°) = 3.9 ± 0.3. In principle, the theoretical curve pertains only 

to unfragmented charm quarks of mass 1.5 GeV and to interactions at a center of 

1Section 2.2.3 contains a discussion of this point. 
2 See appendix C for a discussion of how the theory is normalized to the data. 
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mass energy of y'S = 23 GeV. This energy is only slightly different than E769's center 

of mass energy, ..jS = 21. 7 Ge V. 

In reference [46], Nason, Dawson, and Ellis (NDE), do not attempt to estimate 

the uncertainties in the production distributions for charm. They state that the 

uncertainties are likely to be large and that their results are mostly qualitative in 

the case of the charm quark. If the uncertainties, however, were small for the charm 

quark, then at least naively, the agreement with the D meson data on the value of n 

is surprisingly good given that fragmentation effects are absent from the theoretical 

curve. In figure 7.1, I compare the data distribution, the NLO theoretical distribution 

for unfragmented charm quarks, and the NLO theoretical distribution for fragmented 

charm quarks. In fragmentating the theoretical distribution, I employed the Peterson 

fragmentation function. 3 The fragmented curve deviates markedly from the data 

curve and the unfragmented theory curve. This difference brings into question the 

role of fragmentation in hadroproduction, but without the theoretical uncertainties, 

it is impossible to draw a strong conclusion. 

Again, under that assumption of small uncertainties in the theoretical curve, one 

possible explanation for the deviation is that the parton density functions which Na­

son, Dawson, and Ellis (NDE) [46) used are incorrect. Because gluon-gluon fusion 

dominates the production at E769's beam energy, the final :r;p spectrum depends on 

the gluon densities of the beam and target. If the gluon density functions underesti­

mated the fraction of large momentum gluons, the xp distribution for charm quarks 

would appear softer than it really is. In fact, NDE used Owens' parton density func­

tions (pdfs) for the pion [47]. Owens extracted these pdfs using leading order QCD, 

yet NDE's calculation of the hard cross section is in next-to-leading order. NDE had 

to use Owens' pdfs because they were the only ones available when they did their 

calculation. This inconsistency and the uncertainties in the gluon density functions 

may be the cause. That the resultant theoretical spectrum for charm quarks lies atop 

the D meson data may simply be accidental. 

In a recent preprint (44), Mangano, et al. reported on evidence from a Monte 

Carlo model for a hardening rather than a softening of the XF distribution after 

3 Section 2.2.4 and reference [18]. 

120 



,,........., 
(/) ...... 
c 
::l 

..0 
L 
0 __.. 

.... -1 x 10 "'O 

""' b 
"'O 

-2 
10 

0 0.1 

o·.0° + c.c. 
NLO theory, charm quarks 
NLO theory + Peterson fragmentation 

' ' ' ... ... ... 
.... 
' ' .... 

' .... 
' ' ' ' ' ' ' ' 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Figure 7 .1: Comparison of U nfragmented (dashed), Fragmented (dotted), and Data 

(solid) Distributions in Zp. The unfragmented curve represents the unfragmented, 

NLO charm quark distribution as described in chapter 2 and in the text below. The 

fragmented curve is the unfragmented NLO curve convoluted with the Peterson frag­

mentation function (see chapter 2 and reference [18]). 

fragmentation. They used a HERWIG-based Monte Carlo to try to account for higher 

order effects and for the hadronization. They found that the so-called spectator beam 

quarks drag the produced charm quarks to larger zp via color strings. They also found 

that the zp spectrum of the charm quark is slightly softer in their Monte Carlo than 

in the NLO result calculated as in Nason, Dawson, Ellis (46]. That the XF distribution 

from the NLO theory and the data in figure 6.10 agree may merely be a fortuitous 

cancellation between this beam dragging effect and the "true" production spectrum.4 

Mangano, et al. stated in their preprint they did not tune the Monte Carlo for fixed 

target energies, but their findings are intriguing. 

In figure 6.12 the dashed-dotted line shows a fit of the form e-b'Pt to points from 

a plot of the theoretical Pt distribution [25, Fig. 4]. Again, the fit to the theoretical 

4 Private communication from M. Mangano. 
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points uses the same range as the data, 0.8 < Pt < 2.4 GeV, and the theory is 

normalized to the data. 5 As for the XF distribution, this theoretical curve is applicable 

only to unfragmented charm quarks. In this case, the charm quarks have mass 1.2 

GeV, but the center of mass energy is the same as E769's. The parameter for the 

theoretical Pt distribution is b~heory = 2.16 Gev-1 . For the data, b'(D±, D0 /f5°) = 

2.66±0.11 Gev-1
. The fit to the data agrees with the theoretical prediction of a linear 

semilog curve. Under the assumption that uncertainties in the theoretical calculation 

are small, the experimental spectrum is softer than the theoretical spectrum. The b' 

from the data is 4.5a larger than that from the theory. In contrast to the XF result, 

this result is in accord with the idea that fragmentation should soften the momentum 

spectrum. 

7.2 Comparison to Other Experiments 

Table 7.1 compares the E769 results with the most recently published results on the 

differential distributions for charm hadroproduction. Figures 7.2-7.5 compare these 

recent results and the older results from table 1.1 to E769's measurements in table 

6.4. From figure 7.2, E769's measurement agrees well or at least reasonably well with 

all but one of the previous measurements of the n value for the sample of n±, D0 /D° 
mesons. The value of n measured by NA32 in their first run (NA32(1988)) is several 

standard deviations away. In the measurement of the p~ shape, E769's value of b 

agrees well with older measurements which had larger uncertainties. The most recent 

measurements from NA32(1991) and E653 are, however, in disagreement with E769's 

result. These experiments fit their p~ distributions over the ranges, 0.0-10.0 GeV2 and 

0.0-9.0 Ge V2 , respectively. Typically, early experiments only had data in the range 

0.0-4.0 GeV2 • Although I had data out to 16 GeV2 , I intentionally restricted the fit 

range to 0.0-4.0 GeV2 as described in section 6.5. When I fit over the ranges 0.0-9.0 

GeV2 and 0.0-10.0 GeV2
, I found that b = 0.92 ± 0.03 Gev-2 • Including statistical 

and systematic uncertainties, this result isl.Sa away from the NA32(1991) result and 

3.80' away from the E653 result. 

5 See appendix C for a discussion of how the theory is normalized to the data. 
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Expt Beam/Tgt Energy Sample Events n b Ref 
(GeV). (Gev-2 ) 

NA32 'lr-/cu 230 no /D° 543 3. 72 ± 
0

•
28 ± 0.37 

0.27 
0.82 ± 0.04 ± 0.03 [13] 

(1991) (0.0 < :r:p < 0.8) (0.0 < p~ < 10 GeV2 ) 

o± 249 3. 77 ± 0.4l ± 0.38 0.86 ± 0.06 ± 0.03 
0.39 

(o.o < :r:p < o.8) (0.0 < p~ < 9 GeV2 ) 

n:t:, o0 ;nv 3. 74 ± 0.23 ± 0.37 0.83 ± 0.03 ± 0.02 

(0.0 < :r:p < 0.8) {O.O < p~ < 10 GeV2 ) 

lead(D- ,n°) 0.30 
3.23± ± 0.32 0. 74 ± 0.04 ± 0.02 

0.28 

(o.o < :r:p < o.8) {0.0 < p~ < 10 GeV2 ) 

nonlead(D+ ,D°) 4.34 ± 0
·
36 ± 0.43 0.95 ± 0.05 ± 0.03 

0.35 

{0.0 < :r:p < 0.8) (0.0 < p~ < 9 GeV2 ) 

E653 'Ir-/ emulsion 600 n±,D0 /D,,, 676 4.25 ± 0.24 ± 0.23 o. 76 ± 0.03 ± 0.03 [42] 

(1992) (0.0 < :r:p < 0.8) (0.0 < p~ < 9 GeV2 ) 

n± 4.46 ± 0.37 ± 0.23 0. 75 ± 0.04 ± 0.03 
oo;ov 4.10 ± 0.31 ± 0.23 o. 77 ± 0.05 ± 0.03 

E769 .,..-/Be,AJ., 250 o=,n°/fS 1307 3.9 ± 0.3 ± 0.2 1.03 ± 0.06 ± 0.04 [6] 

(1992) Cu,W (0.1 < :r:p < 0.6) {0.0 < p~ < 4 GeV2
) 

o± 700 3. 7 ± 0.3 ± 0.2 0.99 ± 0.06 ± 0.04 

(0.1 < :I:p < 0.6) {0.0 < p~ < 4 GeV2 ) 

D 0 /ff' 607 4.2 ± 0.5 ± 0.2 1.08 ± 0.08 ± 0.04 

(0.1 < :I:p < 0.6) (0.0 < p~ < 4 GeV2 ) 

lead en-) 3.3 ± 0.5 ± 0.2 1.05 ± 0.08 ± 0.04 

(0.1 < :r:p < 0.6) (o.o < ~ < 4 GeV2 ) 

nonlead (D+) 4.4 ± 0.5 ± 0.2 0.92 ± 0.08 ± 0.04 

{0.1 < :I:p < 0.6) (0.0 < p~ < 4 GeV2 ) 

Table 7.1: Recent Results on Production distributions from 7r-N ~ DX Data. This 

table summarizes the most recently published measurements of the differential distri-

butions for charm hadroproduction. The dates in parentheses are the year of publi-

cation. Uncertainties are ±statistical ±systematic. If it is available, I have given the 

fit range used in extracting the parameter value. 
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Figure 7.2: Comparison of n Values for n±, D0 /f5° in 7r-N ll:iteractions. The total 

uncertainty for each point includes statistical and, if available, systematic uncertain­

ties in quadrature. Each dashed line is lu (stat. + syst.) away from E769's central 

value. See tables 1.1 and 7.1. 
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Figure 7.3: Comparison of b Values for n±, D0 /D° in 7r-N Interactions. The total 

uncertainty for each point includes statistical and, if available, systematic uncertain­

ties in quadrature. Each dashed line is lu (stat. + syst.) away from E769's central 

value. See tables 1.1 and 7.1. 
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Figure 7.4: Comparison of n Values for Leading D Mesons in 7r-N Interactions. 

The total uncertainty for each point includes statistical and, if available, systematic 

uncertainties in quadrature. Each dashed line is lu (stat. + syst.) away from E769's 

central value. See tables 1.1 and 7.1. 
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Figure 7.5: Comparison of n Values for Nonleading D Mesons_ in 71"-N Interactions. 

The total uncertainty for each point includes statistical and, if available, systematic 

uncertainties in quadrature. Each dashed line is lu (stat. + syst.) away from E769's 

central value. See tables 1.1 and 7.1. 
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The issue of leading and nonleading charm production was one of the major con­

troversies in early results.6 The leading particles are those which have a valence quark 

of the same kind as one of the valence quarks of the beam. In a 7r- beam, the leading 

particles are n° and n-. The nonleading particles are n+ and D°. As figure 7.4 

demonstrates, E769's measurement of n for leading D's agrees well with that from 

NA32(1991). Differences inn between E769 and NA27 or NA32(1988) are at the 2u 

level; the n's are reasonably consistent. For nonleading D's, E769's n value agrees 

well with both NA32(1988) and NA32(1991). E769 does not observe at all the large 

leading and nonleading differences seen by N A27. Furthermore, I also performed the 

two-component fit to the data that NA16, NA27, and NA32(1988) had done. The 

two-component production which they observed is absent from this data. 

One potential problem with comparing E769's D±, n° /D° results on leading and 

nonleading production is that I did not exclude that sample of n° /f5° from D* de­

cay. In 71"- beam, D*+ is nonleading. In the decay n•+ ~ n°71"+, a nonleading D0 

appears. Only a directly produced n° or a D0 from a D*0 is lea.ding. This nonlea.d­

ing D0 component accounts for a.bout 293 of the n°'s from n•+ and n·0 deca.ys. 7 

Previous experiments which searched for leading particle effects were careful with 

this contamination. A comparison between the lea.ding n- to the nonleading n+ is 

not obscured by this effect. The difference in n between nonleading and leading is 

n(D+) - n(D-) = 1.1±0.7, a l.6u difference. 

Although the shapes of the differential cross sections do not display significant 

lea.ding particle effects, I further investigated the total asymmetry A( x, y) = :f =~~:f :~ 
for charm states x, y. In the expression, u( x) ex the total cross section for state x, 

acceptance corrected as a function of XF for XF > 0. I found that A(D-, n+) = 

0.18 ± 0.06 and that A(D°, D0
) = -0.06 ± 0.07. Apparently, the total production 

favors the lea.ding state o- over the nonlea.ding n+. 
Finally, the QCD Parton Model describes the production of charm via a short­

distance, perturba.tive cross section. At E769's beam energy the gluon-gluon fusion 

process dominates. If short-distance processes indeed govern the production and if 

6 Cha.pter 1 a.nd table 1.1. 
7This assumes equal production of n•+ and n•0 , and it assumes known values of their branching 

ratios from the Particle Properties Data Booklet [4]. 
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Figure 7.6: Atomic Mass Dependence of the Production Parameters for the combined 

D±, D0 /ff Sample. 

129 



the gluon density functions within different nuclei are the same, then the shapes 

of the longitudinal and transverse momentum distributions should not depend on 

the atomic mass of the target. Any dependence on the atomic mass might indicate 

differences in the nucleon's gluon distribution in different nuclei. It might also indicate 

long-distance, nonperturbative effects in the production. 

Figure 7.6 shows the A-dependence of the shape parameters n, b, and b'. I have fit 

each of the plots to a line. For n and b, the slope parameters in the fit are consistent 

with zero. In fact, if I force a fit to a fiat line, the x2 /DOF values decrease for each 

of these cases. For the b' parameter, forcing a slope of zero produces a a slightly 

worse x2 /DOF value (2.9) than allowing the slope to float (x2 /DOF = 2.3). Using 

the F-test described in appendix A along with Table C-5 in Bevington, I find that 

random fluctuations could have caused this slope with a probability of roughly 39%. 

In other words, it is likely that this nonzero slope is merely a statistical fluctuation. 

7 .3 Final Summary 

The early experiments studying the hadroproduction of charm (table 1.1) gathered 

small samples in the neighborhood of 100 events. The new generation of experiments 

represented in table 7.1 have gathered charm samples of nearly 1000 events. E769 

has used its large sample of charm to study production properties. I have described 

in particular a measurement of the shapes of the production cross sections in the 

longitudinal and transverse momentum variables. The results for the XF distributions 

from E769 and these other recent experiments are in reasonable agreement. For the 

p~ distribution, the NA32(1992) result is consistent with the E769 result, but even 

after one accounts for the different fit ranges, the E653 result disagrees with that from 

E769. E769 has also found that the total production asymmetry favors n- over n+. 
Why this is so is unknown. 

Although NA32(1991) and E769 both measure statistically insignificant leading 

particle effects, it is interesting that both measurements are nearly the same. Along 

with the possible leading effect from beam dragging, a production asymmetry between 

the c and the c also exists. This asymmetry arises from the inclusion of NLO diagrams 
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in the calculation.8 The asymmetry is small. At XF = 0.6, the ratio of the c differential 

cross section to the c differential cross section is 1.10. If the form (1- XF )n represents 

both distributions, that ratio translates into a difference in n of n( c) - n(c) = 0.1. 

None of the recent experiments listed in table 7.1 can measure this difference with 

their current samples. 

Fermilab E791, a charm hadroproduction experiment which followed E769 at the 

Tagged Photon Lab, will have the capability to address these issues. That experiment 

collected in the neighborhood of 20 x 109 events on tape. It expects to collect of order 

105 charmed particles to study both their production and decay properties. The 

experiment will certainly have the opportunity to investigate the cc asymmetry and 

to differentiate it from possible leading particle effects. 9 

The basic theoretical framework for understanding the hadroproduction of charm 

is the QCD-improved Parton Model. Under the assumption that the hadroproduction 

cross section factorizes into short. and long distance pieces, the hard scattering (short­

distance) piece follows from perturbative QCD. A set of parton density functions de­

scribes the bound state (long-distance) piece. The convolution of the long and short 

distance components results in the overall cross section for charmed quarks. Qualita­

tively, it appears that such an approach does describe the shapes of the production 

distributions. Quantitatively, that the theoretical XF distribution for charm quarks 

agrees with the XF distribution for D mesons is somewhat surprising, but it is not 

possible to draw strong conclusions without some understanding of the uncertainties 

in the theoretical calculations for charm. These are currently missing. 

Because the charm quark's mass is in the threshold region between heavy and 

light quarks, other factors may come into play. The roles of higher order terms 

in the perturbative expansion, of corrections to the factorization formula, and of 

hadronization are still in question. Until some understanding of the uncertainties from 

these effects exists for charm, any comparison between theory and data should be a 

cautious one. Hopefully, this and other recent experiments in charm hadroproduction 

have motivated both further theoretical and experimental understanding. As with 

8 See section 2.3 and reference [46]. 
9Section 2.3 discusses more fully how the asymmetry differs from the leading particle effect. 
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most research, discovery at one level does not close a field of study. It merely provides 

more questions to pursue at a deeper level. That is certainly the case here too. 
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Appendix A 

F-test of a Function Shape 

In performing the fits to the mass histograms, the form of the background can affect. 

the size of the signal determined by the :fitting routine. The background function is a 

polynomial in the variable x. The question arises, "What degree polynomial correctly 

describes the background function?" The best parametrization is the one which 

adequately describes the background's shape with the least number of parameters. 

This applies Occam's razor to function :fitting. 

Generally, examining the x2 of the fit as a function of the degree of the background 

polynomial will reveal how well the fit describes the data. Increasing the number of 

parameters in a fit from n ton+ 1 will tend to increase the reduced x2 (the x2 /DOF) 

if the ( n + 1 )th parameter is unnecessary. In some cases, the e~tra parameter will be 

consistent with zero, but not in all cases; it may be several standard deviations from 

zero. A systematic way to determine the necessity of these extra parameters is by 

using an F-test. 

A.1 The F-Statistic 

An F-statistic is the ratio of two reduced chi-squared statistics. If u1,2 are chi-squared 

variables with v1,2 degrees of freedom (DOFs ), then 

(A.l) 
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is distributed as an F-statistic with (v1 , v2 ) DOFs. The probability density function 

for the F variable is 

f( F· v v ) - r(~) v1 ~ Fl\-1 
' 

1
' 

2 
- r(~)r(~)(-) F ~ · 2 2 Z12 ( 1 + ~) 2 

(A.2) 

See references [15, chapter 10] and [28, chapter 5]. 

To test whether an extra parameter should be included in the shape of a fit, 

consider the chi-squared values determined from fits with n and n - 1 parameters, 

respectively. Let x2
( n) be the chi-squared value from a fit to a function with n 

parameters. Knowing that the sum of 2 chi-squared variables is also a chi-square~ 

variable of DOF equal to the sum of their DOFs, define [15, chapter 10] 

!:::,.x2 = x2(n - 1) - x2(n). (A.3) 

The variable l:l.x2 is distributed as chi-squared with 1 DOF. Now take the ratio of 

l:l.x2 to the reduced chi-squared for the n-parameter fit: 

F - (l:l.x2 /1) 
x - (x2(n)/v(n))' (A.4) 

where v(n) = the number of DOFs for an n-parameter fit. The number of DOFs 

for /:::,.x2 is explicitly 1. The variable Fx is an F-statistic. Knowing the value of Fx, 

it becomes possible to use standard tables to determine the probability of getting a 

value of Fx larger or smaller than any given value. 

A.2 The F-Test 

The original question concerned how to characterize the background shape. Are extra 

terms in the background parametrization necessary because the parent distribution 

really has that shape, or is the apparent shape only an artifact of random fluctuations 

in a finite sample? The probability that random :fluctuations will cause a value of 

F > Fx. is the "upper-tail" integral of the function f(F), 

P(F > Fx; v1, v2) = 1
00 

f(F'; v1, v2)dF'. 
}Fx 
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If P(F > Fx; v1, v2) is moderately large (2: 0.1, for example), then the deviations 

from the ( n - 1 )-parameter fit are consistent with random fluctuations in the data. If 

P(F > Fx; 111 , 112) is small, the the extra term is necessary to explain the data's shape. 

As evidenced from equations A.3 and A.4, Fx is really a measure of the change in 

the x2 in changing the fit from (n - 1) ton parameters. If the reduced chi-squared 

increases upon increasing the number of parameters in the fit, then the chi-squared 

has not changed by much, even after having included more parameters. 
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Appendix B 

Signal Significance in a Combined 

Data Sample 

In the separate samples of o± and D0 /D0
, the fit to the production distributions 

included a range of data bins where the signal per bin had a significance > 2. In 

combining the data points, the naive expectation was that the significance would 

increase and become greater than either significance in the two subsamples. The 

hope was that combining the two subsamples would extend the range over which the 

data was significant and, therefore the range of the fit. In fact, this conclusion was 

true only under certain conditions which are determined below. 

To examine the significance of combining 2 data samples, define the following 

variables: 

Si (i = 1, 2) - ith signal, 

(ji - error on Si, 

:Ei - significance of signal = ~, 
Ai - acceptance for ith signal, 

s~ - ith acceptance corrected signal = i', 
I 

I 

ith acceptance corrected error = ~, <7· -I 

:E' - significance of the the combined, 

acceptance corrected data sample. 
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The significance of the combined, acceptance corrected data is 

E' = s~ + s~ 
Jc aD2 + C a~)2 

(B.l) 

Rearranging terms in this expression, 

(SUaD 
I + 

1 + (~ )2 
1 

(S~/a~) 
I ' 

1 + (~ )2 
2 

(B.2) 

E' = Ei E2 , + --;::==,= 
i + C;t )2 i + C;t- )2 

l 2 

(B.3) 

where~~= Ei. After defining 

(B.4) 

this expression becomes 

(B.5) 

Notice that a 1,2 satisfy 

(B.6) 

With the above definitions in hand, the goal is to understand the relationship 

of the combined significance, ~', to the significances of the subsamples, E 1,2 • After 

squaring equation B .5, 

(B.7) 

Now assume for convenience that E2 > E1 . Because :E' is symmetric in indices 1,2, 

this designation is arbitrary. Using relationship B.6 to substitute for a 1 , 

(B.8) 

Because E2 > E1 , the second and third terms on the right hand side are larger than 

O; therefore, E' > E 1 . The combined significance is always larger than the smaller of 

the two significances in the subsamples. 
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Using a similar trick to isolate E2 , 

(B.9) 

In this case, the second term on the right side is negative. This imposes a condition 
under which E' > E2 : 

o:~(E~ - E~) + 20:10:2E1E2 > 0. (B.10) 

Rearranging terms leads to: 

(B.11) 

After completing the square on the right side and rearranging more terms, the result­

ing condition is 

(B.12) 

This constraint must hold for the combined significance to be larger than both sig­

nificances. 

As an example, investigate the case of Poisson signals with acceptances equal to 

1. The significances are E1,2 =~because the errors are: u1,2 = ~- The ratio 

of the two significances is 
Ei _ /Si 
E2 -y-g;' 

and after algebraic manipulation the ratio aif (1 + o:2) becomes 

(B.13) 

(B.14) 

Thus, the inequality in equation B.12 is always satisfied for two Poisson signals with­

out any acceptance corrections. 

In the analysis of the D subsamples, the definitions and inequalities for the sig­

nificance apply in each bin. The D subsamples did not have purely Poisson errors, 

and they underwent acceptance corrections. The net result was that the significances 

in some bins violated the inequality B.12. In a few cases in which one significance 

was slightly less than 2u and the other was slightly more than 2u, the resultant 

significance was less than 2u. When this occurred, it affected the range for the fit 
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because this resultant, combined significance was lower than the cutoff value of 2u. 

The ranges in XF, p~, and Pt finally used for all D subsamples were the largest ranges 

in which the data points had a 2u significance. 
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Appendix C 

Normalizing Theory Curves to the 

Data 

Figures 6.10, 6.11, and 6.12 show the data a.nd theory distributions in the longitudinal 

and transverse momentum variables. Because the shapes of these distributions are 

the major focus, the normalization is an a.rbitra.ry one. For visual effect in comparing 

the theory to the data, normalizing one relative to the other is convenient. For the 

normalization, one option is simply to choose a single point at which to set the theory 

and the data equal to ea.ch other. Ano~her option is to search for a constant which 

minimizes the x2 between the two. The plots in figures 6.10 and 6.12 represent the 

latter choice. 

A set of points ds and ts represent the data and the theory, respectively. Each has 

uncertainties, 6~ and 6ts. The x2 between these two sets of points is 

(C.l) 

In this equation, ul( a) = 6~ + a 2 6t~ is the uncertainty in the numerator of the x2 at 

each point i, and a is the normalization constant between the theory and the data. 

Minimizing the x2 with respect to the parameter a leads to an equation for a 

(C.2) 
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This is almost a quadratic equation for a, but the coefficients are functions of a vi 

ai(a). This problem is insoluble in general. Because the theory distributions in figures 

6.10, 6.11, and 6.12 do not include any uncertainties, one simplifying assumption is 

that 5ti = 0. This assumption also makes the problem analytically tractable. Under 

this restriction on 5ti, solving for a is straightforward: 

(C.3) 

Then scaling ti by a should give a decent representation of d;.. 
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