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ABSTRACT 

The W' is a hypothetical charged, heavy, vector boson that appears in some attempts 

to extend the gauge group of the standard model. This thesis describes a search 

for such an object by looking for its decay to an electron or muon and a neutrino, 

using data collected with the Collider Detector at Fermilab during the 1988-89 

Tevatron collider run. The nonobservation of these processes leads to limits on the 

production cross section times the leptonic branching ratio, limits which constrain 

the presence of a right-handed scale in weak interactions. Assuming that the H" 

has standard-strength couplings to three generations of light fermions, we find that 

Mw• > 520 GeV at the 9.53 confidence level. 
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CHAPTER 1 

INTRODUCTION 

I hold that the chief merit of a theory is, that it shall 
guide experiment, without impeding the progress of 
the true theory when it appears. 

James Clerk Maxwell, On Faraday's Lines of Force 

This thesis describes a search for new heavy, charged, vector bosons, denoted 1¥'. 

Such particles are predicted to exist by some attempts to extend the gauge group 

of the standard model. In particular, lV"s are a prediction of models that restore 

left-right symmetry at some high energy scale A"' Mw1. To understand why such 

models are attractive and well-motivated, and therefore why a search like this is 

worth undertaking, let us begin with a discussion of the central role that symmetry 

has come to play in modern physics, and how a major symmetry was overturned by 

the surprising discovery that weak interactions violate parity. 

1.1 The Role of Symmetry 

Perhaps the chief accomplishment of modern physics has been the discovery of 

symmetry as nature's central organizing principle. Beginning with the spatial and 

temporal invariances of classical mechanics, physicists have gone on to enumerate 

the deeper and more abstract symmetries that form the basis for our current under­

standing of the world: the Lorentz invariance of special relativity and the "general 

1 
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covariance" of the general theory; discrete symmetries such as charge conjugation, 

parity, and time reversal, which are tied together with profound consequences by 

the CPT theorem; the unbroken gauge symmetry of electromagnetism and its non­

abelian cousin, the strong force; and the broken symmetry of the weak interaction. 

The search for more encompassing symmetry principles continues to animate both 

theorists and experimentalists alike. It is what leads theorists to postulate grand 

unified theories based on larger and larger groups, and to speculate that major un­

solved problems remain unsolved for lack of the appropriate symmetry principle. 

Such problems may include the origin of fermion masses, the vanishing of the cos­

mological constant, and the question of why there are apparently three generations 

of fermions. It is also what drives experimentalists to seek relics of the primordial 

symmetry in the halos of galaxies, to spend years at the bottom of mineshafts look­

ing for decaying protons, and to construct gigantic accelerators and complicated 

detectors like CDF. The search for a higher symmetry to shed light on another puz­

zle, the left-handed character of the weak interaction, is what motivates the work 

described in this thesis. 

1.2 Parity Lost: Parity Violation 
in Weak interactions 

That the weak interaction violates parity conservation-that is, prefers left to 

right-has been known since 1956, when the so-called r-8 paradox was resolved by 

T. D. Lee and C. N. Yang. The "paradox" was this: two particles, the T and the 

8, were observed to have the same mass, spin, lifetime, and production properties, 

and seemed to differ only in that one decayed into two pions ( 11"±11"0 ) while the other 

decayed into three (either 11"±11"+11"- or 11"±11"0 11"0 ). The 211" and 311" final states have 

opposite parity, and it was a mystery why two otherwise identical particles should 

be distinguished in this respect alone. Lee and Yang proposed[l] that the T and the 

(}were really the same particle (today we know it as the K±); both the 211" and 311" 
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decays were allowed because of a parity-violating component of the weak interaction. 

They suggested several experiments that would detect this parity violation. Shortly 

thereafter, C. S. Wu[2] confirmed their hypothesis with an explicit demonstration of 

parity violation in the beta decay of 60Co. Subsequently, Goldhaber and Sunyar[3], 

in an ingenious and beautiful experiment, showed that the neutrino is purely left­

handed: there are no right-handed neutrinos produced in weak decays. The weak 

interaction, therefore, not only violated parity, it did so "maximally." 

We have just claimed that modern physics has made a steady progression towards 

deeper and deeper symmetries, but parity violation seems more like a retreat from 

symmetry than any sort of progress. Indeed, many found the abandonment of 

a fundamental spacetime symmetry extremely disturbing. However, the maximal 

nature of the phenomenon gave a clue that something deeper might be at work. That 

"something deeper" turned out, about a decade later, to be what we now know as the 

standard model of electroweak interactions[4, 5, 6]. The standard model "unifies" 

the weak and electromagnetic interactions under the banner of the SU(2)L x U(l)y 

gauge group. (The term "unifies" is used advisedly because the theory contains two 

independent coupling constants, one associated with the SU(2) generators and one 

with the U(l). A truly unified theory would presumably contain only one gauge 

coupling.) The SU(2) acts on left-handed doublets of quarks and leptons, while 

the right-handed components transform trivially, as scalars, which is another way 

of saying that right-handed particles do not participate in the weak interaction. 

(Actually, weak neutral current processes can involve right-handed interactions, but 

these are outside the scope of the work we will describe, which is confined to charged­

current weak processes.) The left-handedness of the weak interaction is thus built 

into the fundamental gauge structure of the standard model, a theory that has put 

together over two decades of outstanding successes. Among its many achievements 

are the correct prediction of the masses and lifetimes of the vV and Z bosons. the 

charged and neutral carriers of the weak interaction. 
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Nevertheless, there is something unsatisfying about all this. Parity violation is 

happily accommodated by the standard model, but is not really explained by it. The 

standard model offers no guidance on the question of why nature chose a left-handed 

world to begin with, rather than a right-handed one or a symmetric one. It presents 

us with a gauge group that explains the data-which of course is a feat that the 

entire previous generation of theories was unable to accomplish-but does not at­

tempt to explain where such a group could have come from. Because of this apparent 

incompleteness, and because, guided by symmetry precepts, many physicists con­

tinued to find the idea of a fundamentally left-handed world unpalatable, a class of 

theories soon arose[7, 8, 9) in which left-right symmetry is restored at higher energy 

scales. In this view, the standard model, with its built-in parity violation, emerges 

as the low-energy limit of the underlying symmetric theory. Admittedly, left-right 

symmetry is every bit as "hardwired" into these theories as left-right asymmetry is 

hardwired into the standard model-to which partisans of left-right symmetry can 

only reply that it is prettier that way. 

1.3 Parity Regained: Overview 
of Left-Right Symmetric 
Models 

Let us now describe these models in more detail, with the aim of showing how the 

breakdown of left-right symmetry leads to new charged and neutral gauge bosons 

with large masses. We will also show that the theory requires the presence of 

right-handed neutrinos, which may themselves be quite massive. The reader is as­

sumed to have some familiarity with symmetry-breaking as it occurs in the standard 

model[lO), but for the sake of completeness, and to motivate what follows, we will 

briefly review it here. 



1.3.1 Symmetry Breaking in the Standard 
Model 

The Lagrangian of any gauge theory can be written quite generally as 

£ = [,g~uge + £~4tter + [,ll_igg$ + £ _ V(A.) 
kin kin km Yv.k4wa "Y ' 
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where 4> is the Higgs field (or fields) and V ( 4>) is the Higgs potential, the minima of 

which determine the ground state of the theory. Note that there are no mass terms 

for the gauge or matter fields-such terms would explicitly break gauge invariance. 

Mass terms arise "spontaneously" if the minimum of V( 4>) (call it v) occurs for 

nonzero values of the field </>. In that case, one defines a new field, 4>', that has 

a vacuum expectation value of zero, and rewrites the Lagrangian in terms of the 

shifted field. For example, a typical Yukawa term can be expressed as 

f if;tf;</> = f if;tj;( 4>' + v) 

f vif;tj; + f if;tf;</>', 

which now includes a mass term for a fermion with mass f v. In the limit where v 

approaches zero, the fermion becomes massless. 

Mass terms for the gauge fields arise in a way that is only slightly more compli­

cated. They come about when the kinetic term for the Higgs field, 

cZ~gs = IDµ</>1 2 ' 

is rewritten in terms of the shifted field. In the standard model, the gauge-covariant 

derivative D µ is 
ig ig' 

Dµ=8µ-2r·Wµ-2Bµ, 

where W,.,. is the triplet of gauge fields associated with SU(2)L, Bµ is the U(l) gauge 

field, and g and g' are the coupling constants. This operator acts on the standard 

model Higgs field, which is a doublet of complex fields 

~= ( :: ) . 
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The Higgs potential V( </>) is chosen such that </> has a minimum at 

Inserting </>' = </> - </>o and writing out the expression for IDµ</>12 , we obtain a term 

where w± = 72'(W1 ±iW2). This expression can be made a little clearer by defining 

the normalized field 

Z~ = Jg2
1+ 912 (gW3µ - g'Bµ)· 

Then we are left with the terms 

where Mw = vg/2 and Mzo = !vJg2 + g'2• These are the mass terms for the W 

and zo bosons, and they lead to the famous relation 

M 2 g'2 w . 2() 
1 - Mb. = g'2 + g2 = sm w' 

where fJw is the weak mixing angle or Weinberg angle. No mass term appears for 

the orthogonal combination 

which becomes the massless photon. 

We note that the masses of the gauge bosons depend on three free parameters 

of the theory: g,g', and v. These parameters in turn can be inferred from measure­

ments of a (in any electromagnetic process), GF (in muon decay), and sin2 8w (in 

neutral current processes). The latter measurement is the most difficult to make, 

but it was finally done in experiments beginning in 1973[11]. The knowledge of all 

three of these parameters allowed the masses of the W and zo to be predicted with 

reasonable confidence in advance of their discovery at CERN in 1983[12, 13, 14]. 
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We emphasize that this prediction was possible because the number of parameters 

involved is small and because they all have large, measurable effects on low-energy 

processes. As we shall now see, the situation is less favorable for left-right symmetric 

models. 

1.3.2 Gauge Boson Masses in Left-Right 
Symmetric Models 

Most models with left-right symmetry are based on the group SU(2)L x S U(2)Rx 

U(l)B-L· The SU(2) genera.tors couple to left- and right-handed fermion doublets, 

while the U(l) generator couples to B - L, baryon number minus lepton number. 

(The fact that the appropriate U(l) generator for this class of models turns out to 

be B - L is an appealing feature, as it points to a deeper symmetry between quarks 

and leptons. By contrast, the U(l) generator in the standard model, "weak hyper­

charge," does not appear to have any physical significance, the quantum numbers 

being merely handed out post facto to ensure the correct electromagnetic charge 

assignments and the cancellation of anomalies.) The left- and right-handed SU(2) 

groups may either be fundamental or may arise at some intermediate stage of sym­

metry breaking in a theory with still higher symmetry. For example, in grand unified 

theories based on SO(lO), SO(lO) may break down to S0(6) x SO( 4). The physics 

arising from the S0(4) is identical to that coming from SU(2)L x SU(2)R, if the two 

coupling constants gL and gR are equal, as is the case with true left-right symmetry. 

In what follows we shall assume gL = gR = g. 

The pattern of symmetry breaking is now more complicated[15] a.nd requires ad­

ditional Higgs multiplets. The minimal model (more elaborate variants are possible) 

contains three such multiplets, ~R, ~L, a.nd ¢>, whose minima. a.re arranged to en­

sure the correct pattern of symmetry-breaking-that is, a pattern whose end result 

is the low-energy, left-handed world we know. The field ~R controls the breaking of 

right-handed symmetry, while the fields ~L a.nd ¢> govern the subsequent breaking 
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of left-handed and B - L symmetry. The W' gets its mass at the first stage: 

where VR is related to the minimum of dR. By contrast, the ordinary W boson gets 

its mass at the second stage: 

where K. and K-' are related to the minimum of¢. Since it is the W that controls low­

energy charged-current phenomenology, it is extremely difficult to learn anything 

about VR, and hence about Mw•, from low-energy physics. One needs to look 

for departures from a purely left-handed interaction in weak processes, and such a 

departure has never been observed. The mass of the W' is therefore hard to predict. 

1.3.3 Coupling the W' to Fermions 

Although there are many possibilities for the Higgs sector in a theory-left-right 

symmetric or otherwise-that contains a W', the coupling of the W' to fermions 

is more constrained. Lorentz-invariance and renormalizability restrict the W'­

fermion-fermion coupling to be of the form 

where a and b are constants and Uij is a CKM matrix element connecting fermions i 

and j. Gauge-invariance may further restrict the form of the coupling; for example, 

the SU(2)L invariance of the standard model leads to the V - A character of the 

weak interaction, with a = 1, b = -1. For lack of a compelling alternative, we shall 

assume throughout this analysis that the right-handed CKM matrix is identical to 

the familiar left-handed one-that is, essentially diagonal. We do not consider the 

possibility of a fourth generation of quarks and leptons, which is severely constrained 

by present data. 
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From this form of the coupling, we may calculate the partial width of a W' into 

a massless quark i and an antiquark j: 

f ·. _ a2 + b2 NcGFM(vMw• IU· _12 
IJ - 2 6v'2:1!" IJ l 

where Ne is the color factor of three. We define the parameter .X2 as 

a2 + b2 _x2 _ ---
- 2 ' 

which is equal to one in, among other cases, the standard model. It is also equal to 

one in a left-right symmetric model in which the left- and right-handed gauge sectors 

couple to matter with equal strengths. We refer to the case .X 2 = 1 as standard 

strength couplings. The parameter .X2 is less than one if the W' couples to quarks 

with less than standard strength. The analysis presented in this thesis will allow us 

to place upper limits on .X2 B, where Bis the branching ratio to leptons. 

The partial width of the W' to a charged lepton and neutrino is given by the 

above expression, except that there is no color factor and no CKM factor. We 

shall consider only those models in which, as in the standard model, there are no 

Cabibbo-like angles in the leptonic sector. 

We note that the presence of a. right-handed scale would invite several possibil­

ities for neutrino masses. The neutrino could be a Dirac particle, with the left- and 

right-handed neutrinos degenerate in mass. Or, the neutrinos could be Majorana 

particles, and the masses of left- and right-ha.nded neutrinos could differ substan­

tially, with the vn possibly quite heavy. If the W' couples to a massive neutrino, 

there are three possibilities: 

1. The neutrino may be so heavy that the decay W' ~ lv is kinematically for­

bidden. In this case, the branching ratios to the channels that are the focus 

of this analysis are zero. 

2. The neutrino may decay into observable particles within the volume of the 

detector. In this case, the missing energy that we rely upon as the signature 
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of a neutrino will not be present. However, the decay of the lV' will still be 

characterized by an electron or muon with high momentum. 

3. The neutrino may be light and stable. In this case the experimental signature 

of the decay W' -+ lv is very much like that of the familiar process W -+ Iv. 

It is the last case that is the focus of this analysis, as well as of other direct searches 

that have been carried out to date. We will discuss these searches in Section 1.5. 

1. 3.4 Production Properties o J W' 's 

With the couplings given above, the dominant production mechanism for lV"s 

at a hadron collider is the Drell-Yan process, shown in Figure 1. This process is also 

responsible for the production of W and Z bosons. A quark a and an antiquark b 

from the two colliding hadrons annihilate to form a W', which may be virtual or 

real. The W' production cross section per unit rapidity is given in the parton model 

by 

du = 47r2
x1x2 ""'f~a)( )f~b)( )f·. 

d 3M3 L...t 1 Xt J X2 13• 
Y w• .. 1,J 

Here fi(a)( x) is a stru.cture function that represents the probability for finding a 

quark of type i in hadron a, carrying a momentum fraction between x and x + dx, 

and rii is the partial width of the W' into the quark-antiquark pair i,j. The rapidity 

y of the W' is related to the momentum fractions x1 and x2 by 

where Js is the center-of-mass energy of the colliding hadrons. 

The W' production cross section as a function of Mw• is shown in Figure 2, 

assuming standard-strength couplings. These cross sections were calculated using 

the structure functions of Harriman, Martin, Roberts, and Stirling, set B[16], which 

is the default structure function set for this analysis and will henceforth be referred 
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p 

f{x} 

w.w· 

p 

Figure 1. The Drell-Yan process of quark-antiquark annihilation. A quark and 

an antiquark from the incident hadrons undergo hard scattering and produce a W 

or W', shown here undergoing leptonic decay. The remnants of the incident hadrons 

fragment to form the underlying event (UE). 
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Figure 2. The W' production cross section as a function of mass, in pp collisions 

at JS= 1.8 TeV, for standard-strength couplings. Also shown are the production 

cross sections for standard-model W, Z, and top quark production. 

to as HMRS(B). The calculation was performed using the Monte Carlo program 

described in Chapter 7. Also shown in Figure 2, for comparison, are some standard 

model benchmarks: the W and Z production cross sections, and the top quark 

production cross section for mtop = 120 GeV. 

1.3.5 Leptonic Branching Ratios 

The main result of this thesis is a limit on the production cross section times 

leptonic branching ratio for W"s. The leptonic branching ratio is therefore not an 

input to this measurement. We are, however, interested in establishing the nominal 

leptonic branching ratio for two reasons. First, the fact that it is sizable indicates 

that this search channel is a profitable one. Second, it will allow us to convert our 
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limit on the cross section times branching ratio into a limit on the W' mass itself. 

This will be discussed further in Chapter 8. 

To convert the partial widths given above into branching ratios, it is necessary 

to know how many of these channels are actually available. The W', even if it is 

scarcely more massive than the W boson, is sufficiently heavy that all leptons and 

quarks, with the exception of the top quark, may be considered massless. The top 

quark, however, is known to be quite heavy, and it is possible that for certain values 

of the top quark and W' masses the phase space available for the decay IV' ---> tb 

may be reduced or even eliminated, resulting in a correspondingly higher branching 

ratio to the light quarks and leptons. CDF has established a lower limit on the top 

quark mass of 91 GeV[l 7), and general theoretical arguments[18] constrain the top 

mass to be less than approximately 200 Ge V. 

For decays to a heavy fermion such as top, the expression for the partial width 

is multiplied by a phase space factor[19] 

1 1 2 
f(x) = (1- x)(l - -x - -x ) 

2 2 

where x = m~0vf M'dn. As we shall see, this analysis is sensitive to lV''s with masses 

in excess of 400-500 GeV. On these mass scales, the top quark, even if it is as 

massive as theory allows, may still be considered a light fermion, since the variable 

x is much less than one. In this limit, where the top quark mass is negligible, we 

expect the branching ratio of the W' to ea.ch leptonic channel to be 1/12. If the top 

quark channel is completely closed, the leptonic branching ratio is 1/9. In obtaining 

these numbers, we have assumed that the W' does not have a significant branching 

ratio to either exotic final states or to pairs of ordinary gauge bosons. Typically 

the latter process is suppressed by a. mixing angle of order ( Mw / Mw· )4 , a.s well as 

by phase space factors, so its contribution to the total W' width is in general quite 

small. 



We have therefore taken the total width of the W' to be 

Mw· 
(2.76 GeV)-. 

Mw 
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Here 2.76 GeV is the lowest-order width of the W with 12 decay channels open. 

That the width should grow linearly is evident from dimensional analysis-with 

all fermions considered light, Mw• is the only scale in the problem. Our analysis, 

however, is insensitive to the precise form of the intrinsic width of the W', which is 

washed out by detector resolution effects. 

1.4 Some Important Variables 

The W' search described in this thesis is based on an analysis of ji-p collision data 

collected by the Collider Detector at Fermilab (CDF). We now introduce some im­

portant variables used in the description of hadron collisions. The so-called "trans­

verse variables" Er, Pr, tr, and Mr will be referred to constantly throughout the 

text. 

The coordinate system we will use is defined with the z-axis pointing along the 

proton beam direction, the polar angle (} measured with respect to the z-axis, and 

the azimuthal angle</> starting from a horizontal line normal to the colliding beams. 

This coordinate system is shown in Figure 3. Frequently, the pseudorapidity 

T/ = -ln tan(fJ/2) 

is used rather than the polar angle. This quantity has the property that it transforms 

additively under a Lorentz boost along the z-axis, so that differences in pseudora­

pidity, and in particular the quantity dTJ, are Lorentz invariant.1 This fact is useful 

since the collisions observed at CDF are between constituent partons whose center 

of mass varies on an event-by-event basis. 

1 Strictly speaking, this property holds true only in the limit where a particle's mass is 
small compared to its energy, as is the case for most particles observed at CDF. 
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Figure 3. Polar coordinate system used in the description of hadron collisions. 
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In addition, one often uses the so-called transverse energy Er in place of the 

scalar energy E, and the transverse momentum Pr in place of the scalar momentum 

P. (In CDF jargon, energy always refers to a measurement made in the calorimeters, 

and momentum to a measurement in the tracking chamber.) These quantities are 

defined as 

Er= Esin9 

and 

Pr= Psin9 

These quantities can be thought of as the "projection" of the energy and momentum 

onto the plane transverse to the beam direction. For example, if an electron deposits 

50 GeV of energy into a calorimeter tower located at 60° from the beam axis, we 

say that the electron has an Er of 50 GeV x sin 60° = 43.3 GeV. The phase space 

element ErdEr dry d<P is Lorentz invariant (again in the limit of massless particles), 

and is the "natural" choice for describing hadron collisions. Rare and interesting 

processes, such as electroweak boson and top quark production, are characterized by 

particles with high transverse momenta, and are sometimes referred to as "high-Pr" 

physics, in contrast to the low-Pr phenomena that make up the great majority of 

garden-variety fi-p collisions. 

One also defines the transverse energy vector Er as 

where the sum is over all cells of the calorimeter2 and the Di are two-dimensional unit 

vectors pointing from the event vertex to the cell centers. It may seem odd to define 

energy as a vector, but in fact this quantity is a good approximation to the vector 

sum of the transverse momenta of all the particles produced in an event. (The 

latter quantity cannot be directly measured with high precision because tracking 

2 In CDF analyses, the sum is over all cells with 1111 < 3.6. To be included in the sum, 
individual cell energies (not transverse energies) must exceed detect.or-dependent thresholds 
of order several hundred MeV. See Chapter 3 for a discussion of the CDF detector. 



17 

chambers typically cover a smaller angular region than calorimeters do, and are not 

sensitive to neutral particles.) Because the transverse momentum of the proton­

antiproton system was zero before the collision, one expects the magnitude of ET 

to be zero (to within the resolution of the detector). There are two cases where this 

is not true. Muons act as minimum-ionizing particles, so that even a very energetic 

muon will deposit only a few GeV of energy in a typical calorimeter. If a muon 

has been well-identified by other means, the ET can be easily corrected to reflect 

the "true" energy of the muon. The other, more interesting case, is when the event 

contains an energetic neutrino (or possibly some other stable, noninteracting, as yet 

undiscovered particle). In this case, one speaks of an imbalance in the transverse 

energy, and defines the missing-ET vector 

tT =-ET· 

This quantity defines the transverse momentum of the neutrino. The magnitude of 

the tT is used even more often and is usually referred to simply as the missing-ET, 

or tT. 

The remaining transverse variable, the transverse mass .MT, is related to those 

described above. and is of central importance in this analysis. Suppose that one 

observes two particles a and b, assumed to come from a two-body decay. What is 

the mass M of the parent particle? Of course, it is just 

M V(Pa + Pb) 2 

""' J2(EaEb - Pa· Pb) 

V2EaEb(l - cos !:.<f>a-b), 

where /),.<f>a-b is the angle between the 3-vectors Pa and Pb· V\Then we contemplate 

using this definition to measure the lV boson mass from the process W --+ ev, how­

ever, we realize its limitations in the real-world environment of a hadron collider. 

Because the neutrino in this process is unobserved, its momentum vector Pv must 

be inferred from a sum of energy deposited everywhere in the detector, as described 
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above. But a complete knowledge of Pv would require a knowledge not only of the 

transverse components of this energy, but also of the z-components. Because most 

of the 1.8 TeV of energy in the collisions we are considering flows down the beam pipe 

at very small angles, it is impossible to measure Pv,z accurately. However, because 

sin 8 is so small for this energy, it makes a very small contribution to the transverse 

energy. We therefore define the transverse mass, MT to be 

MT = J2(EfEf - Pj. ·Pr) 

"" J2EftT(l - cos/:1</>e-v) 

where 1:1</>e-v is now the angle between the 2-vectors P~ and ET· The transverse 

mass is the analog, in the transverse momentum subspace, of the invariant product 

of 4-vectors that gives the mass. It is manifestly invariant under boosts along the 

z-axis. One can also show that it is invariant with respect to transverse boosts of 

the W, to first order in the transverse velocity /3 of the W[20]. The transverse mass 

distribution for the process W -+ ev is shown in Figure 4. It is the sharply falling 

upper edge of this distribution that gives information about the mass of the particle. 

This process has been used as an example, but of course this discussion also applies 

to the process tfl -+ µv, or to W' decays. 

1.5 Previous Limits 

Direct searches for W"s have been carried out at the CERN pp collider by the 

UAl and UA2 collaborations[21, 22]. The UA2 analysis was based on a sample of 

251 W -+ ev candidate events with electron transverse momentum (PT) greater than 

20 GeV and with an electron-neutrino transverse mass greater than 50 GeV. They 

then performed a likelihood fit of the observed electron PT distribution to Monte 

Carlo predictions for W and W'. The data were consistent with W production a.nd 

decay, and led to a limit of Mtt" > 209 GeV at the 90% confidence level, assuming 

standard couplings. The UAl limit was obtained using a sample of 149 events with 
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Figure 4. Transverse mass distribution for the process lV ____. ev. 
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electron transverse energy ET greater than 30 GeV and with missing-ET greater 

than 30 GeV. Based on the lack of observed events with a transverse mass above 

that expected from the process W - ev, they established a limit of Mw, > 220 GeV 

at the 90% confidence level, again assuming standard couplings. No previous direct 

searches have been reported in the muon channel. The UAl and UA2 upper limits 

in the electron channel are substantially weaker than the results reported in this 

thesis. 

In addition to these direct searches, indirect limits on right-handed W's have 

been inferred from the absence of a V +A component in the decay of highly polarized 

muons. Precise measurements at TRIUMF of the endpoint of the e+ spectrum in 

polarized µ+ decay lead to a limit[23] of 423 GeV at the 90% confidence level, 

assuming that the right-handed neutrino is massless. For massive right-handed 

neutrinos, a limit is obtained from the parity-violating decay asymmetry parameter 

6 in muon decay[24]. The 90% confidence-level limit is shown in Figure 5. These 

are very precise and beautiful experiments, but for right-handed neutrino masses 

greater than about 40 MeV the limits are lower than those obtained by the direct 

searches at CERN. Recently, an experiment at KEK[25] has obtained a WR limit 

from an analysis of the positron asymmetry in the decay cha.in J.;+ --- µ.+ v followed 

by µ+ - e+vv. The limit depends on the magnitude of the right-handed Cabibbo 

angle, varying from 303 Ge V for I sin Bc,R I = 0, to 653 Ge V for I sin Bc,R I = 1. These 

limits are at the 90% confidence level. Again, a light right-handed neutrino is 

required. 

Finally, theorists have attempted to set very high limits on the lV' mass based 

on the observed KL-Ks mass difference. The mixing of the strong interaction 

eigenstates K 0 and R0 into KL and Ks is dominated by the box diagram shown 

in Figure 6. Any new charged bosons that couple to quarks will give additional 

contributions to this process. In the case of the canonical left-right symmetric 

model, such contributions would come from both the W' and from charged Higgs 
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Figure 5. U'R mass limits (from ref. [24)). 90% C.L. limits on the mass of a WR 

vs. the right-handed muon neutrino mass M(vµR) in left-right-symmetric extensions 

of the standard model of weak interactions. The area below the curves is excluded. 
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scalars. The magnitude of these contributions is model-dependent (in particular, it 

depends on the size of off-diagonal elements of the right-handed CKM matrix), and 

the evaluation of their effect on the mass difference is further complicated by the 

nonperturbative aspects of long-distance hadronic physics (one must evaluate the 

matrix element of a 4-quark operator between two hadronic states). Nonetheless, 

by means of these kinds of arguments limits of 1-2 TeV have been suggested[26]. 

1.6 Outline of this Paper 

This paper describes a search[27] for heavy W bosons, denoted generically by 

W', through the process pp-+ W' followed by either W'-+ ev or W'-+ µv. (Ref­

erence [27], an article in Physical Review Letters that summarizes this analysis, is 

reproduced in Appendix B.) The data for this measurement were collected by the 

Collider Detector at Ferrriilab (CDF) during the 1988-89 Tevatron collider run. The 

CDF detector is particularly well suited for the identification of high-momentum 

electrons and muons, objects characteristic of W or W' events. In addition, its 

nearly complete angular coverage permits high-quality measurements of the mag­

nitude and direction of the energy from other particles in the event, which in turn 

enables one to reconstruct the transverse momentum of the neutrino. By forming 

the transverse mass of the e-v or µ-v combination, we can search for the peak that 

would indicate a W'. 

The basic equation that drives this analysis is 

, Nw, 
(! • B(W -+Iv)= --, 

.CA€ 

where the measured cross section times leptonic branching ratio, (! · B, is given in 

terms of the observed number of W' events Nw1, the integrated luminosity .C, the 

kinematic acceptance A, and the lepton identification efficiency €. Of course, these 

numbers all have uncertainties that are reflected in the final result. In the case of 

no observed W' events, Nw1 is replaced by the appropriate upper limit. 



23 

I 

W,W 

I 

W,W 

Figure 6. Two of the box diagrams responsible for the J{L-Ks mass difference. 

In the standard model, only the W contributes to the loop. In extended models, 

the U'' and charged Higgs may also contribute. 
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Chapter 2 gives an overview of the Fermilab Tevatron collider, and describes 

the techniques that allow the world's highest-energy proton and antiproton beams 

to be delivered to CDF. In Chapter 3 we describe the CDF detector itself, with an 

emphasis on the components used in electron and muon identification. In Chapter 4 

we discuss the hardware and software triggers used to select electron and muon 

candidates in real time amid the very busy environment of a hadron collider. In 

Chapter 5 we describe the selection of the events used in this analysis, and in 

Chapter 6 we evaluate the efficiencies of the cuts used in this selection. Chapter 7 

gives a discussion of the Monte Carlo used to generate and simulate W' and W 

events. Finally, in Chapter 8 we fit the data to a superposition of W' and W Monte 

Carlo transverse mass distributions, fold in the systematic uncertainties, and extract 

a limit on the cross section times branching ratio for W' production and decay. We 

conclude with some remarks on the interpretation of these results. 



CHAPTER 2 

THE TEVATRON 

The CDF detector is situated at the BO collision point of the Fermilab Tevatron 

collider. The Tevatron, located on the grounds of the Fermi National Accelerator 

Laboratory some forty miles west of Chicago, provides the world's highest-energy 

proton-antiproton collisions. Without the many remarkable technical triumphs of 

this machine and the dedicated staff that has achieved them, physics with CDF 

would not be possible. This chapter provides an overview of colliding beam op­

erations at Fermilab. For additional details, see ref. [28] and the references cited 

therein. 

2.1 Luminosity 

The physics addressed by this thesis, along with much of the electroweak and 

heavy-flavor physics of interest to CDF, has an extremely small cross section-of 

order a few hundred picobarns or less. (For comparison, the visible inelastic p-fi cross 

section at Tevatron energies is approximately 46.8 mb.) To make such rare processes 

accessible, high-intensity colliding beams are a necessity. The intensity of the beams 

is characterized by a single number, the instantaneous luminosity £,which has units 

of cm- 2s-1 • The performance of the accelerator over time is characterized by the 
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integrated luminosity, J £ dt. (The integrated luminosity is often written also as £; 

the distinction between this and the instantaneous luminosity is usually clear from 

the context.) Integrated luminosity has units of cm-2 , which is the inverse of the 

dimensions of a cross section. So it is convenient to define the odd-sounding unit 

"inverse picobarn" to be 

When £ is expressed in inverse pb, the number of events N that one expects to 

produce of a given type is N = £u, where u is the cross section in picobarns for the 

process. 

At Fermilab, six bunches of protons and six bunches of antiprotons circulate at 

a revolution frequency of 4 7. 7 KHz. Hence the time between bunch crossings in the 

CDF detector is 3.5 µsec. The instantaneous luminosity is given by 

where Np (N;;) is the number of protons (antiprotons) per bunch, Bis the number 

of bunches of each type, Jo is the revolution frequency, and u is the transverse 

cross-sectional size of the bunches. During the 1988-89 run in which the data 

for this thesis were collected, NP was typically ix 1010, and Np was approximately 

3 x 1010• The cross sectional size of the bunches, u, is determined by the phase-space 

properties of the beams and by the magnetic focusing properties of the accelerator. 

The area of the beams is not constant as they circulate in the ring; rather, the beams 

are squeezed by "low-beta" quadrupole magnets located near the CDF interaction 

region so that maximum luminosity is achieved in the center of the CDF detector. 

Strictly speaking, the quadrupoles perform a phase space rotation of the beam 

that decreases the bunch's transverse size while increasing its transverse momentum 

distribution. Outside of the collision region, one prefers the opposite: a larger-sized 

beam (to reduce destabilizing interactions of the beam with itself through long­

range Coulomb forces) with a narrow transverse momentum distribution (to reduce 
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losses). During 1988-89 operation, the effective radius of the colliding beams in 

CDF was approximately 60 microns. 

2.2 Antiproton Collection 

The collection, storage, and injection of large numbers of anti protons were made 

possible by a series of technical breakthroughs at the CERN SppS collider in the late 

1970's and early 1980's[29]. The central problem is to trap antiprotons, produced 

with a wide range of energies and angles, and convert them into a collimated bunch 

with nearly constant momentum, in numbers large enough to yield useful luminosity. 

Because this process involves a significant decrease in the entropy of the antiproton 

ensemble, it is frequently referred to as "cooling." The collection of antiprotons 

begins with fixed-target proton-nucleon collisions, so we consider proton acceleration 

first. 

A sketch of the Fermilab accelerator complex is shown in Figure 7. Protons 

are stripped from a hydrogen source in a Cockroft-Walton preaccelera.tor, and are 

accelerated to 200 MeV in the Linac. Next they are transferred to the Booster ring 

and accelerated to 8 Ge V. The protons are then injected into the :!\fain Ring, and 

are accelerated to 120 GeV. From there they are extracted and strike a tungsten 

target, producing antiprotons in the reaction pN---+ p + X. Because the antiproton 

is the only stable, heavy, negatively-charged particle, it is a relatively simple matter 

to select magnetically those with momentum near 8 GeV. 

These antiprotons pass through a lithium lens, where they are collimated, and 

enter the Debuncher ring. Antiprotons enter the Debuncher in bunches approx­

imately 30 cm long, separated by roughly 5.4 m. The Debuncher lengthens each 

bunch in the z-direction (the direction of the beam) while narrowing its longitudinal 

momentum distribution. The Debuncher thus performs a longitudinal phase-space 

rotation similar to that performed in the transverse direction by the Tevatron 's low-
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DEBUNCHER 

Figure 7. The Fermilab accelerator complex. 

beta quadrupoles. The effect is to reduce the beam's momentum spread from 3.53 

to 0.2%. 

The beam is next transferred to the Antiproton Accumulator, where over a 

period of up to 24 hours it is stored and "cooled" in all three momentum-space 

directions so that the stack of antiprotons can eventually be injected into the Main 

Ring. The antiprotons are cooled using the technique of Stochastic Cooling, which 

was first developed in the early 1970's to cool proton beams at CERN's ISR[30] and 

subsequently applied to antiproton beams at the SppS in the 1980's. The Stochastic 

Cooling system is shown schematically in Figure 8. As antiprotons circulate in the 

Accumulator ring, pickups detect the position of antiprotons that are not in the 

central orbit of the ring. The signal is amplified and sent across the ring to the 

kickers, where it arrives before the antiprotons in question do. The kickers apply 

an electric field that brings the errant antiprotons back into the central orbit. In 
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PICK-UP KICKER 

Figure 8. Highly schematic view of the Stochastic Cooling system. 

the process, however, the field also perturbs other particles, resulting in the intro­

duction of noise. The process therefore proceeds slowly. The energy distribution of 

antiprotons in the Accumula.tor is shown in Figure 9. After several hours, the width 

of the stack is only a few MeV. 

Typical stack sizes are of order 3.5 x 1011 antiprotons. For stack sizes larger 

than about 6 x 1011 , intrabeam scattering raises the beam's emittance (a quantity 

related to its transverse size) to the point where it exceeds the admittance of the 

Main Ring aperture. As it is, the efficiency for delivering antiprotons from the 

Accumulator to the Main Ring is approximately 40%[31]. 

During the 1988-89 run, an antiproton production rate of 2 x 1010 /hour was 

achieved. This rate is driven by two factors. The first is the :!\fain Ring cycle 

time of 2.5 seconds, which determines the frequency at which proton pulses can be 

delivered to the target. The second is the density of protons in the Main Ring, 
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Figure 9. Energy distribution of antiprotons in the Accumulator ring as a func­

tion of time, showing the effect of stochastic cooling. 

which in turn is limited by space-charge effects at injection into the Booster. In the 

future, the Lab plans to address these two bottlenecks with a series of upgrades. 

The Main Injector, scheduled for construction in the mid-1990's, will ha.ve a cycle 

time of 1.5 seconds. And the Linac upgrade planned for 1993 will raise the energy at 

injection into the Booster from 200 MeV to 400 MeV, thus reducing the magnitude 

of space-charge effects. 

2.3 Collider Operation 

When the antiproton stack is sufficiently large and sufficiently cold, the process of 

injection into the Tevatron collider begins. The Tevatron is a superconducting ring 

located directly below the Main lling. First, six bunches of protons are injected at an 

energy of 150 Ge V. Then, anti protons are transferred from the Accumulator to the 

Main lling, which is ramped to 150 GeV. They are injected (with approximately 60-
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70% efficiency) into the Teva.tron, where the counter-rotating beams of protons and 

antiprotons are accelerated to 900 GeV. When the Tevatron has reached "flattop", 

the current in the low-beta quadrupole magnets is raised to the full level to achieve 

maximum luminosity. Finally, the beams are scraped to reduce the number of 

outlying particles that form a "halo" around the center of the beam. At this point, 

data collection can begin. 



CHAPTER 3 

THE CDF DETECTOR 

The CDF detector is a 5000 ton device designed to study a wide range of physics in 

jj-p collisions. Conceived in the late 1970's and built in the early- and mid-1980's, 

the detector consists of a magnetic spectrometer to measure the momenta of charged 

particles, fine-grained electromagnetic and ha.dronic calorimeters to measure particle 

energies, and drift chambers for muon identification. At the time this analysis was 

performed, the CDF collaboration consisted of 257 physicists from 23 institutions 

in the United States, Italy, and Japan; a full list is given in Appendix B. The CDF 

detector is forward-backward symmetric; a side view of one half of the detector 

is shown in Figure 10, and an perspective view of the whole detector is shown 

in Figure 11. The detector has been described in a series of detailed papers[32]. 

In this chapter we discuss the components most relevant to this analysis, namely 

the tracking chambers, the central calorimeter, the central muon system, and the 

luminosity monitors. 

3.1 Tracking Chambers 

CDF uses two complementary tracking chambers. The inner tracking chamber, 

known as the Vertex Time Projection Chamber or VTPC[33], is the first detector 
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Figure 10. Cutaway view of one half of the CDF detector. 
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encountered by particles after they pass through the beam pipe. It consists of eight 

octagonal drift chamber modules that measure charged particle positions over the 

angular range 8° < 0 < 172°. The VTPC does not measure momentum, but allows 

the event vertex to be located in z to within 1 mm. (Because of the length of 

the proton and antiproton bunches, the z-vertex varies from event to event; the 

distribution is a gaussian with a width of about 30 cm.) 

Outside the VTPC, at larger radii from the beam, the Central Tracking Chamber 

( CTC)[34] provides for precise momentum determination. The CTC is a cylindrical 

drift chamber, 1.3 m in radius and 3.2 m in length, immersed in a 1.412 Tesla 

solenoidal magnetic field. The CTC consists of 84 layers of sense wires organized 

into nine superlayers, as shown in Figure 12. Five of these are axial superlayers, each 

containing 12 layers of wires running parallel to the beam. The axial superlayers 

are interleaved with 4 stereo superlayers, which consist of six sense wire layers in 

which the angle with respect to the beam alternates between ±3°. The combination 

of axial and stereo layers permits accurate 3-dimensional track reconstruction. The 

superlayers are tilted at 45° with respect to the radial direction to account for the 

Lorentz angle of the electron drift in the magnetic field. The maximum drift distance 

in the argon-ethane-alcohol medium is less than 40 mm, corresponding to roughly 

800 ns of drift-time. 

The CTC has a momentum resolution of 6PT/ PT= 0.002 x PT for isolated 

tracks that pass through all nine superlayers. When one constrains the track to pass 

through the measured event vertex, a process known as beam-constra.int, the reso­

lution improves to fJPT /PT = 0.0011 x PT. The device was calibrated and aligned 

using a precision magnetic survey, cosmic ray data, and energy /momentum distri­

butions for positively- and negatively-charged tracks[35]. 
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Figure 12. End view of the Central Tra.cking Chamber ( CTC), showing the 

structure of the nine superlayers. 
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Figure 13. A central calorimeter wedge. 

3.2 Calorimeters 

The W' ~ ev search makes extensive use of the central electromagnetic calor­

imeter[36]. This device covers the region 1111 < 1.1, and is segmented into towers 

of size 0.1 in 17 by 15° degrees in </> that point back to the nominal interaction 

point z = 0. The towers are organized into 48 wedges; a schematic view of a 

wedge is shown in Figure 13. Each tower consists of between 21 and 31 layers of 

5 mm thick SCSN·38 polystyrene scintillator interleaved with 6 mm thick sheets of 

aluminum.clad lead. The scintillator is read out through acrylic waveshifters glued 

to lightguides that pass through the hadronic calorimeter to Hamamatsu R580 pho­

tomultiplier tubes. There are two phototubes per tower. The CEM has a depth 

of 18 radiation lengths and one hadronic absorption length. The energy resolution 

6ET/ ET= 13.53/v'ET EB 2.0%, where ET is in GeV and EB indicates that the two 

terms are to be added in quadrature. The device is calibrated in situ using LED's, 
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xenon flashers, and radioactive sources of known energy and intensity[37]. In addi­

tion, the response map of the wedge was determined with test beam electrons[38]. 

Inside the CEM, at a depth of 6 radiation lengths corresponding to electromag­

netic shower maximum, the Central Strip Chambers (CES)[36] measure the shower 

profile in both the r-4> and z-directions. The strip chambers identify the location 

of the shower maximum to within about 2 mm in each view. The matching of the 

extrapolated track position to a cluster in the strip chambers is a powerful tool in 

electron analyses. In addition, observed shower profiles can be compared using a x2 

test to that of test beam electrons, for additional background rejection. 

Behind the CEM, the Central Hadronic Calorimeter (CHA)[39] consists of steel 

plates sandwiched between layers of acrylic scintillator. As in the CEM, the tower 

size is 0.1 in T/ by 15° in <f>. The CHA is 4.5 absorption lengths thick, and has an 

energy resolution 6Er/ Er of 80%/ Er EB 3% for isolated pions[40]. 

The electromagnetic and hadronic calorimeters in the plug (1.1 < IT/I< 2.4) and 

forward (2.2 < IT/I < 4.2) regions use gas proportional chambers with cathode pad 

readout. These calorimeters have been described elsewhere[41, 42]. They are used 

in this analysis to measure the energy in the event coming from particles other 

than the primary electron or muon; an imbalance in this energy is used to infer the 

presence of a neutrino. 

3.3 Muon Chambers 

CDF uses two systems to identify muons that penetrate the calorimeters. In the 

central region, IT/I < 0.6, four planes of drift chambers constitute the Central Muon 

System (CMU)[43]. The CMU is segmented into 12.6° wedges that are mounted 

outside each 15° central calorimeter wedge at a radial distance of 3 .. 5 m from the 

beam axis. Thus there is a 2.4° gap in </> between adjacent wedges. Each CMU 

wedge is further segmented into three 4.2° modules. And each module consists of 
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Figure 14. View of a central calorimeter wedge, showing the location of the 

central muon chambers. 

four layers of rectangular drift cells of size 63.5 mm in the r-</> direction x 26.8 mm 

high x 2261 mm long. A 50 µm sense wire runs down the length of each cell, parallel 

to the beam axis. The location of the CMU chambers within the central calorimeter 

is shown in Figure 14. The arrangement of the four planes of drift chambers in a 

module is shown in Figure 1.5. 

The CMU measures four points along the trajectory with an accuracy of 250 µm 

per point in the </> direction. Charge division is used to measure the z-position with 



~---- muon track 40 

1 +- radial centerline 

t,' 

·55mm 

.i 
• 

----to pp interaction vertex 

Figure 15. View of the four planes of drift chambers in a 15-degree central muon 

module. The view is along the beam direction. 

a resolution of 1.2 mm per point. The measured track position in the CMU can be 

compared to the extrapolated position inferred from the CTC measurement for use 

in muon analysis. 

In the forward and backward regions, 2.0 < 1111 < 3.6, muons are identified in 

the Forward Muon Spectrometer (FMU)[44]. In each hemisphere, three layers of 

drift chambers, interspersed with two 395-ton magnetized steel toroids, measure the 

muon trajectory with an accuracy of 5° in <P and 200 µmin the radial direction. The 

momentum resolution is roughly 133 for muons with PT> 8 GeV. These chambers 

are used in this analysis to identify the decay Z -+ µµ, where one muon reaches 

the CMU and the other reaches the FMU. Such decays are a potential source of 

background in the W' -+ µv search. 
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Figure 16. Beam's-eye view of one of the beam-beam counters (BBC's) . 

. 3 .. 4 Luminosity Monitors 

An accurate knowledge of the luminosity is important for any cross section mea­

surement. CDF measures the luminosity using the observed rate of coincidences in 

the east and west Beam-Beam Counters (BBC's)[45]. These are planes of scintilla­

tors located at small angles relative to the beam (3.24 < 1'71 < 5.90) and mounted 

on the face of the forward calorimeters. One of the BBC's is shown in Figure 16. 



CHAPTER 4 

ELECTRON AND MUON 

TRIGGERS 

In this chapter we describe the triggers used to select the electron and muon events 

that are the starting point for this analysis. The need for a fast, reliable, and selec­

tive trigger can be appreciated by considering a few numbers. The typical instanta­

neous luminosity during the 1988-89 run was approximately 1 x 1030 cm- 2 sec-1 • 

The total cross section in the beam-beam counters at .,/8 = 1.8 Te V was measured 

by CDF to be 46.8 mb. These numbers imply that roughly 50,000 inelastic col­

lisions take place each second inside the CDF detector. By contrast, a W---+ ev 

event is produced once every 8-10 minutes, a Z ---+ e+e- event every 2 hours, and a 

tf---+ e±µ~ + X event about every 2 weeks, for mtop = 100 GeV. These production 

rates must be multiplied by the probability that the leptons hit a fiducial region of 

the detector, are not buried in a jet, and so forth-the real rate of observable events 

is even lower. Furthermore, the CDF data. acquisition system can \\Tite only one or 

two events per second to tape. Clearly, then, if one is to observe the most rare and 

interesting events, a sophisticated trigger system is a necessity. 

The solution is a 4-level system optimized for high-Pr physics. Each level can 

accept or reject an event; if the event is rejected the trigger becomes live for the next 
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beam crossing, and if the event is accepted it is passed on to the next level, where 

more sophisticated information (and greater time) is available for the decision. If the 

event is accepted by the final level, the event is logged to tape. The CDF trigger has 

been described in detail elsewhere[46, 4 7]; the discussion that follows is an outline 

intended to illuminate the subsequent analysis. 

4.1 Hardware Triggers: 
Levels O, 1, and 2 

The lowest three levels of the trigger have the task of reducing the rate from 

approximately 50,000 Hz to less than 10 Hz without incurring significant dead­

time. The system, which was built primarily by the University of Chicago in the 

mid-1980's1 consists of roughly three hundred custom-built Fastbus boards, whose 

communication and synchronization is governed by a central Timing Control. We 

now discuss the three levels of this trigger in order of increasing sophistication. 

4.1.1 Level 0 

The level 0 trigger is motivated by the time requirements of the level 1 trigger, 

which is described in the next section. The level 1 trigger takes about 7 µsec to reach 

a decision. However, the time between beam crossings is 3.5 µsec, so the trigger 

system is dead for the next beam crossing after the level 1 algorithm is initiated. It 

is therefore desirable to activate level 1 only for beam crossings in which an inelastic 

collision actually takes place, which at the typical luminosity of l030 cm- 2s-1 is 

approximately one in every six crossings. The detection of these inelastic collisions 

is the purpose of level 0. 

The level 0 trigger makes use of the beam-beam counters (BBC's), planes of 

1 The muon trigger subsystem was built by the University of Illinois, and the hardware 
track-finder used in level 2 by Fermila.b. 
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scintillators located at small angles to the beam pipe in a rectangular region with 

pseudorapidity 1171 between 3.2 and 5.9. These scintillators have a time resolution 

of less than 200 ps. A coincidence of hits in the east and west BBC's, during a 

15 nsec gate centered on the time of the beam crossing, signals an inelastic event. 

Most such events satisfy this trigger, and the narrow gate is useful for rejecting out­

of-time backgrounds from cosmic rays, stray single particles from the Main Ring 

and Tevatron accelerators, and beam-gas collisions. The level 0 trigger reaches a 

decision in much less than the 3.5 µsec between beam crossings, and thus operates 

without deadtime. 

4-1.2 Level 1 

Following a level 0 accept, the level 1 trigger is initiated. Here we describe 

the level 1 triggers of most interest to this analysis, namely the electron and muon 

triggers. 

The level 1 muon trigger[48] requires hits in the central muon chambers (1171 < 0.6) 

consistent with a particle originating from the collision region. As can be seen from 

Figure 15, a measurement of the time difference between hits in successive layers of 

the muon chambers is equivalent to a measurement of the track's slope, and the slope 

in turn is related to the particle's transverse momentum, because of the bending in 

the central magnetic field and the multiple Coulomb scattering in the calorimeter. 

The trigger requires a coincidence between hits in two of the four la.yers, in a time 

window determined by the desired Pr threshold: 

where t 1 ... t4 are the times at which the chambers are hit, and tmax is the time 

difference corresponding to the Pr threshold we wish to trigger on. During the first 

part of the 1988-89 run, a 5 GeV Pr threshold was used, corresponding to a tmax of 

30 nsec. During the latter part of the run, when most of the data for this thesis was 
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collected, the threshold was lowered to 3 GeV, corresponding to a tmax of 70 nsec. 

The cross section for this trigger is 280 µb, which at a luminosity of 1030 cm-2s-1 

gives a rate into level 2 of 280 Hz. 

Muons from W's, Z's, and other high-Pr electroweak processes are a very small 

component of this rate. The level 1 muon trigger is dominated by hadrons whose 

hadronic cascade in the calorimeters and steel shielding reaches the muon chambers, 

and by low-Pr muons from the decay-in-flight of pions and kaons. Fortunately, this 

trigger is very efficient for the high-Pr muons of interest for this analysis. The 

efficiency of the level 1 central muon trigger was measured[49] to be 92.3 ± 0.53, 

for muons with Pr > 15 GeV, using muons identified in events that passed other 

triggers, and in cosmic ray events. However, this number is pulled down slightly 

by greater inefficiencies near the edges of the muon chambers. If we restrict the 

muons to the fiducial region of the chambers, away from the edges, the efficiency 

is 93.4 ± 0.53[50]. The reason that this number is not closer to 100% is not fully 

understood, but the inefficiency is believed[49] to originate from 6-rays generated 

by the muons, which may confuse the timing and ca.use the muon's momentum to 

be mismeasured. 

The level 1 electron trigger uses sums of energy from the calorimeters to make 

its decision. Analog signals from the electromagnetic and ha.dronic calorimeters are 

available separately, and are segmented into "trigger towers" of size 0.2 in T/ by 1.5° in 

phi. There are a total of 2112 such inputs: 44 x 24 to cover the range -4.4 < T/ < 4.4 

in pseudorapidity and 0° < <P < 360° in azimuthal angle, for both electromagnetic 

and hadronic calorimeters. Each tower is compared to a preset threshold, which may 

vary depending on the calorimeter, and those towers above threshold participate in 

analog sums in which the total transverse energy Er is calculated. 

The level 1 electron trigger pa.th uses a single-tower threshold of 6 GeV in tl1e 

central electromagnetic calorimeter. The thresholds in other calorimeters are set to 

full-scale, so effectively only the CEM participates in the sum. The trigger requires 
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that the total ET in CEM towers above the 6 GeV threshold be greater than 6 GeV­

that is, the trigger requires at least one tower in the CEM to be above 6 GeV. No 

tracking information is available at this stage, so this trigger also serves to pick 

up central photons. Of course, most events accepted by this trigger are neither 

electrons nor photons but hadronic showers with a significant EM content. At 

this level of the trigger, however, the aim is not to obtain an exceptionally pure 

sample of the objects of greatest interest, but rather to remain highly efficient for 

real electrons and photons while reducing the rate to a point where events can be 

examined more carefully in level 2. The cross section for the level 1 electron trigger is 

approximately 19 µb, which at a luminosity of 1030 cm-2s-1 gives a rate into level 2 

of approximately 19 Hz. This trigger is essentially 100% efficient for electrons with 

ET> 15 GeV. 

4.1.s Level 2 

If an event is accepted by level 1, it is passed to level 2. At the beginning of 

the level 2 cycle, "clusters" are identified, where a cluster for our purposes is the 

association of a two-dimensional track ( <P and PT information, but no z information) 

either with hits in the· muon chambers (a muon cluster) or with a localized region 

of energy deposition in the CEM (an electron cluster). (Other clusters identified in 

level 2 include photon, jet, and "stiff track" clusters.) Two-dimensional tracks are 

found by a hardware track processor[51] that examines the hits in the axial layers of 

the CTC. It has a momentum resolution 6PT /PT = 3.5% x PT. The list of clusters 

is made available to a special processor, which examines it to determine if trigger 

conditions were satisfied. It is not possible to reconstruct three-dimensional tracks in 

the short time available for the level 2 decision-such a task requires 1-2 seconds of 

VAX cpu and is not performed online. However, the presence of 2D-tracks in level 2 

is itself an extremely powerful tool for reducing the background while keeping the 

signal. 
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The heart of the level 2 trigger is a single Fast bus crate (the processor crate) with 

a custom ECL backplane that permits high-speed communication between the mod­

ules in the crate. The list of clusters is stored in cluster memory modules ( CLM's ), 

and is examined by several so-called Mercury boards. These boards contain simple 

logic that, for example, counts the number of electron and muon clusters above 

various preset energy thresholds, and calculates the ratio of total energy to electro­

magnetic energy in electron-type clusters. This information is used by the level 2 

processor to reach a trigger decision. The level 2 processor executes a program that 

is downloaded at the beginning of a run. One can think of each of the level 2 trigger 

paths as a subroutine; the event is accepted by level 2 if at least one of the paths is 

satisfied. 

The level 2 muon trigger used in this analysis requires a track with PT> 9.2 GeV, 

whose extrapolated position at the radius of the muon chambers is within ±7.5° in 

azimuth of muon chamber hits that satisfied the level 1 trigger condition. The 

efficiency of this trigger is 97.2~U3 for muons with PT> 15 GeV[52]. However, 

since this trigger requires a level 1 muon trigger as a prerequisite, the combined 

efficiency of the level 1 and level 2 muon trigger is 90 ± 23. The cross section for 

this trigger is 1.1 µb, which gives a rate of approximately 1 Hz at [, = 1030 • 

The level 2 electron trigger used in this analysis requires an EM cluster with 

ET > 12 GeV and a ratio of hadronic to electromagnetic energy ofless than 12 .. 5%. 

In addition, a track with PT > 6 GeV was required to point at the cluster. The 

efficiency of this trigger was measured using W -+ ev events that were selected 

with a missing energy trigger. Another unbiased electron sample is provided by 

the "other" electron in Z -+ ee events where the first electron satisfies the trigger 

condition. Both methods give consistent results, though the latter has less statistical 

power due to the relatively small number of Z's that decay to two central electrons. 

The measured efficiency of this trigger is 97 .3 ± 0 .. 53[.53]. The electron trigger cross 

section is 0.47 µb, corresponding to 0.5 Hz at[,= 1030 . 
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4.2 Software Trigger: Level 3 

Following an accept by the level 2 trigger, the full detector is read out, and the 

information from all detector channels is made available to level 3. The level 3 trig­

ger consists of a "farm" of 60 Motorola 68020 processors, which execute a stream­

lined version of the Fortran-based offline reconstruction code. In particular, the 

offline clustering and energy-calculation algorithms are applied, although full three­

dimensional track reconstruction is not. The level 3 electron and muon decision crite­

ria are in essence those used in level 2-namely, a track pointing at an EM cluster or 

muon chamber hits-but because the full detector data are available and the rate is 

a relatively manageable 4-5 Hz, there is time to perform a more accurate calculation 

of the energy and track momentum. A fast two-dimensional track-finding algorithm 

(known as "DF tracking" for "Damn Fast") is executed; this algorithm finds tracks 

with high efficiency with a resolution of cPT /PT = 0. 773 x PT. The offline energy 

clustering makes use of the fine segmentation of the calorimeter (0.1 x 15° in TJ­

</> space, in contrast to the 0.2 x 15° towers used in levels 1 and 2) and employs 

the most recent calibration constants. In addition, certain types of noise can be 

recognized and removed. 

The level 3 muon trigger requires a DF track with PT > 11 GeV that extrapolates 

to a segment of hits in the muon chambers. It does not require the level 2 muon trig­

ger as a prerequisite. The cross section is 130 nb, giving a rate of 0.1 Hz at£ = 1030 . 

The level 3 electron trigger requires a central EM cluster with ET > 12 Ge V as re­

constructed by the offiine clustering algorithm, together with at least one DF track 

with PT > 6 GeV. The ratio of hadronic to electromagnetic energy in the cluster is 

required to be less than 0.125. For electrons with EM ET between 12 and 20 GeV, 

a very loose cut is applied on the amount of energy in calorimeter towers adjacent 

to the electron. This trigger requires the level 2 electron trigger as a prerequisite, 

and has a cross section of 250 nb, which is 0.25 Hz at £ = 1030. 

Events that pass the level 3 trigger are logged to 9-track tapes. Eventually these 
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events are fully reconstructed-a process known as Production-and become grist 

for the analysis mill. 



CHAPTER 5 

EVENT SELECTION 

The data used in this analysis were collected during the Tevatron collider run that 

took place between June 1988 and June 1989. During this period, the Tevatron 

delivered an integrated luminosity of 8.5 pb-1 , of which 4.1 pb-1 were recorded on 

tape by CDF. (The difference between the delivered and recorded luminosities is 

due in roughly equal parts to CDF down time and to trigger and data acquisition 

dead time.) CDF recorded approximately six million events on five thousand 9-

track tapes. In this chapter we describe how we select from this large sample the 

few thousand events used in our analysis. 

5.1 Production 

After events have been recorded on tape, they are passed through the sequence 

of offiine reconstruction algorithms known as Production. Production converts the 

raw data-pulse heights in phototubes and on wires, TDC counts, and so forth­

into higher-level physics objects: pulse heights are turned into energies, TDC counts 

are turned into drift distances, and these in turn are used to form energy clusters 

and tracks. At still a higher level, the clusters and tracks can be "linked'' to form 

electron, muon, and jet candidates. In addition, global quantities such as the missing 
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energy are calculated. The resulting event record is stored in a large arra.y a.bout 

150 kilobytes in size. The array is subdivided into smaller sections-known as 

banks-that contain information associated with a particular detector component 

or physics object. One bank, for example, contains a list of the energy deposited 

in every calorimeter tower, another contains a list of tracks, and others contain a 

collection of information from many detectors that is relevant to the identification 

of electron and muon candidates. The point is that at the end of the Production 

process, the information needed to perform an analysis has been assembled into an 

easily[54] accessible form. The next step is up to the individual physicist. 

The event samples for the lV' - ev and H" - µv search are selected with cuts 

designed to remain efficient for real electrons and muons while rejecting most sources 

of background. That it is possible to find such a set of cuts is a statement not only 

a.bout the relatively clean nature of the physics we are investigating, but also about 

the quality of the CDF detector itself. In addition, because this search is concerned 

principally with high-PT electrons and muons coming from the decay of a very heavy 

object, it is important to use cuts whose efficiency remains high even for the most 

energetic leptons. 

5.2 Electron Sample 

The selection of the electron sample proceeds in two steps. First, we apply very 

loose cuts to obtain a central electron sample that is small enough to work with 

conveniently, while at the same time being large enough to permit a determination 

of backgrounds. We then apply our analysis cuts to this sample. 

The loose central electron sample is selected from events that pass the level 2 

electron trigger. Events are required to have a.t lea.st one energy cluster in the central 

electromagnetic calorimeter (CEM) with ET > 30 GeV and a. ratio of hadronic to 

electromagnetic energy, HAD /EM, less than 103. In addition, a. track in the central 
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tracking chamber (CTC) with PT > 8 GeV is required to point to the cluster using 

loose matching criteria. There are approximately 42,000 events in this sample, 

which has in integrated luminosity of 4.36 pb-1 • We emphasize that, although this 

sample is called an "electron sample," only a small portion of these events contain 

"real" electrons. The majority of these events contain QCD jets that deposited most 

of their energy in the electromagnetic portion of the calorimeter. This process can 

come about from the overlap of a 11'0 (which decays to two photons and leaves a large 

amount of electromagnetic energy) with a charged pion or kaon (which produces a 

track), or simply from a charged pion that showers primarily in the electromagnetic 

calorimeter. Our remaining cuts remove these events with high efficiency[55]. 

A series of cuts are now applied to select W and W' candidates from the large 

central electron sample. These cuts include: 

1. Fiducial cuts. The electron candidate is required to lie in a region of the 

CEM where the energy response is both linear and well-understood. We elim­

inate in this way electrons that landed in cracks between calorimeter cells, in 

towers with large calibration corrections, and in other problematic areas of 

the detector. 

2. Bad run cuts. Some runs contain peculiarities that could bias electron anal­

ysis: a large number of dead channels, for example, or anomalies in minimum 

bias data. Events from these runs are excluded, reducing the total exposure 

to 4.15 pb-1 • The bad run and fiducial cuts are described in more detail in 

ref. [56]. 

3. Event vertex. The event vertex (the location in z of the primary interaction) 

is required to lie within 2a (60 cm) of the center of the detector at z = 0. 

4. Electron quality cuts. These cuts are designed to eliminate mismeasured 

jets and other sources of "fake" electrons. We require: 
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• Ratio of hadronic to electromagnetic energy in the cluster (HAD /EM) 

less than 10%. 

• Good position matching between the extrapolated CTC track and the 

cluster position measured in the strip chambers. Specifically, we require 

the track and cluster positions to match within 3.0 cm in the z-direction 

and 1.5 cm in the r-</> view. 

• Ratio of cluster energy to track momentum ( E / P) less than 2. 

• Less than 5 Ge V of energy in calorimeter towers bordering the electron 

candidate cluster. This cut is particularly powerful for the rejection of 

QCD backgrounds. 

5. Missing energy. We require the missing transverse energy, tT to be greater 

than 30 GeV. 

6. Other cuts. Finally, Z's are rejected by throwing out events containing a 

second electromagnetic cluster whose invariant mass v.·ith the first cluster lies 

within 20 GeV of the Z mass (91 GeV). In addition, conversions are rejected by 

vetoing those events containing a second track near the primary track whose 

charge is opposite and whose invariant mass with the first track is near zero. 

Very high-PT conversions may have overlapping, indistinguishable tracks, so 

we also reject events in which the track left only a small number of hits in the 

vertex chamber (VTPC). 

Histograms of the variables we cut on are shown in Figure 17. In each histogram, 

cuts have been applied to all variables except the one being plotted. (Note, however, 

that the HAD /EM cut was applied earlier in the event selection process, so that there 

are no events with HAD/EM> 0.1 in the plot.) The final histogram, showing the 

missing energy, is not an electron identification variable per se, but this plot indicates 

the very clean nature of our sample after the other cuts have been imposed. Clearly 

visible is the peak around 40 GeV associated with W boson decay. The background 
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at low values of the missing energy comes from the semileptonic decays of heavy 

quarks, and from QCD processes that can mimic the appearance of an electron in the 

detector. With all cuts applied, the final electron sample contains 1796 events. 

The transverse mass for events in this sample is shown if Figure 18, together with 

the distribution for the process W -+ ev as predicted by Monte Carlo. The highest 

transverse-mass event is at 185 GeV, with 6 events possessing a transverse mass 

greater than 120 GeV. Visually, there is no indication of a second peak that would 

indicate the presence of a W'. 

5.3 Muon Sample 

Selection of the muon sample proceeds in much the same way as for the electron 

sample. We begin by selecting a large, general-purpose muon sample with loose cuts, 

and continue by applying tighter, analysis-quality cuts to this restricted sample. 

The Production process produces a very large sample of high-PT muon candi­

dates, selected from events passing the muon triggers. Events are required to have 

a track with Pr greater than 10 GeV, whose extrapolated position at the radius of 

the central muon chambers is within 10 cm (in the r-</> view) of a segment of hits 

in the muon chambers. From this sample (which occupies several hundred tapes), 

a preliminary event selection is made[57] to produce the sample that is the starting 

point for our analysis, the counterpart to the large high-ET central electron sam­

ple described above. The preliminary central muon sample keeps events containing 

a track with Pr greater than 18 GeV, matched to a track segment in the muon 

chambers to within 10 cm in the r-</> view. In addition, the calorimeter tower to 

which the track points is required to have less than 2 GeV of electromagnetic energy 

and 6 GeV of ha.dronic energy. Because muons a.re minimum-ionizing particles, this 

cut enhances the muon content of the sample, which nonetheless consists largely of 

purely hadronic events where a pion or kaon penetrated through the calorimeters 
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Figure 17. Electron identification variables. The arrows indicate the location of 

the cuts. In each of these plots, cuts have been applied to all variables except the 

one being plotted. 
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Figure 18. Observed transverse mass distribution for the electron sample. Error 

bars are statistical. Superimposed is the Monte Carlo prediction for W boson decay. 
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and reached the muon chambers. This sample contains 11,487 events. We throw 

out events from early runs in which the muon trigger was malfunctioning, as well 

as events from bad runs, and a handful of events that did not pass the level 0 BBC 

trigger. (The latter were recorded during a special test run; ordinarily such events 

cannot make it to tape, since the BBC trigger is a prerequisite for level 1 and level 2.) 

The resulting sample of 9777 events has an integrated luminosity of 3.54 pb-1 . 

Before the final analysis-quality cuts are imposed, the track pattern recognition 

and fitting code is rerun on this sample. This "retracking" is performed for two 

reasons. The first is that, by the time this analysis was performed, the tracking 

code had been improved considerably over the version used in Production. In par­

ticular, a better knowledge of the CTC alignment parameters resulted in improved 

momentum accuracy in the fitted tracks. With the Production alignment param­

eters, the systematic error in measuring a 100 GeV track is estimated[58] to be of 

order 10 Ge V, and is non-negligible even for the 30-50 Ge V tracks typical of W 

and Z decays. This fact alone is sufficient reason to retrack. In addition, however, 

the pattern recognition and fitting algorithm used by the newer tracking is better 

suited for this analysis than the version used in Production. Although Production 

tracking is somewhat more efficient (we estimate that the new tracking finds 98. 7% 

of the tracks found by Production tracking), it is also prone to misidentify a low­

Pr secondary track segment, such as a muon from the decay-in-flight of a pion or 

kaon, or a backscattered particle from the face of the calorimeter, as a high-PT 

primary track. Sometimes these secondary tracks are reconstructed with very high 

Pr, making them a potential source of background to a lV' signal. We estimate 

that our sample would contain a 2% background from such secondaries if we did not 

retrack[50]. The newer tracking will reconstruct secondary tracks, but usually gives 

them a large impa.ct parameter relative to the primary interaction vertex, which 

makes them easier to recognize as secondaries, and easy to remove with an impact 

parameter cut. 
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Beginning with this retra.cked sample, we first require that the event passed the 

primary level 2 central muon trigger. We then ask for a central muon candidate 

that satisfies the following cuts: 

1. Not a cosmic ray. A cosmic ray filter[59] rejects back-to-back tracks with 

PT > 10 GeV, as well as tracks whose timing information indicates that they 

were travelling "backwards" through the tracking chamber. Real tracks from 

pp collisions begin at the center of the detector and move outward, but cosmic 

rays penetrate the outer layers of the tracking chamber first and move inward. 

This filter was applied to all tracks in the event with PT > 10 GeV. 

2. Beam constraint. The muon candidate track must pass the beam constraint 

algorithm. Recall that this procedure, which constrains the track to originate 

from the primary event vertex, improves the momentum resolution by a factor 

of two. Essentially all good tracks pass this algorithm. 

3. Track quality cuts. The muon candidate track must pass a very loose set of 

track quality cuts. Bad tracks include those with a much smaller than expected 

number of hits in either the axial or stereo layers or large mean residuals. 

4. Momentum cui. Track PT (after beam constraint) greater than 30 GeV. 

5. Event vertex. The event vertex is required to lie within 20' (60 cm) of the 

center of the detector at z = 0. 

6. Fiducial cuts. The CTC track (after beam constraint) is required to ex­

trapolate to a region of the central muon chambers where the response is 

well-understood. In general this means that it cannot extrapolate to closer 

than a few centimeters of the muon chamber boundaries. 

7. Muon quality cuts. The muon candidate is required to pass the following 

quality cuts: 
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• Less than 2 GeV of electromagnetic energy and less than 6 GeV of 

ha.dronic energy in the calorimeter tower to which the muon track ex­

trapolates. This cut exploits the fact that muons are minimum-ionizing 

particles. 

• Good matching between the extrapolated CTC track and the position of 

the hits in the muon chambers. We require that the two positions match 

to within 2 cm in the r-</> view and 15 cm in the z view. 

• Track has an impact parameter of less than 0.15 cm relative to the beam 

position. This cut rejects a small background from fake high-Pr tracks 

that do not originate from the primary vertex. 

8. Isolation cut. The muon candidate must have less than 5 GeV of energy 

in a cone of radius 0.4 in 'T]-</> space, centered on the muon and excluding the 

energy in the tower traversed by the muon. This cut is effective at reducing 

QCD backgrounds. 

9. Not a Z. Events from the process Z-+ µµ are rejected by searching for 

tracks whose invariant mass with the muon candidate track is near the Z 

mass. Approximately 40 events where the second muon reached the forward 

muon chambers are also rejected. These muons emerge from the interaction 

region at too small an angle to leave a track in the CTC. There is a remaining 

background from so-called central-plug Z's, where the second track falls in the 

rapidity range 1.5 < 'TJ < 2.5 and is not detected in either the CTC or forward 

muon chambers. 

10. Missing energy. We require the missing transverse energy, tr, to be greater 

than 30 GeV. Before imposing this cut, we correct the tr (which initially 

is determined solely from the energy deposited in the calorimeters) for the 

presence of the minimum-ionizing muon. 

Histograms of the variables we cut on are shown in Figure 19. 
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the cuts. In each of these plots, cuts have been applied to all variables except the 

one being plotted. 
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The final muon sample contains 783 events, 708 of which have a transverse 

mass above 65 GeV. This spectrum is shown in Figure 20, together with a Monte 

Carlo prediction for the process W --+ µv. The highest transverse-mass event is 

at 205 GeV, and there are 12 events with a transverse mass above 120 GeV, which 

represents something of an excess over the 6±3 events expected from W production. 

We have given these events considerable study. 

5 .4 Events in the Tail 

We have examined: 

• Beam constrained fit using compressed a:Q.d uncompressed tracking data. 

• Quality of track and event parameters. 

• Residual cosmic ray background. 

• Comparison with the lV --+ ev sample. 

• Inefficiencies in Z rejection, particularly central-plug Z's. 

We visually scanned the events with transverse mass above 110 GeV, and no 

obvious problems were noticed. Most of the events have jet activity. Because the 

CDF detector has a large uncertainty on its measurement of jet energies, events 

containing jets have a larger error on the measured missing energy, and therefore on 

the transverse mass, than do no-jet events. This is illustrated in Figures 21 and 22. 

The first figure shows the distribution of total transverse energy contained in jets 

CL ET(jet)), for events in the muon sample. The second pair of figures shows the 

transverse mass distributions for events in which the LET in jets is greater than and 

less than 30 GeV respectively. The transverse mass distribution in the former set 

of events is broader, and contains a tail extending to higher values of the transverse 

mass. Thus, there is a greater likelihood that W bosons produced in conjunction 
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Figure 20. Observed transverse mass distribution for the muon sample. Error 

bars are statistical. Superimposed is the Monte Carlo prediction for W boson decay. 
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Figure 21. Total transverse energy (in GeV) contained in jets CL. Er(jet)) for 

events in the muon sample. 

with jets will have a higher observed transverse mass. The observation tha.t these 

high-transverse-mass events contain jets is therefore consistent with their arising 

from W production, since a true W' signal would have a. peak at high-Mr in both 

the jet and non-jet samples. 

It is possible to improve the jet resolution, on average, by applying a correction 

that takes account of cracks in the detector, nonlinearities in the response of the 

calorimeters, and jet fragmentation properties. We have chosen not to use such a 

correction in this analysis. The effect of jet corrections is discussed in Appendix A. 

s.4.1 Beam Constrained Fit 

The muon candidates in our sample were beam-constrained using the track pa­

rameters taken from a compressed version of the tracking data (the so-called QTRK 

bank). Some concern arose about a possible loss of resolution due to round-off er-
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rors in the QTRK bank, especially for very small curvature values. The sample was 

therefore remade using information from the uncompressed data (the CTCS bank). 

There is no indication of significant differences. One event (with MT of 70 GeV) is 

lost if the PT and tT cuts are applied to the CTCS-derived quantities. 

5.4.2 Event Parameters 

Characteristics of events in the tail have been compared to events with 

MT < 120 GeV to look for any indications of problems in track reconstruction or 

muon identification. Figures 23-32 show relevant variables for the two categories 

of events. Although two of the high-MT events come close to failing the impact 

parameter cut, and one has unusually large tracking residuals, in general the high­

MT events are well within the limits of the distributions, and within the statistics 

no systematic differences are found. 
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Figure 33. Time-of-flight measurements for muon candidate tracks, as deter­

mined from the hadron TDC's. The solid histogram is for muons in the W' -+ µv 

sample; the dashed histogram is for a sample of cosmic rays. 

5.4-3 Cosmic Ray Background 

Cosmic rays were rejected by applying the cosmic ray filter to the muon candidate 

and to other isolated tracks in the event with Pr > 10 GeV. The filter does not use 

the information from the hadron TDC's. The TDC's can be used to calculate the 

time-of-flight (tof) of a track, which in turn can be used as the basis for an alternate 

cosmic ray filter. We have checked the time of flight between opposite ends of the 

muon track. Figure 33 shows the tof for all the events in the W' -+ µv sample 

(solid line) and for a sample of cosmic rays (dashed line). Two events fall in the 

tof cosmic ray window (17-27 ns): their transverse masses are 76 and 71 GeV. The 

visual scan for the high-Mr events also rules out the residual cosmic ray hypothesis 

as improbable. 
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The major difference between the electron and muon analyses is that in the 

former case the lepton energy is determined from the calorimeter (whose resolu­

tion improves with increasing energy) as well as from tracking (which has poorer 

resolution at high Pr), while for muons the energy must be inferred from tracking 

information alone. 

To see if the events in the tail are due to the poorer resolution of tracking as 

opposed to calorimetry, we reanalyzed the electron sample, treating the electron as 

a muon: we beam constrained the electron track using the quantities in the QTRK 

bank, recalculated the tr ignoring the electron's calorimeter Er and correcting 

for the Pr of the electron, and required the electron to point at the central muon 

fiducial region. We then formed the transverse mass from these quantities. The 

electron-neutrino Mr "a la muon" is compared to the standard one in Figure 34. 

There is some indication that the resolution worsens when the transverse mass is 

derived from tracking information, with twp events appearing at Mr> 160 GeV, 

but there is no change in the total number of events above 120 GeV. 

The high-Mr events are believed to come predominantly from high-Pr W's and 

are therefore often accompanied by jets. The distribution of the number of jets per 

event is comparable in the two samples, although the electron sample has slightly 

more no-jet events ( 63%, against 56% for the muons). The number of jets per 

event is shown in Figure 35. The top two plots show this distribution for the muon 

and electron samples (where the electron was selected as described above), and the 

bottom two plots show the number of jets in events with Mr > 120 GeV. Effects 

due to uncertainties in the jet energy measurement have been studied by comparing 

the lepton Pr and the Pr of the underlying event (the rest of the event, other than 

the primary lepton) for the muon and electron samples. These distributions are 

shown in Figures 36 and 37. While the underlying event distributions are in good 
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Note that the electron sample is selected by requiring 30 GeV of calorimeter ET, 

which explains why there are some events with Pr < 30 GeV in the sample. 
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agreement, the muon sample shows some excess of high-Pr leptons, suggesting that 

if there is any problem it is connected to the muon and not to the global event 

topology. 

One should note that the standard W' -+ ev sample has loose cuts on the elec­

tron. However, an Et and tT cut of 30 GeV was applied. To check that events in 

the tail had not been eliminated upstream in the electron analysis, an alternative 

electron sample, the so-called Electroweak spin sample, was also studied. Events 

were included in this sample if they satisfied: 

• (Pf> 7.5 GeV) .OR.(~< 2) 

• (LSH R < .2) .OR. (ISO< .1) (these are electron isolation cuts) 

• ~: < .055 + .045 . 1~0 

In addition a PT cut of 15 GeV was imposed. We checked that this sample was 

consistent with the standard W -+ ev sample, when the relevant cuts were applied. 

These events were then required to satisfy all W' -+ µv-type cuts, with the 

Er > 30, tr>30 GeV cuts applied to quantities calculated from track parameters. 

About 18% of the events fail the new cuts: this is consistent with the fact that 

electrons can lose some of their energy through bremsstrahlung, and consequently 

are measured with a momentum less than their "true" energy. However, a high-MT 

tail does not appear in this sample. 

5 .. ,f.5 Residual Z Background 

Finally, we have checked that the events in the tail of the muon distribution do 

not contain a background from central-plug Z's- Z -+ µµ decays where one muon 

hits the central muon chambers and the other goes into the plug region, where CDF 

has no muon identification capability. The momentum carried by this muon would 

not be included in the calculation of the tr, which consequently might appear to be 
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quite large. We generated a sample of Z's with the program ZMONTECARL0[60], 

and simulated their behavior in the CDF detector using the same Monte Carlo 

described in Chapter 7 below. We required that one leg hit the CMU fiducial 

region and have PT> 30 GeV; the other leg was required only to have 1771 > 1.1 

and was otherwise treated as a neutrino. We then imposed the tT > 30 GeV cut 

and computed the resulting transverse mass spectrum, shown in the top portion 

of Figure 38. This spectrum actually peaks at quite low values of MT, but this 

is not surprising because, with an energetic muon going so far forward, a good 

deal of the momentum flow in the event is longitudinal. As a result, very few 

misidentified central-plug Z's are expected to fake a W event with transverse mass 

above 120 GeV. Given the luminosity and acceptance, we expect roughly 0.1 such 

events in our sample. 

We have also examined the possible background from central-central Z's where 

the second leg is missed because it is buried in a jet. Again we simulated Z's as lV's, 

requiring that the second leg fall in the central region but otherwise treating it as 

a neutrino for purposes of calculating the tT and transverse mass. The transverse 

mass distribution for this type of event is shown in the bottom half of Figure 38. 

Only 1-2 such events are expected to have a transverse mass above 120 GeV, but 

when this number is multiplied by the probability that the second leg would be 

buried in a jet, which we naively take to be 0.02 based on the efficiency of the Econe 

cut, this background is seen to be insignificant. 

In short, we conclude that the events with transverse mass above 120 GeV con­

tain good muons, and are unlikely to be background from non-electroweak sources. 
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CHAPTER 6 

EFFICIENCIES 

Never confuse efficiency with a liver complaint. 

Mary Poppins 

In the preceeding chapter we discussed the selection of the electron and muon 

samples. The selection was made with a set of cuts determined to be effective 

at removing background while keeping most of the signal, assumed to consist of 

high-Pr electrons and muons. In this chapter we will make this statement more 

quantitative, by determining the efficiency of our electron and muon identification 

cuts. As indica.ted in Section 1.6, this number is an ingredient in the measurement 

of, or limit on, the lV' cross section. 

That there is some inefficiency in our event selection is clear from the plots in 

Figures 17 and 19, in which almost every distribution has a tail extending beyond 

the point where our cut is made. The usual method for determining efficiencies is 

somehow to obtain an unbiased sample of good muons, say, and apply the same set 

of cuts to the unbiased sample. Ideally, one tries to to this directly from the data. 

Such an ideal turns out to be possible for most of the cuts used in this analysis. The 

kinematic cuts on Er (or Pr) and tT are considered part of the acceptance, which 

will be evaluated by Monte Carlo techniques in the next chapter. 
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6.1 Muon Selection Efficiencies 

There are at least three sources of muons at CDF that are unbiased by trigger 

selection requirements: cosmic rays, and the decays J / ?jJ -+ µ+ µ- and Z -+ µ+ µ-. 

A large sample of cosmic rays was collected during periods when the accelerator was 

off. This sample is especially useful for measuring the response of the calorimeters 

to minimum-ionizing particles. However, because the muons in cosmic rays some­

times move "backwards" through the detector (i.e from the outside in toward the 

interaction region), and arrive asynchronously (rather than in convenient multiples 

of 3.5 µsec), their track parameters may differ from those of the muons in our sample 

in ways that are hard to characterize. The cosmic ray sample is therefore unsuitable 

for studying tracking-dependent cuts at the few percent level. Muons from J /?/J's 

and Z's are much better for this purpose, but we need to explain how they can 

constitute an unbiased sample. The trick is to impose tight cuts on only one of 

the muon candidates in the event. We require that this "first muon" be the one to 

have fired the muon trigger, and ask that it pass a tight set of cuts similar to those 

described in the preceeding chapter. The "other muon," provided that it passes a 

very loose set of cuts and forms, together with the first muon, an object with the 

right invariant mass, can be considered unbiased. Furthermore, if the second muon 

also happens to pass the tight selection requirements, we can turn the argument 

around and consider the first muon unbiased. Note that, for this whole technique to 

work, the backgrounds underneath the J /?jJ and Z mass peaks must be small, which 

in fact they are. 

The J /?jJ and Z samples are not without their drawbacks. 1fost of the J /?/J's 

produced at CDF result from the decays of particles containing a b quark. These 

particles are produced in pairs. and the other bin the event often decays hadronically. 

Thus, J /?/J's are often accompanied by jet activity, giving these events a different 

topology from most of the events in our sample. (As long as the muons themselves 

are isolated, this fact need not pose problems.) Also, the muons from J/?jJ decay 
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usually have a PT less than 15 Ge V, so that the effects of multiple scattering are 

more important than for the high-PT muons of interest in the W' search. Of the 

three unbiased muon sources we have mentioned, Z's constitute the best since the 

muons are of the right PT and the production process is similar to that of W's or 

W"s. The main problem with Z's is poor statistics. Nonetheless, we have used Z's 

whenever possible. 

A sample of Z ---+ µ+ µ- events is selected by requiring at least one muon with 

PT> 20 GeV to pass the muon quality cuts used in the W' sample. Then, a second 

track in the event is required to satisfy the following loose set of cuts: 

• PT > 20 GeV (beam-constrained PT if available) 

• ET < 5 Ge V in a cone of size 0.4 (in 11-4> space) centered on the muon, and 

excluding the energy in the tower traversed by the muon. We call this the 

Econe cut. 

• 1'71track < 1.1 at the radius of the muon chambers 

• Invariant mass with the first muon between 65 and 115 Ge V (compare to the 

Z mass of 91 GeV). 

Essentially all we require here is an isolated, high-PT track in the Z mass window. 

Note that we do not require the second track to hit the central muon chambers. 

This requirement is not necessary for the study of such cuts as HAD, EM, and 

impact parameter cuts. There are 32 events in which both muons hit the CMU, 

and an additional 66 events with only one central muon plus a track. Of the 32 

"other muons" that hit the muon chambers, some 26 of these also pass the tight 

selection criteria, giving a total of 66 + 32 + 26 = 124 unbiased muons with which to 

study efficiencies. There a.re no same-sign pairs in this sample. which indicates that 

it is background-free. (One would expect same-sign and opposite-sign background 

events in equal numbers.) The dimuon invariant mass distribution for these events 

is shown in Fig 39. 



> 
Q) 

~ 

C\2 

'-...,. 

rn ......, 
~ 
Q) 

> 
i:i::I 

84 

15 98 Z-+µµ 

candidates 

10 

5 

0 ......... _...._.__.__._....._ ........... ......_.._.___...__.___.__.__.__._.....__._......_....._..__. ........... _.__.__._....._, 
60 70 80 90 100 110 

Dimuon Invariant Mass (GeV) 

Figure 39. Dimuon invariant mass distribution for the Z ___.µ+JI- sample used 

to determine the muon identification efficiencies. 
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Table 1. Efficiencies of cuts used in the 

W' - µv sample 

cut Ntot Npass €(%) 

EM < 2 GeV 124 122 98.4~~J 

HAD < 6 GeV 124 120 96.8~U 

limpactl < 0.15 cm 124 122 9s.4~U 

l~xl < 2 cm 58 .55 94.8~~:~ 

l~zl < 1.5 cm 58 58 100+0 
-3.1 

beam constrainable 124 124 100+0 
-1.5 

track quality 124 124 100+0 
-1.5 

Econe < 5 GeV 3550 3513 99.0 ± 0.2 

Tracking efficiency 237 234 99± 1 

cosmic filter - - 99.7 ± 0.3 

lzvtxl < 60 cm - - 95 ± 1 

TOTAL 76 ± 6.0 

We determine the efficiencies of the individual cuts by applying the tight cuts to 

the muons in this sample. The distributions of some of the cut variables for these 

muons are shown in Figure 40. (Not shown in these plots are the distributions for 

the first muon in the 26 events where both muons passed all the cuts.) All of the 

muons in the sample passed the beam constraint requirement and the low-level track 

quality requirements. The efficiencies are given in Table 1. 

The efficiencies obtained in this way are efficiencies for isolated muons, since the 

second legs were selected using the Econe cut. A different method is required to 

determine the efficiency of the Econe cut itself. We choose to throw random cones of 

size 0.4 (in 77-4> space), with the inner tower removed, onto the events in the W' _.. µv 

sample. Five cones per event were thrown in the region 1771 < 0.8, 0 < ¢ ~ 2JT, but 
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Figure 40. Distributions of the cut variables for muons in the efficiency sample. 
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not on top of the muon or ha.ck-to-back to it. In this way we learn the probability 

that a good muon would fail the Econe cut because it happened to overlap with an 

unrelated piece of the underlying event. We find tha.t of 3550 random cones, 37 had 

more than 5 GeV of Er. The distribution of Econe in these random cones is shown 

in Figure 41. From this we find 

EEcon.<5 = 99.0 ± 0.2. 

The efficiencies of the calorimeter energy cuts HAD < 6 GeV and EM< 2 GeV 

have also been studied from J /1/J and cosmic ray sa.mples[61]. The combined ef­

ficiency measured for these cuts. 98.8 ± 0.2 ± 0.2%, is consistent with the number 

obtained from the Z's, although because of the much larger statistics in these sam­

ples the error is smaller. 

Other efficiencies are known from separate sources. The cosmic filter \Vas deter­

mined by eye-scanning[59] to be 99.8% efficient for real W and Z events. As a cross-
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check, the filter was applied to a standard W __. ev data sample[62]. Of 1525 events 

in which the electron was in the central muon fiducial region, had Pr > 15 GeV, 

and passed the muon track quality requirements, three were misidentified as cosmic 

rays, consistent with the number expected based on the scan. 

The cosmic filter contains an event vertex cut lzvtxl < 60 cm. The efficiency of 

the vertex cut is 95 ± 13, based on the measured width of the vertex distribution, 

CTzvt:r = 30 ± 2 Cm. 

Recall from Chapter 5 that the large sample of central muon candidates was 

retracked using a new pattern-recognition and fitting algorithm before the final 

event selection was made. It is possible to lose good tracks due to inefficiencies 

in this algorithm. We have estimated[50] this inefficiency by retracking a standard 

sample of Z __. e+c events. Out of 237 electrons which had tracks in this sample, 

3 were lost on retracking, giving a tracking efficiency of 99 ± 1 %. 

Finally, the level 2 central muon trigger was determined(52] to have an efficiency 

of 97.2:!:~:~%. But this trigger requires a level 1 trigger, so it is the combined 11-12 

efficiency that is relevant. This efficiency was determined(49, 50] to be 

€trigger = 91 ± 2%. 

The most naive way to determine the overall efficiency is then to multiply all 

the efficiencies together and add the errors in quadrature. Excluding the vertex and 

trigger efficiencies, this method yields Emult = 87.1 ± 5.2%. With the vertex cut and 

trigger efficiency included, we find 

€mult,tot = 75.5 ± 5. 7%. 

We obtain a separate estimate of the efficiency by noting that 26 of 32 second muons 

in our Z sample pass all the tight cuts, giving a total of 52 out of 58 unbiased central 

muons that passed all the cuts. We then lower this number by the efficiencies of the 

Econe, cosmic, and trigger cuts on which these events were selected. \Ve find 

€combined = 76.6 ± 5.3% 
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Happily, these two methods yield consistent results, and the discrepancy occurs with 

the correct sign. (If some cuts are correlated, as, for example, the calorimeter energy 

cuts HAD and EM probably are, then multiplying the individual efficiencies leads 

to an underestimate of the true efficiency.) In view of this essential agreement, we 

have chosen a compromise and take 

foverall = 76 ± 6% 

for the muon selection efficiency in the lV' --+ µv analysis. 

This efficiency is expected to remain constant as a function of the muon "s Pr, 

for Pr > 15 GeV. Muons of the energies we consider here do not undergo significant 

bremsstrahlung, and all are well into the region where they behave as minimum­

ionizing particles. If anything, the efficiency of the track matching cut dx < 2 cm 

and the impact parameter cut may improve slightly with Pr, as the effects of multiple 

scattering become even smaller. It is a safe and conservative assumption, however, 

to assume that the efficiency simply remains constant. 

6.2 Electron Selection Efficiencies 

We now turn to the evaluation of the electron identification efficiencies. In con­

trast to the muon case, we must now consider the dependence of certain efficiencies 

on the electron Er. A dependence on Er arises because of two effects. The first is 

that electrons with higher energies will undergo greater bremsstrahlung. This effect 

in turn can affect the efficiencies of the cuts on E / P and the border tower energy. 

The E / P efficiency can be lowered because, when the electron radiates an energetic 

photon, the momentum of the observed charged track is correspondingly reduced. 

But if the photon goes into the same calorimeter tower as the electron, the measured 

energy is that of the original electron before it radiated. Consequently a tail can 

appear in the high end of the E / P distribution and reduce the efficiency of our 

cut. On the other hand, if the radiated photon does not enter the same calorimeter 
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tower as the electron but rather one of the adjacent ones, the electron can appear 

non-isolated and may fail the cut on the border tower energy. The border tower 

efficiency can also be lowered by the increased lateral size of the electromagnetic 

shower. Another e:ff ect that can lower our efficiency is the increased depth of the 

electromagnetic shower for high-Er electrons. The showers of very energetic elec­

trons may not be fully contained in the electromagnetic calorimeter, but can leak 

through it into the hadronic calorimeter, thereby lowering the efficiency of the cut 

on the ratio of hadronic to electromagnetic energy, HAD /EM. 

6.2.1 Efficiencies Independent of Er 

Nonetheless, several of our cuts are not expected to depend significantly on Er. 

The cut on the location of the primary event vertex, lzvtxl < 60 cm, is 95 ± 1 % 

efficient, based on the measured gaussian width of the event vertex distribution of 

30 ± 2 cm. Also constant are the efficiencies of the cuts on the extrapolated position 

of the track at the radius of the strip chambers, relative to the observed position in 

these chambers of the electromagnetic shower. The efficiencies of these cuts were 

evaluated in ref. [53] using an unbiased sample of electrons from Z's, as well as 

electrons from W's that were selected with a missing-Er trigger. (No such sample 

is available for the 1¥' - µv analysis, because the missing-Er trigger is based on an 

imbalance in calorimeter energy and is not sensitive to the minimum-ionizing muon.) 

The cuts on the track-to-shower match in the z and r-<P views were determined to 

be 100~?3 and 99 ± 13 efficient, respectively. Finally, the filter we apply to reject 

conversions can reject primary electrons as well. This filter was measured[63] to be 

95 ± 2% efficient for such electrons. 
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6.2.2 Efficiencies Dependent on ET 

HAD /EM Efficiency The efficiency loss of the HAD /EM cut has been 

studied using data. collected at the CDF testbeam facility. Wedges from the central 

calorimeter were placed in beams of known energy and composition, and their re­

sponses evaluated. Electron data from the testbeam is available out to energies of 

150 GeV (such as would result from the decay of a 300-400 GeV W'). For energies 

beyond this an extrapolation is necessary. A fit to the data gives[64] 

fHAD/EM<0.1 = 1.0 - l.22e-SSG/E ± 0.01, 

where the electron energy E is measured in GeV. Thus this cut is essentially 100% 

efficient for the electrons typical of W decay (a number in agreement with the collider 

data), while for 200 GeV electrons the efficiency drops to 92.4%. 

E/P Efficiency The efficiency of the E / P cut was studied with a radiative 

Monte Carlo program that included the effects of initial- and final-state radiation 

in H' and vV' production. The events generated by this program were then passed 

through a full detector simulation that included the effects of bremsstrahlung. That 

this program accurately reproduces the behavior of real electrons in the detector is 

shown in Figure 42, taken from ref. [35]. E / P distributions were then generated for 

electrons from W''s of mass 125, 200, 350, and 500 GeV. These distributions are 

shown in Figure 43. The broadening of the tail toward the high-E /Pend is evident, 

although the cut E / P < 2 remains highly efficient. From a fit to these calculated 

efficiencies, we obtain the curve shown in Figure 44, showing the efficiency of our 

E / P cut as a function of .Mw'· We assign a. generous 1.53 uncertainty to these 

numbers. 

Border Tower Efficiency The efficiency of the cut on the border tower 

energy was studied using the same radiative Monte Carlo program and detector 
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Figure 42. E / P distributions for electrons from W decay, selected using a 

missing-Er trigger. Superimposed is a prediction from the radiative Monte Carlo 

program described in the text. 
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simulation described above. Plots of the border tower energy for W"s of mass 125, 

200, 350, and 500 GeV are shown in Figure 45. The corresponding efficiency of the 

cut at 5 GeV is well-described by the line shown in Figure 46. We have included in 

the inefficiency a 13 contribution from the underlying event, which is not modeled 

in the Monte Carlo. We again assign a 1.53 uncertainty to the curve in the figure. 

The efficiency of the electron identification cuts is summarized in Table 2. 

The overall electron identification efficiency is given by multiplying the individual 

efficiencies together. (The correlations between these cuts are smaller than the error 

bars we have assigned, and an any case a straightforward multiplication is the most 

conservative thing to do.) The overall efficiency varies with Mw1 from 84.5 ± 3.53 

at the W mass to 70.5±3.53 for a 500 GeV W', where we have included the trigger 

efficiency of 97 .3 ± 0.53 in the final numbers. 
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Figure 45. Border tower energy distributions for W''s of mass 125, 200, 350, and 

500 GeV, as determined from the radiative Monte Carlo. 
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Table 2. Efficiencies of cuts used in the W' -+ ev sample 

cut 

l~(r-4>)(CTC - CES)I < 1.5 cm 

l~z(CTC - CES)I < 3 cm 

HAD/EM< 0.1 

E/P< 2 

BrdrTower ET < 5 Ge V 

lzvtxl < 60 cm 

£(%) 

99~~:g 

100~~.o 
100 - 122e-556/E ± 1.0 

~ 97 ± 1.5 

~ 98 ± 1.5 

95±1 

96 



CHAPTER 7 

MONTE CARLO 

In preceding chapters we have discussed the selection of the electron and muon 

samples, and have evaluated the efficiency of the lepton quality cuts used in this 

selection. By knowing the integrated luminosity £ of the two datasets, a.s well as 

the efficiencies, we have in hand two of the numbers that we need to measure or set 

a limit on the W' cross section times leptonic branching ratio. We need additional 

information to extract the W' cross section, however. In this chapter we describe 

the Monte Carlo program used to determine the kinematic acceptance A for lV''s 

of various masses, and for W bosons. The Monte Carlo is also used to determine 

the shape of the transverse mass distributions arising from lV"s and W's and is 

therefore an ingredient in the likelihood fit that allows us to determine how many 

events in our sample can be attributed to particles of each type. 

These are fairly simple questions to ask of a Monte Carlo. It is therefore possible 

to employ a simple, "home-brew" Monte Carlo[60], rather than one of the more so­

phisticated, general-purpose event generators commonly used in high-energy physics. 

In addition, a simple simulation of the CDF detector was used in place of the cpu­

intensive simulations that provide a level of detail unnecessary for this analysis. By 

using a simple Monte Carlo with just a few adjustable parameters, it is possible to 
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generate tens of thousands of events very quickly. Because the number of adjustable 

parameters is small, it is easy to estimate the systematic uncertainties. 

7 .1 Event Generation 

W and W' events were generated according to the leading-order Drell-Yan proc­

ess described in Chapter 1. The cross section for this process, in which a quark and 

an antiquark annihilate to form a charged boson, is 

.( _, w'+) JU J2GF M(v 
(T qq - = 271" qq' /n-2-, 

v2Mw, 

where we have assumed standard-strength couplings. To account for higher-order 

QCD effects, we multiply this cross section by a K-factor, 

The strong coupling constant a 8 runs logarithmically with Q2 , and the K-factor 

effectively increases the cross section by approximately 30% over its leading-order 

value. 

The cross section for the hard subprocess is then folded into the proton struc­

ture functions to obtain the total cross section <:r(pp - W'). We ha.ve chosen the 

HMRS(B) structure functions[16), as these are up-to-date and give a predicted cross 

section that falls near the middle of the range predicted by other contemporary 

structure function sets. 

We wish to know the W' cross sections for standard-strength couplings because 

they allow us to convert a measured limit on the JV' cross section into a limit on the 

W' mass itself. The cross sections, as calculated by this Monte Carlo, were shown 

in Chapter 1, Figure 2. Besides giving us the cross sections, however, the Monte 

Carlo also provides us with the angular distributions of the leptons from the decay 

of the W'. The next step is to pass the particles through a simulation of the CDF 
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detector, to determine the kinematic and geometrical a.ccepta.nce for the leptons, 

and to calculate the shape of the transverse mass distributions. 

7 .2 Detector Simulation 

After event generation, a second progra.m[60) is used to model the features of 

the CDF detector relevant to this analysis, as well as some features of W and 

W' production not accounted for in the event genera.tor. These features include the 

ga.ussia.n distribution in z of the event vertex, the transverse momentum distribution 

of the bosons, resolution of the energy or momentum measurement of the charged 

lepton, and the uncertainties on the measurement of the remaining particles in the 

event, also called the underlying event. 

7.2.1 Pr Distributions 

The event genera.tor described above contains only the lowest-order dia.gra.m 

(with a K-factor) for W and W' production. It does not, therefore, supply the 

bosons with a Pr distribution. Instead, we put in a. distribution by hand. For the 

W's, one has two chokes: one could either use a Pr distribution derived from the 

data, or use the results of a theoretical calculation. In the former case, the observed 

Pr distribution must be corrected for the kinema.tic acceptance before running the 

Monte Ca.rlo, which is a rather difficult job[65]. Because of this fact, and because 

one is compelled in any case to use a calculation for the Pr of the lV''s, we have 

chosen to use the W Pr distribution calculated by Arnold a.nd colla.bora.tors[66, 67). 

They obtained this distribution by merging two calculations, ea.ch with its own range 

of validity: a next-to-lea.ding-order QCD ca.lcula.tion, which is valid for higher-Pr 

bosons (Pr > M / 4 ), and a nonperturba.tive calculation ba.sed on gluon resumrna.tion 

techniques, which handles the low-Pr end of the spectrum. This distribution is in 

good agreement with data from CDF[65), pa.rticula.rly at the high-Pr end that is of 
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the most interest in this analysis. (Recall from Chapter 5 tha.t W's with high PT 

are the most likely to be measured with a large transverse mass, and thus constitute 

the greatest source of background to a W' search.) The agreement between the W 

PT data and the QCD prediction is shown in Figure 4 7. 

For the l¥' PT distributions, we have used the results of a calculation made 

available to us by Peter Arnold[68]. The calculation was performed with the same 

program used to calculate the W PT distribution in ref. [67]. The W mass was varied 

from 80 to 200 GeV and the gauge couplings were held constant, thus reproducing 

the case of a W' with standard couplings. In all cases, the HMRS(B) structure 

functions were used, and A~bv was taken to be 190 MeV. Arnold estimates the 

relative error in the calculation to be about 15% for values of PT down to Mw1 /8, 

and up to 30% for lower values of PT. 

The PT distributions for W and W' bosons of various masses are shown in 

Figure 48. As is evident from the figure, the PT distribution for W''s is only slightly 

harder than that of W's, and is a very slowly varying function of Mw•. For this 

reason, we have simply used the distribution for a 200 GeV l¥' in our simulation 

for all values of Mw• greater than 200 GeV. 

7.2.2 Lepton Smearing 

The momentum of charged leptons ( e or µ) from W or W' decay is smeared 

according to the measured resolution of the CDF detector. The electron portion 

of this analysis makes use of the central electromagnetic calorimeter, which has an 

energy resolution of 
CTEr _ 13.5% 2 001' 
ET - ,/ET El . 10, 

where ET is measured in GeV and the © indicates that the terms are to be added 

in quadrature. We therefore smear each generated electron by a random amount 
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taken from this distribution. Note that the relative error decreases with increasing 

Er. 

For muons, we measure the momentum, not the energy. The resolution of the 

central tracking chamber is 

<J PT fJt 
Py = O.lltoPr. 

Again, Pr is measured in GeV. This resolution 1s obtained by using a beam­

constraint-that is, the observed position of the event vertex is used as an addi­

tional point in the fit. The relative error increases with Pr, opposite to the case for 

electrons. The electron and muon resolutions a.re comparable for leptons typical of 

W decays, but the muon resolution worsens rapidly for higher-Pr muons. This is 

one reason that the electron channel is more powerful for the HT' search. 

Actually, this formula for the resolution of the central tracking chamber, often 

given in other CDF publications, is only approximately correct. In fact, the CTC 

measures the track's curvature, which is proportional to 1/ Pr. It is the curvature 

that has a gaussia.n distribution. We therefore smear the curvature of the generated 

muon tracks with a ga.ussian of width 0.0011. 

7.2.3 The Underlying Event 

A W or H'' produced in a hadron collision usually possesses some transverse 

momentum Pr. Because the transverse momentum of the system before the collision 

was zero, the Pr of the boson must be balanced by a collection of recoiling particles, 

termed the underlying event, which may include fragments of the spectator partons, 

other miscellaneous hadrons, and possibly jets. These particles go into the detector 

and contribute to our measurement of the magnitude and direction of the missing 

Er, which in turn are quantities used to form the transverse mass. Because it is 

the transverse mass spectrum that we wish to study for indications of a lV', we 
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Uobs 

utrue 

Figure 49. Decomposition of the observed underlying event vector into compo­

nents u11 and u.L along the direction of the true underlying event vector. The true 

underlying event vector is equal in magnitude and opposite in direction to the PT 

of the boson. 

have taken care to include a realistic parametriza.tion of the underlying event in our 

Monte Carlo. 

The parametrization was obtained from the results of a more detailed simulation. 

We began with 4000 W events ma.de by the Isa.jet[69] event generator, and simulated 

using the full detector simulation package CDFSIM. With these events, we could 

study the "observed" underlying event vector u as a function of the "true" PT. (In 

a.n ideal detector, u = -PT.) We break the observed underlying event vector into 

components parallel and perpendicular to the true underlying event direction. We 

call these components u11 and u.L. The relationship between these vectors is shown 

in Figure 49. 

The parallel and perpendicular components of u, measured with respect to PT, 
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Figure 50. Scatter plots of the reconstructed U.L (left) and ull (right) versus the 

generated PT of the W. 

are shown in Figure 50. The smearing of u11 and u.L can be described by two 

independent gaussians. 

Figure 51 shows the distribution of u.L for different intervals of PT. As one 

would hope, the mean is zero; furthermore, aul. increases with the PT of the boson. 

One expects this, since higher-PT bosons recoil against a more energetic underlying 

event, in which the effects of detector resolution are likely to be more pronounced. 

Figure .52 shows a plot of aul. versus PT. A parametrization that suffices for the 

range of PT relevant to this analysis is 

aul. 1. 71 + O.llPT - 0.0013Pj. 

O"ul. = 0.84 + 0 .. 5JP; 

(PT< 40 GeV) 

(PT > 40 GeV), 

where PT is expressed in GeV. In our Monte Carlo, we scale up this smearing by an 

additional 30% to correct for the overoptimism of CDFSIM. 

The reconstructed parallel portion of the underlying event, u11, is treated sim-
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Figure 51. The reconstructed perpendicular component of the underlying event, 

UJ., for various intervals of the generated PT,W. The x-axis is UJ. in Ge V. Ideally 

UJ. would be zero; the resolution broadens as the PT of the boson increases. a) 

0 < PT < 5; b) 5 < PT< 10; c) 10 <PT < 15; d) 15 < PT< 20; e) 20 < PT < 30; 

f) 30 < PT < 40. 
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Figure 53. Fit of ull as a function of Py. 

ilarly. Because of detector nonlinearities and other effects, the mean of u11 is not 

equal to the W Py. Rather, as shown in Figure 53, ull is well-described by the 

parametrization 

u11 = 0.234Pr + 0.016Pf 

-2.92 + O.i Pr 

with Pr again in GeV. 

(Pr< 20 Ge\!) 

(Pr> 20 GeV), 
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To determine the smearing of this component, we plot in Figure 54 the difference 

between the actual and fitted values of u11 as a function of PT. We find 

O"u 11 = 0. 75,.,/PT, 

which works well for the entire range of PT under considera.tion. 

The parametrizations given above provide a convenient way of incorporating a 

"realistic" underlying event model into our Monte Carlo without further recourse 

to time-consuming detector simulations. 

7 .3 Acceptance 

The ingredients given above allow us to calculate the geometrical and kinematic 

acceptance for W's and W''s. The kinematic acceptance is the probability that an 

event will pass our ET (or PT) and missing ET cuts of 30 Ge V. We expect this 

number to rise with the W' mass. The geometrical acceptance is the probability 

that the charged lepton will land in a fiducial region of the appropriate detector. 

Again, we expect this probability to increase as a function of Mw1, although more 

slowly, since heavier particles tend to be more centrally produced. For purposes of 

this analysis, we combine these two numbers into a single number, and call it the 

acceptance. 

The acceptance for both electron and muon events is shown as a function of 

Mw1 in Figure 55. For muons, the acceptance is 13.5% for VV's, rising rapidly to 

a plateau of about 34% for lV''s with masses above 250 GeV. For electrons, the 

acceptance rises from 23% at the W mass to about 55% for higher-mass W''s. The 

higher acceptance in the electron channel reflects the greater rapidity coverage of 

the central electromagnetic calorimeter: its fiducial region extends out to 1111 = 1.0, 

as against 0.6 for the central muon chambers. We assign a 1 % uncertainty to the 

acceptances, based on its variation when different sets of structure functions are 

employed. 
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Figure 54. Difference (in Ge V) between the actual and fitted values of ull for 

various intervals of Prw· a) 0 <Pr< 5; b) 5 <Pr< 10; c) 10 <Pr< 15; d) 

1.5 < Pr < 20; e) 20 < Pr < 30; f) 30 < Pr < 40. 
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Figure 55. Geometrical and kinematic acceptance for the decays W' -+ ev and 

W'-+ µv, as a function of Mw'· 
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7 .4 Transverse Mass Distributions 

The Monte Carlo transverse mass distributions for lV''s of various masses are 

shown in Figures 56 and 57. 

In the electron channel, the characteristic Jacobian peak, with its sharply-falling 

edge on the high side, is evident at all masses. In the muon channel, this peak is 

smeared out due to the resolution of the muon momentum, and the peaks for high­

mass H'''s are quite broad. 

In Chapter 5, Figures 18 and 20, the data are shown together with the prediction 

from this Monte Carlo for W boson decay. The agreement is quite good, considering 

the simplicity of the Monte Carlo. 

An independent check on the reliability of the Monte Carlo is provided by a 

comparison with a sample of Z - e+e- events. Z bosons are produced with a 

Pr distribution and underlying event structure similar to TV's; the main difference 

between the two processes is the presence of a second energetic electron rather than a 

neutrino. If the second electron is removed, the event looks very much like TiF - e11. 

A Z sample therefore provides a convenient and background-free wa.y to check the 

Monte Carlo. Figure 58 shows the transverse mass distributions for a standard 

Z - e+ e- sa.mple[62] in which the second electron was removed from the event. 

Superimposed is a prediction from the Monte Carlo. Although the comparison is 

limited by the low statistics of the Z data, the agreement is good. 

We shall return to the transverse mass distributions for TV - lv and their agree­

ment with the data in the next chapter, when we use them to extra.ct a limit on lV' 

production. 
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Figure 56. Monte Carlo transverse mass distributions (in GeV) for M' and W' 

decays in the electron channel. 
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Figure 57. Monte Carlo transverse mass distributions (in GeV) for lV and W' 

decays in the muon channel. 
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The data points are from a standard Z --+ e+ e- sample, and the histogram is the 

prediction from the Monte Carlo program discussed in the text. 



CHAPTER 8 

RESULTS 

We now have in hand nearly all of the ingredients necessary to extract a limit on <J · 

B(W'-+ ev) and <J·B(W' ~ µ.v). We have selected electron and muon datasets, and 

have evaluated the efficiencies of the cuts that went into this selection. '"''e have also 

developed the Monte Carlo techniques that allow us to calculate the W' production 

cross sections and acceptances, as well as the transverse mass distributions. In this 

final chapter, we put everything together and calculate how many W''s we would 

expect to find in our sample, if the W' has standard-strength couplings. We then fit 

the observed transverse mass distributions to a superposition of TV and Hr' Monte 

Carlo distributions to determine the actual number of TV' events observed, if any. 

The observed transverse mass distributions were shown in Chapter .5, Figures 18 

and 20. \Ve perform this fit for a variety of lV' masses, and for each mass we 

produce a probability distribution describing the number of H'''s in the sample. We 

next incorporate systematic uncertainties into the probability distributions. Finally, 

the probability distributions are integrated to obtain limits on the W' cross section 

times leptonic branching ratio, and these limits are converted into a limit on the lV' 

mass. 

115 
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8.1 Number of lV' Events Expected 

The number of events expected of a given type is 

Nexp =£(a· B)AE, 

where £ is the integrated luminosity, a· B is the cross section times leptonic branch­

ing ratio, A is the geometrical and kinematic acceptance, and E is the overall effi­

ciency, which includes both the trigger and lepton identification efficiencies. We 

have already calculated each of these individual factors. Tables 3 and 4 summarize 

the number of W' _. ev and lV' _. µv events expected, assuming standard-strength 

couplings and a branching ratio of 1/12 to each lepton family. 

A W' with standard-strength couplings would have a stunning experimental 

signature. Figure 59 shows what a 300 GeV W' would look like if it were present in 

the electron sample. A W' with this mass is nearly 100 GeV beyond the reach of 

the previous direct searches at CERN, but in our data it would be easily visible. 

8.2 Fitting Transverse Mass 

To determine the actual number of W' events present in the data, we fit the 

observed transverse mass distribution to a superposition of lV and lV' Monte Carlo, 

using a binned likelihood method with Poisson statistics. Let 'Tli.obs be the number 

of events observed in the ith 5 GeV transverse mass bin. Let lVi be the number of 

W events expected in this bin. Now fix the W' mass at some value, and let W'i 

be the number of lV-' events expected in this same bin, assuming standard-strength 

couplings. Then the total number of events expected in the i 1h bin is 

where o and (3 represent the W' and W fractions present in the data, relative to the 

amounts predicted by standard strength couplings. The parameter a is therefore 
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Ta.ble 3. Number of W' ___. w events expected in {, = 4.15 pb-1 

Ml'V' (GeV) (j • B (pb) A E Nexp 

80 (W) 2237 .233 ± .01 .845 ± .03.5 1909 ± 114 

85 1487 .258 ± .01 .845 ± .03.5 1345 ± 103 

90 1257 .287 ± .01 .843 ± .035 1262 ± 97 

100 918 .335 ± .01 .840 ± .035 1072 ± 83 

125 464 .414 ± .01 .834 ± .035 665 ± 51 

150 259 .458 ± .01 .829 ± .035 408 ± 31 

175 156 .484 ± .01 .826 ± .035 259 ± 20 

200 98.1 .503 ± .01 .821 ± .035 168 ± 13 

250 43.2 .52.5 ± .01 .809 ± .035 16.1 ± .5.9 

300 20.8 .536 ± .01 .793 ± .035 36.7 ± 2.8 

350 10.6 . .545 ± .01 .774 ± .03.5 18.6 ± 1.4 

400 5.59 .546 ± .01 .752 ± .03.5 9.52 ± .73 

450 3.02 .5.51 ± .01 .728 ± .035 5.03 ± .39 

.500 1.64 .5.54 ± .01 .705 ± .03.5 2.66 ± .20 
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Table 4. Number of W'-+ µv events expected in £ = 3.54 pb-1 

Mw' (GeV) u · B (pb) A € Nexp 

80 (W) 2237 .134 ± .01 .76 ± .06 837 ± 100 

85 1487 .147 ± .01 .76 ± .06 584 ± 53 

90 1257 .167 ± .01 .76 ± .06 561±51 

100 918 .197 ± .01 .76 ± .06 483 ± 44 

125 464 .244 ± .01 .76 ± .06 303 ± 28 

150 259 .275 ± .01 .76 ± .06 190 ± 17 

175 156 .294 ± .01 .76 ± .06 123 ± 11 

200 98.1 .308 ± .01 .76 ± .06 80.8 ± 7.4 

250 43.2 .322 ± .01 .76 ± .06 37.2 ± 3.4 

300 20.8 .331 ± .01 .76 ± .06 18.4 ± 1.7 

350 10.6 .337 ± .01 .76 ± .06 9.55 ± .91 

400 5.59 .342 ± .01 .76 ± .06 5.11 ± .47 

450 3.02 .341 ± .01 .76 ± .06 2.75 ± .25 

500 1.64 .343 ± .01 .76 ± .06 1.50 ± .14 
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Figure .59. A 300 GeV Vil' as it would appear in the electron sample if present 

with standard-strength couplings. Approximately 37 events would be expected. 
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the same as J2 I/~2" (Recall from Chapter 1 that A2 measures the strength of 
SM 

the quark-W' coupling relative to the standard-model coupling, with A~M = 1.) 

Equivalently, a is the ratio of the actual cross section times branching ratio to the 

standard-strength value. The Poisson probability that ni,obs events would actually 

be observed in the ith bin is then 

e-n.:,exp 
p. _ (n· )ni,ob•---

1 - i,exp 1 ' 
ni,obs· 

and the full likelihood function is given by the product over all bins of the Pi. The 

negative log-likelihood function to be minimized is 

Mo = L) ni,exp - ni,obs ln ni,exp) 

where we have dropped a term independent of a and (3. 

This function is minimized with respect to a and /3, using the CERN Library 

program MINUIT[iO]. Throughout the fit, a and f3 are constrained on physical 

grounds to be non-negative, as advocated by the Particle Data Group[71]. 

It is useful, in order to extra.ct a limit, to deal with a. one-parameter likelihood 

function depending oii a a.lone. Such a function is simple to construct. Although 

the right thing to do might appear to be to fix f3 at its best-fit value and treat the 

likelihood function as a function only of alpha, in fact this is not quite correct. If a 

and f3 a.re correlated, the likelihood function for a obtained in this wa.y would depend 

on the direction, in a-/3 space, in which one moved a.way from the minimum. Instead, 

we calculate the likelihood function for a by fixing o: at a succession of points and 

minimizing at each point with respect to (3. In practice, the difference between 

these two approaches is small since a and /3 are essentially uncorrelated, except 

for the case Mw1 = 85 GeV, where the correlation coefficient is 0.95 in the electron 

sample. The likelihood functions (or rather, the associated probability distributions) 

obtained in this way for a 125 GeV and 300 GeV W' in the muon channel are shown 
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Figure 60. Probability distribution for the lV' fraction n in the muon sample, 

for MH'' = 125 GeV (left) and 300 GeV (right). 

in Figure 60. We call this one-para.meter probability distribution P0(a). The peak 

away from zero in the plot on the left indicates that the fitter prefers a nonzero 

fraction of TV' events in the muon data, for Mw' = 125 GeV. This is the effect of 

the events in the tail, which were discussed in Chapter 5. For a 300 GeV H1', and 

for nearly all other values of the lf'' mass, the fitter finds no signal in either sample. 

As a cross-check, we note that the best-fit value of the W fraction /3 allows us 

to extract the W cross section times leptonic branching ratio. It is given by 

NexpB 
a·B(W--lv)=--', 

£A€ 

where Nexp, A, and € can be read off from Tables 3 and 4. In both samples and for 

all W' masses, the fitter finds /3 = 0.92-0.94. (The predicted W cross section, which 

goes into the determination of Nexp and into the normalization of the distributions 

used in the fit, is uncertain to 10-20%, so the fact that /3 does not come out to be 



one is not particularly surprising.) We thus find the central values 

a· B(W -- Iv) 2.27 nb (electron sample) 

= 2.16 nb (muon sample) 
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In independent analyses[53, 72) based on event selection criteria different from those 

employed here, CDF has measured a· B(W __. ev) = 2.19 ± 0.04 ± 0.21 nb and 

a · B(W __. µv) = 2.21 ± 0.22 nb, for a combined measurement of 

a· B(W __.iv)= 2.20 ± 0.20 nb (CDF). 

Our W cross section is thus in good agreement with this independent1 result. This 

provides a check of our entire analysis path, including the event selection, efficiency 

and acceptance calculations, and fitting algorithm. 

It is now (almost) simple to derive a limit on the W' cross section times branching 

ratio. To obtain the 95% confidence-level limit on a 300 GeV W' in the muon 

channel, say, we integrate the probability distribution in Figure 60 and determine 

the value of a, call it acL, which includes 953 of the area under the curve. The 

limit on the cross section times branching ratio is then 

. (a· B)953 c.L. = acL( a· B)std. Str.· 

However, we have not yet included the effect of systematic uncertainties. These 

modify the probability distribution, and must be incorporated before we can extract 

the limits. 

1 Well. sort of. The cross sect.ion analyses and this analysis have some event selection 
cuts in common, and there is significant overlap between the two datasets. The cross section 
analyses, howeYer, made the looser requirements Er (Pr)> 20 GeV and tr> 20 GeV (we 
cut at 30 and 30), so the acceptances and the event samples (as well as the backgrounds) 
were larger. And the cross sections were determined not from a fit, but from simple event 
counting after a background subtraction. 
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8.3 Systematic Uncertainties 

The systematic uncertainties that affect this analysis are of two types: 

1. Those that affect the shape of the transverse mass distributions, and therefore 

change the relative values of a and /3; 

2. Those that affect the overall rate, and therefore change the number of expected 

events by a common scale factor. 

Uncertainties of the first type are dominated by uncertainties in the H1 and W' 

Pr distributions and in the underlying event model, while those of the second type 

include uncertainties in the lepton selection efficiencies and the overall 6.83 uncer­

tainty in the luminosity normalization[73]. We will generically denote uncertainties 

of the first type by ~a, and those of the second type by ~n. 

To take account of uncertainties in the boson Pr distributions, we generated new 

Monte Carlo transverse mass distributions with the nominal Pr of the boson scaled 

by a factor of ±25%. Changing the Pr results in a small change in the acceptance, 

and we normalized the distributions to the new acceptances. We then performed a 

new likelihood fit to the data. A harder (i.e. less steeply-falling) Pr distribution for 

the lV broadens the high-mass tail of the transverse mass distribution, causing the 

actual events in the tail to be attributed to lF's rather than to lF"s. Conversely, 

a softer Pr distribution leads to an excess of events in the tail compared to the 

Monte Carlo prediction for lV's, and for certain T1V' masses the fitter will prefer a 

nonzero TV' fraction to make up the difference. Figure 61 shows the effect of the 

changes in the W PT on the tail of the transverse mass distribution. The Monte 

Carlo predictions are overlaid with the muon data. 

The transverse mass distributions are affected, albeit to a lesser extent, by un­

certainties in the model of the underlying event. In particular, the transverse mass 

distributions are sensitive to the amount by which the portion of the underlying 
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Figure 61. Effect of varying the W Pr distribution. The muon data are shown 

together with Monte Carlo predictions made by varying the W Pr distribution by 

a scale factor of 0. 7.5 (dots) and 1.2.5 (dashes). 
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event parallel to the boson direction, u11, is smeared. This smearing is controlled by 

a parameter called COH_RES, via 

where PJY is the true PT of the boson. (The dependence on the square root arises 

from the nature of the calorimeter resolution, which is determined by the counting 

statistics of photoelectrons.) The nominal value of COH_RES is 0. 75; to deter­

mine the systematic uncertainty in o due to this parameter we refit the data using 

COH_RES = 0.60 and 1.20, again normalizing the Monte Carlo transverse mass 

distributions to the (very slightly) modified acceptances. 

It is a feature of this analysis tha.t for higher lV' masses-above 200 GeV or 

so-variations in these parameters have little effect on the fitted value of o. This is 

because the W and W' distributions are so dissimilar that the fitter has no trouble 

telling them apart, regardless of effects that may broaden the peaks. 

We use as the uncertainties ~a the average shift in the best-fit value of o when 

the parameter in question is varied. If a itself does not change (as happens for 

higher-mass lV''s, where a is zero no matter wha.t ), we take the average change 

in the statistical error on o returned by MINUIT as an estimate of the systematic 

uncertainty. Because the individual contributions to ilo from variations in the PT 

distributions and underlying event model are expected to be uncorrelated, we add 

them in quadrature to determine the overall ~a for each value of J1ir'· 

The other systematic uncertainties, ~n, do not require refitting the transverse 

mass distributions, as they affect only the overall rates. They are known in advance 

from the efficiency study (D.neff = 6.03 for the muons and 3.53 for the electrons) 

and from the common CDF luminosity uncertainty (iln1um = 6.8%). We also in­

clude a 1 % systematic uncertainty on tlie acceptances. These systematic uncertain­

ties are added in quadrature to give overall scale uncertainties of 7. 7% (electrons) 

and 9.1% (muons). 
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The two types of systematic uncertainties must be incorporated into the prob­

ability distribution in different ways. This method ha.s been applied previously in 

the CDF search for the top quark[74). The Ao:'s are folded into the one-parameter 

probability distribution Po( a) by smearing the nominal value of a by a gaussian 

with a. sigma. of Ao:: 

P'(a') = fo00 
Po(a")G(a" - a';O,Aa)da". 

Note that a is constrained to be non-negative. Finally, the scale uncertainties An 

are folded in by performing a convolution of the smeared probability distribution P' 

with a gaussian with a mean of 1 and a a of An: 

P( a) = fo00 
P'( a')G( a' /a; 1, An )do:'. 

It is this probability distribution that we integrate to obtain the 95% confidence-level 

limit on the W' fraction. We then multiply by the conversion factor (a · B)std. Str. 

(from Tables 3 and 4) to get a.n absolute limit on the W' cross section times branching 

ratio. The integrals above are evaluated numerically according to the following 

algorithm, which is worth spelling out: 

1. Pick a random value of a according to the unsmeared distribution Po. 

2. Let G(x, a) be a random number drawn from a Gaussian distribution with 

mean x and standard deviation a. \Ve choose a number a1 = G(O, 1 ), a.nd 

then perform the smearing 

a - a + ~a · a1 

3. Now smear the new value by the An-type uncertainty. Let a 2 = G(l, An). 

Then 

Bin the resulting a into a new histogram. This step is repeated many (roughly 

1000) times. 
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Figure 62. Probability distributions for a 2-50 Ge V ll'' in the muon channel, 

before and after smearing. 

4. Return to Step 1 and choose a new a. Repeat several thousand times. 

In Figure 62, the probability distribution for a 125 GeV H" in the muon channel 

is shown before and after smearing. The effect is large here (larger, in fact, than for 

any other W' mass) because the input Pr distribution for the bosons has a great 

deal to do with whether or not the ewnts in the tail near 120 GeV are attributed 

to W or to W' by the fitter, and Lla is therefore large. A more typical situation is 

shown in Figure 63, with the smeared and unsmeared probability distributions for 

a 2.50 GeV H'', again in the muon channel. The effect of smearing is mainly visible 

near a = 0. The sharp peak turns over after smearing because of the constraint that 

a 2: 0, so that a point near zero can move to the right but not to the left. 
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Figure 63. Probability distributions for a 250 Ge V H"' in the muon channel, 

before and after smearing. 



8.4 Limits on lV' Production 
and Decay 
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We have already indicated how to obtain the limits on a · B(W' - lv) in the 

electron or muon channel, by integrating the smeared probability distribution to 

obtain the 95% confidence-level limit on the lV' fraction a, and then multiplying 

by the appropriate standard-strength cross section and branching ratio. We now 

present these limits for the electron, muon, and combined channels. 

8.4-1 Limits on H" -+ ev and TV' -+ pv 

The 953 confidence-level limits on the processes vV' __. ev and vV' __. µv are 

shown in Figure 64. The plot shows our limit on the cross section times branching 

ratio, as a function of the vV' mass. The standard-strength prediction is also shown. 

We emphasize that our experimentally derived limit is independent of this theoretical 

prediction. In Figure 65, the same result is presented as a limit on the ratio of 

the actual W' coupling A. 2B to the standard-strength value >..1MB = l · 1
1
2 • If one 

assumes tha.t the lV' has standar·d-strength couplings, these limits can be converted 

to a limit on the W' mass itself. For the electron channel, this limit is 

Mw' > 490 GeV (95% confidence level). 

For the muon channel, the limit is 

Mw' > 435 GeV (95% confidence level). 

8.4-2 Combined Limit on lF' -+ !11 

To combine the limits, in the absence of systematic uncertainties, we would 

form the product of the individual probability distributions, T'o,e and Po,µ, and 
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Figure 64. 95% confidence-level limits on a· B(W'-. ev) and a· B(W' ___. µv). 

The area above the curves is disallowed. Also shown is the prediction for stan­

dard-strength couplings. 
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Figure 6.5. 95% confidence-level limits on the ratio of A2 B to its stan­

dard-strength value of 1/12. The region above the curves is excluded. 
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integrate the result to obtain the limit. Systema.tic uncertainties are folded in as 

before, except that now one must take care to account for possible correlations. The 

luminosity uncertainty is obviously common to both channels. Electrons and muons, 

however, are selected with completely different triggers and sets of cuts, so we treat 

the uncertainties in the efficiencies as uncorrelated. The Llo:-type uncertainties we 

treat as completely correlated, since the Pr distribution and underlying event for 

lf!''s should be the same regardless of which lepton the lV' decides to decay into. 

The procedure for combining the limits is as follows: 

1. Values O'.e and O:µ, are drawn according to the unsmeared probability distribu­

tions Po,e( a) and Po,µ,( a). 

2. Let G(x,O") be a random number drawn from a gaussian distribution with 

mean x and standard deviation O'. We choose a number 0'1 = G(O, 1), and 

then perform the smearing: 

O'.e -+ O'.e + Llae · 0'1 

aµ, -+ aµ, + Llaµ, · 0'1• 

3. The new values are then smeared by both correlated and uncorrelated Lln-type 

uncertainties, Llnc and Llnu. Let 0'2 = G(l, Llnc). Then 

O'.e -+ O'.e • 0"2 • G(l, Lln~) 

aµ, -+ aµ· 0"2 • G(l, Lln~) 

The resulting smeared a's are binned into separate histograms. This step is 

repeated many (roughly 1000) times. 

4. Return to Step 1 and choose new a 's. This step is repeated many (several 

thousand) times. 

5. Finally, take the product of the smeared distributions, and integrate it to ob­

tain the combined 9-5% confidence level limit. Figure 66 shows the two smeared 

probability distributions for a 2-50 Ge V W', together with their product. 
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Figure 66. Smeared electron, muon, and combined probability distributions for 

.Mi-v' = 250 GeV. 

The 95% confidence-level limit on the process lV' -+ lv based on the combined 

electron and muon results, is shown in Figure 67. Also shown in this figure are 

the electron and muori results. The standard-strength prediction is also shown. \,Ve 

emphasize that our experimentally derived limit is independent of this prediction. 

This plot is the major result of this thesis. In Figure 68, the same result is 

presented as a limit on the ratio of the actual W' coupling A2 B to the sta.nda.rd­

strength value A~MB = 1 · 1
1
2 • If one assumes that the lF' has standard-strength 

couplings, these limits can be converted to a. limit on the vV' mass itself. Combining 

the electron and muon channels, the limit is 

Mw' > 520 GeV (95% confidence level). 

The limits are summarized in Table .5, which also lists the results of the fit. 
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Figure 67. 95% confidence-level limits on the W' cross section times branching 

ratio in the electron, muon, and combined channels. The area above the curves is 

disallowed. Also shown is the prediction for standard-strength couplings. 
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Figure 68. 953 confidence-level limits on the ratio of ,\2 B to its nominal value of 

1/12, for the electron, muon, and combined channels. The region above the curves 

is excluded. 
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Table 5. Summary of results. Limits in the last three columns are a.t the 95% confidence level 

Mw, a± (stat)± (syst) a± (stat)± (syst) <1·B(pb) <1 • B (pb) <1 • B (pb) <1 • B (pb) 

(GeV /c2 ) (electron) (muon) (std. str.) (electron) (muon) (combined) 

85 o.019:g·.~~~ ± 0.093 o:g-025 ± 0.023 1490 < 480 < 270 < 260 

90 o:g·011 ± 0.008 o:g· 012 ± 0.005 1260 < 69 < 82 < 46 

100 o+0·004 ± o 004 -0.000 . o+0·008 ± o 024 -0.000 . 920 < 20 < 57 < 20 

125 o+0·003 ± o oo 1 -0.000 . o.011:g:gi~ ± 0.022 460 < 6.5 < 36 < 7.4 

150 o+0·
003 ± o 001 -0.000 • o.028:g:g~~ ± 0.022 260 < 3.6 < 25 < 4.4 

li5 o:g·004 ± 0.001 0.011:g:g~~ ± 0.022 156 < 3.0 < 15 < 3.4 

200 o+O.OlO ± 0 003 
-0.000 . o+0 ·060 ± o 016 -0.000 . 98 < 3.0 < 10 < 3.0 

250 o:g·012 ± 0.003 o:g·040 ± 0.005 43 < 2.3 < 5.8 < 1.9 

300 0+0·
018 ± o 002 -0.000 . . o+0·037 ± o 002 -0.000 • 21 < 2.0 < 4.2 < 1.5 

350 o:g·030 ± 0.002 o:g·059 ± 0.001 11 < 1.9 < 3.7 < 1.3 

400 o+0 ·
056 ± o 002 -0.000 . 0+0·105 ± o 002 -0.000 . 5.6 < 1.9 < 3.4 < 1.3 

450 o:g· 101 ± 0.002 o:g·200 ± 0.002 3.0 < 1.8 < 3.5 < 1.3 

500 0+0·188 ± o 001 -0.000 . o+0·389 ± o 002 -0.000 . 1.6 < 1.8 < 3.8 < 1.3 
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The result of this thesis excludes a l'V' with standard-strength couplings with a 

mass less than 520 GeV. However, it is simple to obtain lV' mass limits for models 

in which the couplings are other than what we have called standard-strength. One 

can simply calculate the nominal H" cross section times leptonic branching ra.tio for 

the new model, and overlay this curve with our limit. The new mass limit is the 

point where the curves intersect. This is possible because our limits apply to any 

spin-1 particle that decays into an electron or muon and a light, stable neutrino, 

and couples to light quarks though a CKM matrix that is essentially diagonal. 

8.5 Future Prospects 

May you live in interesting times. 

-Chinese Curse 

As this thesis wa.s being written, a new collider run was underway at Fermilab. 

During this run, known as Run IA, CDF is hoping to record 2.5 pb-1 of data, six 

times more than was recorded in 1988-89. During future collider runs, the luminosity 

is expected to rise even more. Run IB, scheduled to begin in mid- to late 1993, is 

hoped to deliver 7.5-100 pb-1 . Run II, tentatively scheduled for 199.5, may result in 

several hundred additional pb-1 . And with the arrival of the Main Injector in the 

late 1990's, integrated luminosities of 1 fb- 1 may be possible. With these kinds of 

integrated luminosities, the range of the lV' search will be expanded considerably. 

Figure 69 shows the prospective H'' limit versus integrated luminosity. In the Main 

Injector era. the W' limit could approach 1 Te V, although to achieve this kind of a 

limit a great deal of effort will be required, especially in understanding the response 

of the calorimeters to very high energy electrons. 

Thus, the data on which our result is based is only a small fraction of what 

will become available over the next decade. Although CDF is now a very mature 
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experiment, in a sense the collider program at Fermilab is still in its infancy. The 

coming years promise to be an exciting time of search and discovery. 

The end of a thing is better than the beginning . .. 

-Ecclesiastes 



APPENDIX A 

A WORD ON JET 

CORRECTIONS 

Some 40% of the llr"s produced at CDF are produced in conjunction with one or 

more hadronic jets. Jets can complicate the missing-ET measurement, from which 

we infer the momentum of the neutrino, because of several effects: 

1. Jets are extended objects, and the CDF calorimeter is not hermetic. Particles 

can go down cracks and other uninstrumented regions, causing the energy of 

the jet to be underestimated. 

2. The CDF calorimeter is neither compensating nor completely linear. This 

means that the response is different for electromagnetic and hadronic particles 

of the same energy, and the response is different for a 5 GeV pion than for a 

50 GeV pion. (The former actually deposits less than 1/10 the energy of the 

latter.) Because a parton of a given initial energy can fragment into a variety 

of final states, with differing numbers of particles and particle energies, it is 

difficult to reconstruct the energy of the primary parton from the observed 

energy of the jet. 

139 
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3. Even without the above two effects, there would still be uncertainties in the jet 

energy measurement due to the nature of the CDF jet-clustering algorithm. 

The algorithm[75] includes all energy in a cone of size 0. 7 in ry-¢ space, sur­

rounding the Er-weighted centroid of the cluster. Thus, particles from the 

initial parton that fall outside the cone are not included in the measurement, 

while unrelated energy from the underlying event is included. 

It is possible to correct for all of these effects on a. statistical ha.sis. Through the use 

of dijet a.nd jet-photon balancing studies, the QCD group within CDF has developed 

a. "jet correction" procedure[75] that on average results in an improved measurement 

of jet energies. When the W' analysis was in its later stages, the question arose[76] 

of whether or not we should be using corrected jet energies in our calculation of 

the Er. (Throughout the analysis we had used the observed jet energies.) We 

argue here that the use of jet corrections is likely to result in a somewhat improved 

W' limit in the range M w' ;:; 125 GeV, i.e. in the tail of the W transverse mass 

distribution, where events may move around as a result of jet corrections. But we 

will also argue that jet corrections have no effect in the high-mass range that is of 

the greatest interest in this analysis. 

We begin with the obvious remark that the limit in the high mass region will not 

be affected by jet corrections if new events do not appear in this region when the 

corrections are applied. The highest transverse mass events are a.t 18.5 GeV in the 

electron channel and 205 Ge V in the muon channel. If, after jet corrections, new 

events move into this region, or if these events move to even higher transverse mass, 

the limit there will become less stringent as the fitter attributes the new events to 

W' production. 

Before we actually apply the corrections, let us estimate the transverse mass 

resolution we can expect in the electron and muon samples. The transverse mass is 

Mr V2ErEr(l - cos ~<Pl-v) 

2JErEr. 
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So, 

where the EB indicates that the two terms are to be added in quadrature. Now, a Er 

comes from the measurement (in the CEM for electrons and CTC for muons) of the 

primary lepton: 

a Er 

a Pr 

13 .. 5%~E&2% 

0.11%Pj. 

(electron) 

(muon). 

The missing-Er resolution, a Er, is determined by the rest of the event, including 

the jets (if any) and the underlying event. Typically[i"i] (before corrections), 

"' a few GeV, 

where the sum under the square root is over all scalar Er in the event other than 

that of the primary lepton. For electrons, the transverse mass resolution is therefore 

expected to be 3-5 GeV over the entire mass range of interest, while for muons 

the transverse mass resolution is approximated by 3 x 10-4 M~,,. The worsening 

transverse mass resolution at high mass (for Mw' = 400 GeV the resolution in the 

muon channel is roughly 50 GeV) is a result of the lower momentum resolution for 

high-momentum tracks, but is not related to jets or the underlying event. This effect 

can be seen by comparing Figures 56 and 57. For typical lF events, the transverse 

mass resolution in both channels is of order a few GeV. 

Thus, we expect that most events should not move in transwrse mass by more 

than this amount when jet corrections are applied. Typically we expect !::,.Afr < 0, 

since in the common process where an electron or muon recoils against a jet, we 

underestimate the energy of the jet and hence overestimate the tr. 
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Figure 70. Uncorrected energy of the highest-ET jet for events in the electron 

sample. 

To investigate this, we corrected the jets and unclustered energy according to 

the following procedure: 

1. Jets with uncorrected ET greater than 15 GeV were corrected using the jet 

correction routine QDJSCO. 

2. Jets with Er less than 15 GeV, as well as unclustered energy, were scaled up 

by a factor of 1.4. (This is the average energy correction factor returned by 

QDJSCO. However, QDJSCO was not tuned on jets with ET< 20 GeV, so it 

is probably not reliable to apply the routine to jets much lower than 15 GeV.) 

We then remade the analysis samples by cutting on the new tT. Figure 70 shows the 

uncorrected energy of the highest-ET jet for events in the electron sample. Most jets 

have ET < 10 Ge V, but there is a tail of higher-ET jets, and these have the greatest 

potential to affect the tT measurement. QDJSCO returns a correction factor for 

ea.ch jet; a plot of the correction factor versus the detector 77 centroid of the jet is 
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shown in Figure 71. Clearly visible are the higher correction factors for jets near the 

90° crack, and near the cracks between the central and plug, and plug and forward, 

calorimeters. The difference in transverse mass before and after corrections is shown 

for the electron sample in Figure 72. The rms of this distribution is less than 3 Ge V, 

consistent with the rough calculation above. The average event goes down in A1r by 

something less than 1 Ge V, with a tail extending toward lower values. The change 

in transverse mass depends on the total Er in the rest of the event, as shown in 

Figure 73. Events with a lot of jet activity usually get a bigger change, and the 

result of the correction is usually to lower the transverse mass. This is especially 

true of events whose transvese mass changes by the greatest amount. No event in the 

electron sample goes up in transverse mass by more than 8 GeV. Figures 74 and 75 

show the same plots for the muon sample, where we reach similar conclusions. 



600 

500 

400 

300 

200 

100 

0 
-40 

Electron Sample 

-30 -20 -10 

M,(new)-M1(old) 

144 

10 10 
Entries 1659 

-0.8176 
MS 2.610 
DFLW 2.000 
VFLW O.OOOOE+OO 

0 10 20 

Figure 72. Difference in Mr (GeV) for events in the electron sample before and 
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Figure 73. Difference in Mr (GeV) for events in the electron sample before and 

after corrections, for various intervals of uncorrected L Er(jet). 
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Figure 74. Difference in MT (GeV) for events in the muon sample before and 

after jet and underlying event corrections. 
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Figure 7.5. Difference in MT (GeV) for events in the muon sample before and 

after corrections, for various intervals of uncorrected L ET(jet). 
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Finally, in Figures 76 and 77, we compare the transverse mass distributions for 

the electron and muon samples before and after the corrections. Perhaps somewhat 

surprisingly, the highest transverse mass events in both samples do not move by 

very much. The general effect of the corrections is to make the tail of the transverse 

mass distributions fall more rapidly. In particular, we note that the hint of a peak in 

the tail of the muon sample-which caused us such concern in Chapter 5 and which 

the fitter persistently attributed to W' production-has largely disappeared after 

the corrections. Note that there are fewer events in the corrected samples. This is 

because, as mentioned above, the effect of jet corrections is often to lower the tr; 
hence fewer events pass the 30 GeV tr cut. 

From the fact that no new events appear at high Mr after the corrections, we 

conclude that the W' limit in this region would be unchanged. In particular, our 

combined limit of Mw• > 520 GeV is unaffected. However, the tail of the H' Mr 

distribution sharpens up somewhat after corrections, and this should lead to a better 

separation of the Wand W' signals in the region Mw• ~ 125 GeV. We expect that 

the limit in this region would therefore improve if the analysis were redone using 

corrected jets. 

But if one were really interested in setting the best possible lV' limit in this low­

mass regime, a different approach is probably better. One should simply impose 

a no-jet cut (as was done in the CDF W mass measurement[77]) to sharpen the 

transYerse mass distributions even more and avoid the messy issue of jet corrections 

entirely. 
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Figure 76. Comparison of llh distributions for the electron sample before and 

after jet and underlying event corrections. 
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The W' is 1 charged, heavy, vector boson predicted to exist by some extensions of the standard model. 
We have searched for the processes W'- rv and W'- pv for Mr> 100 GeV/c 2, in pp collisions at 
.Ji -1.8 TcV, using data taken with the Collider Detector at Fermilab. The nonobscrvation of these 
processes leads to a lower limit or 520 GeV le 2 (9S'll confidence level) on the mass or the W', assuming 
standard-strength couplings to three fermion generations. 

PACS numbcn: 13.8S.Rm. 12.IS.Cc. 14.80.Er 

The W' is a charged, heavy (Mw-> Mw), vector boson 
that appears in certain attempts to enlarge the SU(2)t 
x U(I )r gauge group of the standard model. Left~right 
symmetric models [I}, for example, feature a right­
handed SU(2) and corresponding new gauge bosons, in­
cluding a heavy, right-handed W', denoted WR. Previous 
direct searches (2) for the process W- - tv in f p col­
lisions have set a lower limit of 220 GcV/c (90% 
confidence level) on the W- mass, assuming standard cou­
plings to fermions. A variety of experiments (3) ·have 
searched for a right-handed charged-current interaction 
by looking for departures from the expected Y - A angu­
lar distribution in polarized muon decay. In this way a 
lower limit of 4SO GeV/c 2 (90% confidence level) was ob­
tained for the mass of the WR, assuming a light right­
handed neutrino (m~.:!510 MeV/c 2). We have searched 
for the processes W'- tv and W-- pv for Mw-> 100 
GeV/c 2, in pp collisions at a center-of.mass energy 
.Ji-1.8 TeV, using data taken with the Collidcr Detec­
tor at Fcrmilab (CDF) during the 1988-1989 Tevatron 
Collider run. The signature of these processes is a high­
PT lepton together with missing energy from the neutri­
no. The analysis presented below applies to both left· and 
right-handed W"s provided that the associated neutrino is 
not too heavy (my.::S IS GcV/c 1) and docs not decay to 
observable particles before exiting the detector. 

The CDF has been described in detail elsewhere (4). 
Herc we give a brief description of the components 
relevant to this analysis. The location of the event vertex 
is determined to within I mm along the beam direction 
using a vertex time projection chamber. The momenta of 
charged particles arc measured in the central track­
ing chamber (CTC), which is immersed in a 1.4-T 
axial magnetic field and has a resolution of 6PTI PT 
-0.001 IPT. where the transverse momentum PT is ex­
pressed in GeV/c and the track is constrained to pass 
through the event vertex. Outside the CTC, electromag­
netic and hadronic calorimeters, arranged in a projective 
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tower geometry, cover the pseudorapidity region 1111<4.2 
[where '1 - -In tan(9/2) and 9 is the polar angle with 
respect to the direction of the proton beam), allowing reli­
able measurements of the imbalance in transverse energy 
(ET-Esin9) due to the undetected neutrino in W or W­
boson decay. In the central region (Jql < 1.1 ), the elec­
tromagnetic and hadronic calorimeters arc organized in 
projective towers of size 6q x 6~ -0.1 x I S0 • The central 
electromagnetic calorimeter, on which the electron por­
tion of this analysis is based, provides an energy resolu­
tion <1£,/ET of Cl3.S%/E.J'2) ± 2%. Outside the calorim­
eters, at a. radius of 3.S m, drift chambers in the region 
I 'JI < 0.61 provide muon identification. 

Events for this measurement were collected using in­
clusive electron and muon triggers. The electron trigger 
required an energy cluster in the ccnlral electromagnetic 
calorimeter with ET> 12 GeV, together with an associat­
ed CTC track with transverse momentum Pr > 6 Ge V /c. 
The ratio of hadronic to electromagnetic energy in the 
cluster (HAD/EM) was required to be less than I 2.S%. 
This trigger was measured to be (97.3 ± 0.5 )% efficient 
for electrons with IS< ET :!5150 GeV [SJ. Very-high-ET 
electrons (ET~ 150 GcV) may exceed the single-tower 
dynamic range and lead to trigger inefficiency. For such 
events, a trigger requiring only a calorimeter energy clus­
ter with ET> 60 GcV was available, ensuring nearly full 
trigger efficiency at high ET· The muon trigger required 
a match between a CTC track with PT> 9 GeV le and a 
track segment in the muon chambers. This trigger was 
measured to be (91±2)% efficient for muons with PT 
> 20GcV/c. 

From events passing the above triggers, we have select­
ed electron and muon events with cuts designed to remain 
very efficient for high-PT leptons. Electron candidates 
were required to be in a fiducial region of the central 
electromagnetic calorimeter and to have HAD/EM 
< I 0%. In addition, the ratio of the calorimeter energy 

E to the track momentum P was required to be less than 



lr.FIJ 
VOLUME 67, NUMBER 19 PHYSICAL REVIEW LETTERS 4 NOVEMBER 1991 

2. An algorithm was applied to reject electrons coming 
from photon conversions 161. Muon candidates were re· 
quired to have an energy deposition in the calorimeters 
characteristic of a minimum-ionizing particle. A cut on 
the impact parameter of the track relative to the beam 
position was used to reject muons coming from the decay 
in flight of pions and kaons. Muon tracks were also re· 
quired to pass quality cuts and to extrapolate to a fiducial 
region of the muon chambers. Cosmic rays were rejected 
with a filter determined to be over 99" efficient for real, 
primary muons with PT> 20 GcV /c. Both electron and 
muon candidates were required to have less than S GcV 
of ET in the neighboring calorimeter towers. This cut 
reduces background from nonisolated particles in jets that 
may f akc a high-Pr lepton. Events were also rejected if 
there existed a second electromagnetic cluster (for clec· 
Iron events) or track (for muon events) whose invariant 
mass with the first lepton was within 2S GcV/c 2 of the 
z0 mass. The combined efficiency of the electron 
identification cuts is 0.88 ± 0.04 for electrons typical of 
W decay, and falls to 0.1S ± 0.04 for 250-GcV electrons 
due to increased bremsstrahlung (which lowers the El P 
and isolation efficiencies) and greater leakage of the elcc· 
tromagnctic shower into the hadronic calorimeter (which 
lowers the HAD/EM efficiency). The combined effi· 
ciency of the muon identification cuts is 0. 75 ± 0.06, and 
is independent of PT for PT> 20 GcV /c. 

In addition to the above identification cuts, electrons 
were required to have cluster ET> 30 GcV, and muons 
were required to have track PT> 30 GcV/c. The missing 
transverse energy (ET), defined as the magnitude of the 
vector sum of transverse energy over all calorimeter 
towers in the region '111 < 3.6, was required to be greater 
than 30 GcV. In muon events, the calorimeter energy of 
the muon was removed and the ET was recalculated to 
account for the muon PT. The electron sample contains 
1796 events in an integrated luminosity of 4.1 S ± 0.28 
pb- 1, and the muon sample contains 783 events in 
3.S4 ± 0.24 pb - 1• The acceptance, including all fiducial 
and kinematic cuts, was determined from Monte Carlo 
studies to be 23% for electrons and 13% for muons from 
W decay. The acceptance rises quickly to SS% for elcc· 
trons and 34" for muons from higher-mass W"s 
(M .... ~ 200 GcV le 2), whose decay leptons arc more like· 
ly to be in the central rapidity region and less likely to 
fail the Er and R'T cuts. The acceptance uncertainty was 
determined to be ±I" in all cases. 

For each event, we form the transverse mass, MT 
- l2E rEr(I -cos''r) pn, where ''r is the angle in the 
azimuthal plane between the lepton vector and the miss· 
ing energy vector. The transverse mass resolution u,.,r is 
-3x 10-•M,J,. in the muon channel, with MW' in 
GcV/c 2• In the electron channel, u.,r is 3-S GcV/c 2 and 
is independent of Mw- over the mass range of this search. 
The Mr distribution should show a Jacobian peak near 
the mass of any heavy object that decays to an electron or 
muon plus a neutrino. Backgrounds at high MT from 

other electroweak processes, such as w- r v and z 0 de· 
cay in which one lepton was lost, were determined to be 
less than 0.1 event. Two-jct events in which one jct f akcs 
a lepton, while the balancing jct is poorly measured re­
sulting in substantial Er. contribute less than 3 events to 
each sample. Residual cosmic rays contribute 3 ± 2 
events by the muon sample. The MT distributions for the 
electron and muon samples arc shown in Fig. I, together 
with a Monte Carlo prediction for W boson decay (sec 
below). The data arc well described by W production 
and decay alone. The highest transverse mass events arc 
at 185 GeV/c 2 in the electron channel and 205 GcV/c 2 in 
the muon channel. 

To search for a W' signal, we have generated Monte 
Carlo transverse mass distributions W'(MT) for a variety 
of W' masses, and have performed a binned likelihood fit 
of the observed transverse mass spectrum by the superpo· 
sit ion 

dN• -aW'(Mr)+/JW(Mr), 
dMr 

where W(Mr) is the Monte Carlo Mr distribution for W 
decay. Throughout the fit, the W' fraction a was con· 
strained to be non-negative. The Monte Carlo distribu· 
tion generated W and W' bosons from the leading-order 
diagram qij- W(W') using the HMRS(B) structure 
functions 17). The leading-order cross section was multi· 
plied by a K factor of I + (b/9 )a, (M ,J,.) to account for 
higher-order QCD cff ccts. The Pr distributions for the 
W and W' were taken from a next-to-leading-order QCD 
calculation (8). The width of the W' was taken to have 
the form rW.-(2.76 GcV)Mw-/Mw, where 2.76 GcV is 

(•) 

• 10• 

~ 

t 

t 

DATA (1798 neot.8) 
w ... ,, Moote Carlo 

DATA (783 neot.8) 

w .. ,.., llonle Carlo 

100 150 200 250 

Transverse Mass (GeV /c1) 

FIG. I. Observed transverse mass distributions for lhe (a) 
electron and (b) muon samples. Error ban are statistical. Su­
perimposed is the Monte Carlo prediction for W boson decay, 
normalized lo the W fraction ~obtained from the fit. 
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TABLE I. The filled W' fraclion a for the electron and muon samples. the predicted cross section limes branching ratio (aB) for 
sh1ndard couplings, and the 9S'li-confidence-level limits on the cross section times branching ratio for the electron, muon, and com-
bined channels. 

M,... a ± (slat) ± (syst) a± (stat)± (syst) 
(GcV/t- 2) (electron) (muon) 

100 o!SG±o.004 0!88±0.024 

125 0!81W±o.001 0.0 I 7 !881' ± 0.022 

ISO o!Blm±o.001 0.028 !BBQ± O.Q22 

200 0 !8:&\8 ± O.OOJ o.!8888 ± 0.016 

JOO 0 !8&& ± 0.002 0 !88M ± 0.002 

400 0 !8&8 ± 0.002 o!8/& ± 0.002 

soo o.!BA&\±0.001 0.!8dM ± 0.002 

the standard model width of the W with decays available 
to three generations of light fermions. For lighter W"s 
the top-quark decay channel may be fully or partially 
closed, but the limits presented below arc insensitive to 
the W"s intrinsic width, which is smeared out by detector 
effects. The Monte Carlo distributions W(Mr} and 
W'(M T) were then obtained using a simple detector mod­
el, with nominal energy and momentum resolutions and a 
ET resolution determined from a full detector simulation. 
The distributions were normalized to the number of 
events expected in the data, assuming standard-strength 
couplings and the nominal branching ratios to each lepton 
family of ~ for W's and tr for W"'s. The result of the 
fit was a likelihood function for the W' fraction a as a 
function of Mw. The value of a is statistically consistent 
with zero for all values of Mw. Fitted values of a are 
shown in Table I. For all W' masses, the data are well 
fitted by tJ-0.92-0.94. 

.0 
0. 

. 
b 

·· · · • · · muon channel 
- - - - electron chonnel .\ 
-- combined 

"' -·-Std. stren9th 

··... ·""· ~~~w;~f)=t/IZ 

··. ""' ······ ............ ~ ..... . 
------------~. 

100 200 300 400 

Mw1 (GeV/c21 
FIG. 2. The 9.S'li-confidencc-level limits on the cross section 

times branching ratio, aB, for JV'-.. µv (dolled line), JV'-.. ~v 
(dashed line), and combined (solid line). Also shown (dol­
dashed line) is the predicted value, assuming standard-strength 
couplings 10 quarks and 1 branching ratio or tr to each lepton 

family. 
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aB (pb) aB (pb) aB (pb) aB (pb) 
(standard strength) (electron) (muon) (combined) 

920 <20 <S1 <20 

460 <6.S <J6 <7.4 

260 <J.6 < 2.S <4.4 

98 < J.O < 10 < J.O 

21 <2.0 <4.2 <U 

S.6 < 1.9 <J.4 < l.J 

1.6 < 1.9 <J.8 < l.J 

Systematic uncertainties in this analysis arc of two 
types: those that affect the shape of the Monte Carlo 
transverse mass distribulions, and hence change the rela­
tive values of a and /J, and those that affect only the 
overall event rates. Uncertainties of the first type arc 
dominated by the uncertainties in the Wand W' PT dis­
tributions. We have varied the PT of the Wand W' by an 
overall scale of ± 25%, based on the theoretical error in 
the calculation, to assign these unccrlainties, which arc 
shown in Table I. Uncertainties of the second type in­
clude uncertainties in lhe lepton identification efficiencies 
and the overall 6.8% uncertainty in the luminosity nor­
malization (5). These uncertainties were incorporated 
into the likelihood function using a Monte Carlo pro­
cedure that has been used previously (6). The resulting 
likelihood function was integrated to obtain the 95%­
confidcncc-lcvcl limit on the W' fraction in the data, as a 
function of Mw. 

These results, expressed as a limit on aBCW-lv), are 
shown in Table I and Fig. 2 for the electron, muon, and 
combined channels. If one assumes that the W' has 
standard-strength couplings, these limits can be converted 
into a limit on the W' mass itself. We emphasize that the 
limits on the cross section times branching ratio are 
independent of such assumptions. To calculate the 
standard-strength production cross section as a function 
of Mw-, we have used the HMRS(B) structure functions. 
Other recent structure function sets [9, I 0) bracket the 
HMRS(B) prediction and lead to similar mass limits to 
those given below (within ± 15 GeV/c 2). For standard­
strcngth couplings and a branching ratio of tr to each 
lepton family, the limit is Mw> 490 GcV/c 2 in the elec­
tron channel, and Mw-> 435 GeV/c 2 in the muon chan­
nel, both at 95% confidence level. Combining the two 
channels we find Mw> 520 GeV/c 2 at 95% confidence 
level. 
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