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order QCD predictions indicates that perturbative QCD calculations are unable to 

accommodate both the total and differential charm production cross section mea

surements by changing only the charm quark mass. 
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- Chapter 1 

Charm Production in Hadronic 

Interactions 

The physical picture of hadronic collisions is that of the parton model[l], in which 

hadron scattering is due to a hard interaction between parton constituents of the 

hadrons. The scattering of two hadrons which produces a heavy quark pair (Q/Q) is 

depicted in Fig. 1, where partons with momentum fractions x 1 and x 2 of the incoming 

hadrons interact with short distance parton-parton cross section for producing a 

heavy quark pair 0-12. 

In the framework of quantum chromodynamics[2] (QCD), the parton con

stituents are quarks and gluons. The invariant hadron-hadron differential cross 

1 



CHAPTER 1. CHARM PRODUCTION IN HADRONIC INTERACTIONS 2 

Figure 1: The parton model picture of hadronic interactions. 

section is calculated as 

where the sum is over parton types i and j, and ft(z, Q2 ) is the probability density 

for parton type i in hadron A at the mass scale Q2 of the interaction. The short 

distance differential cross section d3 d.T~i is calculated as a perturbation expansion 
P3 Pt 

in orders of the strong running coupling[3, 4] a.( Q2). 
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CHAPTER 1. CHARM PRODUCTION IN HADRONIC INTERACTIONS 3 

a) 

b) c) d) 

Figure 2: Feynman diagrams contributing to heavy quark production at lowest 
order. 

1.1 Perturbative QCD 

The simplest interactions which contribute to heavy quark production are two-vertex 

interactions and therefore have strength proportional to a~. These so-called leading 

order (LO) interactions are 

and 

and the possible contributing Feynman diagrams are shown in Fig. 2. 
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-Next-to-leading order (NLO) terms in the perturbation expansion of the 

parton-parton cross section for heavy quark production are proportional to a;; these -

include the 2-body to 3-body processes which involve the emission of a real gluon 

(gluon bremsstrahlung) from one of the partons in the lowest order diagrams. In 

addition to these processes, the processes -
-

and 

appear for the first time at NLO. -
In addition to accounting for the 2-body to 3-body subprocesses, a systematic 

-perturbation expansion to NLO must account for the interference between low order 

diagrams and those of higher order which contributes at CJ(a;). In particular, the -

interference between the lowest order diagrams and the CJ( a!) virtual gluon exchange 

diagrams as shown in Fig. 3 contributes at CJ( a;) and must be included. 

The invariant matrix elements for both the LO and NLO processes have 

been calculated as functions of the parton momenta and from these the differential 

parton-parton cross sections have been evaluated[5, 6, 7]. 

-
-
-
-
-
-
-
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Real emission diagrams · 

2 

Virtual emission diagrams 

Figure 3: TheO(a~) contribution to the parton-parton cross section from the inter
ference of lowest order diagrams and virtual gluon exchange diagrams. 

1.1.1 Parton Distribution Functions 

Once the hard scattering cross sections are known for the coustituent partons of the 

interacting hadrons, calculation of the hadron-hadron cross section requires a sum 

over the parton types of the differential parton-parton cross section integrated over 

the parton density and momentum distributions. Since the predictions of pertur-

bative QCD calculations applied to various physical processes depend so heavily on 

this procedure, some the general considerations are discussed further in the context 

of nucleon parton distribution functions; of course, similar arguments apply to the 

pion parton distribution functions. 
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The quark distribution functions for nucleons are extracted from experimen-

tal measurements of the nucleon structure functions from deep-inelastic lepton scat- -

tering experiments[8, 9, 10]. These distribution functions are expressed as functions 

of the fractional parton momentum Xi = pif P, where Pi is the momentum carried 

by the ith quark in a nucleon with momentum P, at a fixed value of the square 

of the momentum transfer (Q2 ) of the process. An outline of the procedure used 

in extracting the parton distribution functions (PDF) will illustrate the important 

issues involved in using these functions in conjunction with QCD hard scattering 

cross sections to predict physical processes. 

The PDF parameterizations, combined at the fixed value of Q2 
( Q~) to form 

the nucleon form factors, must be evaluated for different values of Q2 to be compared 

with form factor measurements. The Q2 dependence1 of the PDF is given in QCD by 

the Altarelli-Parisi (AP) equations[3]. These equations describe the probability that 

the struck parton with momentum Xi could have come from a parent quark or gluon 

with momentum fraction x > Xi which lost momentum through gluon radiation. 

The first subtlety to be observed is that AP evolution equation for the PDF's 

contains a.(Q2,AQcD)· In the fitting procedure, a functional form for a. (one-loop 

or two-loop corrected.[3]) must be chosen and AQcD, which sets the scale of the Q2 

evolution of a., is treated as a parameter of the fit. Obviously, then, any QCD 

prediction for hadron-hadron interactions must use PDF's which were measured 

1 This dependence simply reflects the change in the observed structure of the hadron as the 
wavelength of the virtual probe is decreased. 

-
-

-
-
-
-
-
-
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using the same functional form for a: •. Additionally, the PDF's must either use the 

same value or consistent fit values of Aqcv. The ideal situation is to combine the 

fit for the target and beam PDF's, thereby forcing consistent use of a:. and Aqcv. 

Additional subtleties arise in extracting the gluon distributions of nucleons. 

Deep-inelastic lepton scattering data impose very weak constraints on the gluon dis

tributions. These distribution functions are more directly probed by, and therefore 

extracted from, measurements of Drell-Yan dimuon production, J/.,P production, 

and direct photon production, in pN collisions[8, 9, 10], however, the use of these 

data requires, as input, a model of these processes (QCD). 

Extraction of the gluon distribution functions from these data begins the 

same as before; the PDF's are AP evolved from Q~ to the Q2 of the process. QCD 

hard scattering cross sections are then convoluted with these evolved PDF's (sim

ilar to the previous discussion regarding charm production) to make predictions 

for distributions of measured variables. These integrations diverge logarithmically 

due to integration over the momentum distribution of collinearly emitted gluons, 

and are regularized using one of several methods. For example, some subtraction 

schemes introduce a collinear cutoff, µ, in the integration limits, which gives diver

gent terms proportional to ln(µ 2 /m2 )). Since the distributions predicted in this way 

are compared with data to extract the PDF's, the regularization-scheme-dependent 

divergent terms are effectively absorbed into the PDF's themselves. Therefore, any 

residual dependence of the hard scattering differential cross section prediction on 
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the regularization scheme2 will be transferred to the PDF's. These PDF's are thus 

coupled both to the theoretical input (including not only the hard scattering calcula-

tion but also the form and scale for a,) and to the particular choice of regularization 

scheme; any prediction based on these PDF's therefore must use the same input, or 

alternatively must check the sensitivity of the results to the choices of theoretical 

input, including regularization scheme. 

It is also clear that any predictions based on PD F's must use the same CJ( a,) 

QCD calculations with the same choices of heavy quark masses as were used in the 

PDF extraction. Not only do new diagrams contribute to NLO QCD calculations 

for heavy quark production that do not correspond to gluon radiation from LO 

diagrams, but also the shapes of the predicted differential cross sections for J /1/; as 

well as direct photon production depend on the values chosen for the heavy quark 

masses. The differences in the predicted distributions between those for LO and 

NLO and for the true value and the chosen value of me are effectively absorbed into 

the PDF's. Obviously, then, using these PDF's in a consistent way requires using 

the same order perturbative calculation with the same choices for the heavy quark 

masses. 

It must be stressed that the overall normalization of the PD F's is governed by 

sum rules, that is, the sum of the parton momenta must be the hadron momentum. 

2The perturbative total cross section ca.lcula.tion done to a.II orders does not formally depend 
on the choice ofµ.; e.ny residua.I dependence of a. perturba.tive ca.lcula.tion on the choice ofµ. is 
evidence that terms of higher order are important. 

-
-
.... 

-

-
-

-

-
-
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The extracted PD F's are not then sensitive to the normalization of the perturbative 

calculation, which is strongly dependent on the choices discussed above, but are 

sensitive to the differences in the shapes of the predicted distributions attributed to 

choosing particular values for the parameters. 

There are currently two sets of 7r- and nucleon parton distribution func

tions available in the literature which have been extracted from data in a manner 

consistent with the above considerations. For the first set[8, 11], the nucleon par

ton distribution functions were extracted from deep-inelastic lepton scattering, and 

Drell-Yan and J /1/J production in proton-nucleon interactions. Those for the pion 

PD F's are extracted using Drell-Yan and J /1/J production in 7r-nucleon interactions 

using the above nucleon distribution functions. The one-loop corrected a. and LO 

QCD hard scattering predictions were used, the choice of µ 2 was Q2
, and the fit 

value of A was 200MeV/c. 

The second set of distribution functions[9, 12] are extracted from deep

inelastic lepton scattering and Drell-Yan and J/'ljJ in proton-nucleon interactions 

for the nucleons, and from Drell-Yan and prompt photon production in 7r- -nucleon 

interactions for the pion. These calculations used the two-loop corrected a. with 

NLO QCD hard scattering predictions using µ 2 = Q2 , and a fit value for A of 

l90MeV/c. 

These two sets of distribution functions should be used for LO and NLO pre

dictions of heavy quark production, respectively. The use of the NLO set for heavy 
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quark production is particularly interesting because these should provide not only 

the most accurate QCD predictions for heavy quark production but also predictions -
for heavy quark production that are not directly based on heavy quark production 

measurements. 

-
1.1.2 Perturbative QCD predictions for Charm Quark 

Production 

Experimentally convenient variables in the study of heavy quark production are 

-
XF = P1j / ..fjj,ma:i:' where the heavy quark CMS longitudinal momentum (..fjj) is nor-

malized by its maximum possible momentum[13] ( P
1
j,ma:i:), and PT 2

, the square of 

the transverse momentum of the heavy quark. In terms of these variables, measured -
charm particle differential production cross sections are empirically found to follow 

the differential form -
-
-The distributions in these variables predicted by NLO QCD calculations[14] 

for the production of charm quarks are shown in Figs. 4 and 5. For these calcula-

tions, me was 1.5GeV/c2 and the choice for Q2 was 4(m~ + p}). This choice of Q2 is -
typical in perturbative QCD calculations, since the momentum transfer in the event 

(the Q2 of the propagator) must be large enough to produce the heavy quark pair -
with transverse momentum p}. The predicted correlations between these variables -

-
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are slight and certainly could not be discernable by any electronic experiment con-

temporary with this work; these correlations therefore will not be considered further 

for this study. 

The predicted distributions differ from the empirical form in two ways. 

Firstly, the production of charm quarks in pion-nucleon interactions is asymmet-

ric about XF = O, while the simple form is symmetric. Secondly, the predicted 

PT2distribution shows a significant a tail at high PT2 relative to the pure exponential 

form suggested by the simple shape. Regardless of these differences, it is instructive 

to fit the simple form to the predicted distributions in order to quantify the shape 

in a relatively simple mathematical form3 ; the results of x2 fits to the predicted 

distributions using the simple parameterization of the shape are shown in Figs. 4 

and 5. 

This exercise illustrates two important points. First, it is interesting to note 

that the predicted shape for XF can be so well described by such a simple form 

over the whole forward range of XF ( XF > 0). Second, the predicted tail in the 

region PT 2 > 5( Ge V/ c )2 should be noticeable in experimental data if QCD provides 

a reasonable description of the hadronic charm production. 

Perturbative QCD calculations of charm production predict not only the 

differential spectra but also the total heavy quark cross sections, both as functions of 

the center of mass energy, y's. The predictions[14] of both LO and NLO perturbative 

3 This is done not only to facilitate comparison with NLO QCD and with experimental data, but 
also to provide information about the nature of the NLO QCD corrections to the LO predictions. 
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• 

QCD calculations for the production of charm quarks in ?r- -nucleon interactions are 

shown in Fig. 6, Fig. 7, and Fig. 8, which show the y'8 and me dependence of the 

fit values of n for :z:p > O, b for all :z:F, and uror( ?r- N - c/c; xp > 0). 

As shown in Figures 6, 7, and 8, inclusion of the NLO processes changes the 

predictions for the ZF distribution and tlie total cross section rather dramatically4
• 

The major differences between LO arid NLO predictions are that the ZF distribution 

becomes stiffer ( n decreases) and the total cross section increases when the NLO 

terms are included. Both of these effects are largely due to the inclusion of the qg 

processes, although in different ways. 

4That the P'1' 2<listribution is insensitive to the order of the calculation is not surprising since 
the partons are given no intrinsic transverse momenta in the PDF's. 
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At leading order, the total cross section is dominated by the contribution 

from the gg -t QQ processes[S]. Since NLO processes which correspond to gluon 

bremsstrahlung from one of the partons are already included in the LO calculation 

by virtue of the AP evolution of the PDF's, their inclusion in the NLO calculation 

does not significantly alter the results. However, the processes which appear first 

at NLO ( qg -t QQ and qg -t QQ) contribute significantly and serve to increase 

the total cross section prediction. In addition, these processes more directly probe 

the quark distribution function of the pion, which is much stiffer than that for the 

gluons, thereby stiffening the resultant longitudinal momentum distribution. 

The reason for showing the predicted cross section distributions as functions 

of the charm mass is not to imply that the charm mass could be measured in 

charm hadroproduction experiments. Indeed, comparison of these predictions with 

expe!'imental data do limit the range of choices of the charm mass for particular 

choices of µ and Q2
• However, the theoretical uncertainty in the predictions due 

to these choices, in particular the variation with the choice of µ which illustrates 

the importance of higher order terms in the perturbative calculations for charm 

production, renders any such limitation of the value of the charm mass unreliable. 

The purpose of this analysis is to compare measurements from experiment 

E653 at Fermilab and from other available data for charm meson production in 

'Tr- -nucleon interactions with perturbative QCD predictions for charm quark pro

duction. This comparison will provide insight into the reliability of NLO QCD 

-
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calculations for charm quark production and the importance of higher order terms 

in the perturbative expansion. 



Chapter 2 

Experiment E653 and Its 

Simulation 

Data for this analysis were taken by experiment E653 in the 1987 fixed-target run 

at Fermilab. Since the hardware and software components of the experiment have 

been described in exhaustive detail elsewhere[15], only the features relevant to this 

work will be discussed in detail here. Where possible, this discussion will be in 

-

-

-

-
-

-
-
-

the context of the Monte Carlo simulation of the experiment, since a detailed and -

faithful simulation was required to extract the physics from the data. 

-
-
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2.1 Summary of Experiment E653 

Experiment E653 was designed to measure charm and beauty production and decay 

properties in hadronic interactions. The general design philosophy of the experiment 

centered around a hybrid emulsion-electronic detection system using an electronic 

spectrometer and vertex detection system to predict the position of heavy hadron 

decay vertices in an emulsion target. The electronic detectors were triggered by a 

high momentum muon and were used to reconstruct, to momentum analyze, and 

to form primary and decay vertex candidates from the tracks produced in hadronic 

interactions. Once candidate vertices were predicted, visual search techniques were 

used to find and measure the decay daughter track slopes and positions with the 

extremely high ( < .5mr, lµm) resolution of the emulsion. These visual methods vir

tually eliminate background vertices from the heavy hadron decay samples, identify 

and measure the partner heavy hadron decay vertex, and provide very high preci

sion measurements of the daughter track momenta when the emulsion information 

is incorporated into the electronic spectrometer information. 

Although the visual methods have been used successfully[16, 17, 18, 19], they 

were not used for this work. The associated electronic spectrometers were more than 

adequate for use in the study of the production and decay properties of charmed 

mesons[20, 21, 22]: in these cases, the high precision measurements possible with 

the emulsion techniques simply were not needed. 
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-The experiment was designed to measure the momentum of particles which 

were produced in 7r- -nucleon hadronic interactions and subsequent decays of heavy -
flavor hadrons. The 600GeV/c negative pion beam was delivered to the E653 emul-

sion target in Lab D (enclosure NEH) by the neutrino area east beam line at Fer-

-

milab, as shown in Fig. 9. Between 1011 and 1012 800Ge V/ c primary protons per -
pulse from the main ring accelerator were incident on a tungsten target, generating 

the secondary 7r- beam. The pulse repetition rate was 57 sec, with one 20sec spill 

of 2 x 105 pions per pulse. The beam was focussed on the emulsion target with a 

spot diameter of Imm r.m.s. 

The electronic detection systems, shown in Fig. 10, were triggered by hits in 

the the two muon hodoscope scintillation counter walls which required a muon to 

penetrate 3900g / cm2 of absorber coincident with hits in the beam scintillation coun- -
ters and the silicon wafer interaction counter; this trigger was chosen to enhance the -
signal of semimuonic decays of heavy flavor hadrons. Once the experiment was trig-

-gered, beam track information was recorded in the beam tracking system, charged 

tracks from the primary interaction were recorded by the upstream spectrometer -
system and the muon track was rerecorded in the downstream spectrometer system. 

These systems are briefly discussed in the following sections. 

-
-
-
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Figure 9: Schematic diagram of the Fermilab accelerator, showing the NE beamline 

and the placement of E653. 
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2.1.1 The Beam Tracking System 

The beam tracking system consisted of a beam drift chamber located 500cm up

stream of the target and a beam silicon strip detector (BSSD) located 27 cm up

stream of the target. The beam drift chamber consisted of 18 planes (9cm x 9cm) 

divided into three groups of 6 planes, each arranged in uu'xx'vv' with x the hori

zontal readout direction, and u and v denoting ±60° rotations. All 18 planes were 

enclosed in a single container through which flowed a gas mixture of 503 argon, 

503 ethane at 1 atmosphere. The primes indicate that successive sense wires were 

staggered in order to help resolve left-right hit ambiguities. The BSSD comprised 

9 planes ( 5cm x 5cm) of active silicon strip devices; the devices were successively 

rotated in 60° increments and each had 20µm strip pitch. The large lever-arm in 

this system provided beam tracks with r.m.s. transverse (x,y) position error at the 

target of lOµm and r.m.s. slope error of 20µradians. 

2.1.2 The Emulsion Target 

The target modules, stationary for the purposes of this work, consisted of 20 plates. 

Each of the plates had a layer of FUJI ET-7B emulsion 330µm thick on either side 

of a 70µm polystyrene plate. The atomic composition of FUJI ET-7B emulsion is 

listed in Table 1, along with the number percent weighted mean atomic number, 

26.6. From the density of the emulsion1 (3.73g/cm3 ) and the total longitudinal 
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Table 1: Composition of FUJI ET-7B nuclear emulsion. 

Element Weight% Atomic weight Atomic number Number 3 
(i) (W;) (A.) (Z,) (N;) ca 

I .3 126.90 53 .1 
Ag 45.4 107.87 47 11.7 
Br 33.4 79.90 35 11.1 
s .2 32.06 16 .2 
0 6.8 16.00 8 11.3 
N 3.1 14.01 7 5.9 
c 9.3 12.01 6 20.6 
H 1.5 1.01 1 39.6 

Totals 100.0 <A>= 26.64 b <Z> = 12.42 c 100.0 

Weighted sums 

thickness of the target block, the total thickness of the target (the main emulsion 

block) was 4.92g /cm 2 • 

2.1.3 The Upstream Spectrometer 

The upstream spectrometer was used to measure track parameters, including mo-

mentum, of the charged tracks produced in hadronic interactions. This spectrometer 

featured 18 planes of silicon microstrip detectors separated from 11 vector-type drift 

chambers (effectively 55 planes of drift chambers) by a wide aperture dipole magnet. 

This spectrometer system was essential to the electronic analysis of the data and 

will be discussed in more complete detail. 

1The polystyrene sheets contributed less than 43 of the total interaction length of the target 
are are subsequently ignored. 

-
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The Vertex Silicon Strip Detector 

The high resolution measurements needed to reconstruct decay vertices separate 

from primary vertices from the high multiplicity hadronic interaction events were 

provided by the vertex silicon strip detector (VSSD). This detector, which consisted 

of 18 planes of silicon microstrip devices placed every 0.9cm along the beamline 

arranged in 6 triplets of 0°, 120°, and 60° rotations relative to the horizontal readout 

direction, began 5. 7 cm downstream of the main emulsion block. The devices in the 

first triplet were 3cm square with 12.5µm strip pitch, in the following 4 were 5cm 

square with 50µm strip pitch, and in the last were 9.67cm x 9.05cm also with 50µm 

strip pitch. 

Since instrumenting all lines would not allow such compact spacing, a graded 

readout scheme was used wherein all lines were read out in the central region but 

fewer were readout in regions farther from the beam center; the total number of 

instrumented strips was 8352. This scheme did not significantly degrade the position 

resolution since the capacitive coupling of inactive strips between instrumented strips 

allowed position interpolation with accuracy much less than the readout spacing. 

The residuals2
, shown for the 5cm square detectors in Fig. 11, show that these 

detectors achieved a resolution of 8.8µm r.m.s. in the central region - nearly a 

factor of 6 better than the resolution expected from strip spacing alone. In the sparse 

2Residuals are the distance differences between fitted tracks and measured hit positions for a 
given plane with that plane removed from the track fitting procedure. 
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readout regions, the measurement error was far less (a factor of 3 to 6) than that 

expected from the distance between instrumented strips. Residuals from the 3cm 

and lOcm detectors exhibited similar resolution enhancements. The slope resolution 

for high momentum tracks in the central region was < 50µradian3, and for those at 

the edge of angular acceptance of the detector (240mradian3) was < 500µradian3. 

The Spectrometer Magnet 

The spectrometer magnet which was used for track momentum analysis was situated 

80. 7 cm downstream of the main emulsion block. The vertical dipole gap was 50.8cm, 

but asymmetric pole tips were added to increase the upstream field strength1 as 

shown in Fig. 12. The addition of these pole pieces required a detailed mapping of the 

magnetic field, which was done at orthogonal grid points every 12.7mm extending 

lm in both directions along the beam and every 25.4mm transverse to the beam, 

and was evaluated between grid points using Maxwell field equation constraints. 

The integrated field along the beam was 1.12Tm at the operating current of 2400A 

and yielded an effective transverse momentum kick of 0.336Ge V / c. 

The Spectrometer Drift Chambers 

Eleven vector-type drift chambers each with an active transverse area of 1. 7m x 1. 7m 

were placed downstream of the analyzing magnet, and were successively arranged 

with 0°, +30°, and -30° rotations with respect to the horizontal readout direction. 
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These drift chambers operated with a gas mixture of 49.5% argon, 49.5% ethane, and 

1.0% doping isopropanol at 1 atmosphere. The argon-ethane mixture was monitored 

throughout the duration of the experiment and was held at these values to within 

0.5%. Each of the chambers was divided into 10 fine cells in the central region (the 

middle 50.8cm of the chamber) with 6 coarse cells on either side; each cell provided 

5 position measurements per track. 

The fine cells had a maximum drift distance of 2.54cm and had 10 sense wires 

each spaced 5.lmm apart and separated by large diameter cathode wires. The 5 

position measurements were provided by combining the signals from adjacent pairs 

of sense wires. The coarse cells had a maximum drift distance of 5.08cm. The 5 

position measurements from the coarse cells were provided by 5 sense wires spaced 

10.2mm apart. The cell structure of the spectrometer drift chambers (SDC) for 

both the fine and coarse cells, is shown in Fig. 13. The spacial resolution of these 

chambers was 65µm (130µm) per chamber corresponding to 45µradian (90µradian) 

slope resolution per track in the fine (coarse) cell region. 

Momentum Measurement of the Upstream Spectrometer 

Track segments in the two arms of the upstream spectrometer were paired on the 

basis of a 4 term quality factor, based on slope and intercept in the magnet non

bend plane and on slope and intercept in the magnet bend plane using a crude 

estimate of the track momentum. This procedure was 93% efficient, with the 7% 
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loss due to software confusion in the central (dense track) regions. The momentum 

measurement for paired segments was then performed using the full magnetic field 

map and yielded a momentum measurement with a fractional error of: 

up/ P = V(0.01)2 + (0.00023P)2 

for P in Ge V / c where the first term is due to multiple scattering in the VSSD 's and 

their mounting hardware and the windows in the SDC's, and the second term is 

due to the track slope measurement errors which become important when the bend 

angle is small (high momentum). 

2.1.4 The Muon Spectrometer 

The downstream spectrometer began after 1700g/cm2 of absorber3 , centered 11.Sm 

downstream of the target. The detector consisted 6 of drift chambers, each with 

2 2.9m x 2.9m drift planes operating in a gas mixture held to within 0.53 of 503 

argon and 503 ethane at 1 atmosphere, arranged on either side of a l.3m thick, 

l.8m radius iron toroidal magnet. The large transverse size of the toroid and of the 

drift chambers afforded l30mradian solid angle acceptance for the trigger muon. 

The drift chambers, with 152mm spacing along the beamline, were arranged 

in triplets with -12°, 90°, and +12° rotations relative to the horizontal readout 

direction. Sense wires were spaced 10.2mm apart, symmetrically separated by ':uge 

3 The information recorded by the Time-of-Flight scintillation counters, the Liquid Argon 
Calorimeter, and the Hadron Calorimeter, which are shown in Fig. 10, was not used for this 
analysis. These detectors are henceforth treated as inactive charged hadron absorber. 
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diameter cathode wires. The two wire planes, each enclosed in a 16mm gap and 

spaced 73mm apart, were offset by 5.08cm transverse to the wire direction in order 

to resolve left-right hit ambiguities. 

The hit position resolutions for the muon drift chamber cells of < 500µm 

per cell provided track slope resolution of 260µradian (330µradian) in the hori

zontal (vertical) direction. The corresponding horizontal (vertical) track position 

resolutions, when projected to the middle of the toroid, were 300µm (400µm). The 

average participation efficiency per gap was measured to be 89.93 for the section 

upstream of the toroid and 82.83 for the downstream section. These efficiencies, 

which reflect the removal of broken sense or cathode wires, did not affect the overall 

pattern recognition and track reconstruction efficiency, which was 97.63. The 2.43 

inefficiency was due to hardware inefficiency and software errors. 

Track segments in the upstream and downstream sections were paired with 

a track match x2 with momentum dependent azimuthal (relative to the toroid axis) 

slope and position mismatch and radial position mismatch at the multiple scatter

ing principal plane4 [23] of the toroid; matches with x2 > 15 were discarded. The 

efficiency for this match was 933; the 6. 73 inefficiency was due to a minimum 

momentum cut (23) and due to the non-Gaussian tails of the multiple scattering 

·ibutions (4.73). The minimum momentum cut of 2.5GeV/c was imposed to 

ensure that the fitted muon track would have momentum sufficient to penetrate the 

4 The transverse plane at which multiple scattering changes in slope and coordinate decorrelate. 
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remaining range steel and to trigger the experiment. Momentum was determined 

using a computed field map for the toroid which operated at lOOOA. The map indi

cated that the field ranged radially from 2.2T near the center to 1. 7T near the edge 

and agreed with Hall probe field measurements. The momentum measurement for 

this spectrometer had a fractional error of 

up/ P = j(o.31)2 + (0.008P)2 

for P in Ge V / c, where the origin of the terms is similar to those for the upstream 

spectrometer. 

Once identified and momentum analyzed by the muon spectrometer, the 

tracks were linked across the intervening hadron absorber to the upstream spec

trometer tracks based on a match x2 with 5 terms: horizontal and vertical position 

and slope mismatch and momentum mismatch, including sign. Tracks in the two 

systems were linked if the match had a reduced x2 < 2.5, but only the best match 

per event was used in further analysis. The efficiency of this link was 96.5%, where 

the 3.5% inefficiency was attributable to events in the non-Gaussian tails of the 

multiple scattering distributions. To reduce background from pion and kaon de

cays in flight, linked muons were required to have momentum greater than 8GeV/c. 

The overall finding and linking efficiency for real muons, accounting for losses in all 

related systems, was estimated to be 81. 7%. 
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2.2 Simulation of Experiment E653 

Analysis of the data taken by the experiment required a detailed and faithful Monte 

Carlo simulation of the E653 detector subsystems and layout. The design criteria 

for this simulation program were the following: to include all material in which 

elastic or inelastic scattering could occur, to simulate all instrumented.channels of 

the tracking subsystems, and to create simulated events which could be analyzed 

exactly as were the raw data events. Discussion of the methods employed to meet 

these criteria and the comparison of measured quantities for simulated events with 

those of actual data events follows. 

... 

.. 
-

-
The properties and performance of the simulation program ~111ere largely inde- .,.. 

pendent of the hadronic event generator; the details of the generator will be discussed 

after the simulation is presented. For the purpose of discussing the simulation, it 

is sufficient simply to state that the underlying hadronic events were adequately 

simulated. 

2.2.1 Detector Simulation 

The simulation of particle trajectory propagation through the experiment's physical 

layout was accomplished using GEANT[24]. The physical layout of all detector 

elements, both magnets (including the full field map of each), and all material 

which particles could traverse was encoded for use by GEANT. Each particle in a 
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simulated event was incrementally stepped through the experiment and was allowed 

at every step to decay, to deflect from magnetic fields, and to scatter, both elastically 

and inelastically, until all particles exited from the active volume of the experiment. 

During this process all particle trajectories were recorded as transverse coordinates 

at the longitudinal (z) position of each detection plane. 

Using this trajectory information for all particles in simulated events, hits on 

individual instrumented channels were generated. This process was particularly easy 

for the downstream spectrometer since there was a single track in this spectrometer 

in virtually all data events, indicating that there was sufficient upstream hadron 

absorber. Only the trigger muon was tracked by this system, and only leading-

edge hit times were recorded in TDC's. Using the particle trajectories provided by 

GEANT and the survey position information of each detector plane (and therefore 

each sense wire), distances from tracks to sense wires were calculated, translated 

into TDC counts and encoded for use by the analysis programs. 

The generation of hits in the SD C's was slightly more complicated, since both 

the leading-edge time and trailing-edge time of signal pulses were recorded. The 

purposes of recording the time-over-threshold (TOT) of the pulses were twofold. 

First, the statistical fluctuations of pulse heights were rather large, as indicated 

by the histogram for beam tracks5 in Fig. 14a, and it was necessary to correct hit 

5 Beam-only (no interaction) events are used since in such events, there is only one track per 
event. 
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positions for pulse slewing6 • Second, double hits (from overlapping tracks) were 

resolved from pulse width information, as shown in Fig. 14b. 

Once the trajectory position information for simulated tracks relative to the 

sense wires was calculated, a pulse height for each hit was generated. From these 

positions and pulse heights, leading and trailing edge times were calculated by essen-

tially inverting the slewing correction discussed previously. Overlapping pulses were 

then accounted for simply by deleting the stop time of the first pulse and the start 

time of the second (overlapping) pulse. These simulated hits were then encoded for 

use by the analysis programs. 

Properly simulating the VSSD was critically important: this detector was 

used not only to reconstruct tracks but also to reconstruct primary vertices and 

separated secondary vertices. The simulation of hits on this detector was the same 

as that for the drift chambers, however, additional care was taken to account for 

shorted strips, dead or noisy channels, and pedestal fluctuations. Figures 15, 16, 

and 17 show the integrated pulse height distributions for the first of each type of 

detector (3cm, 5cm, lOcm) for 500 data events and 500 Monte Carlo simulated 

events, and illustrate the hit-level similarity between real data and simulated data, 

in~luding shorted and dead channels 7 • The overall normalizations and shapes of 

6 In practice, it was found that the total pulse shape, and particularly pulse width, were roughly 
constant. Therefore, a pulse with smaller pulse height (shorter TOT) takes more time to reach 
threshold . han does a larger pulse. 

7The "picket-fence" structure in plane 4 was due to an ADC pedestal fluctuation for the partic
ular data events used. Pedestals were recalibrated roughly every 10 data tapes (about 2000 tapes 
in all) 

-

... 

-

... 

-
-



CHAPTER 2. EXPERIMENT E653 AND ITS SIMULATION 

10,000.,.-----.---......-----.----------.---..... 

3000 

~ 100 c: ,..., 
...... 
(/') 
I-
z 30 :J 
0 
(.) 

10 

3 

a) 
1- GENERATE TE HIT 

INTERACTION TRACKS 
- LE HIT ON TRACK 
• TE HIT ON TRACK 

BEAM TRACKS • 
(x 1/10) 

15 30 45 60 75 90 
TIME OVER THRESHOLD (nsec) 

0 
c: 
IC'I 
u; 

b) 

0 
Time ( nsec) 

20 40 

I 

I 

I 
I 

/ 
/ 

/I 

/Double 
,' Hit 

I-28 nsec--1 

l--38 nsec •I 

60 

37 

Figure 14: TOT distributions for a) beam tracks only and interactions tracks, and 
b) pulse height distribution indicating pulse-width differences for single and double 
hits. 
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Figure 15: Integrated pulse height distribution in the first Jcm detector for a) 500 
data events and b) 500 Monte Carlo events. 
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Figure 16: Integrated pulse height distribution in the first 5cm detector for a) 500 
data events and b) 500 Monte Carlo events. 
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Figure 17: Integrated pulse height distribution in the first lOcm detector for a) 500 
data events and b) 500 Monte Carlo events. 
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these integrated pulse height distributions depend on the Monte Carlo generated 

hadronic events (this generator will be discussed later) and are not particularly 

relevant. It is, however, important to check that any variables which are used as cut 

variables in event selection are simulated correctly. 

2.2.2 Performance of the Simulation 

Quantities which affect the measurement of some cut variables are the number of 

hits per track and transverse (x, y) slope errors for tracks reconstructed in the VSSD. 

The distributions for these quantities for data events and Monte Carlo events, shown 

as functions of track momentum in Figures 18, 19, and 20, show no significant 

differences. Typical cut variables which do not depend directly on the details of 

the hadronic event generator are the track x2 , the impact parameter (relative to 

the primary vertex), and the x2 of the impact parameter for the track to belong 

to the primary vertex. The distributions from data and Monte Carlo events for 

each of these variables, normalized in ranges of track momentum are compared in 

Figures 21, 22, and 23. Again, these distributions are essentially indistinguishable. 

The preceeding discussion and plots verify that the charged particle tracking 

m the VSSD is faithfully simulated, but do not directly check the other major 

function of the VSSD, which is to find separated primary and secondary vertices. 

To check the performance of the program for properly simulating decay vertices, data 

K~ decay vertices were compared to their Monte Carlo simulated counterparts. 
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Figure 18: Number of hits per track reconstructed in the VSSD for Monte Carlo 
events (Solid) and for data (Dotted) normalized in bins of track momentum. 
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Figure 19: The distribution of z-slope errors for tracks reconstructed in the VSSD 
for Monte Carlo events (Solid) and for data (Dotted) normalized in bins of track 
momentum. 
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Figure 20: The distribution of y-slope errors for tracks reconstructed in the VSSD 
for Monte Carlo events (Solid) and for data {Dotted) normalized in bins of track 
momentum. 
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Figure 21: Track x2 distribution for tracks reconstructed in the VSSD for Monte 
Carlo events (Solid) and for data (Dotted) normalized in bins of track momentum. 
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Figure 22: Impact parameter distribution for tracks reconstructed in the VSSD 
for Monte Carlo events (Solid) and for data (Dotted) normalized in bins of track 
momentum. 
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Figure 23: Distribution of impact parameter x2 to belong to the primary vertex 
for tracks reconstructed in the VSSD for Monte Carlo events (Solid) and for data 
(Dotted) normalized in bins of track momentum. 
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Samples of K~ decay vertices were extracted from the data and from Monte 

Carlo simulated events by requiring that the position of reconstructed hadronic 

two-prong vertices was outside of any material in the decay space and that the 

significance of the PT imbalance was small. The dipion invariant mass distributions 

for vertices satisfying these requirements for both data events and simulated events 

are shown in Fig. 24. Comparison of these distributions confirms that both the track 

momentum (mean invariant mass) and the momentum resolution (r.m.s. deviation 

of the invariant mass distribution) are properly simulated. 

Since the Monte Carlo simulation is ultimately used to determine event selec

tion criteria and to evaluate efficiencies for satisfying these criteria, it is important 

to check that typical cut variables are properly simulated. At the most basic level, 

finding separated primary and secondary vertices requires a measurement of the spa

cial position and quality of vertices. The distributions of variables which determine 

these measurements, namely, the z position error and vertex x2 for primary and 

secondary vertices, are shown in Figures 25 and 26 for data events and for Monte 

Carlo events. It is also important to faithfully simulate calculated quantities, PT 

imbalance and decay length significance (decay length divided by its error), for ex

ample. The distributions of these variables are shown in Fig. 27. Comparison of the 

distributions for these variables reveals no differences between real and simulated 

events. 
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Figure 24: Dipion invariant mass distributions for events passing K~ selection cri
teria for data and Monte Carlo simulated events. 
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Figure 25: The z error and vertex x2 distributions for reconstructed primary vertices 
from data events and from Monte Carlo simulated events. 
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Figure 26: The z error and vertex x2 distributions for reconstructed K~ decay 
vertices from data events and from Monte Carlo simulated events. 
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Figure 27: The PT imbalance and decay length significance distributions for re
constructed K~ decay vertices from data events and from Monte Carlo simulated 
events. 
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The remarkable similarity between real data events8 and simulated events 

provides confidence that this simulation of the experiment is indeed faithful and 

can be used not only for gross efficiency studies but also for detailed studies of 

efficiency and resolution functions for cut variables used to extract charm particle 

decay vertices as well as charm particle production and decay variables. 

2.2.3 The Hadronic Event Generator 

Charm events were simulated by superimposing a pair of charm particles on an 

underlying simulated hadronic event. Once created, the underlying event was prop-

agated through the Monte Carlo simulation of the experiment discussed above and 

analyzed with the same programs as were the data. Since the generated properties 

of charm production were independent of the hadronic event generator, the details of 

the hadronic event generator were unimportant. However, comparison of generated 

hadronic interactions with real hadronic interactions reveals information about a 

widely used hadronic event generator and therefore will be discussed in this section. 

The hadronic events were generated using the Fritiof[25] hadronic event gen-

eration program, which is part of the Lund Monte Carlo library of programs[26]. 

Unlike Pythia[26] which deals with hadronic event generation at the parton level, 

8 In deference to brevity at the expense of clarity, the term evenb henceforth in this dissertation 
will refer to raw data or Monte Carlo simulated events which have been reconstructed and analyzed 
with the ofHine analysis programs, unless otherwise stated. 
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Fritiof generates events at the hadron level. The underlying process used is hadron-

hadron collisions in which the incoming hadron may collide more than once with the 

target hadron, occupying higher excited states between subcollisions. The model as-

sumes that the time for fragmentation is long compared to internuclear distances so 

that projectiles do not fragment between sub-collisions or inside the nucleus. Finally, 

all the excited objects hadronize independently according to the Lund fragmenta-

tion scheme Jetset[27]. This hadron-nucleus interaction scheme is far better suited 

to generating hadron-nucleus interactions than other schemes operating at the par-

ton level, thus making Fritiof the obvious choice for E653 simulation of 11"- -emulsion 

interactions. 

The performance of Fritiof in simulating 11"- -emulsion interactions is exam-

ined by comparing charged particle number density distributions, momentum dis-

tributions, and pseudorapidity distributions between analyzed data events and an-

alyzed Monte Carlo simulated events which were generated by Fritio:f9. Figure 28 

shows the reconstructed charged track multiplicity distributions for data events and 

Fritiof generated events. The charged track multiplicity distribution generated by 

Fritiof is in reasonable agreement with the measured distribution for 600Ge V/ c 11"- -

emulsion interactions. 

The reconstructed charged track momentum distributions for data and for 

Fritiof generated events are shown in Fig. 29. The ratios of the momentum distri-

£<for generated events, the interacting nuclei were chosen event-by-event according to the nuclear 
composition of emulsion shown in Table 1. 
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Figure 28: Reconstructed charged track multiplicity distributions for data events 
and Fritiof generated Monte Carlo events. 

butions shown in Figures 29c and 29d show that Fritiof simulated events have a 

charged track momentum distribution that agrees with that measured in 600Ge V / c 

71"- -emulsion interactions to within 103 over the entire available momentum range. 

Although Fritiof appears to describe adequately hadronic interactions, a dis-

crepancy between Fritiof generated events and real data events is found in the com-

parison of pseudorapidity ( T/ = -log tan ( (J /2)) distributions. Figure 30 shows the 

charged track pseudorapidity distributions for data events, for Fritiof generated 

events, and the ratio of the two. 
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Figure 30: Pseudorapidity distributions for a) data events and b) Fritiof generated 
events. c) The ratio of the data pseudorapidity distribution to that from Fri ti of 
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The excess of tracks at low pseudorapidity in the Monte Carlo is easily un

derstood. Low values of pseudorapidity correspond to large-angle tracks: large angle 

tracks in the data experience multiple scattering in the VSSD mounting plates, may 

scatter within or without the acceptance of the spectrometer, certainly distorting 

the angular distribution. The VSSD stand and mounting hardware has not been in

troduced into the Geant detector, since in practice, tracks are required to be within 

the acceptance of the VSSD, and therefore do not scatter in the mounting hardware. 

The region of pseudorapidity exhibiting the largest discrepancy between 

Monte Carlo and data is 11 > 8, which corresponds to less than 23 of the total 

number of data points; the Monte Carlo shows an excess of nearly a factor of two at 

the highest values of pseudorapidity. This difference is also seen in emulsion data in 

800GeV/c proton-emulsion interactions[28], which show an excess of nearly a factor 

of 3 in the region of highest pseudorapidity. 

While it has been shown that Fritiof adequately simulates high energy 

hadronic interactions, it should be stressed that charm particles are generally pro

duced at high momentum, and therefore must account for a large portion of the 

available energy in the event. Regardless, then, of the ability of the hadronic event 

generator to simulate hadronic interactions, it is clearly incorrect to overlay indepen

dent, uncorrelated charm pairs on these events. In the absence of a more appropriate 

model, however, exactly this was done. 
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Chapter 3 

Charm Event Selection 

In order to extract samples of charm decay events from the data, it was necessary to 

determine and to apply event selection criteria. These criteria were developed in the 

form of cuts, that is, specific values of measured variables for primary or secondary 

vertices to which those in individual events are compared and subsequently accepted 

or rejected. Cuts were determined for different charm decay modes so that Monte 

Carlo simulated charm particle decay vertices were retained and uninteresting data 

events were rejected; only after their determination were such selection criteria ap

plied to the data to extract charm decay signals. The cuts were determined in this 

w~y, rather than by optimizing them for the data itself, so that the method of event 

selection was free from biases due to statistical fluctuations in the charm decay event 

sample and in the background event sample. 

The general method of cut determination was designed to provide a minimal 
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(in the sense of few) set of uncorrelated cut variables in which no one cut dominated 

the event selection. The procedure began for each decay mode under consideration 

with a set of many cut variables; each cut value was individually selected to retain a 

fixed high percentage of Monte Carlo simulated decay vertices. Once the cut values 

were determined for this set of many cut variables, the cuts were applied in combi

nation to simulated decays. Cuts were removed one by one from the combination 

of all cuts and were dropped from consideration if their inclusion had no effect; in 

this way, cuts which were correlated with others were identified and removed. In 

all cases, this procedure yielded a set of very few equally strong uncorrelated cuts 

which were unbiased by statistical fluctuations in either signal or background data 

events. 

This procedure of cut variable and value determination has two major ad

vantages over optimizing the cuts using the data. These advantages have been 

previously mentioned, but are important and will be repeated. The first advantage 

is that no one cut dominates the event selection; any possible bias in the results of 

data analysis using the cuts is therefore minimized. The second is that the selection 

of event samples is not biased by statistical fluctuations in the signal or background 

event samples: these cuts either do or do not yield a signal when applied to the data. 

On the other hand, if the data itself were used to determine cuts then the cuts (and 

therefore the signal) would be inherently biased by background fluctuations and 

would in any case overestimate the signal. 
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For this analysis, 5 charm decay modes were examined independently. These 

and n+ ---t K*(892)0 µ+v. The cuts used to select each of the decay modes were 

different, reflecting varying levels and types of background contamination and dif-

ferent event characteristics2 • Only one cut was common to all the decay modes and 

will be discussed in the next section: cuts for the individual modes will be discussed 

subsequently. 

3.1 Vertex Position Cuts 

In order to simplify the total cross section calculations, the primary vertex was 

required to occur in the main emulsion block. Figure 31 shows the z position of 

reconstructed primary vertices and shows some detail of the material in the decay 

space. Only events for which the primary vertex position was within the main 

emulsion block (9.9m to 26.Smm) by at least twice its longitudinal position error 

(2crz) were retained for further consideration. 

Due to the short lifetime of charm particles, the momentum of a decay vertex 

1Throughout this dissertation, references to charge conjugate states are implied. 
2 Cuts for different modes can be more or less severe, for example fake two-track vertices, which 

are obviously far more abundant than fake four-track vertices, require more restrictive selection 
criteria. The natural choices for cut variables for different modes can also be different: for exam
ple, transverse momentum imbalance can be used for constrained (all charged decay daughters) 
hadronic decays, but not for semimuonic decays, due to the missing neutrino momentum. 
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Figure 31: The z position distribution of reconstructed primary vertices, showing 
some detail of material in the decay space. 
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is strongly correlated with its decay length on the scale of the 5. 7 cm available de-

cay space of E653. The study of momentum distributions for reconstructed charm 

mesons therefore requires that the background distribution not be decay length de-

pendent. The decay space, however, contained elements which were used in the 

emulsion analysis but not for this analysis, and a large portion of the background 

vertices found in the experiment were from secondary hadronic interactions in this 

material; decay vertices were therefore required to occur outside the material in the 

decay space. 

The z positions of reconstructed three-track hadronic vertices3 are shown in 

Fig. 32, which shows clearly the structure of the material in the decay space. Any 

secondary vertices for which the reconstructed z position was within twice its error 

of any of these pieces of material was rejected from further analysis. The z position 

distribution of all hadronic three-prong vertices which satisfied this requirement are 

shown in Fig. 33. This requirement virtually eliminates backgrounds due to hadronic 

interactions in the material in the decay space. The other cuts which were used to 

extract charm meson decay signals from the data are discussed in the following 

sections, in order of increasing technical difficulty. 

3 In this context, "hadronic vertex" means that none of the tracks in the vertex were identified 
as the trigger muon. 
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Figure 32: The z position distribution of hadronic three-prong secondary vertices. 
Three-prong hadronic secondary interactions in the material in the decay space are 

clearly evident. 
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Figure 33: The z position distribution of all hadronic three-prong secondary vertices 
which are at least 2uz away from any material in the decay space. 
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3.2 Selection of Hadronic D Decay Vertices -
-

The hadronic D decay modes studied in this dissertation are constrained modes, 

that is, all of the decay daughter tracks are charged. The identification of D decay -

events in these modes corresponded simply to examination of an invariant mass 

distribution for events which satisfy the chosen selection criteria. 

3.2.1 Selection of n+ ~ K- 11"+ 11"+ 

The charm meson decay mode which was technically simplest to extract from the 

data was n+ --+ K-tr+tr+. For this mode, hadronic three prong vertices outside ma-

terial in the decay space with vertex x2 < 4.0 were retained. The K-tr+tr+ invariant 

mass distribution for all such vertices is shown in Fig. 34, where the invariant mass 

was calculated by assigning the kaon mass to the track in the trident with charge 

opposite to the net charge of the vertex. A signal at the D mass is clearly visible, 

with a signal to noise ratio of about 1 : 1. 

The small level of background afforded a set of only two cut variables; each 

cut independently retained 97.5% of Monte Carlo simulated n+ --+ K-tr+tr+ de-

cay vertices outside material. The cut variables and values were decay length 

significance\ l/ <7' > 12.0, and the x2 of the PT imbalance of the vertex5
' xiT < 11.0. 

The distributions of these variables for simulated decays are shown in Figures 35 

4 l/rr is defined as decay length divided by its error. 
6xj,T is a x 2 whose terms were those of the PT imbalance of the vertex with respect to the 

flight direction of the parent, each normalized by its error. 
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Figure 34: The K-7r+7r+ invariant mass distribution for all hadronic three-prong 
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simulated D+ -+ K-7r+7r+ decays. The cut value for this variable is indicated by 
the arrow. 

and 36; the cut values are also indicated. 

The invariant mass distribution for events outside material which pass all 

of these cuts is shown in Fig. 37. The result of a x2 fit to the measured invariant 
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mass distribution using reconstructed simulated decay vertices for signal shape and 

a linear background shape is superimposed, normalized to the data. The fit yielded 

65 signal and 11 background events in the invariant mass range 1.84Ge V / c2 < 
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M( K-7r+7r+) < 1.90Ge V/ c2 • Ninety-six percent of Monte Carlo simulated decays 

which passed the other cuts satisfied this criterion. 

3.2.2 Selection of D 0 ---+ K-7r-7r+7r+ 

The invariant mass distribution of all four-prong hadronic vertices outside material 

in the decay space with zero net charge and with vertex x2 < 4 is shown in Fig. 38. 

Assuming the trigger muon came from a semimuonic decay of the partner charm 

particle, one of the two tracks in the vertex whose charge was equal to that of the 

trigger muon was the kaon. The kaon mass was assigned to the one (of the two) with 

highest momentum; this assignment was correct in 72% of Monte Carlo phase space 

- decays, as shown in Fig. 39: the shoulder in the low-mass region of the distribution 

is due to the incorrect kaon mass assignment. 

The cut variables used to select this mode were the same as those used to 

select D+ ~ K-7r+7r+; values of the cuts that independently retained 95% of sim-

ulated decay vertices outside material were l / u > 14 and X~T < 8.5. The invariant 

mass distribution for the hadronic four-prong vertices satisfying these criteria is 

shown in Fig. 40. The result of a fit similar to that for n+ ~ K-7r+7r+ is also 

sh~wn: the fit yielded 26 signal events on a background of 2 events in the invariant 
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Figure 39: Invariant mass distribution for simulated D 0 -t K-7r-7r+7r+ decays using 
the mass assignments discussed in the text. 
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Figure 40: The K-tr-tr+tr+ invariant mass distribution for hadronic four-prong 
vertices passing all cuts. The result of a x2 fit to the data using simulated decays 
for signal shape and a linear background shape is superimposed. 
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3.2.3 Selection of D0 --+ K-7r+ 

The selection of n° ---+ K-7r+ was somewhat more involved than that for the previous 

three- and four-prong n decay modes, due to the much higher level of real and 

fake two-prong background. Since this analysis did not use particle identification, 

K~ ---+ 7r-7r+ decay vertices were a real background for the study of n° ---+ K-7r+. In 

addition to this type of real background, there was a large background due to fake 

two-prong hadronic vertices (vertex-finding algorithm errors). Figure 41 shows the 

invariant mass distribution in the region of the n mass for all two-prong vertices 

outside material with net zero charge and with vertex x2 < 5 and illustrates the 

severe level of background for this mode. Hadron masses were assigned to the 

tracks assuming the trigger muon came from a semimuonic decay of the partner 

charm particle: the kaon mass was assigned to the track with charge equal to that 

of the trigger muon. 

Extraction of the two-prong hadronic charm meson decay signal from this 

large background was accomplished by using a larger number of weak cuts, rather 

than by using fewer, more severe cuts. The 5 cuts used to select n° ---+ K-7r+ 

had 3 primary functions: to reject background from K~ decay, to reject fake two

prong vertices, and to kinematically select n° ---+ K-7r+ decays. Rejecting any event 

whose dipion mass was in the range 0.44GeV/c2 < M(7r7r) < 0.54GeV/c2 removed 

background due to K~ decays. Fake two-prong hadronic vertices often had one or 
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Figure 41: The K-7r+ invariant mass for all hadronic two-prong vertices outside 
material in the region of the D mass. 
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both tracks pointing at the primary vertex and were rejected by requiring the x2 of 

the impact parameter6 to satisfy X~P > 6.5. Real n° -+ K-7r+ decays were selected .. 
by the cuts X~T < 9.0, PK > 11.5GeV/c, and Pw > 9.0GeV/c. All cuts except 

the dipion invariant mass cut individually retained 95% of Monte Carlo simulated 

n° -+ K-7r+ decay vertices outside material. 

The K-7r+ invariant mass distribution of all hadronic two-prong vertices 

which pass these cuts is shown in Fig. 42. The dashed curve shown in Fig. 42 is an 

exponential background fit to the low mass region of the invariant mass distribution, 

extrapolated to the n mass region. That this background estimate describes the 

data both at low mass (the mass region 0.8GeV/c2 < M(K-7r+) < 1.3GeV/c2 was 

used in the fit) and at high mass (above the n) indicates that it is a reasonable 

background estimate in the region of the n. 

The dotted histogram in Fig. 42 is the invariant mass distribution of n° de-

cays simulated using all two-prong n° decay mode branching ratios[29], where the 

K-7r+7ro resonant substructure used was that of Mark 111[30], but without interfer-

ence between the resonant components 7 • A x2 fit to the data using these shapes 

for signal and background, also superimposed (dot-dashed) on the data in Fig. 42, 

yielded a signal of 33 n° -+ K-7r+ events on a background of 3 events. 

8x}p is a x2 whose terms corresponded to those of a spacial track impact parameter relative to 
the primary vertex. 

7 As shown in [30], these interference effects cause roughly 30% of all D 0 -+ K-7r+7ro final 
states to populate the K-7r+ invariant mass distribution in the range 1.22GeV/c2 < M(K-7r+) < 
l.10GeV/c2 . Since the total D0 -+ K-7r+7ro branching ratio is almost three times that for D0 -+ 

K- 'Ir+, a signal with strength nearly equal that of D 0 -+ K- 'Ir+ is expected and is seen at one 
pion mass below the D mass. 
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Figure 42: The K-tr'+ invariant mass distribution for hadronic two-prong vertices 
passing all cuts. The result of a fit (dot-dashed) to the data using component 

. shapes from an exponential background distribution extrapolated from low mass 
(dashed) and from the invariant mass distribution (dotted) of simulated D0 decays 
is superimposed. 
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3.3 Selection of Semimuonic D Decay Vertices 

Since the experiment was triggered by a high momentum muon, semimuonic charm 

decays comprise the majority of charm events reconstructed by E653. However, 

identification of these modes using invariant mass signals was not possible, due 

to the missing neutrino information. For the decay modes n+ ----+ K-;r-+ µ+v and 

n° ----+ K- µ+v, which contain a single missing neutral particle, the distribution in 

minimum parent mass[16] 8
, Mmin, shows a cusp at the n mass but is broader and 

shifted to lower Mmin for modes with additional missing neutral particles. The 

contamination from multi-missing-neutral modes can be reduced by selecting Mmin 

close to the cusp. Figures 43 and 44 show the Mmin distributions for two-prong 

semimuonic decays of the n° and three-prong semimuonic decays of the n+ using 

world average decay rates[3:1.] for the various modes. These figures illustrate not only 

the shape differences between different simulated semimuonic n decay modes and 

the ability to select the single-missing-neutral mode with appropriate Mmin cuts but 

also the general combined shape of the Mmin distribution expected for semimuonic 

decays. 

8 Mmin is defined in terms of the effective mass of the charged decay tracks, M .. ,,, and the 
transverse momentum imbalance, PT, at the secondary vertex with respect to the D direction: 

where the neutrino r:-:ass, mv, is zero. 
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Figure 43: The individual and combined .Mmin distributions for semimuonic D0 

decay modes. 
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Figure 45: The Mmin(Kµ.) distribution for all zero-net-charge muonic two-prong 
vertices outside material. 

3.3.1 Selection of D 0 --+ K- µ+v 

Semimuonic D decays in the mode D0 -+ K-µ+v were found in the sample of zero-

net-charge two-prong semimuonic vertices outside material. The Mmin distribution 

for such vertices with vertex x2 < 5 is shown in Fig. 45, where the kaon mass was 
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assigned to the track in the vertex that was not identified as the muon. Cuts similar 

to but more restrictive than9 those for the hadronic two-prong n° decay mode 

were used. In addition to the vertex x2 requirement, four cuts which independently 

retained 80% of simulated decay vertices outside material were used: xh(K) > 26.5, 

XJp(µ) > 27.0, PK > 19.5GeV/c, and pµ > 17.5GeY/c. The Mmin distribution for 

events which satisfy these criteria is shown in Fig. 46, and clearly displays a cusp at 

then mass. 

The n° -t K- µ+v signal included backgrounds from primarily two sources: 

non-charm events due to reconstruction errors and secondary interactions and due 

to other semimuonic n° decay modes. The contribution from non-charm events 

was estimated to be equal to that of the charge-two semimuonic two-prong vertices, 

and is shown (dashed) in Fig. 46. To estimate the contribution from Cabibbo fa-

vored charm decay modes, world average decay rates[31] for the modes n -t K µv 

and K*µv were used. For the contamination due to Cabibbo suppressed modes, 

predictions of the quark potential model[32] were normalized using the Mark 

III measurement[33] for the n° -t ?r-µ+v branching ratio and its error. The 

semimuonic decay branching ratios used here and the efficiencies determined for 

each are summarized in Table 2. For the Cabibbo suppressed modes, all entries 

depend on a single measurement and are therefore correlated. Efficiencies for each 

9 The tolerances for semimuonic vertices in the vertex-finding algorithm were much looser than 
those for hadronic two-prong vertices, since the algorithm was designed to be as efficient as possible 
for semimuonic vertices. 
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Figure 46: The ~!min distribution (data points) for events satisfying D0 
---4 K- µ+ v 

selection criteria. The background distribution (dashed) and the sum (dotted) of 
Monte Carlo simulated decays and a parameterization of the background are super
imposed. 

-

-
-

-
-
-
-

-
-
-
-
-
-
-

-



-

-

-

-

-
-

CHAPTER 3. CHARM EVENT SELECTION 85 

Table 2: Branching ratios, efficiencies, and estimated yields for the two-prong 
semimuonic decay modes of the D0 and three-prong semimuonic decay modes of 
then+. 

Parent Decay Mode Branching Ratio ( 3) Efficiency ( 3) Estimated 
(z,. > 0) Yield 

vo K-µ.+v 2.95 ± 0.30 3.03 208 ± 16 
x·(892)-µ+v 1.98 ± 0.26 0.48 21 ±4 

'It'-µ+ II 0.38 ± 0.18 1.43 13± 6 
p-µ+11 0.46 ± 0.22 1.02 11±5 

Non-charm 11 
n+ K-(892)0µ+11 4.99 ± 0.48 6.07 258 ± 16 

poµ.+11 0.54 ± 0.30 1.36 6±4 
wO µ+II 0.52 ± 0.29 1.25 6±3 
17µ+11 0.23 ± 0.13 0.24 0.5 ± 0.3 
171µ+11 0.10 ± 0.05 0.76 1±0.4 

Non-charm 7 
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of the modes are determined from Monte Carlo events which pass all the cuts used 

to define the final data sets. 

The sum of the distribution for decays simulated according to the branching 

ratios of Table 2 and a parameterization of the non-charm background distribution is 

superimposed (dotted) on the data in Fig. 46. Comparison of the Mmin distribution 

for the data to that for simulated events shows that the E653 data supports the 

world average branching ratio inputs and that background estimates using these 

assumptions are meaningful. 

To purify the D0 -+ K- µ+v sample, events were required to be near the 

cusp: events were required to satisfy 1. 7Ge V/ c2 < Mm&n( K µ) < l.9Ge V/ c2 • The 264 

events which survived the cuts contained 17±3% background from other semimuonic 

D0 decay modes and 4 ± 1 % non-charm background. 

3.3.2 Selection of D*(2010)+ -+ D 01f+ 

The semimuonic D0 -+ K-µ+v event sample was used to extract a D•(2010)+ -+ 

D07r+ sample. Since D•'s produced in the primary interaction decay strongly, these 

decays have an immeasurably small decay length and secondary decay vertices can-

not be separated from the primary vertex. Consequently, it was not possible to iden-

tify which primary track to il.Ssociate with the reconstructed D0 vertex to form the 

-
-
-
-

-
.... _, 

-

-
-
-
-

-

-



-

-

-
........ 

--

-

CHAPTER 3. CHARM EVENT SELECTION 87 

n• and it was necessary to associate the n° vertex with all primary tracks (no parti-

de identification was available to identify which primary tracks were pions) consec-

utively. The n°7r+ invariant mass was calculated10 for each primary track, assigning 

to each the pion mass. The invariant mass distribution obtained by using only pri-

mary tracks with charge equal to that of the trigger muon is shown (solid histogram) 

in Fig. 4 7. The distribution obtained by using only primary tracks with charge op-

posite to that of the trigger muon is a measure of the combinatoric background and 

is superimposed on the signal distribution in Fig. 47. The difference between the 

two distributions for events in the range 2.00GeV/c2 < M(n°7r+) < 2.18GeV/c2 

gave the n· signal of 86 ± 14 events . 

3.3.3 Selection of D+ ~ K* (892) 0 µ+v 

Since three-prong semimuonic decays of the n+ are dominated.[31] by the mode 

n+ - K(892)0µ+v, extra information was available for three-prong semimuonic 

event selection that was not available for n°----+ K-µ+11: the well defined K*(892)0 

resonance was used to define the n+ decay sample. The K-7r+ invariant mass 

distribution for all three-prong semimuonic vertices outside material is shown in 

Fig. 48, where the kaon mass was assigned to the track with charge opposite to that 

of the trigger muon and the pion mass was assigned to the remaining track in the 

10The D 0 momentum was estimated by assigning to the decaying D meson a boost such that 
in the D rest frame the momentum vector sum of the charged decay daughter tracks assumed the 
most probable orientation, which is perpendicular to the D direction in the laboratory frame. This 
estimator is discussed in detail in a later section. 
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Figure 47: The D0 7r+ invariant mass distribution (solid) with the D0 7r- invariant 
mass distribution (dotted) superimposed. 
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Figure 48: The K 7r invariant mass distribution for the two hadronic tracks in the 
sample of all three-prong semimuouic vertices outside material. 
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vertex. The prominent K(892)0 resonance defines the n+ signal. 

Fake three prong vertices were rejected by cuts on secondary vertex sepa

ration from the primary vertex, l/u > 14.0, and on the e+e- invariant mass of 

the two non-muonic tracks in the vertex, M(e+e-) > 50MeV/c2 • Signal events 

were further purified by cuts on the hadron track momenta, PK > 8.25GeV/c and 

P7r > 3.lGe V/c. With the exception of the e+e- invariant mass cut, each of these 

cuts retained 95% of Monte Carlo simulated n+ --+ (K(892)0 --+ K-7r+)µ+v decay 

vertices outside material. 

The Mmin distribution for all three-prong semimuonic vertices passing these 

criteria (without a cut on M(K 7f') ), shown in Fig. 49, clearly exhibits a cusp from 

D decays. To select D decay vertices, Mmin was required to be in the range 

1.6Ge V/c2 < Mmin(K 7rµ) < 1.97GeV/c2
• The M(K-7r+) invariant mass distri

bution for vertices passing all cuts including the Jl.ilmin cuts is shown in Fig. 50. 

As in the two-prong case, background in this signal was from two primary 

sources: non-charm background due to verticizing errors and charm background 

from other three-prong semimuonic decay modes of the n+. The non-charm back

ground distribution was estimated to be equal to that of the charge-one three-prong 

vertices for which the charge of the muon track was opposite to the net charge of 

the vertex. This background distribution is superimposed (dashed) on the data in 

Figures 49 and 50. The background contribution from other charm decay modes 
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Figure 49: The l\fmin distribution (data points) for events satisfying D+ ---t 

K*(892)0µ+v selection criteria without K-'tr+ invariant mass cuts. The background 
distribution (dashed) and the sum (dotted) of Monte Carlo simulated decays and a 
parameterization of the background are superimposed. 
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Fig~re 50: The K-7r+ invariant mass distribution (data points) for events satisfying 
n+ --+ K(892)0 µ+v selection criteria without K-7r+ invariant mass cuts. The 
background distribution (dashed) and the sum (dotted) of Monte Carlo simulated 
decays and a parameterization of the background are superimposed. 
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CHAPTER 3. CHARM EVENT SELECTION 93 

was estimated from the world average decay rates from Table 2. The sum of the 

distribution for Monte Carlo simulated decay vertices using the world average D+ 

decay rates from Table 2 and a parameterization of the non-charm background is 

superimposed on the data in Figures 49 and 50: comparison of these distributions 

to the data distributions shows that the data support the world averages and also 

that the background estimates are reasonable. 

The final sample of three-prong semimuonic D+ decays was obtained by 

the requiring 0.83GeV/c2 < M(K-rr+) < 0.95GeV/c2
• This sample of 278 events 

contained 5±2% background from other semimuonic D decays and 3± 1 % non-charm 

background. 



Chapter 4 

Charm Production Results 

The differential and total production cross sections for charm mesons were analyzed 

using the decay samples discussed in the previous chapter. These analyses are 

discussed in detail in this chapter; they will be compared with results of another 

experiment and with NLO QCD in the next chapter. 

4.1 Differential Production Cross Sections 

As stated in section 1.1.2, experimentally convenient variables in the study of heavy 

quark production are1 XFand PT 2 • In terms of these variables, measured charm 

particle differential production cross sections are empirically parameterized as 

1There is some ambiguity in the experimental definition of ZF· For concreteness, the definition 
of zFused for this work appears in Appendix A 
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CHAPTER 4. CHARM PRODUCTION RESULTS 95 

Maximum likelihood fits to the data in each of the decay modes were performed 

separately for the production parameters n and bin the differential production dis-

tribution. For each data event, the likelihood function for ZFor pr2was estimated 

by summing the contributions of nearby Monte Carlo events weighted by the dif-

ferential production distribution2
• Fit results for the data in each of the modes are 

presented in this chapter. 

4.1.1 Momentum Estimation 

For the constrained hadronic modes, the momentum of the charm parent was sim-

ply the vector sum of the decay daughter track momenta; the parent momentum 

measurement for the constrained hadronic modes had an error in §!?. of 1.53 r.m.s. 
p 

For the semimuonic modes, however, a momentum estimate was required due to the 

missing neutrino information. The estimator assigned momentum to the decaying D 

meson such that in the D rest frame the momentum vector sum of the charged decay 

daughter tracks assumed the most probable orientation, which is perpendicular to 

the D direction in the laboratory frame. That is, for visible invariant mass Mvia 

with momentum Pvia with longitudinal component Pvia,L, the momentum estimator 

assigned to the decaying meson a boost along the parent direction with 

2The maximum likelihood technique used in this work is different from that which is normally 
used; it is described in detail in Appendix B. 
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Figure 51: The fractional error in the estimated momentum as a function of Mmin 

for simulated fl+ - K*(892)0 µ+v decays. 

The momentum resolution of this estimator as a function of Mmin is shown in Fig. 51; 

the bimodal character of the distribution is easily understood in terms of 0 - C 

solutions. 
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Conservation of 4-momentum in the decay of a meson of mass M gives 

where PT and PL are the transverse and longitudinal components of momentum 

for one of the decay daughter particles (in this case, the neutrino) relative to the 

meson flight direction. All variables in this equation are measured except PL and 

this equation can be solved for PL. The two solutions, ±PL, are the so-called 0 - C 

solutions and the minimum of the curve as a function of PL is Mmin· When PL = O, 

which is the most probable value, Mmin = Mand the boost used is the correct one. 

For values of PL other than zero, Mmin < M and the boosts corresponding to the 

two 0 - C solutions (only one of which is correct) move farther from the estimated 

boost, hence the bimodal distribution. 

4.1.2 Differential Cross Section Fit Results 

Figures 52 through 61 show the measured (uncorrected) :Z:Fand PT 2 distributions for 

the decay vertices in each of the samples. Superimposed on each is the distribution 

from analyzed Monte Carlo events which were generated using the results of the 

fit for the individual modes. Event sample sizes, background estimates, and fit 

results, both individual and combined are summarized in Table 3, where the errors 

are statistical only. For all decay modes, the simple differential form described the 

data. 
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Figure 52: The ':CF distribution for the fl+ _. K-7r+7r+ event sample. The distribu
tion from Analyzed Monte Carlo events which were generated with the fit results is 
superimposed (dotted). 
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Figure 53: The p} distribution for the D+ --+ K-7r+7r+ event sample. The distribu
tion from Analyzed Monte Carlo events which were generated with the fit results is 
superimposed (dotted). 
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Figure 54: The XF distribution for the D0 -+ K-7r-7r+7r+ event sample. The 
distribution from Analyzed Monte Carlo events which were generated with the fit 
results is superimposed (dotted). 
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Figure 55: The p} distribution for the D0 .- K-7r-7r+7r+ event sample. The distri
bution from Analyzed Monte Carlo events which were generated with the fit results 
is superimposed (dotted). 
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Figure 56: The '/;F distribution for the D0 ---+ K-1r+ event sample. The distribution 
from Analyzed Monte Carlo events which were generated with the fit results is 
superimposed (dotted). 
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from Analyzed Monte Carlo events which were generated with the fit results is 
superimposed (dotted). 
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Figure 59: The p} distribution for the D0 
-t K- µ+v event sample. The distribution 

from Analyzed Monte Carlo events which were generated with the fit results is 
superimposed (dotted). 
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Table 3: Differential production cross section fit results for individual and combined 
event samples. Errors are statistical only. 

Parent Decay Mode Events Estimated n b 
XF > 0 Non-Charm (GeV/c)- 2 

Background 

n+ K-'Tr+'Tr+ 73 8 4 4o+u.i:i:. . -0.85 0 7 4+0.09 . -0.08 
M uonic 3-Prong 278 7 4 48+o.42 . -0.40 0 75+0.05 . -0.05 

no K-1r+ 34 1 3 40+1.UO . -0.80 o 78+o.t4 . -0.12 
K-7r-7r+7r+ 27 1 4 75+1.25 

. -1.25 0 79+0.15 . -0.15 
Muonic 2-Prong 264 11 4 15+0.35 . -0.35 0 76+0.06 . -0.05 

Combined n+ 351 15 4.46 ± 0.37 0.75 ± 0.04 
Combined n° 328 13 4.10 ± 0.31 0.77 ± 0.05 

Combined Hadronic 134 10 4.10 ± 0.55 0.76 ± 0.06 
Combined Muonic 542 18 4.29 ± 0.27 0.75 ± 0.04 

Combined D 676 28 4.25 ± 0.24 0.76 ± 0.03 

The combined fit results, shown in Table 3, show no difference between 

charged and neutral n production. Also, the combined hadronic results are con-

sistent with the combined semimuonic results, indicating that no systematic effects 

were introduced by the trigger muon. Consistency between the individual samples 

allowed the individual sample results to be combined: the combined fit results for 

676 charm mesons with XF > 0 are n = 4.25 ± 0.24 and b = 0.76 ± 0.03(GeV/c)-2. 

Figures 62 and 63 show the combined (uncorrected) XFand PT2distributions. 

The distributions from analyzed Monte Carlo events (dotted) generated for each 

of the decay modes with the combined fit results and summed in proportion to 

event yields and the corresponding composite efficiency curves (dot-dashed) are 

superimposed. 
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Figure 62: Uncorrected XF distribution combined for all the modes. Events simu
lated with the combined fit results (dotted), a.nd those simulated with the predictions 
of NLO QCD (dashed) a.re analyzed, summed proportionately, and superimposed. 
The composite efficiency curves (dot-dashed) a.re also shown. 
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Figure 63: Uncorrected P? distribution combined for a.11 the modes. Events simu
lated with the combined fit results (dotted), and those simulated with the predictions 
of NLO QCD (dashed) are analyzed, summed proportionately, and superimposed. 
The composite efficiency curves (dot-dashed) are also shown. 
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Systematic errors in these results could arise either from incorrect assump-

tions about the background or from incorrect simulation of the cut variables used 

to define the signals. The systematic shifts of the fit results due to the background 

in the semimuonic (hadronic) samples were examined by varying the Mmin (invari-

ant mass) cuts, by splitting the samples into high and low halves of Mmin (invari-

ant mass), and by including the wrong sign background events in the semimuonic 

samples3 • Effects due to incorrect simulation were studied by varying the other cuts 

which were used to define the signals and by fitting in regions of XFor pr2
• In no 

case did the fit results differ statistically from those of the full samples; the results 

of these tests are therefore not displayed. 

Although there was no evidence for incorrect cut variable simulation, any 

such difficulties could shape the efficiency functions incorrectly. To test the sensi-

tivity of the results to incorrect simulation, the likelihood function for either XF or 

p} was multiplied by ( 1 + o:e)(l + ,8( 1-e)), where the independent random variables 

o: and ,8 were Gaussian distributed with mean of 0.0 and with 203 r.m.s. and e 
was either XFor pr 2 /(10( Ge V/ c)2 

). This function had the effect of smoothly varying 

the efficiency functions at either variable extremum by an overly generous random 

a.mount. The r.m.s. deviations in the results for 10,000 different random choices of 

o: and ,8 were 0.23 for n and 0.03(GeV/c)- 2 for b, and are generous estimates of the 

3 The fits for semimuonic modes were found to be insensitive to the background from other 
charm decays: not only were these backgrounds small compared to the exclusive modes, hut also 
such decays would sample only slightly inappropriate resolution and efficiency functions in the 
fitting procedure. 
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systematic errors in the results. -
The combined fit results for 676 charm mesons with :l!F > 0 are: 

n = 4.25 ± 0.24(.CJtat.) ± 0.23(.CJy.CJ.) 

and -
b = 0.76 ± 0.03 ± 0.03(GeV/ct2

• 

4.2 Total Production Cross Sections -
The total inclusive charm meson production cross sections were calculated from the -
data in each of the decay samples. The total inclusive cross section per nucleus is 

given by 

y -
CTnudeu• = </>n, 

-where Y is the efficiency corrected event yield, <P is the integrated live beam flux, 

and n is the number of target nuclei per unit area of the target. The integrated live -
beam flux (3.455 x 109 beam particles) was stored with the raw data. The number 

of target nuclei per unit area of target is given by 

NA pt -n=--, 
A 

where NA is Avogadro's number, pis the density of the target (3.73g/crn2 ), tis the 

thickness of the target (1.32crn), and A is the mean atomic weight of the target -
(26.6g/mol). Assuming that the relationship between the cross section per nucleus 

-
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and the cross section per nucleon is linear in the number of nucleons per nucleus, 

<Tnucleua = A1<Tnucleon 1 the total inclusive cross section per nucleon4 is given by 

y 
<TTOT,nucleon = 

Henceforth, all quoted cross sections will be quoted as cross sections per nucleon, 

and the nucleon notation will be dropped. 

The cross section calculations from the semimuonic samples and from the 

hadronic samples were different. On the one hand, evaluating the efficiency corrected 

event yields was complicated for the semimuonic by the many contributing modes. 

On the other hand, evaluation of efficiency corrected event yields was complicated 

for the hadronic modes by the trigger efficiency, since the efficiency must account 

for the efficiency of the trigger muon which came from the partner charm. Due to 

these differences, the cross section analyses will be discussed separately. 

4.2.1 Cross Sections Using the Semimuonic Modes 

Calculation of the efficiency corrected event yields for the semimuonic decay samples 

must account for the various decay modes which contribute to the observed event 

sample. Consider a sample of Y particles which decay into M different modes. For 

each decay mode i which contributes to the observed event sample, the number ni 

4 The assumption that O'n.uclou = A0 unucleon. 1 where a = 1, which i,, :onsistent with recent 
measurements[34], renders the cross section per nucleon independent of the atomic weight of the 
target. The atomic weight is given so that the results may be recalculated if new measurements 
show that a :/= 1. 

------------------
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-of events detected is Y * ei * Bi where ei and Bi are the efficiency and branching 

ratio for the mode. The number of events N observed in the event sample is 

N -
i=l 

-
and therefore the efficiency corrected event yield is -

-
Calculation of the efficiency corrected event yield is then reduced to calculating 

The efficiencies and branching ratios for each of the modes which contribute 

to the semimuonic decay samples are shown in Table 2 (Chapter 3), where the effi- -
ciency for each contributing mode was evaluated using Monte Carlo events generated 

with the combined differential production cross section fit results. The efficiency cor-

-rected event yields and subsequent cross sections for the semimuonic decay samples 

are calculated using these efficiencies and branching ratios along with the measured -
event yields shown in Table 3. -

The cross section error calculation for all terms except the error in Ef;!;1 eiBi 

was straightforward and will not be discussed. However, since the Cabibbo sup- -
pressed mode branching ratios are calculated from a single measurement[33], those -
branching ratio errors are correlated. Also, the statistical uncertainty in the results 

-
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of fitting the production distribution introduced a common 6.53 error in each ef-

ficiency. The contribution to the uncertainty due to the error in L:i',!1 e;B; will be 

discussed in detail. 

The error in L:f!1 e;B; has contributions from four sources: the error in the 

D lifetimes, the error in the efficiencies, the error in the Cabibbo suppressed rate, 

and the error in the Cabibbo favored world average rates. In terms of rates, the 

error in the sum is 

TLE:;I';* (cr)
2 

+ (c(L:e;f;))
2 

T L:e;f; 

The only non-trivial term is c(L: e;I';). Separating the Cabibbo suppressed (CS) 

terms from the Cabibbo favored (CF) terms allows calculation. With a:;= I';/I'cs 

for the Cabibbo suppressed modes and with f = Ce;/e; = 6.53 for all modes, 

h(L eS;) 

= h (res L e;a; + L e;r;) 
CS CF 

12 ( :E e;r;) 
2 

+ (er cs )2 (:E e;a;) 

2 

+ (:E e;hr;) 
2 

ALL CS CF 

This equation, used with the previous equation, allows calculation of the error in 

The systematic uncertainty introduced into the cross section calculation by 

the systematic uncertainty in the fits to the differential distributions was determined 
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in a manner analogous to that for the systematic errors in the fit results themselves 

and was found to be 193. This systematic uncertainty is added in quadrature to 

the systematic error in the cross section calculation determined by the previous 

equations. 

From these expressions for the cross sections and errors, and using the event 

yields, branching ratios (and their errors), and efficiencies for the semimuonic modes 

shown in Table 2 (Chapter 3), the total inclusive charm meson production cross 

sections for :c F > 0 are 

o-( 71'- N -+ n±' :CF > 0) = 8.32 ± 0.51 ± 1.98µ.b/nucleon 

and 

o-(11'-N-+ D0 I D0),:cF > 0) = 22.71±1.43 ± 5.15µ.b/nucleon. 

The systematic errors in these results are primarily from two sources: that from the 

errors in the world average Cabibbo favored rates and that from the 193 systematic 

error in the efficiency determination introduced by the systematic uncertainty in 

the shapes of the efficiency functions. Since the samples are dominated by the 

Cabibbo favored modes, the cross section results are insensitive to the assumptions 

concerning the mix and normalization of Cabibbo suppressed modes contaminating 

the samples. 

The D*(2010)+ total inclusive cross section was evaluated from the sample 

of events discussed in Section 3.3.2, the measured efficiency for reconstruction of the 

-
-
-
-
-
-
-
-
-

-
-
-
-
-
-
-
-
-



-

CHAPTER 4. CHARM PRODUCTION RESULTS 117 

n•+ pion (91.2%), and then•+ -+ n°7r+ branching ratio[35J, 65 ± 12%. The ratio 

of cross sections, u(n•±)ju(n° / n°), was determined to be 

u(nd) 
( I ) 

= 0.34 ± 0.06 ± 0.04. 
(T no no 

Since the experimental systematics cancel in the ratio, the systematic error quoted 

is that due to the n•+ -+ n°7r+ branching rat.io. The total inclusive nd cross 

section, normalized to the measured n° cross section, is 

u(7r-N-+ n-±;xF > 0) = 7.78±1.46±1.99µbjnucleon, 

where the systematic errors are correlated with those of the semimuonic two-prong 

n° result. 

4.2.2 Cross Sections Using the Hadronic Modes 

Evaluation of the total cross sections for the hadronic modes must account for 

the trigger muon from a semimuonic decay of the partner charm particle. The 

efficiency for the partner to trigger the experiment had two factors: the efficiency 

for a semimuonic charm decay to produce the triggering muon, e( c -+ µTrig), and 

the inclusive semimuonic branching ratio, B( c -+ µX). 

Assuming that both the momentum distributions for the parent charm and 

the muon momentum spectrum in semimuonic charm decays are species indepen-

dent, the partner trigger efficiency could be evaluated for a generic charm particle 

and was determined to be 47.3%. The assumed XF distribution corresponded to the 
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Table 4: Charm production cross section results from other experiments and the 
relative probabilities used to calculate the trigger efficiency for semimuonic charm 

-
-
-

~~. -
J Experiment u(D0

) u(D+) u(At) 
CLEO,ARGUS[36] (nb) 1.14 ± 0.19 0.54 ± 0.10 0.24 ± 0.09 0.22 ± 0.06 -
E691[37] (µb) 2.42 ± 0.39 1.34 ± 0.23 0.75 ± 0.21 0.22 ± 0.06 
N A32[38][39] (µb) 5.5 ± 1.1 2.7 ± 0.7 1.6 ± 0.5 4.2 ± 1.4 -P(D0 ) P(D+) P(Dt) P(At) 
Value Used 0.41±0.07 0.25 ± 0.05 0.11±0.05 0.23 ± 0.08 

-
-current measurement for XF > 0 and to NLO QCD predictions (Section 1.1.2) for 

charm quarks for XF < O, since there are no ·measurements for the charm production -

distribution in the backward hemisphere. The efficiency was bounded from above 

-
and below by its limiting cases: that charm quark production is symmetric about 

XF = 0 (64.03), and that there is no charm production in the backward hemi- -
sphere (39.13). To ensure that the central values of the subsequent calculations -
corresponded to the assumed XF distribution for charm production while retaining 

-conservative error estimates, the efficiency was uniformly distributed with a half-

width equal to the difference between the lower bound, 39.13, and the central value, -

47.33. -
In order to determine B( c -+ µX), it was necessary to estimate the species 

composition of the trigger charm. The contributions of D. and Ac relative to the sum -
of D+ and D0 were taken from other experiments. Table 4 lists charm production -
results from various experiments, and the production probabilities, P, used in the 
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Table 5: Raw event yields, Monte Carlo efficiencies, and Branching ratios for the 
hadronic samples. 

Decay Raw Event Monte Carlo Branching 
Mode Yields Efficiencies Ratio (%) 

n+ -+ K-1r+1r+ 65 .1575 9.1±1.4 
n°-+ K-1r+ 33 .1159 4.2 ± .6 

n° -+ K-7r-7r+7r+ 26 .0333 9.1±1.1 

calculation of B( c -+ µX). In compiling the table, the results for the n+ and the 

n° were recalculated using Mark 111[40] 5 branching ratios. For the n:, B(nt -+ 

</>7r) = (3.1±1.1)% was used[41], and other n: decay modes were normalized to this 

with the data of [42]. For the A:, B(A:-+ pK7r) = (4.3±1.1)% was used[43]. The 

values and errors for P(na) and P(A:) were obtained by normalizing u(na) and 

u(Ac) to the sum u(n+)+u(n°), and encompass the maxima and minima, including 

lu excursions, of the results in the table. The entries for P( n+) and P( n°) were 

fixed by the relative amount of n+ and n° observed in the hadronic event yields. 

The ratio of cross sections, u(n°)/u(n+), was determined from the efficiency 

corrected event yields from the hadronic decay samples. Using the event yields, 

Monte Carlo efficiencies, and Mark III[40] branching ratios for the hadronic samples, 

shown in Table 5, the ratio of cross sections was determined to be 

u(n°)/ u(n+) = 1.65 ± 0.31 ± 0.31, 

5 Since Ref. (31.] used the Mark III branching ratios in the world average calculations for 
semimuonic decay rates, they are used here for consistency. 
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Table 6: The production ratios and semimuonic branching ratios used to calculate 
the inclusive charm semimuonic branching ratio. 

Charm Production Semimuonic 
Species Probability (3) Branching Ratio (%) 

Do 41.2 ± 6.6 7.4 ± 1.1 
n+ 25.0 ± 5.2 18.4 ± 1.6 
n+ • 11.2±4.9 7.8 ± 3.9 
Ac 23.0 ± 7.9 3.4±1.7 

where the systematic error was due entirely to the errors in the D --+ K mr branching 

ratios. 

The semimuonic branching ratios used for the D0 and then+ were 963[44] of 

the Particle Data Group[29] values for the inclusive semielectronic branching ratios. 

Under the assumption of species independent semimuonic rates, the semimuonic 

branching ratios for the D, and the Ac were normalized to that of the n+, and 

were assigned 503 errors. With these assumptions for charm production and 

semimuonic decay, which are summarized in Table 6, the inclusive charm semimuonic 

branching ratio is B( c --+ µX) = 9.3 ± 0.3 ± 1.23, in agreement with recent 

measurements[45]. The systematic error has three comparable sources: that from 

errors in the semimuonic branching ratios of the n+ and the D0 ' that due to errors 

in the branching ratios assumed for the D, and the Ac, and that from errors in the 

species composition of produced charm. 

From these factors, the calculated trigger efficiency for the partner charm 
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Table 7: Charm production cross sections determined usmg the hadronic event 
samples. 

Decay Mode u( n / n, x F > 0) 
(µbf nucleon) 

n+ --+ K-7r+7r+ 10.07 ± 1.04 ± 3.10 

n°--+ K-Tr+ 15.05 ± 2.92 ± 4.93 
n° --+ K-7r-7r+7r+ 19.05 ± 4.08 ± 5.82 

particle is 4.40±0.15±0.73%; the errors in e(c--+ µTrig) and B(c--+ µX) contribute 

nearly equally to the systematic error. 

The cross sections were evaluated from each of the hadronic samples using 

this estimate for the partner charm trigger efficiency, efficiencies determined for each 

of the modes, and the Mark III decay branching ratios as shown in Table 5 and are 

summarized in Table 7. The consistency of the hadronic two- and four-prong results 

indicates no bias due to vertex prong count. 

4.3 Summary of E653 Charm Production Re-

sults 

The E653 charm hadroproduction results6 are summarized in Table 8. Fits to the 

6 The differences between the event yields for the three-prong hadronic and semimuonic D 
decay samples and between the charged to neutral ratio for hadronic and semimuonic samples 
have allowed two independent measurements of then+--. 7r(892)0 µ+11 branching ratio[22]. 



Parent Decay Mode Events Estimated n b rr(D / D, ZF > 0) 
ZF > 0 Non-Charm (GeV/c)-2 (µ6/nucleon) 

Background 
n+ x-r+r+ 73 8 4.40:!t:: 0.74"f"U,UIJ -0.0I 10.07 ± 1.04 ± 3.10 

Muonic 3-Prong 278 7 4.48~::!! 0.75:!:~·~ 8.32 ± 0.61 ± 1.98 
no x-r+ 34 1 3,40'f".loUU -0.IO 0. 18~:::: 15.06 ± 2.92 ± 4.93 

x-r-r+r+ 27 1 4 75+1.D . -1.21 0 79+0.11 . -0.11 19.06 ± 4.08 ± 6.82 
Muonic 2-Prong 264 11 4 15+0.3I • _n•u o.1e::·~ 22. 71 ± 1.43 ± 6.15 

D•+ Do,,,+ 133 47 7. 78 ± 1.48 ± 1.99 
Combined n+ 351 15 4.46 ± 0.37 0.75 ± 0.04 8.66 ± 0.46 ± 1.96 
Combined n° 328 13 4.10 ± 0.31 0.77 ± 0.06 22.05 ± 1.37 ± 4.82 

Combined Hadronic 134 10 4.10 ± 0.55 0.76 ± 0.06 
Combined Muonk 542 18 4.29 ± 0.27 0.75 ± 0.04 

Combined D 676 28 4.25 ± 0.24 0.76 ± 0.03 

I I I I I I I I I I I I ' 
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differential production distributions show no differences for charged and neutral 

D mesons, and no difference between hadronic samples and semimuonic samples 

is observed. The combined differential production distribution fit results for 676 

electronically reconstructed charm mesons are 

n = 4.25 ± 0.24 ± 0.23 

and 

b = 0.76 ± 0.03 ± 0.03(GeV/ct 2
, 

and the combined total inclusive charm production cross sections per nucleon for 

XF > 0 for 328 D 0
, 351 n+ mesons, and 68 D*(20IO)+ mesons are 

o-( 7r- N---+ D 0 
/ D 0 ), XF > 0) = 22.05 ± 1.37 ± 4.82µb/nucleon, 

o-(7r-N---+ D±,XF > 0) == 8.66 ± 0.46 ± l.96µb/nucleon, 

and 



Chapter 5 

Charm Hadroproduction and 

QCD 

The purpose of this work has been to compare measurements of charm meson 

hadroproduction by pions with the predictions of NLO QCD for charm quarks in 

an attempt to gain insight into the validity of such perturbative calculations. Ex-

traction of useful information, however, requires simultaneous r0mparison of total 

and differential cross sections. 

Results from this work, from N A32[38, 39] for charm meson production 

m 230GeV/c 7r-Cu interactions, from NA27[46] for charm meson production in 

360Gel'/c 7r-p interactions, and from the fits of the simple differential forms to the 

distributions predicted by NLO QCD (Section 1.1.2) are shown in Table 91. Figures 

1 For the purposes of this dissertation, only published results for charm production in 71"- N 
interactions have been used. Preliminary inclusion of published results for charm production in pp 
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Table 9: Comparison of charm production data in 1r-nucleon interactions to predic
tions of NLO QCD. 

./i Source n b D'(cc, ZF > 0) 
(GeV/c3 ) (GeV/c)- 3 (µbf nucleon) 

34 E653 (thia ezpt.) 4.25 ± 0.24 ± 0.23 0. 76 ± 0.03 ± 0.03 23.33 ± 0.84 ± 6.08 
NLO QCD 4.76 0.66 4.61 

26 NA27 3.80 ± 0.60 1.18 ± 0.17 11.92 ± 1.53 ± 2.00 
NLO QCD 4.35 0.73 2.80 

21 NA32 3.74 ± 0.23 ± 0.37 0.83 ± 0.03 ± 0.02 6.98 ± 0.99 
NLO QCD 4.06 0.80 1.92 

62 and 63 also show the predicted distributions simulated, analyzed, and superim-

posed on the uncorrected data distributions. NLO QCD predicts somewhat softer 

longitudinal momentum distributions and somewhat harder transverse momentum 

distributions at the three different energies than are observed for D mesons. How-

ever, the predicted shapes and ...[S dependence of the distributions agree qualitatively 

with the data. 

The total inclusive charm pair cross section for ZF > 0 was evaluated for 

this experiment and for NA27 using the previous assumptions about the species 

composition of produced charm. That for NA32 was evaluated using their measured 

interaction1[47, 17, 48] and the yet unpublilhed WA75 and E769 re1ult1 for charm production in 
1r- N interactiona supports and amplifies the conclusion• baaed on the published 1r- N data alone; 
this preliminary compariaon is 1hown in Appendix C. A proper treatment of the expanded 1cope 
of the compariaon between experimental reaultl and NLO QCD predictions for charm production 
is the 1ubject of a review article in preparation. 
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inclusive cross section results, which were recalculated with the branching ratios used 

here. These cross sections and those predicted by NLO QCD are shown in Table 9. 

The total inclusive charm pair cross sections for ZF > 0 predicted by NLO QCD 

are smaller than measurements of total charm cross sections at the three energies, 

although these predictions strongly depend on the choices of QCD parameters2 and 

part on distri bu ti on functions [ 49]. 

Direct comparison of experimental results to predictions of NLO QCD pro-

vi des valuable information, regardless of theoretical uncertainties in the charm quark 

mass and the parton distribution functions, the neglect of hadronization models, and 

even the questionable validity of perturbative calculations at the charm quark mass 

scale. As shown in Section 1.1.2, while the ZF and p} distributions predicted for 

heavy quarks become stiffer with heavier quark mass, the predicted total cross sec-

tions decrease. Therefore, NLO QCD is unable to accommodate both the differential 

distributions and the total cross sections by changing only the charm quark mass. 

2The non-perturbative nature of perturbative cross section calculations for heavy quarks of mass 
M is usually determined by varying the factorization and renormalizations scales in the range M /2 
to 2M. ln this case, the calculation cannot be done for factorization scales less than about 1.5M, 
since the parton distributions are not defined below that value. However, such variations in the 
renormalization scale increase the total cross section predictions by a factor of 3 to 5, depending 
on the choice of parton distributions. 
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Appendix A 

The Definition of x F 

While the definition of XF in terms of center of mass momentum is unique, 

11i 
XF =: P,• ' 

11,ma:i: 

the particular definition of Pii,maz used for the study of heavy quark hadroproduction 

is not. To avoid ambiguity, the particular definition chosen for XF is specified in 

this appendix. 

The generic parton-level pion-nucleon interaction which produces a heavy 

quark pair is depicted in Fig. 64, where partons p1 and p2 of the incoming hadrons 

produce a heavy quark pair QQ. As in the decay of a particle with mass y'S, the 

kinematic momentum limit of any one daughter particle is achieved when all other 

daughter particles recoil collinearly and with the same speed. Since only one parton 

from each hadron participates, the remaining partons which originally made up the 

127 
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Figure 64: Generic parton-level pion-nucleon interaction which produces a heavy 
quark pair. 

hadrons are spectators to the interaction. It is therefore reasonable to assume that 

the invariant masses of the fragmented hadrons remain esentially unchanged, and 

that the mass recoiling against the heavy quark Q is (Mn+ M.,, + Mq)· 

The kinematic momentum limit of one of the heavy quarks with mass Mq in 

an interaction with center of mass energy ...ja is then 

where MR is the recoil mass, (Mn + M.,, + Mq)· In terms of la.b variables, the 

de:fi.ni tion of :z: F used in this work was then 

_ 2 [(Es+ ms) ~l.Q - PsEq] 

:Z:F = J[cv. +MR)" - (Mq)2
] [c...;a- MR)2 

- (Mq) 2
]' 

where Es and Ps denote the beam particle energy and momentum, and 1'11,Q a.nd 

Eq denote the lonitudinal (with respect to the beam axis) momentum and energy 
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of the measured particle Q. Assuming that the hadronization of Q is such that 

the momentum of the particle is unchanged, the measured variables 111,Q and EQ 

correspond to the measured meson variables. 



Appendix B 

The Maximum Likelihood 

Technique 

The method of maximum likelihood is well known and is used extensively in the 

analysis of these data and those of other experiments. The technique used in this 

work involves an extension to the standard technique that is different enough to 

warrant more thorough explanation. 

B.1 The Standard Technique 

Suppose we wish to extract values for a set of M fit parameters ii= (a1,a2, ... ,aM) 

for which a distribution of m measured variables per event for NMea.a events 

{xi = ( xl, ... , xf ), i = 1, ... , N Meaa} is best described by a probability distribution 

130 
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function F( a, i). The joint probability for obtaining the set of measured variables 

for a particular choice of the fit parameters is given by the product of the individ-

ual probabilities for each event. The likelihood function is defined to be this joint 

probability: 

NM•a.• 

.C(a,{ii,i = 1, ... ,NMeaa}) = II F(a,ii). 
i=l 

The principle of maximum likelihood asserts that the most probable values for the 

fit parameters a are those which maximize the likelihood function. 

It is computationally more convenient to work with the logarithm of the 

likelihood function, which is maximized by the same values as the likelihood function 

itself. This function then becomes a sum of the contributions from each measured 

event given by 

NM .... 

ln.C(a,{ifM .... }) = L lnF(a,ii). 
i=l 

This function is numerically maximized by searching for the maximum value of In .C 

for different choices of the fit parameters a. The values a• which maximize the 

likelihood function are the fit results. 

It can be shown[SO] that for large statistical samples and uncorrelated fit 

pai:ameters, the likelihood distribution near the maximum is a multi-dimensional 

Gaussian. The r.m.s. deviations of this distribution for each fit parameter cor-

respond to the statistical errors of the fit for that parameter. Consequently, the 

statistical errors of the fit parameters can be extracted from the shape of ln .C near 
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-
the maximum: lu errors for each of the fit parameters correspond to the values of 

the fit parameters for which ln .C( ii) = In .C( 4*) - l· 

-
B.1.1 Including Detector Effects 

The distribution of interest is not the measured distribution of events; it is the un-

derlying physics distribution describing the distribution of the true values of the -
variables as a function of the fit parameters, unaffected by the detectors used to 

measure the distribution. The functions describing detector effects on the true 

variables are e:( zrrue), the detection efficiency, and R( ;ii7'rue' iMea•), the detector -
resolution function describing the mapping from true variables to measured vari- -
ables. The product of the two functions, e:( ;ii7'rue)R( ;ii7'rue, iMea•), is the probability 

of measuring iMeaa for a single true variable zrrue. Thus, for events whose true vari-

able distribution is P(ii, ;rrue), the normalized distribution of measured variables -
F( ii, iMea") is given by -

-
The form of In .C used in the standard technique is then -

_ _ } NM••u [ JP( a, ;'1'rue)e:(;ii7'rue)R(zTrue, iMea")dXTrue l 
ln .C( a {x~ea" ) = "'""' In . ' ' {;;:i J {J P(a,i1'rue)e:(i1'rue)R(i1'rue,i)dXTrue} di -

A Monte Carlo simulation is used to measure and parameterize e( ;ii7'rue) and -
R( ;rrue, iMea"). Once these parameterizations are known, the integrations required 

-
-
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to calculate can be performed numerically for various choices of the fit parameters 

until the maximum of the likelihood function is found. 

B.2 Extension to the Standard Technique 

The extension to the standard technique lies m the observation that 

c( i7'rue)R( i7'rue, iMea8 )di1'rue is simply the number density of events in the space 

of true variables as a function of the measured variable: it is the distribution of 

measured variables for simulated events uniformly distributed in each of the true 

variables. The probability of measuring a particular event if'lea8 is then simply the 

sum of the true variable weights, P( a, trfce), of Monte Carlo events whose mea-

sured variables, iM~8 , lie near the data event. The numerical integration required 

to calculate ln C is thus reduced to calculating 

1 '°( ........ Mea8) - ~ L...(:!!MC Near :!!; ) ' 
NMea.• [ ~ -Metu -Me•u P(ii i(l'rue) l 

n,.., a, x1 - L..J • 
i=l I { L(z~~ ... Near zM••U) P( ii, xrrue)} di 

B.3 A Computational Recipe 

In this method of likelihood fitting, the number of Monte Carlo events needed is 

large compared to the number of data events: it is computationally easier to read in 

and to store information from the data events than from the large number of Monte 

Carlo events. 
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-Once the NMeaa measured events of m variables each have been read in and 

stored in an array, the basis of Monte Carlo events can be read in one by one to -

calcluate the sums necessary for the construction of the numerator of the terms in -
ln .C. That is, for each event i and for each choice j of the M fit parameters ii;, sum 

and store the contributions P( ah XUce) of all Monte Carlo events whose measured 

variables are within a specified search volume V of xfe0
•. The denominators of the -

terms in ln .C depend only on V and on the choice of fit parameters ii;: for each 

-
Monte Carlo event read in, the integration over the range of x can be performed 

and stored for each choice of the fit parameters. -
After the entire basis of Monte Carlo events has been processed and the -

contribution of each event to the likelihood is calculated, construction of ln .C is 
.. -trivial. 

-
B.3.1 Comments on the Search Volume 

-
Some care must be taken in choosing the size of the search volumeV. For individual 

events, the same volume size must be used throughout the calculation of that event's -
contribution to the likelihood. It is not necessary, however, to use the same search -
volume size for all events as long as each event's contribution is normalized by the 

-size of its search volume. 

Additionally, the size of the search volume must be chosen small enough so -
that the variations in P( ii;, i'flce) over the dimensions of the volume do not affect -

-
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the event's likelihood probability, while preserving sufficient statistics for reliable 

determination of the contribution to the likelihood for the event. If the two condi

tions can not be met, more Monte Carlo events must be generated and processed. A 

simple criterion for this choice of search volume size in each of the search dimensions 

is that the resultant likelihood contribution for each event does not change when 

the search volume size is halved. 



-
-
-
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Appendix C -
-

Preliminary Comparison with -
-

Available Data 
-
-This appendix shows plots which compare charm production measurements in pp 

interactions[l7, 47, 48] and in rr-N interactions[51, 38, 39, 34, 46] with the predic- -

tions of next-to-leading order QCD. However, these plots contain yet unpublished -
data, and therefore should be regarded as preliminary. 

-
-
-
-
-
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Figure 65: Comparison of measurements of u(ce, ZF > 0) in pp interactions with the 
predictions of NLO QCD. 
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Figure 66: Comparison of measurements of n for ZF > 0 in pp interactions with the 
predictions of NLO QCD. 
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Figure 67: Comparison of measurements of bin pp interactions with the predictions 
of NLO QCD. 
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Figure 68: Comparison of measurements of u(cc, zp > 0) in 7rp interactions with 
the predictions of NLO QCD. 
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Figure 69: Comparison of measurements of n for ZF > 0 in 7rp interactions with the 
predictions of NLO QCD. 
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Figure 70: Comparison of measurements of bin 7rp interactions with the predictions 
of NLO QCD. 
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