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Abstract 

Results and analysis on the inelastic and elastic photoproduction of J /,,P vector 

mesons by Fermilab experiment E691 are presented. The inelastic, deep inelastic, co­

herent elastic and incoherent elastic cross sections were measured at ( E'"Y) = 145 Ge V. 

The d(J' / dzdp} distribution and the photon energy dependence of the cross sec­

tions for these production processes were also measured. The deep inelastic J /,,P 

was analyzed in the colour-singlet photon-gluon-fusion model. It was found that 

the d(J' / dzdp} distribution and the the rise of the cross section with E'"Y are both 

well described by a relatively soft gluon distribution [xG( x) ex (1 - x )ng, where 

n9 = 6.5 ± 1.1 (stat.) ~~:~ (syst.)]. 
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Chapter 1 

Introduction 

1.1 Physics Motivation 

Scattering experiments have played a central role in the development of our under­

standing of the fundamental particles that constitute the physical universe and the 

forces through which they interact. The Rutherford a-gold foil scattering experiment 

revealed the existence of the positively charged nucleus [Rut 11]. Elastic electron­

proton scattering experiments using a 188 Me V electron beam on a liquid hydrogen 

target were pioneered at SLAC by Hofstader and others [Mca 56]. They measured the 

proton form factor from which the root-mean-square proton radius was extracted. 

In 1967, a SLAC-MIT group began a study of electron scattering from protons in 

the 4.5 Ge V to 20 Ge V energy range at two different angles, () = 6° and () = 10°, 

relative to the incident electron beam [Pou 7 4]. As the scattered electron energy was 

decreased at a fixed angle, the cross-section exhibited an elastic peak and resonances 

as expected. Inelastic scattering was observed as the 4-momenta transfer Q2 was 

increased beyond the last resonance causing the proton to fragment. The differential 

cross-section for inelastic electron-proton scattering in the lab frame is 

da a
2 

cos
2
(8/2) [ ( 2) ( 2 2 )] 

dfldE' = 4E 2 sin4 ( () / 2) W2 v, Q + 2W1 v, Q ) tan ( 8 /2 (1.1) 
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where Eis the electron beam energy, E' is the scattered electron energy, v = E - E' 

and Bis the electron scattering angle with respect to the beam axis. It was observed 

that at large Q2 the form factors 

MW1(v, Q2
) ---+ F1(x) 

vW2(v, Q2) ---+ F2(x) 

(1.2) 

(1.3) 

scale; are independent of Q2 at a given value of x = Q2 /2Mv. This 1/sin4 (B/2) ex 

1 / Q4 Rutherford scattering behaviour in the inelastic cross-section indicated that the 

proton has substructure consisting of point scatterers; the partons. Scaling had been 

predicted by Bjorken and Paschos [Bjo 69] and was explained by Feynman [Fey 72] 

in terms of the parton model with x interpreted as the fraction of the proton's mo­

mentum carried by the struck constituent pointlike parton, Bjorken x. The structure 

functions have a direct physical interpretation in terms of up, down and strange quark 

( q) and anti quark ( ij) densities. For electron-nucleon (or muon-nucleon) scattering 

F{N(x) = Us) [u(x) + U(x)] +Us) [d(x) + d(x)] + m [s(x) + S(x)] (1.4) 

F;N ( x) - 2xF1eN ( x) (1.5) 

where the fractional coefficients correspond to the squares of the fractional quark 

electric charges, averaged over an isoscalar target. The Callan-Gross relation [Cal 69] 

given by Equation 1.5 is a consequence of taking the quarks to be point-like Dirac 

(spin 1/2) particles. All quarks possess the same weak charge, thus the differential 

cross-section for neutrino-nucleon scattering is 

where 
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•v=E-E' 

• y = -E 

•x=.Jhv 

1.1 Physics Motivation 

• Q2 = -(p,,, - P~,µ) 2 (allowing for both neutral and charged current scattering) 

and the deep inelastic neutrino-nucleon scattering form factors in Equation 1.6, ex­

pressed in terms of the quark and antiquark densities, are 

F:N(x) - [u(x) + u(x)] + [d(x) + d(x)] + [s(x) + s(x)] (1.7) 

(1.8) 

p;N(x) - [u(x)- u(x)] + [d(x) - d(x)] + [s(x) - s(x)] (1.9) 

The proton quantum numbers require that 

J dx[u(x) - u(x )] - 2 (1.10) 

j dx[d(x) - d(x)] - 1 (1.11) 

J dx[s(x) - s(x )] - 0 (1.12) 

generalizing the valence quark model of Gell-Mann [Gel 64] and Zweig [Zwe 64]. 

Progress in the development of a gauge theory of the strong interaction, using 

quantum electrodynamics (QED) as a model, culminated in the formulation of quan­

tum chromodynamics (QCD) [Gro 73, Wei 73, Fri 73]. In this theory, the strong in­

teraction between quarks is mediated by the exchange of gluons, vector particles that 

unlike the electrically neutral photon possess colour; the strong interaction charge 

[Nam 66]. Indirect evidence for electrically neutral partons came from the obser­

vation that the quarks account for only about 50% of the proton's momentum in 

electron-proton scattering 
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l dx x( u + ii + d + d + s + S) = 0.54 ± 0.05 (1.13) 

for values of Q2 from 1 to 10 Ge V2 [Clo 79]. The gluon colour charge gives rise to 

asymptotic freedom, the charge anti-screening property of QCD [Gro 73, Pol 73] in 

contradistinction to the charge screening of QED. To first order, the strong force 

coupling constant runs as 

( 2 l27r 
as Q ) = (33 - 2n1) In( Q2 /A) (1.14) 

where A ~ 200 Me V and n f is the number of quark flavours. At sufficiently short 

distances or equivalently at large Q2 s, as in asymptotically free deep inelastic scat­

tering, as is small enough that perturbative QCD calculations are valid. Thus, at 

large Q2 the quarks are weakly bound by gluon exchange. These quark-gluon and 

gluon-gluon interactions violate scaling; the quark ( q) and gluon ( G) densities are 

weak (logarithmically varying) functions of Q2 as well as x, 

q - q(x, Q2) 

G - G(x, Q2
) 

(1.15) 

(1.16) 

The QCD scaling violations are described by the Altarelli-Parisi evolution equa­

tions [Alt 77] 

dqi(x, Q2
) 

dlog Q2 

dG(x, Q2
) 

dlog Q2 

aa 11 
dy [ 2 (x) 2 (x)] 

27r x y qi(y, Q )Pqq y + G(y, Q )Pq9 y 

- ;; l d: [~ q;(y, Q2)P •• , m + G(y, Q2)P •• m] 
(1.17) 

(1.18) 

where the sum i = 1, ... , 2n1 runs over quarks and antiquarks of all flavours. The 

splitting function Pq9 {z) gives the probability density of a quark emitting a gluon 

with a fraction z of its momentum to first order in as. The other three splitting 
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functions are analogous. F2 and xF3 scaling violations consistent with QCD were 

observed in deep inelastic neutrino scattering by the CCFRR, CDHSW and CHARM 

collaborations [CCF 84, CDH 84, CHA 83]. These scaling violations are shown in 

Figure 1.1. The quark and antiquark structure functions (momentum distributions) 

of the nucleon have been measured directly by deep inelastic neutrino-nucleon and 

muon-nucleon electroweak scattering. These momentum distributions of quarks q and 

antiquarks ij in the nucleon (at 10 GeV2 ~ Q2 ~ 100 GeV2
) are shown in Figure 1.2. 

The first direct evidence for gluons was the three jet events 

e+ e- --+ gqij--+ 3 hadronic jets (1.19) 

observed by the TASSO, PLUTO, MARK J and JADE collaborations at PETRA, a 

30 GeV centre-of-mass e+e- collider, located at DESY [JAD 79, MAR 79, PLU 79, 

TAS 79]. 

As gluons are electroweakly neutral, the gluon structure function cannot be mea­

sured directly by lepton-parton scattering. One method for obtaining a direct mea­

surement of G( x) is to employ heavy quark photoproduction. The tree level pertur­

bative QC D deep inelastic charm photoproduction diagrams are shown in Figure 1.3. 

In order to measure the fraction of the nucleon momentum carried by the gluon, it is 

sufficient to measure the photon beam momentum and the momentum of the D ( D) 

meson produced via hadronization of the c ( c) quark or the momentum of the J / 'ljJ 

produced via coupling of the c and c to form a bound state. 
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Figure 1.1: The F2 and xF3 scaling violations with Q2 measured in charged­
current neutrino and antineutrino scattering on iron (CCFRR, CDHWS) and marble 
(CHARM) targets, for fixed bins of x. Adapted from the Particle Data Group com­
pilation (1990). 
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from the Particle Data Group compilation (1990). 
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Pc 

Pg 
Pc 

Figure 1.3: The tree level perturbative QCD diagrams for charm photoproduction. 



1.2 Outline of Thesis 25 

1.2 Outline of Thesis 

This thesis documents the measurement of the gluon structure function using the 

E691 deep inelastic J /,,P photoproduction data. In addition, the z, p} and E"Y de­

pendence of the deep inelastic and coherent and incoherent elastic cross sections are 

presented. Summaries of the development of deep inelastic scattering and the proper­

ties of the bound-state vectors mesons, J / ,,P and ,,P', are contained in Chapter 1 along 

with a brief description of the E691 spectrometer. The Standard Model of particle 

physics is reviewed in Chapter 2, followed by a summary of the strong force, quantum 

chromodynamics. Furthermore, deep inelastic J /,,P photoproduction is discussed in 

terms of the photon-gluon-fusion model, as calculated to next-to-leading order in 

perturbation theory by Berger and Jones. Next a phenomenological model of elastic 

J / ,,P photoproduction from nuclear targets is presented. Finally, fragmentation is dis­

cussed. The E691 beamline, target and spectrometer are summarized in Chapter 3. A 

detailed description is provided in Appendix E and references contained therein. The 

experiment triggers, data acquisition, online monitoring and ofiline reconstruction are 

discussed in Chapter 4. The J / ,,P photoproduction analysis is presented in Chapter 5 

and compared with previous data. The conclusions are presented in Chapter 6. 

1.3 The Charm Quark and the J /'l/J Vector Meson 

The charm quark was independently discovered in 1974 by a collaboration at SLAC led 

by B. Richter [Aug 74] and by a collaboration at Brookhaven led by S. Ting [Aub 74]. 

The SLAC group, working at the SPEAR e+e- collider, observed a resonance at 3.1 

GeV 

(1.20) 
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At the Brookhaven AGS, 30 GeV protons were directed at a beryllium target. The 

same resonance was observed in the reaction 

(1.21) 

The J /t/J(3069) resonance was subsequently identified as a bound charm-anticharm 

(cc) vector meson. Discovery of a more massive cc vector meson state, the t/1(3685) 

or t/J' soon followed. The properties of the J / tfa and tfa' are listed in Table 1.1 

Table 1.1: The J/tfa and tfa' vector mesons. The J/tfa is the S-wave (L = 0) cc ground 
state and the tfa' is the first radial excitation. The decay modes listed are the ones 
observed by experiment E691. 

Meson Mass (GeV) Width 2S+1 LJ JPC Decay B. R. (%) 
(keV) Mode 

J/tfa 3.09693 ± 0.00009 68 ± 10 3181 1-- µ+µ- 6.9 ± 0.9 
t/J' 3.68600 ± 0.00010 243 ± 43 3281 1-- µ+µ-7r+1r- 16.2 ± 1.6 

The existence of a fourth quark - charm, forming a doublet with the strange quark, 

had been predicted by S. Glashow, J. Iliopoulos and L. Maiani in 1970 [Gla 70]. 

The d', s' weak interaction (left-handed) eigenstates are rotations of the d, s mass 

eigenstates [Cab 63] 

( :: ) L - ( ~~::~C :: :~ ) L ( : ) L (1.22) 

The first quark generation consists of a left-handed doublet 

( ; t = ( d cos Oc : s sin Oc t (1.23) 

and the three weakly non-interacting singlets UR, dn and SR· The hadronic part of 

the effective weak neutral-current Lagrangian is 

(1.24) 
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where the neutral-current coupling is of the form 

Ji J 0
µ ex: uu + ( dd cos2 Be + ss sin2 Be)+ ( sd + sd) sin Be cos Oe (1.25) 

AS=l 

The second term in Equation 1.25 gives rise to 0( G F) l::,.S = 1 strangeness changing 

neutral-current processes. Thus the branching ratio for the weak neutral-current 

decay Kf ---+ µ+ µ- should be of the same order as for the weak charge-current decay 

K+ ---+ µ+vw Experimentally, the measured branching ratios differ by 10 orders of 

magnitude 

BR(K+ -+ µ+vµ) = 63.51 ± 0.19% 

BR(Kf---+ µ+ µ-) (6.3 ± 1.1) x 10-9 3 

(1.26) 

(1.27) 

To account for the suppression of strangeness-changing neutral current processes, 

Glashow et al. proposed the existence of the charm quark. The charm quark forms a 

left-handed doublet with the strange quark weak eigenstate 

( ;, t = ( s cos Ila ~ d sin lie t (1.28) 

(with sl, orthogonal to dL) and a right-handed singlet CR· This introduces new terms 

in the neutral-current coupling 

JZJ0
µ ex uu +cc+ (dd + ss) cos2 Be+ (ss + dd) sin2 

()0 

AS=O 

+ (sd + sd - sd - sd) sin Oe cos Oa 

68=1 

(1.29) 

strongly suppressing the !::,.S = 1 neutral currents. If the masses of the down and 

strange quarks were identical, then the cancellation in the !::,.S = 1 term of Equa­

tion 1.29 would be exact. This suppression scheme has subsequently become know as 
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the GIM mechanism, after Glashow, Iliopoulos and Maiani. While the discovery of 

charm, in 197 4, was widely considered to be a surprise, it is interesting to note that 

the GIM mechanism had, in 1970, predicted the existence of a fourth quark with the 

charm quantum numbers. 

1.4 Experiment E691 

Experiment E691 was performed during 1985 at the Tagged Photon Spectrometer of 

the Fermi National Accelerator Laboratory (Batavia, Illinois). A photon beam was di­

rected at a beryllium target. The photon beam had a bremsstrahlung spectrum with 

a maximum energy of 250 GeV. During the run about 100 million photoproduced 

events were recorded. Immediately downstream of the target was the high resolu­

tion silicon microstrip detector (SMD) consisting of 9 50 µm pitch silicon microstrip 

planes. The SMD enabled the reconstruction algorithm to separate the primary inter­

action vertex from the downstream open-charm decay vertex on an event-by-event 

basis. This reduced the combinatoric background in the open-charm reconstruction 

by a large factor of about 300 to 500. Following the SMD was a fully instrumented 

downstream spectrometer consisting of 35 drift chamber planes, 2 momentum ana­

lyzing magnets, 2 threshold Cherenkov counters and electromagnetic and hadronic 

calorimeters followed by a steel wall and a wall of segmented scintillation counters, 

the back muon wall. 

It is important for the study of the production dynamics to have an unbiased 

trigger. Yet at the same time, it is necessary to reduce the high rate of non-charm 

background events. For the J /1/;, a dimuon trigger was chosen utilizing the segmenta­

tion of the threshold Cherenkov counters and back muon wall to provide a fast signal 

for the presence of a dimuon pair in an event. For the open-charm, a global transverse 

energy trigger Er was chosen utilizing the segmentation of the electromagnetic and 

hadronic calorimeters to provide a fast measure of the global transverse energy for 

hadronic events. 



Chapter 2 

Theory 

2.1 Introduction 

2.1.1 The Standard Model 

Our understanding of the fundamental particles and forces of Nature is summarized by 

the Standard Model (SM). The modern development of the SM began approximately 

with the discovery of the electron by J.J. Thompson in 1897, while the most recent 

addition to this model is a limit on the number of neutrino generations, obtained by 

measuring the zo resonance width [PDG 90]. 

The SM consists of three generations of matter interacting via three forces. Each 

generation contains two leptons and two quarks. The quarks interact via the electro­

magnetic, weak and strong forces but the leptons interact only via the electromag­

netic and weak forces. All fundamental interactions are described as an exchange of a 

quanta of the field of force between the matter particles. Both the matter fields and 

the force fields are quantized. All (known) matter fields are spin - 1 /2 fermions obey­

ing Fermi-Dirac statistics and all (known) force fields are integer spin bosons obeying 

Bose-Einstein statistics. The quanta of the electromagnetic force (the photons) the 

weak force (the intermediate vector bosons) and the strong force (the gluons) are 

all spin-1 bosons. Gravitons are the spin-2 quanta of gravity. The SM provides a 
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unifying description of Nature via the principle of local gauge invariance for the elec­

tromagnetic, weak and strong forces (although classical general relativity may also be 

obtained using local gauge invariance, no self-consistent theory of quantum gravity 

has yet been formulated). Interactions are described by the direct product of the 

three Lie groups 

SU(3)0 x SU(2)L x U(l)y (2.1) 

where SU(3)0 corresponds to quantum chromodynamics, the theory of the strong 

force [Gro 73, Wei 73, Fri 73], and SU(2h x U(l)y corresponds to the electroweak 

unification of quantum electrodynamics and quantum flavourdynamics, the theories 

of the electromagnetic and weak forces [Gla 61, Wei 67, Sal 68]. The intrinsic good 

quantum numbers of the fermions are summarized in Table 2.1 and those of the bosons 

in Table 2.2. 

The strong and electromagnetic interactions conserve parity, whereas the weak 

interaction is maximally parity violating [Lee 56] in that an equal mixture of polar 

and axial currents is involved 

(2.2) 

Under parity inversion P, the polar components transform as 

PVo = Vo (2.3) 

PV = -V (2.4) 

(2.5) 

whereas the axial components transform as 

PAo = -Ao (2.6) 
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Table 2.1: Intrinsic quantum numbers of the three quark and lepton generations. The 
top quark, t, and the tau neutrino, v,,., have been predicted but as yet have not been 
directly observed. 

Quarks 
lst 2nd 3rd 

Quantum Number d u s c b t 

S - Spin 1/2 1/2 1/2 1/2 1/2 1/2 
Q - Electric Charge -1/3 +2/3 -1/3 +2/3 -1/3 +2/3 
B - Baryon Number 1/3 1/3 1/3 1/3 1/3 1/3 
Iz - Isospin z-component -1/2 1/2 0 0 0 0 
S - Strange 0 0 -1 0 0 0 
C - Charm 0 0 0 1 0 0 
B - Bottom 0 0 0 0 -1 0 
T-Top 0 0 0 0 0 1 

Leptons 
lst 2nd 3rd 

Quantum Number e Ve µ Vµ T v,,. 

S - Spin 1/2 1/2 1/2 1/2 1/2 1/2 
Q - Electric Charge -1 0 -1 0 -1 0 
Le - Electron Lepton Number 1 1 0 0 0 0 
Lµ - Muon Lepton Number 0 0 1 1 0 0 
L µ - Tau Lepton Number 0 0 0 0 1 1 

Table 2.2: Intrinsic quantum numbers of the four fundamental force quanta: Electro­
magnetic , Weak, Strong and Gravitational. 

Force E.M. Weak Strong Gravity 
Quanta Photon Intermediate Gluons Graviton 

Vector Bosons 
Quantum Number , zo w+ w- G1 ... Gs g 

S - Spin 1 1 1 1 1 ... 1 2 
Q - Electric Charge 0 0 +1 -1 0 ... 0 0 
REG - Colour Charge 0 0 0 0 RG ... GR 0 
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PA - A 

and thus parity is not conserved 

2.1 Introduction 

(2.7) 

(2.8) 

(2.9) 

In the SM, the left-handed fermions form doublets whose interactions are de­

scribed by the weak isospin group SU(2h whereas the right-handed fermions form 

singlets whose interactions are described by the weak hypercharge group U(l )y· The 

weak isospin operators T and T3 and their eigenvalues are directly analogous to the 

nuclear isopin operators I and / 3 . Weak hypercharge, weak isospin and electric charge 

are related by 

(2.10) 

The intrinsic weak quantum numbers are listed in Table 2.3. 

Table 2.3: Weak isospin and hypercharge quantum numbers of the first fermion gen­
eration. 

I Particle II T I T3 Y 
VeL 1/2 +1/2 -1 
eL 1/2 -1/2 -1 
UL 1/2 +1/2 -1/3 
dL 1/2 -1/2 +1/3 
eR 0 0 -2 
UR 0 0 +4/3 
dR 0 0 -2/3 

The quark mass eigenstates listed in Table 2.1 are not the electroweak eigenstates 

of SU(2)L x U(l)y listed in Table 2.3. These two set of states are related by the 

unitary Cabibbo-Kobayashi-Maskawa (CKM) transformation; a 3 x 3 matrix giving 

the couplings between different quark generations [Koh 73]. With the primed quark 

fields representing the electroweak eigenstates and (Vi3) the CKM matrix is 
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(2.11) 

and may be parameterized in terms of three real angles and one phase. A non-zero 

value of the phase is a possible source of the observed CP violation in the K meson 

system and predicts CP violation in the B meson system. 

As presented, the SM Langrangian does not admit mass terms. Mass terms are 

of the form 

(2.12) 

where t/; represents a intermediate vector boson, quark or charged lepton field. Such 

terms are not local SU(2h x U(l)y gauge invariant. Thus a new idea is required 

to give mass to fundamental fields without violating local gauge invariance. One 

proposal is to introduce a new doublet of complex scalar (spin-0) fields - the Higgs 

field [Hig 66) 

(2.13) 

with the electroweak intrinsic quantum numbers listed in Table 2.4 

Table 2.4: Electroweak intrinsic quantum numbers of the complex scalar Higgs dou-
blet. 

and add the SU(2)L x U(l)y gauge invariant coupling 

(2.14) 

to the SM Lagrangian. The potential V is chosen so as to have a minimum at some 

non-zero radius in the ( <f>+, <f>0 ) space. A typical form is 
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(2.15) 

with a minimum value at the radius 

(2.16) 

The local gauge symmetry is broken by the neutral scalar developing a non-zero 

vacuum expectation value 

(Oit/JIO} = ( v/°J2 ) (2.17) 

with v =~by choosing one of the infinite equivalent ground states or vacua on 

the minima radius. The SM Lagrangian is still local SU(2)L x U(l)y gauge invari­

ant. However, the chosen ground state or vacuum does not possess this invariance. 

This phenomena, known as spontaneous symmetry breaking (SSB), gives mass to the 

intermediate vector bosons, quarks and charged leptons while preserving the local 

gauge invariance of the SM Lagrangian. Consider the electroweak sector, before SSB 

there existed 

• four massless vector gauge bosons with two spin degrees of freedom each 

• four scalar Higgs fields with a single degree of freedom each 

for a total of twelve degrees of freedom. After SSB, one finds 

• three massive vector gauge bosons (W±, Z 0
) with three spin degrees of freedom 

each 

• one massless gauge boson (I) with two degrees of freedom 

• one massive scalar Higgs field ( H0
) with a single degree of freedom. 
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The total number of degrees of freedom is still twelve, but three scalar degrees of 

freedom have become the longitudinal polarization states of the three massive inter­

mediate vector bosons. 

2.1.2 Feynman Diagrams 

The fundamental interactions are most easily visualized (and calculated) using per­

turbative Feynman diagrams [Fey 49]. A prototypical example, the two leading order 

Feynman amplitudes for muon pair production, II ---+ µ+ µ-, are shown in Figure 2.1. 

i( ,k2+ p4) + m 
( k2 + p4)2 - m2 + ic 

i(,k1+P4)+m 
( ki + p4)

2 
- m2 + ic 

Figure 2.1: The leading order Feynman diagrams for muon pair production. 

The transition amplitude for this process (in the momentum-space representation) is 
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(2.18) 

consisting of the following components 

• k1 , eµ = the first incoming free photon 4-momentum and polarization 

• k2 , e 11 =the second incoming free photon 4-momentum and polarization 

• ie/µ = the polar vector muon-photon vertex coupling 

• (k i(ft2)i4l 12 m . =the spin-1/2 fermion propagator for the first amplitude 
2 + p4 - m + ie 

(the Dirac wave equation in the momentum representation) 

• ( k i ( /ci) / 4
} 12 m . = the spin-1 /2 fermion propagator for the second amplitude 

1 + p4 - m + ie 

• u(p3) = the outgoing free muon Dirac spinor 

• v(p4) = the outgoing free antimuon Dirac spinor 

• ie111 = the polar vector antimuon-photon vertex coupling 

• 8(k1 + k2 - p3 - p4) =the 4-momentum conservation 

The differential cross-section du is then given by 

1 IMl2 
• 

du = L --d11ps 
(2s1 + 1 )(2s2 + 1) spin states F 

(2.19) 

where 

• the modulus of M squared is averaged over the initial photon spin states ( s1 = 

s2 = 1) and summed over the final muon and anti muon spin states 

• F = the incident particle flux 

• dLips = the Lorentz invariant phase space: number of final states accessible in 

phase space. 
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In a scattering experiment, measuring the differential cross-section with respect to 

the kinematic variables of interest and the flux gives information about the dynamics 

of the underlying fundamental process represented by IM j2 • 

2.1.3 Quantum Chromodynamics 

Quantum chromodynamics ( QCD) is the local quantum field theory of the strong 

force. The QCD Lagrangian is modelled upon the Lagrangian of quantum electrody­

namics (QED) 

(2.20) 

The covariant derivative iDµ - i8µ - eAµ(x) is defined in order to make the Dirac 

Lagrangian for a free moving particle of mass m invariant under the local U ( 1) A belian 

(commutative) Lie group symmetry transformation. 

Quantum chromodynamics was developed by extending the principle of local 

gauge invariance to the non-Abelian (noncommutative) group SU(3) [Gro 73, Wei 73, 

Fri 73]. A group element g of SU(3) may be written as 

g = exp (-iAafr) , a= 1, ... , 8 (2.21) 

where the oas are the continuos real parameters for labelling the group elements and 

the Aas are the generators of this Lie group. For infinitesimal ea the set of Aa form 

an algebra 

(2.22) 

where the rbc, a, b, c = 1, ... , 8 are the structure constants. For SU(N), the quark 

fermion field with mass m has N components in the fundamental representation, 
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1/Ji(x), i = 1, ... , N. Thus, for SU(3), the quark field has three components with the 

transformation property 

The QCD Lagrangian is 

with the covariant derivative 

or, in component form, 

(2.23) 

(2.24) 

(2.26) 

(2.27) 

where A.'f; is the representation of A. a in the fundamental representation. The covariant 

derivative has been constructed so as to now be invariant under the local SU(3) 

symmetry transformation 

SU(3) 
i D µ 1f; ( x) -+ exp [ iq >Nia ( x )][ i D µ 1f; ( x)] = i ( D µ )' 1/; ( x) 

A" A~(x) ~
3

> U[A" A~(x) - ~U-18µU]U-1 = A" A~(x) 

1/l(x)('yµDµ - m)1f;(x) 

C'(x) 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

(2.32) 
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In analogy to QED, the gauge invariance of the Dirac Lagrangian under the local 

SU(3) symmetry transformation requires the introduction of 8 new gauge fields A~(x). 

These fields are identified with the physical chromatic vector potential. The free 

Lagrangian of A~ is 

£(x) =-~Ga aaµv 4 µv (2.33) 

where 

(2.34) 

is the chromatic field tensor and is also invariant under the local SU(3) transformation. 

This tensor may be generated from the commutator of covariant derivatives 

(2.35) 

The last term in the chromatic field strength tensor G~v is a consequence of the non­

A belian nature of the SU(3) gauge group. Such a term has no analogue in QED. If 

the Lagrangian is rewritten in the symbolic form 

£ = qq + a2 + gqqG + gG3 + g2G4, (2.36) 

then the first three terms have QED analogues and describe the free propagation of 

quarks and gluons and the quark-gluon interaction, respectively. The last two terms 

represent the gluon-gluon three and four vertex interactions in QCD, respectively. 

Asymptotic freedom, the charge anti-screening property of QCD [Gro 73, Pol 73] 

in contradistinction to the charge screening of QCD, is a consequence of the colour 

charged gluon-gluon interactions. To first order, the strong force coupling constant 

runs as 
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2 l27r 
as(Q ) = (33 - 2n1) ln(Q2 /A) 

(2.37) 

where A ~ 200 Me V and n 1 is the number of quark flavours. At sufficiently short 

distances or equivalently at large Q2 s, as in asymptotically free deep inelastic scat­

tering, as is small enough that perturbative QCD calculations are valid. The quanta 

of A~ - the gluons- must be massless as a mass term 

(2.38) 

would violate the requirement of local SU(3) invariance. 

The Feynman rules for QCD may be derived via either path-integral or canonical 

quantization. 

2.2 Theory of J /'¢ Photoproduction 

2.2.1 Introduction 

The photoproduction of J / 'ljJ vector mesons on a nuclear target consists of three dis­

tinct processes: inelastic, coherent elastic and incoherent elastic. The kinematics of 

such events are described by the incident photon energy, E'Y, the transverse momen­

tum squared, p}, of the J/,,P relative to the photon beam and the inelasticity, z, a 

Lorentz invariant given by 

z = _P,p_· P_N_ 
P--y • PN 

(2.39) 

where p--y, PN and p,µ denote the incident photon, target nucleon and J /,,P 4-momenta, 

respectively. The symbol· denotes the Lorentz 4-product. In the lab frame z corre­

sponds to the fraction of the photon beam energy transferred to the J / 'ljJ 
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E'l/J 
z=-

E'Y 
(2.40) 

Refer to Appendix A for a complete discussion of the kinematics of J/tf; photopro­

duction. Elastic events are those in which most of the photon energy is transferred to 

the the J /t/J corresponding to a very high elasticity, z > 0.99. Such events are char­

acterized by low p} and for scattering from a nuclear target occur via two distinct 

processes: coherent scattering from the nucleus as a whole ((p}) ,-v 0.07 GeV2 /c2
) 

or incoherent scattering from a nucleon within the nucleus ((p}) ,-v 0.6 GeV2/c2
). 

For z < 0.99, the production is inelastic. Deep inelastic production occurs for 

m'l/J/ E'Y < z < 0.90, well away from z ---+ 1 and is characterized by significantly 

higher p}, ((p}) ,-v 1.2 GeV2/c2 ). Perturbative QCD is valid for deep inelastic pro­

duction and the the colour-singlet photon-gluon-fusion (PGF) model [Ber 81] is used 

to describe the QCD process /91---+ (J/tf;)g2. 

A QCD description of elastic production does not as yet exist and we use the 

phenomenological vector-meson-dominance (VMD) model [Bau 78, Hol 85] with the 

Glauber model [Gla 70] of elastic hadron scattering from a nuclear target. The VMD 

model is based on the observation that the photon and the J / t/J vector meson have 

the same quantum numbers, 

JPC = 1-- (2.41) 

There is an appreciable probability for a real photon to :fluctuate into a virtual J /tf;. 

By scattering from the target, the virtual J /'l/J becomes real via the 4-momentum 

transferred. To describe the elastic J / 'l/J-nucleus and J / 'l/J-nucleon scattering we use 

the Glauber model of hadron elastic scattering from A > 1 nuclei. This model is an 

extension of optical diffraction theory. When the J / t/J scatters from the whole nucleus, 

it is not possible in principle to know which of the A nucleons was struck. The ampli­

tudes for scattering by all the nucleons must be added coherently to form the nuclear 

scattering amplitude. The incoherent elastic du/ dp} is obtained by subtracting the 



42 2.2 Theory of J /,,P Photoproduction 

coherent elastic du/ dp} from the summed differential cross sections corresponding to 

scattering from all possible nuclear final states (neglecting excitations from the small 

4-momentum transfer). 

Inelastic photoproduction occurs at the parton scale via the quantum chromo­

dynamic (QCD) process of photon-gluon fusion (PGF). In analogy to e+e- pair 

production, there is an appreciable probability for a real photon to fluctuate into a 

virtual quark-antiquark pair, (qq). Unlike the charged leptons, the quarks interact 

via the strong force through gluon exchange. Inelastic photoproduction occurs when 

a gluon from the target nucleon transfers sufficient 4-momenta to convert the virtual 

charm-anticharm pair into a real cc pair. The gluon carries a fraction, m~/s ~ x ~ 1, 

of the target nucleon 4-momentum. For E'Y rv 145 Ge V, the strong coupling constant 

as is about 0.2. Thus the leading leading order photon-gluon diagram ( aa~) domi­

nates over the leading order photon-photon diagram ( a 2 ). Unlike the electrically neu­

tral photons mediating quantum-electrodynamics (QED) gluons carry colour-charge. 

The c and c quarks have an overall non-zero colour charge as do the fragments of the 

target nucleon. In nature, only particles with zero colour charge have been observed. 

Thus cc pair must shed its colour to the target fragments and combine each other 

or with quarks from the vacuum to form colour-singlet (zero colour charge) hadrons. 

This process is called hadronization or fragmentation. 

2.2.2 Deep Inelastic Jf'l/; Photoproduction and the Photon­
Gluon-Fusion Model 

Deep inelastic J /,,P photoproduction has been predicted, by Berger and Jones [Ber 81], 

to occur via the QCD process of photon-gluon fusion (PGF), 191 ~ J /,,P92 , where 91 

and 92 are the incident and radiated gluons, respectively. The next-to-leading order 

(NLO) Feynman diagrams for this process are shown in Figure 2.3. All six diagrams 

are required in order to satisfy gauge invariance. Colour is explicitly conserved. The 

total amplitude is 
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M = AFceqg2 ( M';{Ja + M~{Ja + M~{Ja + M~{Ja + M~{Ja + M~{Ja) Eµ('y)Eµ(g1)Ea(92) 

(2.42) 

As the amplitudes occur in pairs, with M 1 = M 6 , M 2 = M 5 and M 3 = M 4 , the 

total amplitude reduces to 

(2.43) 

where 

• Mi=I, ... ,6 = the six photon-gluon-fusion amplitudes shown in Figure 2.2. 

• A = the coupling strength of the J / 1/J to the cc pair obtained from the value of 

the orbital S-wave function in momentum space. 

• Fe = 8ab/2VJ is the colour factor, where a is the colour index for the initial 

gluon, g1 and bis the colour index for the final gluon, g2 • Thus colour is explicitly 

conserved and all six amplitudes are proportional to the same colour factor. 

• eq = the electric charge proportional to the coupling strength, a, at the QED 

vertex. 

• g = the colour charge proportional to the coupling strength, as, at each QC D 

vertex. 

• fv(V = 1,gi,g2) =the spin states of the V vector boson. 

The explicit expression for M 1 , shown in Figure 2.2, is 

(2.44) 

where 
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• p = P'l/J/2. 

• s = (P-r + Pu1)
2 

= (P'l/J + Pu2)2 · 

• i = (P-r - P1/1) 2 = (Pu2 - Pu1) 2
• 

• fv( t/;) = the spin states of the J /t/; vector boson. 

In this calculation the cc binding energy is ignored to leading order and the J / 1/; 

is treated as an S-wave system with each spin-1 /2 constituent carrying one-half the 

mass, m~ff. = m'l/J/2 = me and one half the 4-momenta, Pc = Pc = P'l/J/2, of the 

Jf 'lj;. The three helicity states of the JP= 1- charm-anticharm fermion pair are thus 

represented using the spinors 

v(i)u(i) = _1 J(i) P'l/J + m"" 
J2 2 

(2.45) 

v(l)u(!) - _1 J(!) p"" + m"" 
J2 2 

(2.46) 

~ [v(j)ii(!) + v(!)u(i)] = _1 j(O) P'l/J + m'l/J 
J2 2 

(2.47) 

The coupling strength of the J /1/; to the cc pair is given in terms of an overall constant, 

A, related to the value of the orbital wave function at the origin in momentum space. 

The constant A may be determined from the the electronic width of the J /t/; 

(2.48) 

where it has been assumed that the coupling of the virtual ( Q2 > 0) photon to the 

real cc pair in a electronic J /1/; decay is the same as the coupling of the real ( Q2 = 0) 

photon to the virtual cc pair in J / t/; photoproduction. The measured electronic width 

is 4.72 ± 0.35 keV (assuming rte= rtµ) [PDG 90]. 

Summing over the spin states of a massless vector boson gives 

(2.49) 
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P1/J/2 

Figure 2.2: The six next-to-leading order ( m:~~) Feynman diagrams of the photon­
gluon-fusion model for the subprocess /91 --+ J /t/Jg2. All six diagrams are required 
to satisfy gauge invariance. Note that colour is explicitly conserved. 
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where V = one of I, 91 or 92 in Figure 2.2, whereas summing over the spin states of 

the massive J /'l/; vector meson gives 

Efµ('l/;)Ev('l/J) = -9µv + (P1fl)µr1fl)v 
m1/J 

(2.50) 

Thus summing the amplitudes, averaging over the spins of the incident photon and 

initial gluon and summing over the spins of the J /'l/; and radiated gluon yields the 

Eda/ d3p cross section. In analogy to the spin, the colour degrees of freedom of the 

initial gluon are averaged over and those of the radiated gluon are also summed over. 

In terms of the traditional Lorentz invariant J / 'l/; photoproduction variables, z and 

p}, Eda/ <Fp = zda /7rdzdp} where 

da xG(x)z(l - z)m~B 2 
dzdp} = [m~(l - z) + p}]2 f(z,pr) (2.51) 

with 

• h = c = 1 

2 _ 1 (1 - z)4 z4p} 
• J(z,pr) - (m! + p})2 + [p} + m!(l - z)2]2 + (m! + p})2[p} + m!(l - z)2]2 

• B _ 87ra;r:e 
- 3am1/J 

Finiteness for da / dzdp} is satisfied by the total energy constraint which requires 

that p} --+ 0 as z --+ 1. The J / 'l/; momentum is constrained to the interval 

0::; p} ::::; z(l - z)xs - m!(l - z) 

Counting rules and momentum constraints, [Far 74] and [Gun 74], suggest 

xG(x) 3(1 - xrg 

(2.52) 

(2.53) 

(2.54) 
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(2.55) 

For (p} +m1psi2 )/(zE"Y) <t: 1, the gluon momentum fraction is well approximated 

by 

xi"¥----±+ PT 1 [m2 
2 ] 

- s z z(l - z) (2.56) 

The strong coupling constant, as, is given by 

( 2) 127r 
as µ = (33 - 2n1 )ln(µ2 / ,.\2) 

(2.57) 

to leading order, where n1 is the number of quark flavours with mass less than the 

energy scale µ and ,.\ f".J 200 Me V [PDG 90]. The only scale in the deep inelastic 

colour singlet PGF process shown in Figure 2.2 is .S. Thus s was taken to be the 

argument of the strong coupling constant, a.s, giving 

µ2 - .s 

(2.58) 

first in terms of Lorentz invariant quantities and then in the lab frame. A scaling 

distribution was assumed for xG( x) at least in part because the accessible range of 

µ 2 is narrow, as shown in the Monte Carlo generated Figure 2.6, where the invariant 

mass of the produced J /t/J plus,radiated gluon peaks sharply near threshold. The (s2). 

was estimated, from the Monte Carlo, to be 22 Ge V2 with a ±u range of [16, 26] Ge V2
• 

Thus, for deep inelastic J / t/J photoproduction~ with n J = 4, 

as(µ 2 = 22Ge V2
) ~ 0.24 (2.59) 
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Figure 2.3: The z and p} dependence of the J / 1/J cross section in the photon-gluon­
fusion model for E..., = 145 Ge V and n9 = 5. The model is applicable over the 
kinematic region bounded by z < 0.90. 
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Figure 2.4: The incident photon energy dependence of the J / 1/; cross section in the 
photon gluon fusion model for the three values of n9 = 5 ( · · ·), 7 (--) and 9 ( - · - ) . 

4 

2 

100 120 140 160 180 200 
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Figure 2.5: The above J / 1/; cross section photon energy dependence curves all nor­
malized to the n9 = 7 cross section to show only the change in the slope du/ dE'Y due 
to the variation in n9 • 
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a 5 (µ 2 = 22Ge V2
) ~ 0.24 (2.59) 

As as varies logarithmically, it was taken to be a constant over the small accessible 

range of µ2 • 
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Figure 2.6: The Monte Carlo generated s distribution. 

It is important to determine the region of phase space over which this model is 

valid. In deep inelastic lepton-nucleon scattering processes, for example, 

eN ~ eX 

vN ~ µX 

(2.60) 

(2.61) 

the parton model is restricted to the region of phase space where the invariant mass 
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of the target nucleon fragments, mi = W 2
, is greater than WJ = 4 GeV2

• For the 

/ N --+ J /,,PX process 

and 

mi - [(1- x)pN + 92] 

[(1 : x) gl + g2] 

(1 - x) t 
x 

i = (1 - z)s = (1 - z)xs. 

At large s, using Equations 2.62 and 2.63, the restriction mi > W5 gives 

and z is bounded away from 1 as pf --+ 0. 

(2.62) 

(2.63) 

(2.64) 

In lepton-nucleon deep inelastic scattering, the constituent parton densities are 

measured at a momentum scale set by the 4-momentum, Q2
, of the virtual /, Z or W. 

The parton model is conventionally restricted to the region of phase space where the 

Q2 of the virtual vector boson is greater than Q~ = 1 GeV2
• The quantity analogous 

to Q2 in deep inelastic /91--+ J/1/Jg2 scattering is !ti. 

Again, for large s, using Equations 2.56 and 2.63, the restriction ltl > Q~ gives 

( 
Q~ + p}) 

1 - z > Q2 2 • 
o+m1/J 

(2.65) 

Thus the J / 'ljJ colour-singlet photon-gluon-fusion model is applicable to the region 

of phase space within z < 0.9 (see Figure 2.3). 
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2.2.3 Elastic J /'¢ Photoproduction from a Nuclear Target 

As elastic J /'lj; production is outside the region of phase space where PGF perturba­

tion theory is valid, a QCD description does not as yet exist. The phenomenologi­

cal vector-meson-dominance (VMD) model [Bau 78, Hol 85] along with the Glauber 

model of elastic hadron scattering [Gla 69] is used. The VMD model, shown in Fig­

ure 2.7, is based on the observation that the photon and the J/'lj; vector meson have 

the same quantum numbers, 

(2.66) 

Thus, there is an appreciable probability for a real photon to fluctuate into a virtual 

J / 1/;*. The virtual J / 1/;* scatters from the target nucleus, Be, or nucleon, N, via the 

exchange of a Pomeron. The Pomeron is postulated to have the quantum numbers of 

the vacuum 

JP = o+, I = 0, B = 0. (2.67) 

The 4-momentum transferred via the Pomeron puts the J /1/;* on the mass shell, 

creating a real J /'lj;. 

To describe the coherent Jf'lj;*Be--+ J/'lj;Be and incoherent J/'lj;*N--+ J/'lj;N,N* 

elastic and quasi-elastic scattering the Glauber model of hadron elastic scattering 

from A > 1 nuclei is used. This model is an extension of optical diffraction theory. 

Normalizing the nuclear density function p( x) to satisfy J p( x) dx = 1, the nuclear 

form factor is then the Fourier transform of p( x). 

(2.68) 

If the amplitude for scattering from a single nucleon is f(t) then, in the single 

scattering approximation, the intensity scattered coherently by the nucleus is 
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Figure 2.7: The Vector Meson Dominance amplitude for elastic J/,,P scattering. The 
scalar propagator is the Pomeron, having the quantum number of the vacuum, JP= 
o+, I = 0, B = 0. 

( :~) coh. el. OC (<To )coh. el. A 
2 
I/ ( t) 1

2 
IF( t) 1

2 (2.69) 

where u0 is the coherent elastic cross section per nucleon. The nuclear amplitude 

F(t) is responsible for the rapid decrease of the coherent elastic distribution with t 

and for the diffractive shape. When the J /,,P scatters from the nucleus as a whole 

it is not possible in principle to know which of the A nucleons was struck. The 

amplitudes for scattering by all the nucleons must be added coherently to form the 

nuclear scattering amplitude. That the entire volume of the nucleus contributes 

coherently to the scattering results in a forward peak in the angular distribution of 

the scattering. The coherent intensity is collimated within a narrow cone whose angle 

is of the order of the ratio of the incident particle wavelength to the nuclear radius. 
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The elastic collision between a hadron and nucleus produces a large number of 

final states, both bound and unbound, for the nuclear system. The momentum trans­

ferred to the nucleus in the collision is small relative to the incident J / 1f; energy. To 

good accuracy the energies transferred may be ignored and the closure approxima­

tion may be invoked to sum the differential elastic cross sections corresponding to all 

possible nuclear final states. The incoherent elastic differential cross section is ob­

tained by subtracting the coherent elastic cross section from the summed scattering. 

Continuing with the single scattering approximation and assuming that the nucleons 

are not significantly position correlated within the nucleus, the intensity scattered 

incoherently by a nucleon is 

( :~) incoh. el. ex (<To)incoh. el. A IJ(t)l
2
[l - IF(t)IJ (2. 70) 

where o-0 is the incoherent elastic cross section per nucleon. In incoherent scattering, 

the final nuclear state is orthogonal to the initial nuclear ground state. It is not 

possible for a collision in the limit of tmin to induce such a transition; the scattering 

matrix element vanishes due to the orthogonality of the initial and final states. The 

incoherent scattering near the forward direction is correspondingly small and vanishes 

in the single scattering approximation at the limit t ~ tmin· 

A large body of hadron - nucleon elastic scattering data is well parametrized by 

the nucleon form factor 

lf(t)l2 = ebt (2.71) 

in the small t region [Per 7 4]. Such a fit is usually good for t :::; 0.5 Ge V 2 / c2 • 

The beryllium nucleus has the proton configuration (ls)2 (1p)2 • From nuclear 

scattering of electrons it has been shown that for nuclei of the first p-shell a nuclear 

form factor 



2.2 Theory of J /,,P Photoproduction 55 

(2. 72) 

with a= (Z - 2)/3, derived from the independent-particle nuclear shell model with 

an infinite harmonic well, reproduces the experimental electron scattering data re­

markably well [Hof 63]. For beryllium, with Z = 4 and a = 2/3, the above nuclear 

form factor is 

( a2 ) (a2t) IF(t)I = 1 - 1 ~t exp -} (2. 73) 

If cylindrical symmetry about the beam axis is assumed, then the differential cross 

section is independent of </> and the t dependence of the cross section is related to the 

solid angle dependence by 

da 
dt 

7r da 

1p:;11~1 an 
7r du 

~ --
E~dn 

(2.74) 

In the elastic limit z ~ Zmax for real photoproduction the 4-momentum transfer is 

well approximated by 

t ~ -p} (2.75) 

The dependence of the coherent elastic cross section on p} for scattering from a 

beryllium nucleus is 

(:~) ex (ao)coh. el. A2 ;~exp (-bp}) (i + ;~p}) 
2 

exp (-a5;}) 
PT coh. el. , 

~ (a0 A2
) E1!"

2 
exp (-ap}) 

coh. el. 
'Y 

(2. 76) 
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and the incoherent elastic p} differential cross section for scattering from a constituent 

nucleon in the beryllium nucleus is 

( 
du ) d2 oc 
PT incoh. el. 

(uo)incoh. el. A;~ exp (-bp}) [ 1 - ( 1 + ;~p}) exp (-a~:})] 

The 4-momentum conservation equations for elastic scattering are 

P'"Y + PBe - p,,µ + P~e coherent elastic 

p'"Y + PN - p,,µ + p~ incoherent elastic 

p'"Y + PN - p,,µ + p~. incoherent quasi-elastic 

(2. 77) 

(2. 78) 

(2. 79) 

(2.80) 

Energy and momentum conservation constrains z and p}. Thus, for a fixed E'"Y, there 

is only one independent variable, z or p}. This constraint is is well approximated (to 

second order) by 

2 1 2 2 4 z rv 1- PT 8 E3(Pr + m,,µ) (2.81) 
2m(N,Be)E'Y ffi(N,Be) 'Y 

m4 
Zmax rv 1- "" < 1 (2.82) 

8m(N,Be)E~ 

For (E-y) = 145 GeV and (p})coh.el. rv 0.07 GeV2/c2
, 

(z)coh.el. > 0.99 (2.83) 

and for (p} )incoh.el. rv 0.6 Ge V2 I c2
' 

(z)incoh.el. > 0.99 (2.84) 
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Thus, elastic J 11/J photoproduction is well separated in z from deep inelastic J 11/J 

photoproduction. 

2.3 Fragmentation 

In the photon-gluon centre-of-mass frame the charm and anticharm quarks have op­

posite momenta. One can picture the strong field between the cc pair semi-classically 

as compressed into a colour flux tube or string due to the three gluon coupling. The 

potential energy of the c string c system is modelled by 

4a2 

V(r) = --2 +Kr 
3 r 

(2.85) 

where the string energy density, K, has been determined to be about 0.2 GeV /fm by 

fitting to the experimental charmonium and bottomonium spectroscopy data. Thus 

the first term in Equation 2.85 is the QCD analogue to the electrostatic QED po­

tential while the second linear term parametrizes the empirical observation of parton 

confinement within colour neutral hadrons. 

For open-charm production, the cc pair moves apart increasing the potential en­

ergy of the system by stretching the string until there is enough energy available 

to create one or more new qq pairs ( uu, dd or ss) from the vacuum. The c quark 

combines with such an antiquark ii, d or s to produce a D meson and the c quark 

combines with a u or d to form a tJ meson, with the remaining qq pairs typically 

combining to form pions and kaons. This process is referred to as fragmentation or 

hadronization. The one or more soft (low momentum) gluons radiated by the cc sys­

tem are reabsorbed by the target fragments to make the entire system colour neutral. 

The scaling function f ( z )dz represents the probability to find a hadron containing 

the original quark q0 carrying a fraction between z and z +dz of W = (E + Pll)quark' 

Thus 
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z = ( E + Pll )hadron 
- (E + Pll)quark 

(2.86) 

where II is defined by the initial direction of motion of q0 • 

A string fragmentation model has been developed by the LUND group [And 83, 

Sjo 84] and has been implemented as a Monte Carlo package [Sjo 85] where an ini­

tial qoiJ.o pair is fragmented iteratively according to the left-right symmetric scaling 

function 

1 a ( bml.) f(z) = N;(l - z) exp --z- (2.87) 

m 1_ = m~ + p} is the transverse mass and the a and b parameters are determined 

from experiment. The origin of the exponential component is the probability for 

the vacuum qq pair to tunnel outside the linear colour flux tube with a given p}. 

Thus fragmentation induces a smearing of the initial charm quark 4-momenta in 

open-charm production. 

The string fragmentation model has several conceptual advantages over the inde­

pendent fragmentation (IF) model [Fie 78]. In the IF model the two initial quarks, 

q0q0 , do not interact via any QCD based mechanism, such as a string, and thus frag­

ment independently of one another. Thus in the IF model, unlike the string model, 

4-momentum is not naturally conserved. 

With respect to fragmentation, deep inelastic J 11/J production is qualitatively dif­

ferent from open-charm production. The c and c quarks form a colour-singlet bound 

state instead of binding with the q and q from the vacuum. Thus, unlike open-charm 

production, the initial JI 1f; 4-momentum is not smeared via fragmentation. To form 

the bound cc state in J 11/J production one of the charm or anticharm quarks must 

radiate a sufficiently hard (large momentum) gluon such that the probability of the 

overlap of the charm and anticharm wavefunctions is appreciable for bound state 

formation (see Figure 2.2). The radiated gluon recombines with the nucleon target 

partons and this system fragments into a hadron shower denoted by X. Thus colour 
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is conserved and the overall final state, J / 'ljJ X, is colour neutral as was the overall 

initial state, 1N. 

In the LUND string model a gluon is treated as a kink, or a transverse excitation, 

of the colour force field tube between a quark and an antiquark. A one-dimensional 

linear force field can be generalized, in a relativistic manner, to three dimensions by 

the dynamics of the massless relativistic string [Art 83]. On such a string it is possible 

for a pointlike part (away from the endpoints) to carry energy and momentum. Such 

a localization, a kink, moves with the velocity of light and is pulled back by the string 

with a force which is twice as strong as the one acting on a endpoint quark. The kink 

thus acts much like a gluon. 



Chapter 3 

The Tagged Photon Experiment 
E691 

3.1 Overview 

Experiment E691 was performed during 1985 at the Tagged Photon Spectrometer 

of the Fermi National Accelerator Laboratory (Batavia, Illinois). A diagram of the 

experiment is shown in Figure 3.1 A photon beam, with a bremsstrahlung energy spec­

trum from 80 GeV to 250 GeV, was directed at the beryllium target. Immediately 

downstream of the target was the high resolution silicon microstrip detector (SMD) 

consisting of 9 50 µm pitch silicon microstrip planes. The SMD enabled the recon­

struction algorithm to separate the primary interaction vertex from the downstream 

open-charm decay vertex on an event-by-event basis. This reduced the combinatoric 

background in the open-charm reconstruction by a factor of about 300 to 500. Follow­

ing the SMD was a fully instrumented downstream spectrometer consisting of 35 drift 

chamber planes, 2 momentum analyzing magnets, 2 threshold Cherenkov counters, 

electromagnetic and hadronic calorimeters followed by a hadron absorbing steel wall 

and a back wall of segmented scintillation counters to detect muons, the back muon 

wall. A summary of the Tagged Photon Spectrometer is contained in this chapter 

while a detailed description may be found in Appendix E and references therein. 



3.1 Overview 61 

It is important for the study of the production dynamics to have an unbiased 

trigger. Yet, it is also necessary to reduce the high rate of non-charm events. For 

the J /,,P production, a dimuon trigger was chosen utilizing the segmentation of the 

threshold Cherenkov counters and back muon wall to provide a fast signal for the 

presence of aµµ pair in an event. For the open-charm production, a global transverse 

energy trigger Er was chosen utilizing the segmentation of the electromagnetic and 

hadronic calorimeters to provide a fast measure of the transverse energy for hadronic 

events. During the run about 100 million photoproduced events were recorded of 

which about 2.5 million fired the dimuon trigger. 
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3.2 The Tagged Photon Beam, the Target and 
the B Counter 

The FNAL TEVATRON accelerator, shown in Figure 3.2 provides a high energy 800 

GeV proton beam to numerous beamlines for fixed target physics. In the PROTON 

area, the proton beam is split vertically into three beams which are then bent ver­

tically into the PWest, PCentre and PEast beam lines. The Tagged Photon Lab is 

located on the PE beamline. This beamline receives typically 2 x 1012 protons per 

spill. 

The PE primary beam is used to produce a secondary electron beam of known 

energy. The 800 Ge V proton beam is directed onto a 30 cm long beryllium primary 

target to produce both charged and neutral secondary particles. Only the neutrals 

exit from the target box, the charged secondaries are swept out by a magnet to 

a beam dump. The neutral secondary beam (consisting primarily of neutrons, K£ 
and photons from 7ro decays) strikes a 0. 75 radiation length lead converter 12 metres 

downstream. Approximately 40% of the photons produce e-e+ pairs in the converter, 

while only 1.5% of the neutrons and kaons produce hadrons, mainly pions. The 

secondary beam then enters the electron transport system, a two-stage beam line. 

Each line consists of of a set of quadrupole magnets to focus the charged beam , a 

set of dipole magnets to bend the beam and vertical and horizontal collimators to 

select a momentum interval. In the first stage, the undeflected neutral hadrons and 

photons pass into a beam dump. The beamline can then be tuned to transport an 

electron beam with momentum from 10 GeV to 300 GeV. The momentum bite of the 

beam is about 3.4 %. The momentum selection reduces the electron beam hadronic 

contamination, consisting predominantly of 'Tr-, to less than 2%. During the E691 

run, the beam was tuned to 250 GeV. The 250 GeV electron yield per 800 GeV proton 

was measured to be about e/p = 2.6x10-5
• During optimum accelerator performance 

about 5% of the buckets contained electrons. This gave 5 x 107 electrons per spill. 

About 1/2% of the buckets contained 2 or more electrons. 
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Figure 3.2: The FNAL accelerator. The acceleration is accomplished in five stages. 
Protons are accelerated to 750 keV in the Cockcroft-Walton, to 200 MeV in the 
LINAC and to 8 GeV in the Booster (synchrotron) Ring before injection into the 
Main (synchrotron) Ring (MR). The MR operates as a 150 GeV injector for the 800 
GeV superconducting magnet TEVATRON synchrotron. 

The momentum selected electron beam was used to produce a photon beam with a 

bremsstrahlung energy spectrum. The electrons strike a 0.2 radiation length tungsten 

radiator. On average, every electron produces 0.183 photons with an energy above 

80 Ge V. The integrated luminosity for the run was 1.5 x 1012 photons. In the thin 

radiator approximation, the photon spectrum is given by 

dk [4 4 ( k ) ( k ) 2 ] N(k)dkdx = - - - - - + -
k 3 3 Ee Ee 

(3.1) 

where N(k) is the number of photons within the energy interval k + dk, dx is the 
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radiator thickness in radiation lengths and Ee is the incident electron beam energy. 

The radiator thickness was determined by the need to maximize the photon flux 

while keeping pair production and multiple bremsstrahlung down to an acceptably 

low level. A Monte Carlo was written to do a QED simulation of the electron beam 

bremsstrahlung. This simulation took into account the finite radiator thickness, Z 

dependence and inclination (with respect to the electron beam), multiple electron 

bremsstrahlung and pair production. The photon energy spectrum from 80 Ge V to 

250 GeV is shown in Figure 3.3. 
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Figure 3.3: The photon energy spectrum from the bremsstrahlung of a 250 GeV 
electron beam on a 0.2 radiation length radiator. 

After the radiator, the electron-photon beam passes through a set of dipole mag­

nets which horizontally bend the electrons, leaving a photon beam which enters the 

Tagged Photon Lab. Electrons that radiate are bent into the tagging system and the 

rest go into a beam dump. 

A schematic of the tagging system is shown in Figure 3.4. The tagging system 
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was used to measure the electron energy E~ after bremsstrahlung and thereby tag the 

photon energy E"Y tag 

E"Y tag = Ee - E~ (3.2) 

The tagging system consisted of 8 lead-lucite (LI through L8) and 5 lead-glass 

(L9 through LI3) shower counters. 

The electron momentum acceptances of the shower counters are listed in Table 3. I. 

Table 3. I: The electron momentum acceptance of the tagging system shower counters. 

Shower Counter p~ Momentum Acceptance 
(GeV) 

LI I8I - I56 
L2 I56 - I29 
L3 I29 - 109 
L4 109 - 95 
L5 95 - 83 
L6 83 - 75 
L7 75 - 70 
L8 70 - 64 
L9 64 - 57 

LIO 57 - 52 
Lll 52 - 47 
LI3 42 - 3I 

The tagging system smearing was parametrized using elastic p production. In 

(3.3) 

the photon converts into the p with negligible energy transfer to the beryllium nu­

cleus. The tagging system resolution as a function of photon beam energy is listed in 

Table 3.2. 

The relative photon flux as measured by the tagging system and corrected for 

smearing is shown in Figure 3.5. 
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Figure 3.4: The E691 beamline and tagging system. 
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Table 3.2: The elastic p parametrization of the tagging system resolution. 

E,.., < E'Y tag - E p > u(E,.., tag - Ep) (]' / E,.., tag 

(GeV) (GeV) (GeV) (%) 
100 - 110 8.39 32.2 30.7 
110 - 120 6.03 30.1 26.2 
120 - 130 3.13 27.4 21.9 
130 - 140 1.13 25.8 19.1 
140 - 150 -3.09 23.9 16.5 
150 - 160 -3.89 23.0 14.8 
160 -170 -5.67 21.5 13.0 
170 - 180 -8.90 20.l 11.5 
180 - 190 -10.7 18.6 10.1 
190 - 200 -13.2 17.9 9.2 

A compact target was required in order to utilize the open-charm decay ver­

tex resolving capability of the SMD. The target also had to maximize the ratio of 

hadronic interactions (including charm events) with respect to e+ C pair production 

background. The beryllium target optimized these dialectic requirements. It had 

a 1.905 x 1.905 cm2 cross-section (large enough to contain the beam spot) and was 

5.08 cm long. This length corresponded to 0.142 radiation lengths and 0.123 nuclear 

interaction lengths. 

The target was immediately followed by an interaction counter called the B 

counter, a required component of all the physics triggers. The B counter was a 

2.54 cm wide, 2.54 cm high and 0.159 cm thick strip of plastic scintillator. The dis­

criminator threshold of the B counter was set between the one charged track and two 

charged track signal levels. The threshold was set below the two charged track signal 

level so as to accept muon pairs from J /,,P decays. The B counter was a component 

of both the dimuon and Er triggers. , 
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Figure 3.5: The smearing corrected flux distribution of photons accepted by the 
tagging system. 

3.3 Vertex Identification in the Primary Interac­
tion Region 

For a 145 Ge V photon beam, the energy of a forward D meson is typically greater than 

50 GeV giving a mean decay path ;er in the lab of several millimetres. Therefore a 

vertex detector with a two-vertex resolution of several hundred microns was required. 

The E691 silicon microstrip detector (SMD) met this criteria, revolutionizing fixed­

target open-charm physics [Raa 88]. 

The CT values of the J/tf;, D0
, n+ and nt are (2.91x10-9 ) microns, 126 microns, 

318 microns and 133 microns. Thus, unlike the open-charm production, the J /1/J 
vertex obviously cannot be separated from the primary production vertex. Primary 

interaction region vertexing, which was essential for the extraction of the open-charm 
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signal by resolving between the (primary) production vertex and the charm decay 

(secondary) vertex, was of no use in obtaining the J / 1/J signal. With respect to the 

J / 1/J analysis, the SMD was useful only by providing additional space points for the 

track reconstruction. The background in the µ+ µ- channel was quite small in the 

large invariant J / 1/J mass region enabling the signal to be obtained by a series of 

simple cuts. 

3.4 Charged Track Momentum Measurement 

Two large aperture copper coil magnets were used to bend the charged particle paths 

in order to measure their momenta. These analyzing magnets, Ml and M2, gave a 

charged particle a PT kick of 0.29 Ge V / c and 0.32 Ge V / c, respectively. The magnetic 

fields were in the -y direction and bent positive charged particles in the +x direction 

(towards the right side of the spectrometer looking downstream). 

The charged particle tracking and momentum analysis was performed using the 

SMD and the four drift chamber (DC) stations (Dl, D2, D3 and D4) consisting of 35 

planes. These planes were grouped into assemblies, an assembly being a set of planes 

which completely determines the (x, y, z) co-ordinates of a single point on a charged 

particle trajectory. The time information could not differentiate as to whether the 

charge cloud drifted to a sense wire from the right-hand or left-hand side. To resolve 

this left-right ambiguity, two planes U and V tilted =t=20.5° with respect to the vertical 

(looking downstream) were used. These three planes formed a D2, D3 or D4 UXV 

triplet assembly. In Dl an additional X' plane, identical to the X plane but offset by 

half a cell, was added to help resolve the right-left ambiguities in the highest track 

density region. These four planes formed a XX'UV quadruplet assembly. 

The momentum resolution for a particle trajectory bent by a magnetic field is 

fl.p ~() 

p () 
(3.4) 
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with 

e PT -
p 

(3.5) 

~() 
~x 

-
l 

(3.6) 

~x is the uncertainty in the displacement of the trajectory along the horizontal and l is 

the length over which the measurement is made, the lever arm. As more chambers are 

used or the length of the lever arm is increased ~x decreases. For the approximation 

of N equally spaced chambers each with a position resolution 8x 

u( 0) = 8x {12 
l VN (3.7) 

For two sets of chambers, one upstream and one downstream of the the analyzing 

magnet, the total angular resolution is 

(3.8) 

giving a momentum resolution 

(3.9) 

The PT kick is given by q J B · dl where the elementary charge q is 0.2998 GeV /Tm. 

For D2, D3 and M2, l = 118.5 cm and N = 12 giving ~p/p ~ 0.1 % p (GeV). For 

one magnet (Ml) tracks the resolution was measured to be ~p/p ~ 0.1 % p + 0.5% 

and for two magnet (Ml and M2) tracks the resolution was measured to be ~p/p ~ 

0.05% p + 0.5%. The second constant term is the multiple Coulomb scattering 

contribution. 

At high energies, E ~ p ~ m, the mass resolution is determined by the momentum 

resolution. For a two-body decay (mi, m2 ) of a particle of mass M 
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m~ + m~ + 2E1E2 - 2P1P2 cos(} 

"-J m~ + m~ + P1P2 02 

(3.10) 

(3.11) 

In a fixed target experiment, the lab opening angle (} is small so cos(} ~ 1 - () 2 /2 

giving the invariant mass approximation of Equation 3.11. Thus the experimental 

mass resolution is well approximated by 

(3.12) 

The E691 mass resolution was measured to be 27 MeVfor J/1/J ~µ+µ-and 10.3 MeV 

for D0 ~ K-7r+. 

3.5 Charged Hadron Identification 

Two gas-filled Cherenkov threshold detectors, Cl and C2, were used to distinguish 

between the charged 7r, Kand p hadrons. The upstream counter, Cl, was located be­

hind and partly inside the second analyzing magnet M2 and the downstream counter, 

C2, was located behind the third drift chamber station D3 [Bar 87]. 

The half-angle Be of the Cherenkov light cone for a particle with velocity f3 in a 

medium with index of refraction n is 

(3.13) 

giving a threshold velocity f3t = 1 / n for Cherenkov light production. The number of 

Cherenkov photons, N'Y, produced per interval of path length is 

dN-y J [ 1 l d>.. Tl = 27ra 1 - f32n2(A_) ~ (3.14) 
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where .X is the emitted photon wavelength. 

Table 3.3 lists whether Cherenkov light is emitted, C, or not, C, for a particle in a 

given momentum interval. In the 20 - 36 GeV momentum interval pions, kaons and 

protons are uniquely identified as the two counter combinations are distinct for each 

of these three particles. 

Table 3.3: Cl and C2 threshold counter states for charged particle momentum ranges. 

I Momentum I 
(GeV /c) 

0-6 
6-9 
9 - 20 
20 - 36 
36 - 38 
38 - 69 
69 - 00 

Ci ·C2 
Ci· C2 
Ci· C2 
C1 · C2 
C1 · C2 
C1 · C2 
C1 ·C2 

Ci· C2 
C1 · C2 
Ci ·C2 
C1 · C2 
C1 ·C2 
C1 ·C2 
C1 ·C2 

C1 · C2 C1 · C2 
C1 · C2 C1 · C2 
C1 · C2 C1 · C2 
Ci· C2 C1 · C2 
Ci ·C2 Ci· C2 
Ci· C2 C1 · C2 
C1 · C2 C1 · C2 

The two detectors each contained a set of primary mirrors, 28 in Cl and 32 in C2. 

Each mirror focussed and reflected the Cherenkov light into a Winston cone. The 

Winston cones were used to collect the light from the primary mirrors and transmit 

it to the phototubes. The partial insertion of Cl into M2 made it necessary to collect 

the light from the downstream end of the counter. A set of secondary plane mirrors 

was used to reflect the light from the primary mirrors to the downstream Winston 

cones. 

Both sets of primary mirrors possessed quadrant symmetry with each Cl quadrant 

containing seven mirrors and each C2 quadrant containing eight mirrors. The layouts 

of the Cl and C2 primary mirrors are shown in Figures 3.6 and 3. 7. These Cl and C2 

mirror segmentations were an, optimization of these two opposing constraints, that 

the light from a single particle be completely collected in a single mirror and that the 

number of Cherenkov rings overlapping at a mirror be minimal. 

Both Cl and C2 were components of the dimuon trigger. 
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Figure 3.6: The Cl primary mirror segmentation. 
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Figure 3.7: The C2 mirror segmentation. 
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3.6 Electron and Photon Identification 

The electromagnetic calorimeter, the Scintillator Lead Interleaved Calorimeter (SLIC) 

[Bha 85), was used to measure the energy, position and direction of electromagnetic 

showers produced by photons, electrons and positrons. Shower centroids were resolved 

to about 3 mm and had a fractional energy resolution of about 21 %/VE (GeV). 

Mass resolutions were typically 8 MeV /c2 and 12 MeV /c2 for Kgs and 7r
0s. The SLIC 

was also used in conjunction with the hadronic calorimeter, situated immediately 

downstream, to detect hadronic showers produced by neutral hadrons. A particle 

travelling parallel to the z-axis penetrated 21.5 radiation lengths and 2.07 interaction 

lengths of material. Both the SLIC and the hadronic calorimeter were used in the 

global transverse energy (ET) trigger. 

3.7 Neutral Hadron Identification 

The hadronic calorimeter, the Hadrometer [App 86], was designed to measure that 

part of the energy from hadronic showers that was not measured by the SLIC. Less 

than 1 % of the energy of electromagnetic showers from the SLIC reached the Hadrom­

eter. The Hadrometer had a fractional energy resolution of about 75%/VE (GeV) 

and an intrinsic position resolution less than 5 cm. With the broad with and large 

energy fluctuations characteristic of hadronic showers, the Hadrometer did not pro­

vide useful energy and angle measurements of neutral hadrons in multiparticle events. 

Thus the Hadrometer reconstruction information was mainly used as an additional 

constraint for the SLIC reconstruction. An electromagnetic shower deposits virtually 

all its energy in the SLIC. Thus a large signal in the Hadrometer indicated that the 

shower was hadronic and not electromagnetic in origin. The Hadronieter was also a 

component, along with the SLIC, of the total hadronic cross-section trigger ( B · H) 

and the global transverse energy (ET) trigger. 
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3.8 Muon Identification 

A plane of segmented scintillation counters, the back muon wall, was located down­

stream of the Hadrometer. It was designed to primarily detect µ+ µ- pairs from J /'lj; 
decays. Situated between the Hadrometer and the muon wall was a 1.22 m thick wall 

of steel. The steel wall together with the steel in the Hadrometer constituted 13.12 

interaction lengths parallel to the z-axis. This was sufficient to absorb an.cl range out 

almost all the particles from hadronic showers. Thus the particles that penetrated all 

the way through the steel wall were primarily muons. The minimum momentum for 

muons to pass through the calorimeters and the steel wall was about 3 GeV. 
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Figure 3.8: The Back Muon Wall. 
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3.9 Tagged Photon Spectrometer Summary 

A schematic of the E691 Tagged Photon Spectrometer is shown in Figure 3.9 and a 

summary of the detector parameters is given in Table 3.4 
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Figure 3.9: A schematic diagram of the E691 Tagged Photon Spectrometer. 
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Table 3.4: A summary of the Tagged Photon Spectrometer detector parameters. 

Detector Component z Position Active Area Resolution 
(cm) xx y (cm)2 

Target upstream -5.8 1.25 x 2.5 
downstream -0.8 

B counter 0.0 2.5 x 2.5 
SMD-1 3.0 2.6 x 2.6 
SMD-2 11.3 5.0 x 5.0 16 µm 
SMD-3 20.3 5.0 x 5.0 
Dl-A 156.0 86. x 65. 350 µm 
Dl-B 192.0 114. x 65. 
Ml (centre) 286.6 174. x 86. ~p/p ~ 0.1%p 
D2 -1 384.0 182. x 130. 300 µm 
D2-2 426.0 182. x 130. 
D2-3 468.0 210. x 130. 
D2-4 499.0 228. x 130. 
M2 (centre) 620.6 171. x 88. ~p/p ~ 0.05%p 
Cl mirror plane 866.0 250. x 1"30. 
D3-1 930.0 254. x 130. 300 µm 
D3-2 972.0 254. x 130. 
D3-3 1014.0 254. x 130. 
D3-4 1046.0 302. x 130. 
C2 mirror plane 1653.0 465. x 240. 
D4 1744.0 508. x 240. 800 µm 

SLI C upstream 1849.0 490. x 240. ~E/E ~ 21%/ E 
downstream 1951.0 

Hadrometer upstream 1962.0 490. x 270. ~E/E ~ 75%/ E 
downstream 1951.0 

Muon Wall 2235.0 547. x 305. 



Chapter 4 

The Event Triggers and Data 
Acquistion Systems 

4.1 Introduction 

In a high energy particles physics experiment, such as E691, many others types of 

(background) physics events are produced besides the events of interest. To enhance 

the number of events of interest recorded relative to the total number of events, 

specialized fast electronic triggers are employed. These digital logic triggers flag 

the data acquisition system to record an event if its particles produce a particular 

combination of signals in the detector components above some set of thresholds. As 

the fixed target data rate is too high for online (real time) event reconstruction, the 

data acquisition system packages the digitized events according to a specified format 

and records them onto some media, typically magnetic tape, to be read later for 

offiine data reconstruction. 

4.2 The Dimuon Trigger 

The dimuon trigger was designed to fire on µ+ µ- pairs from J /t/J decays. It con­

sisted of four subtriggers: the muon telescope (MUT S), the muon top-bottom trig-

79 
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ger (MT BT), the muon east-west trigger (M EWT) and the muon diagonal trigger 

(MDT). 

The analog signals from the back muon wall counters were combined into five 

sections, labelled MWToP, MWBoTTOM, MWEAST and MWwEsT, before discrimi­

nation. The analog signals from the C2 mirror-phototube assemblies were also com­

bined, before discrimination, into four sections labelled C2EAST, C2wEsT, C2ToP 

and C2BoTTOM· The back muon wall sections are shown in Figure 3.8 and the C2 

sections are shown in Figure 3. 7. The partitioning of C2 was chosen to shadow that 

of the back muon wall so that a muon passing through a given section of C2 would 

also pass through the corresponding section of the back muon wall. 

C2 

DIHOOB 

, 
Figure 4.1: The dimuon trigger logic diagram. 

Two small scintillation paddle counters called the caboose were mounted 1.5 m 

downstream of the central counter (µ16) in the muon wall. The coincidence between 

the caboose and µ16 was used to reduce the high rate of accidentals in µ16. The lucite 
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light pipe connecting µ14 with its photomultiplier tube overlapped µ16. This was a 

major source of fake dimuon trigger firings. To eliminate these fake firings a pair of 

small scintillation counters called MWJwTTOM were used to form a coincidence with 

µ14. MW~oTTOM was the same width as µ14 and covered the upper 61 cm of µ14. 

The sub trigger logic was (expressed in Boolean notation) 

MUTS = (MWcENTRE ·CABOOSE)· (C2roP + C2BoTToM) 

((MWroP · C2roP) + (MWBoTTOM · MW~oTTOM · C2BoTToM) 

+ (MWEAST · C2EAsT) + (MWwEsT · C2wEsr)) (4.1) 

MTBT = (MWBOTTOM. MW~OTTOM. C2BOTTOM) 

+ (MWToP · C2ToP) 

MEWT = (MWEAST · C2EAsr) · (MWwEsT · C2wEsT) 

(4.2) 

(4.3) 

MDT - ((MWToP · C2ToP) + (MWBoTTOM · MW~oTTOM · C2BoTToM)) 

((MWEAST · C2EAsr) + (MWwEsT · C2wEsr)) (4.4) 

as shown in the dimuon trigger logic diagram in Figure 4.1. The four dimuon subtrig­

gers were combined using a logical OR (fan-in) whose output was called DI MUON. 

The final stage of the di muon trigger was a five-fold coincidence, DIM U 0 N · B ·~Cl · 

L: f rontMW, whose output went into the beam trigger fan-in. The components of 

this coincidence were 

DIMUON = MUTS+MEWT+MTBT+MDT 

E f rontMW = the front muon wall component that vetoed stray halo muons coming 

down the beam line 
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B = the B scintillation counter discriminator threshold requiring at least one charged 

track from the interaction in the target 

:ECl = the summed Cl discriminator threshold requiring the total amount of light 

in Cl to be at least that of two muons. 

The dimuon trigger geometric acceptance x efficiency is a function of four pa­

rameters. One intuitive choice for these parameters is the set of opening angles and 

longitudinal momenta of the dimuon pair with respect to the photon beam (z) axis 

(4.5) 

where Pz fast > Pz slow· However, if the Monte Carlo event generation and detector 

simulation are well tuned, the acceptance can be parametrized in terms of the kine­

matic variable(s) of interest. All other parameters are then properly integrated out. 

Thus, in Figure 4.2, the dimuon trigger geometric acceptance x efficiency is shown 

as a function of the J/,,P energy, E..p, superimposed over the (normalized) J/,,P energy 

distribution (solid line -) corrected for smearing and overall acceptance (geometric 

acceptance x efficiency). In Figures 4.3 to 4.6, the contributions of the four dimuon 

subtriggers to the overall acceptance are shown. Detailed geometry and efficiency 

measurements of the dimuon trigger components were made and incorporated into 

the Monte Carlo. Using the Monte Carlo, the di muon trigger was thus determined to 

have a large ( geometric acceptance x efficiency) of 55 ± 9%. For exclusively deep 

inelastic and elastic events the ( trigger geometric acceptance x trigger ) efficiencies 

were 49 ± 8% and 58 ± 10%, respectively. 

As a check of the detailed Monte Carlo dimuon trigger simulation, one can estimate 

whether the two muons from the J /,,P decay will both pass through the central muon 

counter (µ16) as the photon beam energy is increased. The angular decay distribution 

in the centre-of-mass frame for elastic J / ,,Ps produced with a transverse (photon) 

polarization is 
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60 100 160 200 

E,,_ (GeV) 

Figure 4.2: The dimuon trigger geometric acceptance x efficiency as a function of the 
J/'lj; energy, E,,p superimposed over the (normalized) J/'l/; energy distribution (solid 
line - ) corrected for smearing and overall acceptance. 

p( 0) ex 1 + cos2 
(} (4.6) 

and the average decay angle with respect to the z-axis is 

J;'2 d cos(} cos 8(1 + cos2 8) 
(cos 0) - -J;'2 d cos(} (1 + cos2 0) 16 

9 
(4.7) 

In the centre-of-mass frame the momentum of the two decay muons is 1.545 Ge V and 

their energy is 1.549 GeV. Their longitudinal and transverse momenta components 

are 

Pz(l,2) - ± p( cos 8) = ± 0.8691 Ge V 

PT - p(sin 6) = 1.277 Ge V 

(4.8) 

(4.9) 
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Figure 4.3: The muon telescope subtrigger (MUTS) geometric acceptance x efficiency. 
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Figure 4.4: The muon top-bottom subtrigger (MTBT) geometric acceptance x effi­
ciency. 
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Figure 4.5: The muon east-west subtrigger (MEWT) geometric acceptance x effi­
ciency . 
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Figure 4.6: The muon diagonal subtrigger (MDT) geometric acceptance x efficiency. 
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Taking the J / 1/; to be elastic ( z --+ 1) and the photon beam energy to be 200 Ge V 

gives 

E,p = 200 GeV 

Now 'f = E,p/m,p = 64.58 giving f3 = 0.99988. Boosting to the lab frame 

P~1 1(Pz1 + f3E1) = 156.l Ge V 

P~2 - 1(Pz2 + f3E2) = 44.10 GeV 

PT - 1.277 GeV 

The lab frame opening angles for the two muons are 

O' 1 sin-1 (PT) = 8.1 mrad 
Pz1 

(J~ - sin-1 (PT) = 29. mrad 
Pz2 

(4.10) 

( 4.11) 

(4.12) 

( 4.13) 

(4.14) 

(4.15) 

The target to back muon wall lever arm l along the z-axis is 2235. cm. Taking the 

decay to be in the y z-plane, the displacements along y from the beam axis for the 

two muons at the back muon wall are 

Lly1 - l sin(}~ = 18.28 cm 

fly2 - l sin o; = 65.01 cm 

(4.16) 

( 4.17) 

The height of the central muon counter from its centre to its edge along the y-axis is 

30.48 cm. Thus on average only one of the muons from a J / 1jJ decay passes through 

the central muon counter at E'l/J = 200 GeV in agreement with the detailed Monte 

Carlo simulation. 
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4.3 The B · H and Er Triggers 

In fixed target high energy photoproduction and hadroproduction experiments the 

open charm production rates are quite high, typically 1 to 100 events per second at 

FN AL energies. However, at these energies the hadronic background of light quark 

flavours (u, d and s) is larger by a factor of 100 to 1000. Thus the problem was to 

trigger specifically on the open charm events by rejecting the hadronic background 

events. The distinguishing feature of open charm events is their high mass which 

means a high transverse energy, Er. 

A hadronic interaction trigger, denoted by B · H, was designed to obtain an 

sample of hadronic events not biased by a transverse energy cut. A photoproduced 

open charm event had an average Er of 3.1 GeV, while the non-charm hadronic 

background had an average Er of 1.5 Ge V. An Er trigger was· designed to trigger 

on high transverse energy events, defined as events with a transverse energy greater 

than 2.4 Ge V, while rejecting low transverse energy events. Figures 4. 7 and 4.8 show 

the Er distributions for all hadronic events and for open-charm events, respectively, 

in the B cot H data. For an Er dial setting of 4.5, corresponding to a 2.4 Ge V cut, 

about 34% of the hadronic events survived the cut and about 68% of the charm 

events survived. This gave a charm signal enhancement factor of about 2. The charm 

enhancement factor as a function of the Er cut is shown in Figure 4.9. 

A diagram of the logic of the B · H and Er triggers is shown in Figure 4.10. A 

trigger module was defined as one-eighth of a Le Croy 628 NIM module. At the first 

level 42 trigger modules summed the SLIC dynode signals and 21 trigger modules 

summed the hadrometer dynode signals. Each of the 63 modules, labelled Level 1, 

summed up to eight dynode ~ignals. The inputs to the trigger modules from the 

calorimeters were arranged so that the counters feeding into any trigger module were 

approximately equidistant from the centres of the calorimeters. All input signals 

into these modules were unweighted. These Level 1 fan-ins served three purposes: 

they summed the signals for further use by the Er and B · H triggers and for online 
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Figure 4. 7: The ET distribution for all hadronic events in the minimum bias B · H 
data. 
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Figure 4.8: The ET distributions for open-charm events in the minimum bias B · H 
data. 
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monitoring of the Er trigger performance. Since the Le Croy 628 modules had only 

two outputs per fan-in, a 50 Ohm splitter was used on each channel to split one 

of the output signals for use by the B · H trigger and for monitoring. This splitter 

was a resistive network and was designed to split fast pulses. It had _no observable 

cross-talk for phototube output pulses with risetimes on the order of nanoseconds. 

The first of the two outputs from each Level 1 module fed into one of nine Level 

2 trigger modules. The inputs to these Level 2 modules were attenuated with a 

set of resistors to give an effective transverse energy. The attenuation of a Level 2 

input signal was linearly proportional to its distance from the centre of the SLIC or 

hadrometer. The six SLIC and three hadrometer Level 2 modules were numbered 

64-69 and 70-72 respectively. The one SLIC and one hadrometer Level 3 trigger 

modules numbered 73 and 74 respectively completed the summing of the SLIC and 

hadrometer transverse energies. The one Level 4 trigger module number 75 summed 

the SLIC and hadrometer transverse energy signals to give the Er signal. 

It was not feasible to discriminate on the Er signal pulse height for two reasons. 

The ET signal had a large intrinsic time jitter due to the length of the counters in 

the SLIC and hadrometer. Also, the ET signal due to the Level 2 attenuation of 

the SLIC and hadrometer signals was of the order of a few m V /GeV and the noise 

level was on the order of 0.3-0.5 m V. The solution was to integrate the charge of the 

Er signals that arrived at different times over a 100 ns gate and to discriminate on 

the total integrated charge. Also, by integrating the signal over a time interval much 

larger than the characteristic periods of the noise the charge fluctuations averaged out 

leaving only the charge of the Er signal. For a gate of 100 ns the integrated charge of 

the ET signal for a typical hadronic event was found to be about I 0-15 picocoulombs. 

To discriminate on such a small amount of charge required the development of a very , 
low noise charge discriminator. This charge discriminator was able to discriminate on 

integrated charge levels between 4 and 48 pc. The gate for this module was provided 

by discriminating on the total energy in the calorimeters, denoted by H. 

The first set of the two SLIC and hadrometer outputs from the splitter were 
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Figure 4.9: The charm enhancement factor as a function of the Er cut for the recorded 
( x) and reconstructed ( o) open-charm data. 

Figure 4.10: A schematic of the ET and B · H trigger logic. A good parametrization 
of the 50% efficiency point in terms of the dial setting is Ero = 0.36 + 0.4x Ge V. 
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summed separately to give the total SLIC energy and the total hadrometer energy. 

The SLIC energy and the hadrometer energy were then summed to give H. The H 

signal was discriminated on its pulse height. A minimum of 40 GeV was required in 

order for H to fire the discriminator. The hadronic energy trigger, B · H, was formed 

by requiring a coincidence with the logic signal from the B counter. 

The second set of the SLIC and hadrometer outputs from the splitter were digitized 

by a set of Le Croy 2249 ADCs. The outputs from the Level 2, Level 3 and Level 

4 trigger modules were also digitized. The digitized output signals from the ADCs 

were used to monitor the trigger performance online. 

The SLIC signal level was calibrated using 200 GeV electron beam and the 

hadrometer signal level was calibrated using a 200 Ge V pion beam. The result was 

to attenuate the SLIC signals by 12 dB before combining them with the hadrometer 

signals in the B · H and ET triggers. 

The Er trigger efficiency, E, was defined as the fraction of B · H events that the 

ET trigger accepted and was determined by collecting B · H data with the trigger 

module dial set to various values in the range 0 to 10. The resulting efficiency curves 

were parametrized by the form 

1 + tanh[a(Er - ET0)] 
€ = ---------

2 
(4.18) 

where ET0 denoted the 50% efficiency point. The slope, a, was well fit by 

a = 16.69 Ge v-1 
x + 2.42 

(4.19) 

where x denoted the Er trigger module dial setting. A good parametrization of the 

50% efficiency point in terms of the the dial setting was found to be 

ET0 = 0.36 + 0.4x Ge V (4.20) 
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4.4 The Calibration Triggers and Special Physics 
Trigger 

The calibration and special physics triggers used are 

; Trigger This trigger required a coincidence between a photon TAG and a large 

energy deposit in the C-counter. It was used for calibration of the tagging 

system. 

e+e- Trigger A set of two triggers. The first trigger was used to calibrate the pair 

plane by requiring an energy deposit in the pair plane counters with the 6 inner 

counters prescaled down due to the high pair flux in the central region of the 

pair plane. For the SLIC calibration, the pair plane countered was lowered out 

of the pair plane. The second trigger required a TAG in coincidence with an 

energy deposit in the central SLIC counter. This trigger was vetoed if there was 

a significant energy deposit in the hadrometer. It utilized two long scintillation 

counters, located on the east and west sides of the C-counter, to enhance the 

acceptance of pairs outside the central region. 

Trigger 13 This was a generic trigger that included the DC paddle trigger, the halo 

muon trigger for drift chamber calibration, DA test trigger, µfront· µback triggers 

that required a coincidence between the front and back muon walls for SLIC 

and hadrometer calibration, and a SMD trigger that required a B · B' · µfront 

coincidence. Each of these triggers could be separately turned on. 

Trigger 15 The second generic trigger used for non-beam related calibration events 

such as drift chamber pulsing, laser pulsing of the Cherenkov, SLI C and hadrom­

eter phototubes and pedestal events. These triggers were DA generated between 

beam spills. 

High E'Y Trigger A special physics trigger that triggered on high energy electrons. 

This trigger was used to obtain the total cross-section in a limited region of the 
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Figure 4.11: The configuration of the E691 Data Acquisition System. 

photon spectrum. 

4.5 The Data Acquisition System 

93 

The E691 data acquisition system software was an improved version of the RSX-11 

Data Acquisition Program provided by the FN AL Computing Department. This pro­

gram was installed on a PDP-11 computer. The configuration of the data acquisition 

system (DA) is shown in Figure 4.11. 

Each device of the PDP-11 computer comrqunicated with the others along a 

dataway called the UNIBUS. On one end of th~ UNIBUS was the PDP-11 CPU, 

next was the fast Bipolar memory. Following the 
1

memory was the 6250 BPI, 75 IPS 

tape drive (Storage Technology Corporation). T~e tape drive was followed in turn 

by two CAMAC branch drivers (Jorway 411). Tie data from the spectrometer was 
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digitized by the ADCs, TDCs and latches in the two CAMAC branches. The data 

words in the CAMAC crates were extracted in parallel by the two CAMAC branch 

drivers and placed in the memory. The tape drive then fetched the data words from 

the memory and wrote them on to tape. For block data transfers the devices closest 

to the CPU on the UNIBUS had priority. 

When an event trigger occurred the DA deadened the CAMAC system to further 

event triggers until the event data had been stored in the PDP-11 memory. This 

resulted in deadtime during a spill. Also if the PDP-11 memory was filled then the 

DA did not allow the CAMAC system to accept any more event data until part of 

the data in the memory had been written to tape. This was an additional source of 

dead time. The data acquisition system had a deadtime of about 3 1 /2 ms per event 

which increased to about 4 1/2 ms per event with increasing beam intensity and event 

multiplicity. The maximum data acquisition rate was about 100 events per second 

with about 30% deadtime. Above this rate the DA system became saturated. 

4.6 The Online Monitoring System 

During data taking the DA transmitted about 1 % of the physics and calibration events 

from the PDP-11 to the VAX via a high speed DRll-W data link. The E691 Online 

Monitoring System (E691 OLMS) then used these events to monitor the performance 

of the spectrometer. A schematic of the E691 OLMS is shown in Figure 4.12. 

A detached process called the Event Pool Builder (EPB) stored the incoming 

events in an event pool. The detached EPB was created and controlled by the user­

run Event Pool Builder Control Display Program (EPBCDP). The EPBCDP con­

trolled the EPB by writing control words into a global common section that the two 

processes shared. The event pool was a global common section that was capable of 

storing 500 events at any given time. The EPB stored the events sequentially and 

continuously updated the pool; as new events came across the link the oldest event 
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Figure 4.12: A schematic of the E691 Online Monitoring System. 
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that was not being read was discarded from the pool and the new event was inserted. 

The events in the event pool were read by a set of Data Analysis Processes (DAPs). 

To circumvent software integration problems each component of the spectrometer had 

its own set of DAPs. The performances of the tagging system, the SMD, the ana­

lyzing magnets, the threshold Cherenkov counters, the drift chambers, the SLIC, the 

hadrometer, the B · H trigger, the Er trigger and the di muon trigger were all indepen­

dently monitored by their respective DAPs. The DAPs were detached processes that 

scanned the event pool, chose events of interest and analyzed them. The DAPs could 

scan the events in the event pool either from the oldest to the newest event or from 

the newest to the oldest event. More than one DAP could read an event at one time. 

However, the EPB could not discard an event while it was being used by a DAP. The 

detached DAPs were created and controlled by user-run Control/Display Processes 

(CDPs). A user controlled a DAP by instructing the CDP to write control words into 

the global common section that the two processes shared. The DAP responded by 

writing status words into the shared common which the CDP then read. The DAP 

also wrote the results of its analysis into the shared common which the user then 

viewed via the CDP. The DAP could also write its results to disk. Analogous EPBs 

were available to create event pools from events on disk or tape which could then be 

analyzed by the same DAPs. 

Several special CDP /DAPs were written. An E691 online interactive plotting 

package called GPIG, the E691 General Purpose Interactive Package, was used to 

produce histograms and scatter plots for online monitoring purposes. An alarm pack­

age and a scaler display package were used to notify the people on shift of potential 

problems with the spectrometer or the electronics. Finally, an event display package 

was written which gave displays of an event in the spectrometer; the hits in the SMD, 

drift chambers and muon wall, the lignt in the Cherenkovs, and the energy deposited 

in the SLIC and hadrometer. The event display also provided more detailed displays 

of an event in each of the above mentioned components of the spectrometer. 
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4. 7 OfHine Reconstruction 

The event reconstruction consisted of two sequential stages called PASSl and PASS2. 

The PASSI stage consisted of the algorithms that performed the SMD and drift cham­

ber charged track reconstruction. The PASS2 stage consisted of the algorithms that 

performed the Cherenkov particle identification, SLIC and hadrometer energy recon­

struction and SMD vertex reconstruction. Detailed descriptions of the reconstruction 

algorithms are contained in Appendix E and references therein. Approximately 20% 

of the PASS 1 reconstruction was performed on the FN AL CYB ER computer clus­

ter. The remaining PASSl reconstruction was carried out on the FNAL Advanced 

Computing Project (ACP) 32-bit microprocessor based parallel computing system. 

PASS2 was run entirely on the CYBER cluster. The Jj'lj; production analysis was 

started on the CYBER and completed on the replacement AMDAHL. 



Chapter 5 

The J/'ljJ Photoproduction Analysis 

5.1 Introduction 

The photoproduction of J / 'ljJ vector mesons on a nuclear target consists of three 

distinct processes: inelastic, coherent elastic and incoherent elastic. The kinematics 

of such an event are described by the incident photon energy, E'Y, the transverse 

momentum squared, p}, of the J /,,P relative to the photon beam and the inelasticity, 

z, a Lorentz invariant given by 

E 
Z = ___.±_ -E 

'Y 

(5.1) 

in the lab frame. Elastic events are those in which most of the photon energy is trans­

ferred to the the J /,,P corresponding to a very high elasticity, z > 0.99. Such events are 

characterized by low p} and for scattering from a nuclear target occur via two distinct 

processes: coherent scattering from the nucleus as a whole ((p}) ""' 0.07 GeV2 /c2
) 

or incoherent scattering from a nucleon within the nucleus ( (p}) ""' 0.6 GeV2 /c2 ). 

For z < 0.99, the production is inelastic. Deep inelastic production occurs for 

m.,p/ E'Y < z < 0.90, well away from z ---+ 1 and is characterized by significantly 

higher p}, ((p}) ""'1.2 GeV2/c2
). Perturbative QCD is valid for deep inelastic pro­

duction and the the colour-singlet photon-gluon-fusion (PGF) model [Ber 81] is used 

to describe the QCD process 'Y91---+ (J/'f )92. 
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A QCD description of elastic production does not as yet exist and we use the 

phenomenological vector-meson-dominance (VMD) model [Bau 78, Hol 85] with the 

Glauber model [Gla 70] of elastic hadron scattering from a nuclear target. The VMD 

model is based on the observation that the photon and the J / 'ljJ vector meson have 

the same quantum numbers, 

(5.2) 

There is an appreciable probability for a real photon to fluctuate into a virtual J /7/J. 

By scattering from the target, the virtual J / 'ljJ becomes real via the 4-momentum 

transferred. To describe the elastic J / 7/J-nucleus and J / 7/J-nucleon scattering we use 

the Glauber model of hadron elastic scattering from A > 1 nuclei. This model is an 

extension of optical diffraction theory. When the J / 'ljJ scatters from the whole nucleus, 

it is not possible in principle to know which of the A nucleons was struck. The ampli­

tudes for scattering by all the nucleons must be added coherently to form the nuclear 

scattering amplitude. The incoherent elastic du/ dp} is obtained by subtracting the 

coherent elastic d<J' / dp} from the summed differential cross sections corresponding to 

scattering from all possible nuclear final states (neglecting excitations from the small 

4-momentum transfer). 

Compared with charm and direct photon hadroproduction, the underlying quan­

tities of physics interest, such as the xG(x ), are easier to extract from the study of 

deep inelastic charm photoproduction. The backgrounds in the J / 'ljJ ~ µ+ µ- chan­

nel are quite small compared to the large backgrounds in charm and direct photon 

hadroproduction from fragmentation and radiative processes. In the PGF model only 

the gluon structure function of the target nucleon is involved and only to first order, 

whereas in hadroproduction the target nucleon gluon structure function is convoluted 

with either the gluon or quark structure function of the beam hadron. Also, in PGF 

there is only one tree-level diagram,/+ g ~ c+ c, whereas hadroproduction has two 

tree-level diagrams, q + ij ~ c + c plus g + g ~ c + c for charm and q + ij ~ 1 + g 

plus g + q ~ 1 + q for direct photon. Further, the next-to-leading order corrections 
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for PGF are smaller than those for charm and direct photon hadroproduction [Ell 89]. 

In this chapter, results and analysis on the deep inelastic and elastic photoproduction 

of J /'lj; on beryllium are presented. The fraction, x, of the nucleon momentum carried 

by the gluon is determined event-by-event from the kinematic quantities described 

above and the resulting gluon structure function distribution [Mar 88], xG(x), from 

the deep inelastic data is fit to the form (1 - x rg. Reviews of previous fixed-target 

J/'lj; photoproduction experiments are given in References [Hol 85] and [Nas 83]. 
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5.2 Extraction of the J /1/J Signal 

The J /,,P signal was obtained exclusively via the decay mode J /,,P ~ µ+ µ- with a 

branching ratio of 6.9 ± 0.9% [PDG 90]. Experiment E691 recorded about 2.6 x 106 

dimuon triggers. During the run, dimuon triggered events were stripped off from the 

raw data tapes and collected onto a separate tape set. This dimuon triggered event set 

was then reconstructed using the standard E691 two stage reconstruction program. 

The first stage performed the charged track reconstruction, then the second stage 

performed the charged track vertex reconstruction, the Cherenkov charged hadron 

identification and the electromagnetic and neutral hadronic calorimetry reconstruc­

tion. 

The J/t/J lifetime is 9.7 ± 1.4 x 10-21 s [PDG 90] giving a value of er = 2.91 ± 

0.42 x 10-13 cm. Thus the Jf ,,P decay vertex cannot be separated from the primary 

production vertex; the SMD vertexing, essential to the extraction of the open-charm 

signals by reducing the large combinatoric background, was only useful in providing 

additional space points for the track reconstruction. In the large invariant mass region 

of the Jj,,P, m..µ = 3.0969 ± 0.0001 GeV /c2 [PDG 90], the combinatoric background 

in the µ+ µ- channel was quite small compared to the high statistics open-charm 

production channels. The two main sources of background, generating false dimuon 

triggers, were random two muon combinations and Bethe-Reitler dimuon production 

1N ~ µ+ µ- N [Tsa 69]. The background invariant mass peaked near the dimuon rest 

mass and decreased rapidly with increasing mµ.µ- A set of simple strip and substrip 

cuts, listed in Table 5.1, was used to eliminate the low invariant mass background 

while retaining 97% of the J /t/J signal. These reconstruction cuts reduced the dimuon 

data sample to 2319 events, a size amenable to production analysis. 

A charged track was categorized (using a binary code) according to whether or 

not it hit and was detected in the SMD and drift chambers DI, D2, D3 and D4. The 

categories are listed in Table 5.2. 
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Table 5.1: The efficiencies of the reconstruction cuts for the dimuon triggered events. 
The high invariant mass cut excluded most of the background events that fired the 
di muon trigger. 

Strip Background Cuts I Efficiency (%) I 
2:: 2 tracks with momentum > 9 Ge V / c and < 250 Ge V / c 
~ 2 tracks with reconstruction category > 3 and < 15 

2:: 2 tracks with degrees of freedom > 20. 1.1 
Q(µ1) x Q(µ2) = -1 

2.00 GeV /c'.I. < mµ+µ-

Substrip Background Cuts I Efficiency (%) I 
2:: 2 tracks with momentum 2:: 9 GeV /c and ~ 250 GeV /c 

2:: 2 tracks with reconstruction category ~ 3 and ~ 15 
2:: 2 tracks with degrees of freedom ~ 11.5 8.1 

Q(µ1) x Q(µ2) = -1 
2.8469 GeV /c2 < mµ+µ-

Good run 

Table 5.2: The reconstructed charged track categories. The Boolean operator nota­
tion is used. 

Reconstructed 
Track Hits in 

Category 

1 SMD + Dl 
3 (SMD + Dl) · D2 
5 (SMD + Dl) · D3 
7 (SMD + Dl) · D2 · D3 

15 (SMD + Dl) · D2 · D3 · D4 

The number of degrees of freedom of a charged track is the number of planes 

minus the five parameters required to describe the track; the two intercepts Xo and 

y0 , the two slopes dx/dz and dy/dz and the magnitude of the momentum p. The 

spectrometer had a total of 44 planes, 9 SMD planes and 35 drift chamber planes, 

thus a charged track had a maximum possible 39 degrees of freedom. For a charged 

track to be accepted it had to have hits in at least 17 of the 44 planes corresponding 

to 12 degrees of freedom. The charge of a track was labelled by Q = ± 1. 

A run was rejected due to a logbook documented problem in one of the B · H, Er 
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or dimuon triggers or in one the detector systems or due to missing or inconsistent 

scalar information. 

Using the cuts listed in Table 5.3 yielded the J /,,P signal of 1225 ± 38 events 

shown in Figure 5.1. The signal was fit with a Gaussian and the background with a 

straight line. This maximum likelihood fit gave (m,µ) = 3.0954 ± 0.0006 GeV / c2
, in 

agreement with the quoted world average value, and an experimental resolution Um,p = 

28.8 ± 0.5 Me V / c2 • The last analysis cut listed in Table 5.3 consisted of projecting the 

trajectories of the two J / ,,P candidate muon tracks to the back segmented scintillator 

muon wall and rejecting events where the hit scintillators did not correlate to the 

segments that generated the dimuon trigger. This cut was quite effective as it was 

only 33 ± 1 % efficient for background under the J / ,,P signal. 

Table 5.3: The efficiencies of the cuts on the J/,,P ~ µ+ µ- signal events. The 
reconstruction efficiencies are normalized to events that generated a di muon trigger. 
The analysis efficiencies are normalized to events that passed the reconstruction cuts. 

Reconstruction x Strip Cuts x Substrip Cuts I Efficiency (%) l 
2:: 2 tracks with momentum 2:: 9 Ge V / c and S 250 Ge V / c 

2:: 2 tracks with reconstruction category 2:: 3 and S 15 
~ 2 tracks with degrees of freedom > 11.5 96. 

Q(µ1) x Q(µ2) = -1 
2.8469 GeV /c"" Smµ+µ- S 3.3469 GeV /c"" 

Analysis Cuts I Efficiency ( % ) I 
99.6 ± 0.2 

dimuon projection to back muon wall 76.2 ± 1.0 

In the J / ,,P production analysis events originating from the cascade decay ,,P' ~ 

J /,,P7r+7r- were excluded using the invariant mass cut m..p7r+r ::; 3.436 GeV / c2 or 

m..;,7r+r 2:: 3.936 GeV /c2
• The ,,P' signal is shown in Figure 5.2 where the signal was fit 

with a Gaussian and the background with a straight line. Table 5.4 lists the cuts used 

where Cprob( 7r) is the pion probability given by the threshold Cherenkov reconstruction 

algorithm. The invariant µ+ µ- mass, obtained using the J / ,,P cuts of Table 5.3, was 

required to be within 2u..p of the measured (m1/J)· These cuts yielded a ,,P' signal of 

9 ± 3 events. The maximum likelihood fit gave m..;,1 = 3.6817 ± 0.0059 Ge V / c2 , in 
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good agreement with the world average value of 3.68600±0.00010 GeV/c2 [PDG 90], 

and an experimental resolution O'mVi' = 15 ±4 MeV/c2
• 

Table 5.4: The cuts on the 1/J' -+ J / 1jJ7r+7r- signal. 

I 1/J' Cuts I Efficiency (%) I 
I 3.0387 GeV/c2 ~ mµ+µ- ~ 3.1527 GeV/c2 I 39±5 I 

7r1 7r2 geometric acceptance 
x track reconstruction 

Cprob( 7r1) X Cprob( 7r2) ~ 0. 71 83 ±5 
Q(7r1) x Q(7r2) = -1 

3.436 GeV /c2 ~ m1/J1r+1r- ~ 3.936 GeV /c2 
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Figure 5.1: The invariant J 11/J mass distribution in theµ+µ- channel. The signal is 
fit by a Gaussian and the background is fit by a straight line. 
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Figure 5.2: The invariant 1/J' mass distribution in the J/,,P7r+7r- ~ µ+ µ-7r+7r- chan­
nel. The signal is fit by a Gaussian and the background is fit by a straight line. 
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5.3 The z, p} and x Dependence of the Jj'lj; Cross 
Section 

The inelasticity of an event, z, is given by the Lorentz invariant expression 

P1/J "PN z=:---
p"Y "PN 

(5.3) 

where p"I, PN and p,p are the incident photon beam, the target nucleon and the J /tj; 
4-momenta, respectively. In the lab frame, this expression is the ratio of the J / 1/J 

energy to the photon beam energy, z = E,p/ E"I. The J /1/J transverse momentum 

squared, pf, was measured with respect to the photon beam. These three variables, 

E"I, z and pf, describe the kinematics of a J/¢ event. A complete discussion of the 

J /¢ kinematics is given in Appendix A. For the discussion to follow it is useful to 

first define the following quantities 

• E,p = the real or Monte Carlo generated J / 'ljJ energy 

• Ex 

• Ejrwrd 

the true or Monte Carlo generated energy of all particles created in 
an event other than the J /'I/; 
Ex rec+ Ex miss 

- the total forward (in the lab frame) energy of all particles created in an eve1 
E,p+Ex 
Ery+mN 

• E,prec = the reconstructed real or Monte Carlo J / 'l/; energy 

• Ex rec = the reconstructed real or Monte Carlo energy of all particles other than 

the J/¢ 

• Exmiss =the real or Monte Carlo energy of all particles, other than Jft/;, missed 

by the detector 
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• Erec 

5.3 The z, Pt and x Dependence of the J /'lj; Cross Section 

the reconstructed real or Monte Carlo forward energy 
E'ef;rec + EX rec 

• ( z, Pt) = the true or Monte Carlo generated J / 'lj; inelastici ty and transverse 

momentum squared 

• (zrec,P}rec) =the reconstructed real or Monte Carlo J/'lj; inelasticity and trans­

verse momentum squared 

• Zcrctd = the real or Monte Carlo Zrec corrected for missing Ex 

• x = the true or Monte Carlo generated fraction of the target nucleon momentum 

carried by the gluon 

• Xrec = the reconstructed real or Monte Carlo gluon momentum fraction 

• Xcrctd =the real or Monte Carlo Xrec corrected for missing Ex 

Deep inelastic photoproduction with the associated fragmentation producing a for­

ward shower of invariant mass Wand energy Ex is shown in Figure 5.3. 

As the tagging system measurement of the photon energy was not able to resolve 

between elastic and inelastic events, Erec was used to measure E'Y. Some part of the 

Ex was not detected due to particles escaping outside the detector and to detector and 

reconstruction inefficiencies. Thus the z distribution obtained, after just background 

subtraction, is given by 

Zrec -
E..prec 

(5.4) 
Erec 

E..prec 
(5.5) -

E..prec + EX rec 

Due to the missing Ex, the Zrec distribution was systematically shifted towards higher 

values of inelasticity. Thus, in order to recover the true inelasticity distribution, the 

background subtracted data was corrected for missing Ex, smearing and (overall) 



Table 5.5: The Monte Carlo parametrization of the average missing Ex as a function 
of the reconstructed z and E,p, {Exmiu) = {Exmiu)(Zrec, E,prec)· A null entry indicates 
a kinematically inaccessible region. 
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-• .. 
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0.60 - 0.70 32.:!:~· 39.!fo 34.+~>. 21.+1• 15.+>. - . -•. 
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N 

Figure 5.3: Deep inelastic J / ,,P photoproduction and the associated fragmentation 
hadron shower, X with energy Ex. 

acceptance (geometric acceptance x dimuon trigger efficiency x reconstruction effi­

ciency x analysis cuts efficiency). 

In principle, the missing Ex could be a function of all four of the reconstructed 

variables 

(5.6) 

In practice, the missing Ex was found to be correlated with z and E'l/I and was 

parametrized as 

{Exmiaa) = {Exmiaa)(zrec, E'l/lrec) (5.7) 

using the Monte Carlo. This parametrization· is shown· in Table 5.5. The asymmetric 

systematic errors were estimated by fitting the distribution in each ( Zrec, Et/lrec) cell, 
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Figure 5.4: The fraction of false elastic events in bins of the J / 'ljJ energy, E1/J, and 
transverse momentum squared, pf. 
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using a binned maximum likelihood fit (1 GeV bins for z < 0.99 and 0.25 GeV bins for 

z ;::=: 0.99). The lower error bound was determined by integrating over 34% of the area 

of this fit to the left of (Exmiss)· Analogously, the upper error bound was determined 

by integrating over 34% of the area to the right of (Exmiss)· As an example, the 

missing Ex distribution for the cell (0.6 < Zrec < 0.7, 80 GeV < E'l/Jrec < 100 

GeV) is shown in Figure 5.5. To correct for the missing energy, the (Exmiss) of each 

(zrec, E'l/Jrec) cell was used as opposed to the Ex distribution. Throwing random values 

of Exmiss according to a distribution would have introduced an additional smearing 

to the already smeared Zrec distribution. 
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Figure 5.5: The Exmiss distribution for the cell 0.6 < Zrec < 0.7, 80 GeV < E'l/Jrec < 
100 GeV. Also shown is the fit used to determine the asymmetric errors about 
(Exmiss)· 

The z distribution, corrected for missing Ex, is generated by 



E,,prec 
Zcrctd = ) ) 

E,,prec + EX rec + (EX miss ( Zrec, E,,prec 
(5.8) 

Note that in the region z > 0.99 most of the reconstructed elastic events are truly 

elastic and should not be corrected for missing Ex. However, some fraction of the 

inelastic events with z close to 0.99 were misreconstructed, due to missed forward 

energy, as elastic events with Exrec rv 0. Using the Monte Carlo, the fraction of these 

false elastic events was parametrized in terms of 6 bins of E1/Jrec and 20 bins of p}. 

The six plots of the fractional occurrence of false elastic events as a function of E,,prec 

and Pfrec are shown in Figure 5.4. Thus, in the elastic region, the missing energy 

correction was weighted by the probability, given by Figure 5.4, that the event was 

inelastic. 

The missing forward energy is not known event-by-event, it is known only statisti­

cally. For a given event, (Ex miss) is either smaller or larger than the true Ex miss· This 

gives a residual smearing in the Zcrctd distribution that must be corrected for. The 

reconstructed z smearing matrices before and after the (Exmiss) correction, S(z, Zrec) 

and S(z, Zcrctd), are shown in Table 5.6 and Table 5. 7. The errors in the Zcrctd smear­

ing are dominated by the propagation of the uncertainties in the (Exmiss) values from 

Table 5.5. The p} smearing matrix, S(p}, PfreJ, is shown in Table 5.8. These ma­

trices were obtained by using the Monte Carlo to plot Zrec and Zcrctd as a function of 

the generated (true) z and Pf rec as a function of the generated (true) p}. Unlike the 

acceptance correction, the shape of a smeared distribution is a function of the shape 

of the true distribution. Thus each event entered in the plots was weighted by the 

photon flux multiplied by the theoretical ( E-y, z, p}) function. The smearing matrices 

were then obtained by normalizing each column of the generated z in the S(z, Zrec) 

and S(z, Zcrctd) plots by its sum and of the generated pf in the S(pf,PfreJ plot by 

its sum. Note that after correcting the smearing in the inelasticity for (Exmiss), 

most of the deep inelastic data was shifted into the diagonal elements of S(z, Zcrctd)· 

The feedthrough of elastic events into the deep inelastic region was estimated, as the 

percentage of Zcrctd elastic data in the z < 0.9 region, to be a negligible 1.3 ± 1.0%. 
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z--+ 0.10 - 0.30 0.30 - 0.50 0.50 - 0.70 0.70 - 0.90 0.90 - 0.99 0.99 - 1.00 
Zrec ! 

0.10 - 0.30 0.20 0.01 
0.30 - 0.50 0.68 0.22 0.01 
0.50 - 0.70 0.12 0.58 0.24 0.01 
0.70 - 0.90 0.18 0.63 0.31 0.01 
0.90 - 0.99 0.01 0.11 0.51 0.31 0.01 
0.99 - 1.00 0.01 0.17 0.68 0.99 

Table 5.6: The Zrec smearing matrix, S(z, Zrec), before correcting for (Exmiss)· 

z --+ 0.10 - 0.30 0.30 - 0.50 0.50 - 0. 70 0. 70 - 0.90 0.90 - 0.99 0.99 - 1.00 
Zcrctd ! 

0.10 - 0.30 

0.30 - 0.50 

0.50 - 0.70 

0.70 - 0.90 

0.90 - 0.99 0.01 

0.99 - 1.00 0.99 

Table 5.7: The Zcrctd smearing matrix, S(z, Zcrctd), after correcting for (Exmiss)· Note 
the shift of the deep inelastic data into the diagonal elements. The errors correspond 
to the propagation of the uncertainty in (Exmiss)· 
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Table 5.8: The Pfrec smearing matrix, S(p}, Pfrec)· ~ 

=-Ct> 

Pf-+ 0.00 0.07 0.16 0.25 0.36 0.48 0.63 0.79 0.98 1.19 1.44 1.72 2.04 2.41 2.83 3.31 3.86 4.50 5.22 6.05 ~ ... 
(GeV2 /c2) - - - - - - - - - - - - - - - - - - - - 4'~ 

Prrec l 0.07 0.16 0.25 0.36 0.48 0.63 0.79 0.98 1.19 1.44 1.72 2.04 2.41 2.83 3.31 3.86 4.50 5.22 6.05 7.00 
~ 

(GeV2 /c2
) = Q.. 

0.00 - 0.07 0.98 0.04 
~ 

0.07 - 0.16 0.02 0.92 0.09 tj 
0.16 - 0.25 0.04 0.87 0.05 Ct> 

0.25 - 0.36 0.04 0.87 0.06 
,, 

Ct> 
0.36 - 0.48 0.07 0.88 0.06 = Q.. 
0.48 - 0.63 0.06 0.88 0.06 Ct> 

= 0.63 - 0.79 0.06 0.88 0.07 n 
0.79 - 0.98 0.06 0.86 0.08 

Ct> 

0 
0.98 - 1.19 0.07 0.85 0.07 ....., 

1.19 - 1.44 0.07 0.86 0.07 
e+ 

=-
1.44 - 1.72 0.07 0.85 0.06 Ct> 

1.72 - 2.04 0.08 0.86 0.07 c.... ....._ 
2.04 - 2.41 0.08 0.87 0.06 ~ 

2.41- 2.83 0.06 0.89 0.07 (j 
"1 

2.83 - 3.31 0.05 0.87 0.07 0 
t1l 

3.31 - 3.86 0.06 0.87 0.06 t1l 

3.86 - 4.50 0.06 0.88 0.07 
rJ:J 
Ct> 

4.50 - 5.22 0.06 0.86 0.07 
n 
e+ ..... 

5.22 - 6.05 0.07 0.88 0.08 0 

= 6.05 - 7.00 0.05 0.92 

""'""' ""'""' CJl 
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Figure 5.6: The acceptance as a function of the inelasticity, z. 
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Figure 5.7: The acceptance as a function of the transverse momentum squared, p}. 
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Figure 5.8: The acceptance x smearing as a function of the inelasticity, z. 
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Figure 5.9: The acceptance x smearing as a function of the transverse momentum 
squared, p}. 
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Although 66±1 % of the inelastic data from the 0.90 < z < 0.99 region was misiden­

tified as elastic after the Ex miss correction, this corresponded to only 16 ± 1 % of the 

total (elastic plus feed through inelastic) data in the elastic region. 

The (zcrctd, P}reJ data was divided into 120 cells, projecting out to 6 bins in z 

and 20 bins in p}. The dimensions of the cells were constrained by the requirement 

that the diagonals of the z and p} smearing matrices have probabilities greater than 

0.5. Otherwise the matrices are ill-conditioned making the smearing corrections too 

sensitive to :fluctuations in the off-diagonal elements. Conversely, binning the data 

entails a loss of information. Thus one attempts to bin the data with the smallest cell 

dimensions possible. The dimensions of the (zcrctd,P}rec) cells were chosen to optimize 

between these two conflicting requirements. 

To completely parametrize the overall acceptance for an event, two variables for 

each muon from the J /,,P --+ µ+ µ- decay are needed. The overall acceptance is 

a convolution of the geometric acceptance, the dimuon trigger efficiency and the 

efficiencies of the reconstruction and analysis cuts. One intuitive choice for the dimuon 

variables is 

(5.9) 

the longitudinal momenta and opening angles of the two muons. However, if the 

Monte Carlo event generation and detector simulation are well tuned, the acceptance 

can be parametrized in terms of the kinematic variable( s) of interest. All other param­

eters are then properly integrated out. Thus the the acceptance can be parametrized 

as a function of z and p}. The z dependence and p} dependence of the acceptance 

are shown in Figures 5.6 and 5. 7, respectively. These plots are the projections of the 

(z,p}) acceptance onto the z and p} axes. The acceptance was generated by dividing 

the (z, p}) distribution of generated events that passed the geometric acceptance cut, 

fired the dimuon trigger and passed the reconstruction and analysis cuts by the ( z, p}) 

distribution of all generated events. 
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To correct the data for both the smearing and acceptance, the acceptance distri­

bution was convoluted with the smearing by dividing the (zcrctd, PfreJ distribution, of 

reconstructed and (Exmiss) corrected events, by the (z, Pt) distribution of all gener­

ated events. The z dependence and Pt dependence of the acceptance x smearing con­

volution are shown in Figures 5.8 and 5.9, respectively. Dividing the dN/dzcrctddPtrec 

data by this acceptance x smearing gave the da / dzdpt distribution. 

The du/ dz data are displayed in Figure 5.10. In the deep inelastic region, where 

perturbative QCD is valid, the data are fit by the solid colour-singlet PGF curve 

normalized to the measured cross section. The (z) for the deep inelastic region is 

0.68 ± 0.01 ~g:g~. The extrapolation of the PGF curve to the elastic region is shown by 

the dashed ( - - - ) curve. Also shown is the dotted ( · · ·) curve of the 'lj;' contribution 

to the z distribution. To estimate the 'lj;' -t (J/1/;) anything component [PDG 90] of 

the du/ dz data it was assumed that the 1/J' had the same z distribution as the J /1/J. 

The J / 1/J is the cc vector meson ground state and the 'lj;' is the first radially excited 

state. Also, both states have the same quantum numbers, JG(JPC) = o-(1--). Thus 

the hypothesis that the J /'lf; and 1/J' have the same differential distributions was used. 

The z distribution for the 'lj;' was normalized to the measured cross section. For 

du/ dpt, the deep inelastic data are displayed in Figure 5.11 and the (p}) is listed 

in Table 5.10. Both distributions are well fit by the colour-singlet PGF differential 

equation [Ber 81] 

( 
du ) 

dzd 2 
PT deep in el. 

- 1 
- Ndeep inel. 

where Ndeep inel. is the normalization to the measured deep inelastic cross section. 

Counting rules and momentum constraints, [Far 74] and [Gun 74], motivate a parametriza­

tion for the gluon structure function of the form 
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Figure 5.10: The z dependence of J / 1f; cross section. The data in the in the deep 
inelastic region, where perturbative QCD is valid, are fit by the colour-singlet photon­
gluon-fusion solid curve normalized to the measured cross-section. The inner error 
is statistical and the outer error includes, in quadrature, all systematic errors except 
those associated with the absolute scale. Also shown is the dotted ( · · ·) curve of the 
1/J' contribution to the z distribution. 
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Figure 5.11: The pf dependence of the deep inelastic J/tf; cross section. The data 
are fit by the photon-gluon-fusion curve, described in the text, normalized to the 
measured cross section. The inner error is statistical and the outer error includes, in 
quadrature, all systematic errors except those associated with the absolute scale. 
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n + 1 
xG(x) = 9 (1 - xt9 

2 
(5.11) 

where xis the fraction of the target nucleon 4-momentum carried by the gluon, g1 , 

(5.12) 

and PN is the 4-momentum of the target nucleon. Expressed first in terms of the 

invariant Mandelstam variables and then in the lab frame 

t 
(5.13) x -

(1 - z)s 

m~ - 2E,,[(E,,/z)- J(E,,/z)2 - p}- m1)] 
(5.14) -

(1 - z)(2mNE'Y + m'J.v) 

1 [ m2 p2 ] (p} + m 'fv) / ( z E'Y) ~ 1 f"V ___j:_ + T (5.15) 
2mNE'Y z z(l - z) ' 

where kinematically allowed values of x lie within the interval m~/2mN E'Y < x < 1. 

The xG(x) distribution for the deep inelastic J /'lj; data is obtained from Equation 5.10 

by integrating over the kinematically accessible region of the (z, p}) phase space for 

fixed x 

J.1
2 

(dzd: 2 ) . = xG(x) J.l 2 f(m!,z,p}) 
~ PT deep mel. ~ 

(5.16) 

fixed x fixed x 

The E691 data are sensitive to xG( x) in the x range [0.03, 0.25]. 

The S(x, Xcrctd) smearing matrix, shown in Table 5.9, was obtained using the Monte 

Carlo to plot Xcrctd as a function of the generated (true) x and normalizing each 

column of x in the S(x, Xcrctd) plot by its sum. Recall that unlike the acceptance 

correction, the shape of a smeared distribution is a function of the shape of the true 

distribution. Thus each event entered in plot was weighted by the flux multiplied by 

the theoretical (E'Y, z,p}) function. With the S(x, Xcrctd) matrix, the XcrctdG(xcrctd) 
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data was unsmeared using a x2 minimization method. The x2 expression was defined 

as 

(5.17) 

where 

• [s(x, Xcrctd)L =the ijth element of the (x, Xcrctd) smearing matrix 

• ni = the number of reconstructed events in the ith Xcrctd bin 

• mi =the number of unsmeared events in the jth x bin, constrained to physical 

values by 

mi > 0, for all i = 1, 4 (5.18) 

mi < E mi for all i = 1, 4 (5.19) 

Lmi - L:ni (5.20) 

The number of unsmeared events in the mi bins was varied until a minimum x2 value 

was obtained. 

The acceptance as a function of x is shown in Figure 5.12. As x ex 1 / E.n the 

variation in dN"Y / dx due to the bremsstrahlung spectrum of the photon flux, shown 

in Figure 5.13, must also be corrected for. The xG(x) dependence of the deep inelastic 

J /'lf; data (background subtracted and corrected for (Exmiss), smearing, acceptance 

and flux), is displayed in Figure 5.14. The data are fit by the xG(x) parametrization 

of Equation 5.11, normalized to 1/2. 

The only scale in the deep inelastic colour-singlet PGF process shown in Fig­

ure 5.15 is s. Thus s was taken to be the argument of the strong coupling constant, 

as= as(µ 2 = 82
), giving 
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Figure 5.12: The acceptance as a function of the gluon momentum fraction, x. 
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Figure 5.13: The relative flux as a function of the gluon momentum fraction, x. 
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Figure 5.14: The xG(x) distribution of the deep inelastic J/1/J data. The data are fit by 
the parametrization of the gluon structure function, described in the text, normalized 
to 1 /2. The inner error is statistical and the outer error includes, in quadrature, all 
systematic errors except those associated with the absolute scale. 
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Figure 5.15: The 4-momentum flow in the lowest order diagram of the colour-singlet 
J / 1/; photon-gluon-fusion model. 

(p'Y + PY1 )
2 (5.21) 

(5.22) 

first in terms of Lorentz invariants and then in the lab frame. Note that in Figure 5.15 

the charm and anti charm quarks each carry one-half of the J / 'lj; 4-momentum, 

Pc = Pc = p,.p/2. A scaling distribution was assumed for xG(x) at least in part 

because the accessible range of µ2 is narrow, as shown in the Monte Carlo generated 

Figure 2.6, since the invariant mass of the produced J /1/; plus radiated gluon peaks 

sharply near threshold. Thus the (µ 2 ) was estimated, from the Monte Carlo, to be 

22 GeV2 with a ±u range of [16, 26] GeV2
• As as varies logarithmically with µ 2 , it 

was taken to be a constant over the small accessible range of µ2 with a value of 0.24. 

In the elastic region, z > 0.99, the coherent elastic data was fit by a simple 

exponential [Per 7 4] 

U;L .. , 1 2 
N exp(-apr) 

coh. el 
(5.23) 
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and the incoherent elastic data was fit by the single scattering approximation of the 

Glauber model [Gla 69] 

( d~) _ N 1 
exp(-bp})[1 - (1 +a~~}) exp(-a~p})] 

dpT incoh. el. mcoh. el 
(5.24) 

where a5 was taken from theory [Hof 63] to be 62.5 Ge V2• In incoherent elastic 

production, the final nuclear state is orthogonal to the initial nuclear ground state. 

It is not possible for a collision in the limit oft ~ pf --+ 0 to induce such a transition; 

the scattering matrix element vanishes due to the orthogonality of the initial and final 

states. As it was not possible to resolve values of z in the elastic region, the coherent 

and incoherent elastic da /dz were taken to be uniform over this interval 

( ~:) elostic = Nel~.tic (1 - Z~in. el.) 
(5.25) 

where Nelastic is the normalization to the total (coherent plus incoherent) elastic cross 

section with Zmin. el. = 0.99. 

Thus, to summarize, the overall fit to the d(J' / dzdp} distribution is given by 

• inelastic region, z < 0.99, 

1 da ( dP ) 
---2 = Einel. --2 
a dzdpT dzdpT inel. 

• elastic region, z > 0.99, 

1 da 
;; dzdp} 

(5.26) 

= (1 - linel.) (:!:) [fcoh. el.(:~) + (1 - fcoh. ei.) (:~). ] 
el. PT coh. el. PT mcoh. el. 

+ linel. (d:: 2 ) . (5.27) 
PT mel. 
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Figure 5.16: The p} dependence of the elastic J / 1/J cross section. The coherent elastic 
production data are fit by the dotted ( · · ·) curve and the incoherent elastic production 
data are fit by the dash-dotted ( - · - ) curve. Both curves are described in the text. 
The sum of the two fits to the data is given by the solid curve. Only the total 
point-to-point errors are shown, not the errors associated with the absolute scale. 
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where the ( dP /dz )el., ( dP / dp} )coh. el., ( dP / dp} )incoh. el. and ( dP / dzdp} )coh. el. are the 

probability densities obtained by normalizing the differential cross sections given in 

Equations 5.25, 5.23, 5.24 and 5.10, respectively, Ein E [O, 1] is the inelastic fraction 

of the total data and Ece E [O, 1] is the coherent elastic fraction of the elastic data. 

A binned maximum likelihood fit, weighted by the acceptance x smearing, was used 

to fit to the 120 cells in (z,p}) with 6 bins in Zcrctd and 20 bins in Pfrec· Note that 

for the deep inelastic data, the value for n9 was obtained from a binned maximum 

likelihood fit directly to the xG(x) data shown in Figure 5.14. 

Systematic Errors 

To ensure that the statistical uncertainty in the Monte Carlo distributions would 

not contribute as a source of systematic uncertainty in the corrections to the real J / 1/; 

data sample, a sample of 200,000 Monte Carlo events was generated. After recon­

struction and analysis cuts this sample yielded about 80,000 events. Thus the average 

statistical uncertainty in the Monte Carlo data was y'SO, 000 Monte Carlo events/ 

Vl 225 real data events ,....,, 8 times smaller than that of the real data. 

The dominant source of systematic point-to-point errors in the differential distri­

butions was the uncertainty in the photon energy due to the missing forward energy. 

Using the Monte Carlo the mean missing forward energy was parametrized in cells 

of inelasticity and J /1/J energy. As the missing forward energy distributions in each 

cell were asymmetric a set of fits was used to extract the errors corresponding to 

34 % of the areas above and below the mean missing forward energies. These miss­

ing forward energy corrections were incorporated into the data, with the feedthrough 

from the elastic region into the deep inelastic region a negligible 1.3 ± 1.0%. The 

data were analyzed after correcting for smearing and acceptance. The results were 

parametrized and fed back into the Monte Carlo. This procedure was iterated un­

til values for the mean missing forward energy and analysis results converged. The 

mean missing forward energy was not sensitive to variation of the Lund fragmen­

tation function parameters within their known statistical errors. The photon beam 

bremsstrahlung spectrum was calculated, for our 250 Ge V electron beam, using a 
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QED-based Monte Carlo that included the finite thickness, Z dependence and incli­

nation (with respect to the electron beam) of the copper radiator, pair production 

and multiple bremsstrahlung. The Monte Carlo simulation of the detector was tuned 

to inelastic and elastic J/,,P, open charm and non-charm data. Particular attention 

was paid to the per-plane tracking efficiencies (within I% of the data), Cherenkov 

identification, calorimeter simulations which used shower shapes from data and muon 

wall efficiencies. 

The (Exmiss) parametrization, shown in Table 5.5, was not sensitive to the choice 

of the Monte Carlo fragmentation model for the X hadrons: the LUND string model, 

independent fragmentation or the isospin-conserving phase-space model N* ---+ N 7r. 

However, there is evidence from the analysis of the E691 open charm data that the 

string model describes data better than independent fragmentation [Anj 90]. The fit 

to the duccf dxF distribution, the distribution most sensitive to fragmentation, gave 

x:trino = 3.9 versus xrndep. = 4.8. Thus the LUND string model was chosen for the 

inelastic J /,,P analysis. Note that in the case of the open charm string fragmentation, 

the cc pair can hadronize independently of the target or with one string between the 

charm quark and the target diquark and another between the anticharm quark and 

the target quark. 

However, unlike the open charm analysis, a transverse momentum cut was not 

used. To compare the J/,,P pf to the open charm pf, the J/,,P pf is analogous to 

the total p} of the two charm (mesons) in open charm production and not the pf 

of one of the single charm (mesons). A J/,,P may be produced through PGF with 

zero p}, but radiate a hard recoil gluon making the event deep inelastic. However, in 

the gluon structure function analysis, we have to consider the uncertainty due to the 

intrinsic gluon (k} ). Results from measurements of the Drell-Yan process [Con 89] 

are inconclusive about the magnitude of the (k}) due to higher order contributions. 

Nonetheless, a conservative conclusion would be that the intrinsic (p}) of the lepton 

pair is in the range 0.4 - 0.8 GeV2 
/ c2

• Depending on the degree of kinematic correla­

tion in the charm quark pair, this gives a intrinsic (p}) of 0.05 - 0.2 GeV2 /c2 for the 
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single charm quark. In J / 'ljJ production the charm quark pair are completely corre­

lated, thus we make the conservative assumption that the (k}) = 0.10±0.10 GeV2 /c2
• 

This estimate of the intrinsic gluon (k}) is included, in quadrature, in the deep in­

elastic (p}) systematic error. Inserting the above quoted values for (E-y) and deep 

inelastic (z) into Equation 5.15 and varying p} from zero to (k}) increases (x) = 0.052 

by 4% corresponding to 4% of the x bin width in Figure 5.14 and a negligible 3% 

change in n9 • 
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Table 5.9: The corrected gluon momentum fraction, Xcrctd, smearing matrix, 
S(x, Xcrctd), for the deep inelastic region. The errors correspond to the propagation 
of the uncertainty in (Ex miss). 

x~ 0.030 - 0.085 0.085 - 0.140 0.140 - 0.195 0.195 - 0.250 
Xcrctd l 

0.030 - 0.085 0.84~0:01 0.07~0:03 o.01~0:00 o.02~0:00 
0.085 - 0.140 0.14~0:01 o.7s~o:o5 0.32~0:16 0.07~0:11 
0.140 - 0.195 o.01~0:00 o.13~0:08 0.53~0:09 0.4l~o:18 
0.195 - 0.250 O.Ol~o: 0 0.02~0 : 1 0.14~0:10 0.50~0:28 

Table 5.10: Results of fits to the pf dependence of coherent and incoherent elastic J / 'ljJ 
photoproduction and to xG( x) for deep inelastic J / 'ljJ production. The fit parameters 
are discussed in the text. Unless explicitly stated, the errors on the parameters include 
systematic errors. 

Production (pf) Fit Parameter 
mechanism (GeV2 /c2

) 

Deep inelastic 1.20 ± 0.05 ~~:g n9 = 6.5 ± 1.1 ~~:~ in Eq. 5.11 
z < 0.90 
Coherent elastic 0.070 ± 0.007 a= 14.3 ± 1.5 (GeV".l /c2)-1 in Eq. 5.23 
z > 0.99 
Incoherent elastic 0.62 ± 0.005 b = 1.72 ± 0.18 (GeV".l /c2)-1 in Eq. 5.24 
z > 0.99 
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5.4 The Energy Dependence of the J /1/J Cross 
Section 

To measure the energy dependence of the deep inelastic and total (coherent plus 

incoherent) J / t/J cross sections, the reconstructed forward energy, Erec, data were 

first separated into deep inelastic and total elastic sets using the missing forward 

energy corrected inelasticity, Zcrctd· Both sets of data were background subtracted. 

Only the deep inelastic data were then corrected for (Exmiss) and smearing. These 

corrections were negligible in the elastic data. Finally, both sets of data were corrected 

for the energy dependence of the acceptance and the photon flux yielding the energy 

dependence of the cross sections. 

The smearing matrices for Erec were generated using the Monte Carlo. To quantify 

the smearing, the matrix elements, shown in Tables 5.11 and 5.12, were normalized to 

unity over the columns of the generated photon energy, E'Y. Recall that for inelastic 

J J t/J events, hadronization of the radiated gluon and the target fragments produces a 

shower of particles that is boosted forward, in the lab frame, into the detector. The 

energy of this shower is, 

Ex = E'Y + mN - E1/J (5.28) 

The detector has a limited geometric acceptance. Within this acceptance the tracking 

and calorimetry have detection efficiencies less than unity. Furthermore, not all the 

detected particles are successfully identified by the reconstruction algorithms. Thus 

the true shower energy consists of a reconstructed part and a missing part, 

Ex= Exrec + Exmias (5.29) 

The shift of Erec into the lower energy (off-diagonal) matrix elements is due to this 

forward energy missed by the reconstruction, 
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Erec = E-y - E,,p (5.30) 

Table 5.11: The reconstructed photon energy smearing matrix, Sdeep inet.(E-y, Erec), 
for deep inelastic production. 

Erec (Ge V) -t 90 - 130 130 - 170 170 - 210 I 
E-r (GeV) ! 

90 - 130 0.99 0.51 0.06 
130-170 0.01 0.49 0.55 
170 - 210 0.00 0.00 0.39 

Table 5.12: The reconstructed photon energy smearing matrix, Stot. elast.(E-y, Erec), 
for total elastic production. 

Erec (GeV) -t 90 - 130 130 - 170 170 - 210 
E-r (GeV) ! 
90 - 130 1.00 0.00 0.00 
130 - 170 0.00 1.00 0.00 
170 - 210 0.00 0.00 1.00 

To correct for the missing forward energy, the parametrization of (Ex miss) in terms 

of Zrec and E,,prec in Table 5.5 was used. The smearing matrix, Sdeep iner.(E-y, Ecrctd), 

for the corrected forward energy, 

(5.31) 

is shown in Table 5.13. The errors are the propagation of the uncertainty in the 

average missing energy correction. As the missing energy is not known event by event, 

one can only correct for Exmiss statistically. For such a statistical correction (Exmiss) 

was used as opposed to the Exmiss distribution in each (zrec, E,,prec) cell. Throwing 

random values of Exmiss using these distributions would have introduced additional 

smearing into the Ecrctd distribution. The deep inelastic bin size was chosen so that 

the diagonal elements of Sdeep inel. ( E-y, Ecrctd) would all have probabilities greater than 

0.5 in order to avoid ill-conditioned matrices. The total elastic bin size was chosen 
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to be the same as that of the deep inelastic. As Stot. elast. is the identity matrix, no 

smearing corrections are necessary for the total elastic data. 

Table 5.13: The corrected photon energy smearing matrix, Sdeep inez.(E,..,, Ecrctd), for 
deep inelastic production. The errors correspond to the uncertainty in (Exmiss)· 

Ecrctd (GeV) -+ 90 - 130 130 - 170 170 - 210 
E~ (GeV) l 

90 - 130 

130 - 170 

170 - 210 

The Sdeep inel. ( E~, Ecrctd) smearing matrix was used to unsmear the Ecrctd data using 

a x2 minimization method. The x2 expression was defined as 

(5.32) 

where 

• [ Sdeep ;ne1.] ;; = the ijth element of the ( E.,, Ecrctd) smearing matrix 

• ni = the number of reconstructed events in the ith Ecrctd bin 

• mi =the number of unsmeared events in the jth E'Y bin, constrained to physical 

values by 

mi > 0, for all i = 1,3 (5.33) 

mi < L mi for all i = 1, 3 (5.34) 

l:mi - l:ni (5.35) 

The number of unsmeared events in the mi bins was varied until a minimum x2 value 

was obtained. 

The energy dependence of the overall deep inelastic and total elastic acceptance, 

shown in Figures 5.17 and 5.17, is a convolution of the E'Y dependence of the geometric 
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Figure 5.17: The energy dependence of the acceptance for deep inelastic events. 
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Figure 5.18: The energy dependence of the acceptance for elastic events. 



5.4 The Energy Dependence of the J /'¢ Cross Section 137 

acceptance, the dimuon trigger efficiency and the efficiencies of the reconstruction 

and analysis cuts. To obtain these acceptance curves, the Monte Carlo reconstructed, 

E--yrec, distributions were divided by the generated, E--y, distributions for deep inelastic 

and elastic production, respectively. 

The photon energy dependence of the deep inelastic and total elastic J / '¢ cross 

sections was then obtained by dividing the corrected data by the overall acceptances 

and the photon flux, shown in Figure 3.3. The rise of the J /'¢ cross sections as a 

function of the photon energy was quantified as the ratio a(200 GeV)/ u(lOO GeV). 

Values from the linear fits to the deep inelastic and total elastic du/ dE"Y data are 

listed in Table 5.14. The energy dependence of the deep inelastic cross section on 

beryllium is shown in Figure 5.19 along with the PGF curve obtained by integrating 

du/ dzdp} for E--y varying from 90 Ge V to 210 Ge V and normalized to the measured 

cross section. The inner error is statistical and the outer error also includes, in 

quadrature, all systematic errors except those associated with the absolute scale. The 

total elastic data along with the empirical straight line fit, normalized to the measured 

cross section, are shown in Figure 5.20. Only the total (statistical in quadrature 

with systematic) point-to-point errors are shown, not the errors associated with the 

absolute scale. 

Table 5.14: Results of the linear fits to the photon energy dependence of the deep 
inelastic and total (coherent plus incoherent) elastic cross sections. 

Production a(200 GeV) 
Mechanism u ( 100 Ge V) 

Deep Inelastic 1. 73 ± 0.43~g:~~ 
z < 0.90 
Total Elastic 1.28 ± 0.15 
z > 0.99 

Systematic Errors 

As for the z and p} distributions, the dominant source of systematic point-to-point 

error of the deep inelastic E"Y distribution was the uncertainty in the photon energy 
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Figure 5.19: The energy dependence of the deep inelastic J /,P cross section on beryl­
lium. The inner error is statistical and the outer error also includes, in quadrature, 
all systematic errors except those associated with the absolute scale. Also shown is 
the photon-gluon-fusion curve, normalized to the measured cross section, described 
in the text. 
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Figure 5.20: The energy dependence of the total (coherent plus incoherent) elastic 
J /'if; cross section on beryllium. Only the total point-to-point errors are shown, not 
the errors associated with the absolute scale. The fit is linear. 
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due to the missing forward energy, (Exmiu)· For a full discussion of this contribution 

to the systematic error, refer to the previous Section 5.3. 

The photon beam bremsstrahlung spectrum, produced by the 250 GeV electron 

beam incident on the copper radiator and shown in Figure 3.3, was calculated using a 

QED-based Monte Carlo that included the finite thickness, inclination (with respect 

to the beam axis) and Z dependence of the radiator, pair production and multiple 

bremsstrahlung. To check this calculation of the photon flux, the energy dependence 

of the total hadronic cross section was measured. The tagging system smearing was 

parametrized using elastic J / t/Js. This parametrization was then used to smear the 

Monte Carlo generated photon flux. Normalizing the energy dependence of hadronic 

events, measured using the tagging system, by the smeared Monte Carlo photon flux 

gave the energy dependence of the total hadronic cross section. This energy depen­

dence was found to be essentially flat, in good agreement with previously reported 

measurements [PDG 90] shown in Figure 5.21. 
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Figure 5.21: Photon total hadronic cross sections versus laboratory beam momentum 
Pbeam and total centre-of-mass energy, EcM. Adapted from the Particle Data Book 
(1990). 
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5 .5 Measurement of the J / 'lj; and 1/J' Cross Sections 

The total J / ,,P cross section on beryllium, a-}~;), may be measured by normalizing to 

the total hadronic photoproduction cross section on beryllium, a?oef. 

u~~;) · BR(J/'lj; ~ µ+µ-) number of corrected J/'lj; events 

u?oef = number of corrected hadronic events 
(5.36) 

The events were corrected for livetime and trigger efficiency as follows 

(5.37) 

where 

• Nj~~H) = number of observed J / 'ljJ events in the B · H runs 

• N}JJ) = number of observed J / ,,P events in the Er runs 

• NB·H =number of B · H triggered events 

• NET = number of Er triggered events 

• (/) l~H) = average livetime fraction over the B · H runs 

• (/) l~) = average livetime fraction over the Er runs 

• €dimuon = geometric acceptance x absolute dimuon trigger efficiency x recon­

struction efficiency x analysis cuts efficiency 

• £B·H = absolute B · H trigger efficiency x geometric acceptance 

• £ET = absolute Er trigger efficiency x geometric acceptance 

• a}~;> = total J /,,P cross section on beryllium 
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• a~~eJ. = total hadronic photoproduction cross section on beryllium 

• BR( J / ,,P ---+ µ+ µ-) = J / 'ljJ muonic branching ratio 

Beginning with a set of 2549 E691 runs, 472 runs were rejected, leaving 2077 good 

runs. The bad runs were rejected due to problems with one of the B · H, Er or 

dimuon triggers, missing or inconsistent scaler information or a logbook documented 

problem in one of the detector systems. 

This set of good runs was found to consist of 4.533 x 108 hadronic events corrected 

for the average livetime and the Er trigger and the B · H trigger efficiencies. The 

corrections are listed in Table 5.15. When an event generates a trigger, a finite 

amount of time is required by the data acquisition system to process the event and 

write the information to tape. As the data acquisition system will not accept any new 

triggers during event processing, this interval of time is called the deadtime. The data 

acquisition system indicated that it was in the deadtime state by generating a logical 

BU SY flag followed by a logical CLEAR notifying that it had completed processing 

and was ready to accept a new event. Using the ratios of the scalers, 

f (B·H) 
DT 

Lrun[(B. H). (BUSY)] 
Lrun(B · H) 

!
(ET) _ Lrun[(Er) ·(BUSY)] 
DT - Lrun(Er) 

(5.38) 

(5.39) 

the B · H and Er trigger dead times for a run were calculated. The (!) DT was 

determined by averaging the deadtime over all the good runs and the average livetime, 

(!)LT, is simply 

(/)LT= 1 - (/)DT (5.40) 

Note that the (!)LT was determined by the hadronic triggers and not the di muon 

trigger, as the di muon trigger rate was less than 5% of the hadronic trigger rates. The 
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B · H trigger rejected 99.9% of the electromagnetic events, 1N--+ e+e-N, µ+ µ- N, 

but accepted essentially all the hadronic interactions [Est 86]. Openness of the B · H 

trigger to hadronic events was due to the low H threshold of 40 GeV, with H =energy 

deposited in the hadrometer + energy deposited in the SLIC weighted by 12 dB, in 

coincidence with a signal above the threshold of a single minimum ionizing particle 

passing through the B counter (the interaction counter immediately downstream of 

the target). An event that generated a B · H trigger was counted as a hadronic 

event. The hadronic efficiency of the global weighted transverse energy trigger, Er, 

was determined by the fraction of hadronic events above the (more restrictive) ET 

trigger threshold. 

Table 5.15: The number of hadronic events in the good E691 runs corrected for the 
average livetime fraction and the trigger efficiency. 

Event Number of Average Absolute Number of 
Type Observed Livetime Trigger Corrected 

Events Fraction Efficiency Events 
N (/)LT £ N /((!)LT£) 

B·H 9.641 x 106 0.3048 1.0 3.163 x 107 

ET 77.98 x 106 0.6350 0.2912 4.217 x 108 

Total 4.533 x 108 

The good run data set also yielded 4975 ± 160 ± 83 J /,,P events corrected for the 

livetime, detector acceptance x dimuon trigger efficiency, reconstruction efficiency 

and analysis cuts efficiency. The corrections are shown in Table 5.16. Recall that the 

dimuon trigger consisted of the front segmented scintillator muon wall, the interaction 

B counter, the two Cherenkov counters and a hadron-stopping steel wall followed by 

the back segmented scintillator wall. Detailed geometry and efficiency measurements 

of these detector components were made and incorporated in the Monte Carlo. Using 

the Monte Carlo, the overall efficiency of the dimuon trigger was measured. For 

exclusively deep inelastic and elastic events, the dimuon trigger efficiencies were 49 ± 

8% and 58 ± 10%, respectively. 

The total photoproduction hadronic cross section on beryllium has been measured 
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Table 5.16: The number of observed J/'tf;--+ µ+µ-events in the good E691 runs and 
the average livetime fraction and the dimuon trigger, reconstruction and analysis cut 
efficiencies. 

Run Number of Average Dimuon Trigger Reconstruction Analysis 
Type Observed Livetime Efficiency x Efficiency Cuts 

J/'tf; Events Fraction Geometric Efficiency 
Acceptance 

(!)LT Cdimuon 

B·H 53 ±8 0.3048 0.55 ± 0.09 0.97 0.75 ± 0.01 
ET 1172 ± 37 0.6350 0.55 ± 0.09 0.97 0.75 ± 0.01 
Total 1225 ± 38 

Table 5.17: The number of 'tf;'--+ J/'tj;7r+7r---+ µ+µ-7r+7r- events in the good E691 
runs corrected for the average livetime fraction and the overall di muon and 7r+ 7r­
acceptances. 

Run Number of Average Di muon 7r+7r- Number of 
Type Observed Livetime Acceptance Acceptance Corrected 

'tf;' Events Fraction 'tf;' Events 

N,,µ1 (/)LT Cdimuon c7!'+11'- N,,µ1 /( (J)LTCdimuon€1!'+11'-) 

B·H 1±1 0.3048 0.39 ± 0.08 0.83 ± 0.05 10±10±2 
ET 8±3 0.6350 0.39 ± 0.08 0.83 ± 0.05 39±15±10 
Total 9±3 49±18±10 

Table 5.18: The number of J/'tf;--+ µ+µ- events with the 't/;'--+ J/'tj;X --+ µ+µ- X 
cascade events, where X corresponds to any allowed particle(s), subtracted and cor­
rected for the average livetime fraction and the di muon trigger, reconstruction and 
analysis cut efficiencies listed above in Table 5.16. 

Run BR('tf;'--+ J/'tf;7r+7r-) Number of Number of Number of 
Type BR('tf;'--+ J/1/J anything) 1/J' --+ J /1/JX Observed Corrected 

Events ( 't/;' --+ J /1/JX ( 1/J' --+ J /1/JX 
Subtracted) Subtracted) 
J /1/J Events J/'tf; Events 

NJN NJN/( (/)LTCdimuon) 

B·H 0.568 ± 0.061 1.8 ± 1.8 51±8 418 ± 66 ± 68 
ET 0.568 ± 0.061 14.1±5.2 1158 ± 37 4557 ± 146 ± 746 
Total 15.9 ± 5.5 1209 ± 38 4975 ± 160 ± 749 
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to be a?oet = 861 ± 40 µb/Be nucleus [Cal 78, Cal 79, PDG 90]. In order to check 

the average livetime and absolute trigger efficiency values used in the calculations of 

Table 5.15, an independent E691 measurement of a~8aef was performed. The value 

obtained using the E691 data, 834±47 µb/Be nucleus [Pur 87], is in good agreement 

with the above quoted value. 

The ,,P' cascade decays 1N ~ ,,P'X ~ (J/,,P anything)X also contribute to the 

J /,,P cross section. To obtain the direct 1N ~ Jj,,PX production cross section, these 

feedthrough events must be first subtracted. Thus the observed ,,P' ~ J/,,P7r+7r- ~ 

µ+ µ-7r+7r- events, shown in Figure 5.2, were first corrected for the world average 

branching ratio of 32.4 ± 2.6% [PDG 90] normalized to the ,,P' ~ J / 'ljJ anything world 

average branching ratio of 57 ± 4% [PDG 90] and then subtracted from the total 

number of observed J/'ljJ ~ µ+ µ- events as shown in Figure 5.18. Substituting the 

PDG a~8aef measurement and the number of corrected hadronic and J / 'ljJ events from 

Tables 5.15 and 5.18, respectively, into Equation 5.37 along with the world average 

J/'ljJ ~ µ+ µ- branching ratio of 6.9 ± 0.9% [PDG 90] yielded the E691 total J/,,P 

cross section on beryllium 

a}~~) = 137 ± 4 ± 28 nb/Be nucleus (5.41) 

at (E,,,) = 145 GeV. The Tagged Photon Collaboration has reported [Sok 86] a 

measurement of the A a dependencies of the coherent elastic and incoherent elas­

tic/ inelastic J /'l/J cross sections to be O'.coh. el. = 1.40±0.06±0.04 and O'.incoh. el., inelastic = 
0.94 ± 0.02 ± 0.03. From the fit to the differential da / dzdp} data, the fractions of 

inelastic and deep inelastic to total production and the fractions of coherent elastic 

and incoherent elastic to total production were measured. These production fractions 

were used to determine the J / 'ljJ inelastic and deep inelastic cross sections and the 

J / ,,P coherent and incoherent elastic cross sections on beryllium and per nucleon as 

listed in Table 5.19. The sum of the inelastic and coherent plus incoherent elastic 

cross sections per nucleon gives the total J / 'ljJ cross section per nucleon 
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0"}7J = 14.0 ± 0.5 ± 2.3 nb/nucleon (5.42) 

at (E'Y) = 145 GeV. 

Table 5.19: Inelastic, deep inelastic, coherent and incoherent elastic J / 'ljJ cross sec­
tions, ,,P' subtracted, on beryllium and per nucleon. 

Production Fraction of the O"JN on Be O" JN per nucleon 
mechanism total O" JN on Be (nb) (nb) 

Deep inelastic 0.35 ± 0.01 ~8:8~ 48±2±11 6.1±0.3 ± 1.5 
z < 0.90 

Inelastic 0.52 ± 0.01 ~8:~1 72±3±10 9.0 ± 0.4 ± 2.1 
z < 0.99 

Coherent elastic 0.300 ± 0.020 ~8:85~ 41.0 ± 3.0 ± 6.5 1.89 ± 0.14 ± 0.49 
z > 0.99 

Incoherent elastic 0.180 ± 0.010 ~8:86~ 24.7 ± 1.6 ± 5.2 3.13 ± 0.20 ± 0.71 
z > 0.99 

I Total (Inelastic+ Coh. Elastic+ Incoh. Elastic) I 137 ± 4 ± 28 I 14.0 ± 0.5 ± 2.3 

The total ,,P' cross section on beryllium was determined using Equation 5.43, anal­

ogous to the expression for the total J /,,P cross section on beryllium, Equation 5.37. 

where 

O"~~e). BR(,,P' ~ J/,,P7r+7r-) · BR(J/,,P ~ µ+µ-) 
(Be) 

UTOT 

N (B·H)/((f)(B·H) ) N(ET)/((J)(ET) ) 1/J' LT Cdimuone1r+1r- + 1/J' LT edimuone1r+1r-

NB.H / ( (f)~H)eB.H) +NET/( (f)~E,j°>eET) 

• N~~·H) = number of observed ,,P' events in the B · H runs 

• N~lfT) = number of observed ,,P' events in the ET runs 

• NB·H =number of B · H triggered events 

• NET = number of ET triggered events 

(5.43) 
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• (!) ~H) = average livetime fraction over the B · H runs 

• (!) 1,E/) = average livetime fraction over the Er runs 

• €dimuon = geometric acceptance x absolute dimuon trigger efficiency x reconstruction 

efficiency x analysis cuts efficiency 

• c7r+7r- = geometric acceptance x reconstruction efficiency x analysis cuts efficiency 

for t/J' --+ J / tjJ7r+ 7r- accepted by the dimuon trigger 

• cB·H = absolute B · H trigger efficiency x geometric acceptance 

• €Er = absolute Er trigger efficiency x geometric acceptance 

• a~~e) = total ,,P' cross section on beryllium 

• a?oet = total hadronic photoproduction cross section on beryllium 

• BR( t/J'--+ J /1/nr+7r-) = ,,P' branching ratio 

• BR(J/,,P--+ µ+ µ-) = J/t/J muonic branching ratio 

Substituting the PDG at16et measurement and the number of corrected hadronic and 

1/J' events from Tables 5.15 and 5.18, respectively, into Equation 5.43 along with the 

world average 1/;' --+ J /,,P7r+7r- and J'lj; --+ µ+ µ- branching ratios yielded the E691 

total 1/J' cross section on beryllium 

o-~1:e) = 4.2 ± 1.5 ± 1.1 nb /Be nucleus (5.44) 

at (E'Y) = 145 GeV. The 1/;' --+ (J/1/;) anything cross section on beryllium was 

determined to be 2.6 ± 0.9 ± 0.6 nb per beryllium nucleus. 

Systematic Errors 

Sources of systematic error on the total cross section on beryllium included, in 

quadrature, the following uncertainties 
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• ~£~~~v:Jon trigger = the uncertainty in the absolute dimuon trigger efficiency for 

direct 1N---+ J /,,PX production 

• ~£~f2uon trigger = the uncertainty in the absolute dimuon trigger efficiency for 

cascade 1N---+ ,,P'X---+ J/,,P anything X production 

• ~£polarization = the uncertainty in the elastic and inelastic J / 1/; and 1/;' polariza­

tion 

• ~BR(J/,,P---+ µ+µ-)=the uncertainty in the world average branching ratio 

• ~BR( 1/J' ---+ J / 1/; anything) = the uncertainty in the world average branching 

ratio 

• ~BR( ,,P' ---+ J / ,,P7r+ 7r-) = the uncertainty in the world average branching ratio 

• ~affoeJ. - the uncertainty in the total photoproduction hadronic cross section 

on beryllium 

The contributions to the dimuon trigger systematic error of the individual Cherenkov 

components were estimated by varying, in the Monte Carlo, the 2 photoelectron 

thresholds by ± 1 photoelectron. This variation in the photoelectron thresholds was 

performed independently for each of the 28 Cl and 32 C2 (mirror-plane, Winston 

cone and phototube) assemblies. To estimate the contributions to the systematic 

errors of the individual scintillator segments of the back muon wall, the efficiency of 

each of the 15 scintillators was independently lowered by 5%. From these studies, the 

maximum systematic variation in the dimuon trigger efficiency from an individual 

component for direct J /,,P production was found to be no more than ±2.0%. This is 

due, in part, to the combinatoric redundancy of the dimuon trigger. The agreement 

between the Monte Carlo and the real average absolute efficiency for detection of 

Cherenkov photons from muons with a momentum distribution from the J / 1/; ---+ 

µ= µ- decay was estimated to be on the order of ±14%. For the muon wall, the 

agreement between the Monte Carlo and the real average absolute efficiency for muon 
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detection was estimated to be on the order of ±5%. These systematic errors taken 

in quadrature gave an uncertainty, 6,c:,~~~~on trigger' in the absolute dimuon trigger 

efficiency of ±15%. The dimuon trigger efficiency was insensitive to the variation, 

within their respective statistical errors, of the ratio of inelastic to elastic production, 

na (which determines the inelastic (z) and (p}) ), the ratio of coherent to incoherent 

elastic production and the coherent and incoherent elastic (p} )s. The ratio of inelastic 

to elastic production is not known for cascade JI 1f; production. Thus the above 

variations were also performed for the cascade J 11/J production with the exception 

that the ratio of inelastic to elastic production was varied from all inelastic to all 

elastic. 

Recall that for the decay of a polarized vector boson into two spin-1 /2 particles, 

1 ~mm (5.45) 

such as J / 1f; -t µ+ µ-, the decay angular probability density is 

. (5.46) 

where Bis the direction of an emerging muon measured with respect to the direction 

of the incident photon, observed in the J /1/J centre-of-mass frame and T/L E [O, l], the 

ratio of the longitudinal (helicity-zero) JI 'ljJ cross section to the total (transverse plus 

longitudinal) cross section, is 

(5.47) 

where u,p = u,pL + u,py· If T/L is 1/2, then the J/1/J is unpolarized and the decay 

angular distribution is isotropic. For deep inelastic production 1/L is given by 

(deep inel.) _ 2z2p}m~{[m~(l - z) + p}]2 + z2p}} 
T/L - (m~ + p})2 {[m~(l - z)2 + p}]2 + (1 - z)4(m~ +Pf )2 + z4p}} (5.4B) 
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in the colour-singlet PGF model [Ber 81]. For elastic J/,,P production, the diffractive 

VMD model [Hum 77] predicts that the J/,,P is produced with maximal transverse 

polarization, T/L = 0, like the real incident photon via s channel helicity conservation 

(SCHC). To determine the systematic error in the dimuon trigger efficiency due to the 

uncertainty in the Jf ,P polarization 'f/L was varied over the range 'f/L E [o, 'ffideep ;ne1.)] 

for inelastic production and over the range 'f/L E [O, 1 /2] for elastic production. This 

systematic error was found to be ±2%. 

In addition, the systematic errors in the inelastic, deep inelastic and coherent 

and incoherent elastic cross sections included, in quadrature, the uncertainties in the 

measured ratios of the these production processes to the total J / ,,P production 

• Llcinelastic = the uncertainty in the inelastic production fraction 

• Llcdeep inel. = the uncertainty in the deep inelastic production fraction 

• Llccoh. elastic - the uncertainty in the coherent elastic production fraction 

• Llcincoh. elastic = the uncertainty in the incoherent elastic production fraction 

The uncertainties in the above production fractions were sensitive to the photon 

energy and smearing corrections. 

Included in the systematic errors in the deep inelastic and coherent and incoherent 

elastic cross sections per nucleon, in addition, in quadrature, were the uncertainties 

in the A a dependence extrapolations from beryllium to hydrogen. 

• Llo:incoh. elastic, inelastic = the uncertainty in the incoherent elastic/inelastic A 

dependence exponent 

• Llacoh. elastic = the uncertainty in the coherent elastic A dependence exponent. 

The relative magnitudes of all the above systematic errors are listed in Table 5.20. 
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Table 5.20: Relative magnitudes of the systematic errors on the inelastic, deep inelas­
tic, coherent and incoherent elastic J / ,,P cross sections on beryllium and per nucleon. 

Systematic Uncertainty Relative Magnitude 
(%) 

(t:,,, I )tJN> c c dimuon triaaer ±15. 

( t:,,,c / c )~t;,:uon triqqer ±21. 

( t:,,,g I c )~~·!- ±3.5 
( t:,,,c / c )polarization ±2.0 
(t:,,,BR/ BR)JN-µ+µ.- ±13. 
(fl.BR/ BR)'l/l'-JN anything ±7.0 
(t:,,,BR/ BR)'l/l'-Jh/J11'+11'- ±8.0 
( t:,,,u I u )~t ±4.6 

( fl.c / c )inelastic +5.8, -1.9 
( t:,,,c / c )deep inelastic +5.7, -11. 
( fl.c / c )coh. elastic +6.7, -1.5 
( t:,,,c; I e )incoh. elastic +5.6,-3.3 

(fl.a/ a )incoh. elastic, inelastic ±8.9 
(t:,,,a/a)coh. elastic ±15. 
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5.6 Comparison of Data and Monte Carlo 

The Monte Carlo was used to correct the background subtracted data for Exmim 

smearing and acceptance. The corrected data were analyzed, the results were parametrized 

and fed back into the Monte Carlo. This procedure was iterated until values for 

(Exmiss) and the analysis results converged. Using this method, convergence of the 

analysis to the true physical point (within errors) in the (ccoh. el., a, b, £inel., n9 ) 

parameter space (see Equations 5.10, 5.23, 5.24, 5.26) and 5.27) depended on 

the Monte Carlo correctly simulating both the physics and the detector. Agreement 

between the data and the Monte Carlo was quantified by comparing the background 

subtracted data before corrections with the corresponding Monte Carlo distributions 

and calculating the x2 listed in Table 5.21. All the data and Monte Carlo distri­

butions are in agreement to better than the 90% confidence levels corresponding to 

the number of degrees of freedom, nn. The background subtracted inelasticity and 

transverse momentum squared data, before corrections for Exmiss, smearing and ac-

ceptance, are shown in Figures 5.22, 5.23, 5.24 and 5.25. The corresponding Monte 

Carlo distributions (solid lines-) are superimposed normalized to the data. 

Table 5.21: Comparison of the x2 between the data and the Monte Carlo distributions 
with the respective 90% confidence levels corresponding to the number of degrees of 
freedom, nn. 

I Distribution X
2 I X~% aL I nn I 

Zrec 2.5 9.24 5 
Xrec' 1,3 6.25 3 
0.10 < Zrec < 0.90 

2 
PTrec' 5.6 14.7 9 
0.10 < Zrec < 0.90 

2 
PTrec' 18. 27.2 19 
0.99 < Zrec < 1.00 
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Figure 5.22: Comparison of the background subtracted Zrec data with the correspond­
ing Monte Carlo distribution (solid line-). 
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Figure 5.23: Comparison of the background subtracted Xrec data, for 0.10 < Zrec < 
0.90, with the corresponding Monte Carlo distribution (solid line-). 
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Figure 5.24: Comparison of the background subtracted p}rec data, for 0.10 < Zrec < 
0.90, with the corresponding Monte Carlo distribution (solid line-). 
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Figure 5.25: Comparison of the background subtracted Pfrec data, for 0.99 < Zrec < 
1.00, with the corresponding Monte Carlo distribution (solid line-). 
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5. 7 Comparison of Data with Other Experiments 

An extensive review of measurements from earlier J / ,,P photoproduction and muopro­

duction experiments may be found in [Nas 83]. In Table 5.22, the E691 J /¢data are 

compared with the data from E516, the previous photoproduction experiment per­

formed at the Tagged Photon Laboratory, [Den 84]. The E691 data is characterized 

by increased statistics and smaller systematic uncertainties. Although these two set 

of data agree within errors, the trend of the central values suggest an increase in the 

deep inelastic production fraction with increasing energy. 

The E691 measurement of gluon structure function, xG(x), is compared, in Ta­

ble 5.23, with the other most recent real and virtual photoproduction (muoproduc­

tion) measurements and a prompt photon measurement from WA 70 [Bon 88]. Al­

though the parametrization of the gluon structure function 

xG(x) = (1 - xt9 (5.49) 

is motivated by counting rules and is thus expected to be valid only at large x, the 

convention is to use this form over the entire range of x. The E691 J /,,P photoproduc­

tion measurement of xG(x) is shown in Figure 5.14. The corresponding measurement 

from the E691 open-charm PGF analysis [Anj 90], shown in Figure 5.26, is more 

accurately stated as the measurement of [dG(x)/dx]/G(x), at x = 0.06, for gluons in 

beryllium giving a value of -7.6 ± 2.3. The third result is the J /1/J virtual photopro­

duction (muoproduction) result of the European Muon Collaboration [Ron 90], shown 

in Figure 5.27. Note that the J /1/J real and virtual photoproduction data both extend 

over a range of x about 5.5 times larger than that of the open-charm real photopro­

duction data. The J / ¢ virtual photoproduction data extend over a range of Q2 about 

10 times larger than that of the real photoproduction data but with a lower ( Q2) of 

about 4 GeV2 compared to value of about 21 GeV2 for the real photoproduction data. 

However, all these results all agree within errors. 



Table 5.22: Comparison of the E691 and other J / 'lj; photoproduction data. 

Experiment Target (E-r) Total Total elastic Deep inelastic Deep inelastic 
Material (GeV) O'JN O'JN O'JN production 

(nb/nucleon) z > 0.99 z < .9 fraction 
(nb/nucleon) (nb/nucleon) 

E516 H2 100 19.6 ± 2.4 ± 4.9 9.8 ± 1.8 ± 2.5 5.1 ± 1.4 ± 1.3 0.26 ± 0.05 ± 0.09 
E691 Be 145 14.0 ± 0.5 ± 1.6 5.05 ± 0.24 ± 0.66 6.1 ± 0.3 ± 1.1 0.44 ± 0.03 ± 0.09 

Table 5.23: Reported measurements of the gluon structure function exponent. 

Experiment Production Q2 x Range ng Perturbative 
Mechanism (GeV2

) QCD Order 

E691 1Be-+ Jf'lj;X 22 [0.03, 0.25] 6.5 ± 1.1 stat.~b:~ syst. NLO 
E691 1Be-+ DDX 20 [0.04, 0.08] 7.1±2.2 (syst.) NLO 
EMC µ(H2, D2) -+ µ' J /tf;X [0.1,10] [0.03, 0.25] 5.1±0.9 (stat.) NLO 

BCD MS µH2-+ µ'X 5 [0.06, 0.30] +u :l LO 4.0 ± 1.3 (stat.) _
8
:~ ( theo.) 

8.1±1.5 (stat.) ~0:3 (theo.) NLOMS 
EMC µFe-+ µ'X 5 (0.30, 0. 70] 3.25 ± 0.4 (stat.) ± 0.6 ( syst.) LO 

I WA70 4 [4, 5] NLOMS 
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Figure 5.26: The lu limits for n9 and me from the photon-gluon fusion analysis of the 
E691 open-charm data. The horizontal line is for the total cross section measurement 
(n9 fixed at its combined-fit value of 7.1 ±2.2) and the vertical line is for the rise of the 
total cross section with energy (me fixed at its combined-fit value of 1. 7 4:!t~~Ge V / c2). 

The dashed curve is for the p} fit and the solid curve is for the x F fit. The combined 
fit result is at the intersection of the two lines. 
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Figure 5.27: The EMC normalized nucleon gluon distribution distribution xG(x) from 
hydrogen and deuterium data analyzed in the colour-singlet J /,,P photon-gluon fusion 
model. Also shown are earlier results Trom an EMC measurement on aminonia. 



Chapter 6 

Conclusions 

In conclusion, the inelastic and elastic photoproduction on beryllium of 1225 ± 38 

J / 'l/J particles from experiment E691 has been analyzed. The deep inelastic cross 

section was measured to be 48.3 ± 2.0 ~~:~ nb/Be nucleus at (E"') = 145 GeV. For 

elastic production, the coherent elastic cross section was measured to be 41.4 ± 3.0 ± 

6.1 nb/Be nucleus and the incoherent elastic cross section was measured to be 24.8 ± 

1.6 ± 3.6 nb /Be nucleus. The du/ dzdp} distribution and energy dependence of the 

cross section for these production processes was also measured. For deep inelastic 

production, with (z) = 0.68 ± 0.01 :g:g~, the mean pf was 1.20 ± 0.05 :g:g GeV2 /c2 

and the ratio of cross sections at 200 and 100 GeV was 1. 73 ± 0.43 :g:~~' whereas for 

coherent and incoherent elastic production the mean p}s are 0.070 ± 0.007 GeV2 /c2 

and 0.62 ± 0.05 Ge V2 
/ c2 , respectively and the ratio of total (coherent plus incoherent) 

elastic cross sections at 200 and 100 GeV was 1.28±0.15. All the measured quantities 

agree with the inelastic QCD and elastic VMD-Glauber Monte Carlo simulation 

that uses the Lund model for inelastic hadronization. The deep inelastic part of 

the J / 'l/J data was analyzed in the photon-gluon-fusion model. It was found that 

the rise of the cross section with energy and the da / dzdp} distribution are well 

described by a relatively soft gluon distribution, xG( x) ex (1 - x rg, with n9 = 

6.5 ± 1.1 (stat.) :i:~ (syst.) at (Q2
) = 22 GeV2

, in agreement with the measurement 

from the open-charm E691 data, n9 = 7.1±2.2, at (Q2 ) = 20 GeV2
• 
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The J / 'ljJ colour-singlet photon-gluon fusion model should prove to be a powerful 

technique to extract the gluon structure function, xG(x), for low x at HERA. 



Appendix A 

The Kinematics of J / rtjJ 

Photoproduction 

A.1 Elastic J /'l/; Photoproduction 

For elastic J / ,,P photoproduction, the kinematic variables of interest are the incident 

photon beam energy E"I, the mass of the target beryllium nucleus mBe or constituent 

nucleon mN, the transverse momentum squared, p}, of the J/,,P relative to the photon 

beam axis and the Lorentz invariant inelasticity, z, defined by 

p,,p·PN 
z= . 

P"Y · PN 
(A.l) 

In the lab frame z corresponds to the fraction of the photon beam energy transferred 

to the J /,,P 

(A.2) 

The 4-momentum equation for incoherent elastic scattering is 

(A.3) 

Energy and momentum conservation constrains z and pf. For a fixed E"Y there is only 
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one independent variable, z or p}. This kinematic constraint may be derived, using 

the Mandelstam variables s, t and u, as follows. 

s+t+u 

s 

u 

2m2 + m 2 
N 1/l 

(p-y + PN )
2 

= mJv + 2p-y · PN 

mJy + 2mNE-y 

m! + mJy - 2p1/I · PN 

m! + mJy - 2zp-y · PN 

(A.4) 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

(A.9) 

(A.10) 

where Equations A.I and A.6 were inserted into Equation A.9 to obtain Equa­

tion A.10. Inserting Equation A.10 back into Equation A.4 gives 

s + t - z(s - mJv) = mJy (A.11) 

and solving for z yields 

s + t - m'fv 
z = 2 • 

s-mN 
(A.12) 

The 4-momentum transfer t expressed in terms of z and p} is 

(A.13) 

- m! - 2p-y · P1/I 

- m! - 2z E~ + 2E-yPz.p 



A.1 Elastic J /ti; Photoproduction 163 

m~ - 2zE; + 2E~JE~ - p} - m~ 

- m~ - 2zE; + 2E~J(zE~)2 - p} - m~. (A.14) 

This expression can be simplified considerably by expanding t to second order, 

(A.15) 

Note that, in the limit p} -7 0, t does not vanish but approaches a non-zero value 

tmin· Hence 

(A.16) 

and the maximum kinematically allowed value of z is alway less than one 

s + tmin - m 'Jv 1 
Zmax = 2 < · 

s-mN 
(A.17) 

Solving for z in terms of p} gives the constraint, in the lab frame, 

z= 

{ (E,,+mN)2 (mN+~;JJ-(2E,,mN+mh)[(mN+~)2 +p}+m~] 

+ (E., + mN) ( mN + ;;i)} / (2E.,mN + mh). (A.18) 

However, the expression for z is well approximated by inserting Equations A. 7 and A.15 

into Equation A.12 yielding 

(p} + m~)4 
BmNE~ . 

(A.19) 
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From Equation A.19, one can now easily see that the inelasticity approaches its 

maximum value in the limit p}--+ 0, 

(A.20) 

Conversely, one can express pf in terms of z, 

{A.21) 

The derivation for coherent elastic scattering is identical. One need only replace mN 

by ffiBe in the results. 

A.2 Inelastic J /'l/J Photoproduction 

The 4-momentum equation at the parton scale for inelastic scattering is 

(A.22) 

where 91 is the gluon from the target nucleon and 92 is the hard gluon radiated by 

the cc system in order that the J / 1/J be a colour singlet. The fraction x of the target 

nucleon momenta carried by g1 is defined (in the limit of the infinite momentum 

frame) 

(A.23) 

This introduces a new degree of freedom. For a fixed E-y, two of the three variables z, 

p} and x are independent. Thus t;here is one degree of freedom for elastic scattering 

and two degrees of freedom for inelastic scattering. The kinematic constraint between 
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z, p} and x may be derived, analogously to elastic J / 'lj; scattering, using the parton 

Mandelstam variables s, i and u, 

.s+i+u 

s 

u 

2xp-y · PN 

2xmNE-y 

m~ - 2p,p · P91 

m~ - 2xp,p · PN 

m~ - 2xzp-y · PN 

Inserting Equation A.28 into Equation A.24 gives 

t 
z = 1 + -; 

s 

(A.24) 

(A.25) 

(A.26) 

(A.27) 

(A.28) 

(A.29) 

where t = (p-y - P1/J )2 = t. Comparing Equations A. 7 and A.26, it is easily seen that 

for E-y ~ mN 

S ~XS. (A.30) 

Inserting Equation A.30 into Equation A.29 and solving for x gives the Lorentz in-

variant expression 
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t 
(A.31) x= 

(1-z)s" 

The lab frame expression for x is 

-m~ + 2zE~ - 2E'Yj(zKy)2 
- p} - m~ 

x== -~~~~~~---"-~~~~~~~ 
(1 - z)(2mNE'Y + m~) (A.32) 

The variable x takes on its maximum value when all the momentum of the nucleon 

is carried by the gluon. Thus 

Xmax == 1 (A.33) 

In order to obtain a simple expression for the minimum value of x, the numerator of 

Equation A.32 is expanded out to first order 

(1 - z)m~ + p} 
X rv ---------

- (1 - z)(2mNE'Y + m~) (A.34) 

valid for (p} + m~)/(zE'Y)2 ~ 1. Thus the gluon momentum fraction takes on it 

minimum value in the limit p} --+ 0 

m2 
X - "" min--

S 
(A.35) 

and is independent of z to first order. The kinematic constraint on p} is found by 

rearranging Equation A.32. In the lab frame 

p} = (zE-r) 2 
- m! - El 2 [2zE; - {l - z)(2xmNE-r + x2mi) - m!]2

• 
4 -y 

(A.36) 

A good approximation for Equation A.36 is obtained by rearranging Equation A.34 

p} ~ z{l - z)xs - (1 - z)m!. (A.37) 
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The kinematic constraint on z is also obtained by rearranging Equation A.32. In the 

lab frame 

z= 

{ (E., + xmN)2 (xmN + ;~y -(2xE.,mN + x2mh)[ (xmN + ;~y + p} + m~] 

+ (E., + xmN) ( xmN + ;i)} /(2xE.,mN + x2mi) (A.38) 

As x ---+ 1, the z and p} kinematic constraints Equations A.38 and A.36 approach 

those of incoherent elastic scattering. 
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Appendix B 

Background Subtraction 

The signal region distribution for a kinematic variable x, denoted by fi(x), is a 

weighted sum of the true signal distribution, denoted by f s( x), and the true back­

ground distribution, denoted by fB(x), 

fi(x) = Sifs(x) + BdB(x) (B.l) 

where S1 and B1 are the fractions of signal and background events in the signal region 

of the invariant mass plot. Similarly, the background region distribution, denoted by 

/2( x ), is also a weighted sum of the true signal and the true background distributions, 

h(x) = Sds(x) + BdB(x) (B.2) 

where S2 and B2 are now the fractions of signal and background events in the back­

ground region of the invariant mass plot (the regions adjacent to the signal). 

Conversely, the true signal distribution may be expressed as a weighted sum of 

the signal region distribution and the background region distribution 

fs(x) = afs(x) + /3fB(x). (B.3) 

Substituting Equations B.l and B.2 into Equation B.3 and collecting terms 
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yields two equations in the two unknowns a and f3, 

aS1 + f3S2 - 1 

aB1 + f3B2 - 0 

(B.4) 

(B.5) 

(B.6) 

Equations B.5 and B.6 may now be inverted to give the a and f3 background 

subtraction parameters 

a = 

f3 -

B2 
B1S2 - B2S1 

B1 
B1S2 - B2S1 

(B.7) 

(B.8) 

of Equation B.3. Note that the method discussed above requires that all the distri­

butions be normalized to unity 

j ft(x) = j h(x) = j fs(x) = j fa(x) = I (B.9) 



Appendix C 

Fitting and Parameter Estimation 

The N observed events, corrected for Exmiss and smearing, were grouped into M bins 

(I-dimension) or cells (2-dimension or higher) with ni(,j,k, ... ) events in the ith bin or 

i, j, k, ... th cell of the set of '!/ kinematic variables 

(C.l) 

The predicted number of events, mi,j,k, ... , in the i,j, k, ... th cell is given by 

r. . . .. J(x· ii)A(x)dx m. . (ii) _ N Ji,1,k, ... th cell m x , 
i,1,k,... - r J( ..... .... )A( .... )d .... 

Jail x x, a x x 
(C.2) 

where 

f(i; 0) = ~~(O) (C.3) 

is the differential physics cross section from theory with the set of e parameters 

(C.4) 

and the weighting function A( x) E [O, 1] is the overall detector geometric acceptance 

x efficiency. For grouped data, Poisson distributed in each cell, the likelihood is given 

by 
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C = ITM 1 [m· . k (a)]ni,;,k, ... e-mi,j,k, ... (&) 
' i,3, , ... 

i,j,k, ... =1 ni,j,k, ... • 

(C.5) 

The best fit to theory is determined by searching the a parameter space for the point 

a0 (within errors) that maximizes £. Estimation of a0 by the maximum likelihood 

method is unbiased. The logarithm of the likelihood function attains its maximum 

value at the same point, a0 , as the likelihood function. It is computationally simpler 

to maximize the logarithm of the likelihood or to equivalently minimize the negative 

of the log-likelihood, :F,, given by 

:F, - -2ln£ 
M 

-2 L 
i,j,k, ... =1 

[-n· ·k lnm· ·k (a) - m· ·k (a) - Inn· ·k '] i,3, ,... i,3, ,... i,3, ,... i,3, , .... 

(C.6) 

(C.7) 

where the factor of 2 is introduced as a one u error corresponds to a change of 1/2 

in the value of :F,. As the third term in Equation C. 7 is independent of a, it may be 

subtracted out giving 

M 

:F = -2 " [-n· · ln m· · (ii) - m· · (ii)] £.._; i,3,k,... i,3,k,... i,3,k, ... (C.8) 
i,j,k, ... =1 

as the log-likelihood function to be minimized. 

Estimation of iio, u( iio) and the covariance matrix was performed via minimization 

of :F using the variable metric method of Davidson, Fletcher and Powell [Jam 72] 

implemented in the MINUIT function minimization and error analysis package as the 

MIGRAD routine [Jam 83]. 



Appendix D 

The Monte Carlo 

D.1 The Photon Flux Generation 

A QED-based Monte Carlo was used to calculate the photon beam bremsstrahlung 

energy spectrum for the 250 Ge V electron beam incident on the 0.2 radiation length 

radiator. The detailed simulation included the finite thickness, Z dependence and 

inclination (with respect to the electron beam) of the copper radiator, pair production 

and multiple bremsstrahlung. The resulting photon energy spectrum is shown in 

Figure 3.3. 

D.2 The Inelastic and Elastic J / '¢ Event Genera­
tion 

A photon flux uniform over 70 Ge V to 250 Ge V was generated. The upper kinematic 

limits for z scattering coherently from a Be nucleus, ZBe max, and incoherently from 

a nucleon, ZN max were calculated using Equation A.20. The pf was then calculated 

from the kinematic constraints. For coherent elastic scattering mBe was substituted 

for mN. A z distribution uniform over all z would have had too few events in the 

elastic region, z > 0.99, relative to the inelastic region, z < 0.99, with respect to the 

data. Thus, events were generated as follows 
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Elastic Production 60% of the generated events, uniform random z E (0.99, ZBe max] 

(Equation A.20) 

• Coherent Elastic: z E [zN max, ZBe max], p} = f(E'Y, z, mBe) 

(Equation A.21) 

• Incoherent Elastic and Quasi-elastic: z E (0.99, ZN max], p} = f(E'Y, z, mN) 

(Equation A.21) 

Inelastic Production 40% of the generated events, uniform random z E [0.10, 0.99] 

(Equation A.20) 

• PGF: uniform random x E [m~/s, 1.00], p} = f(E'Y, z, x, mN) 

(Equation A.36) 

• Quasi-elastic: for study of systematics, p} = J(E7 , z, mN) 

(Equation A.21) 

The events were first weighted to have uniform densities over the elastic (E'Y, z,p}) 

phase space and over the inelastic (E'Y, z, Pt, x) phase space, then were secondly 

weighted by the relative photon flux and the probability densities parametrizing the 

physical theory, Equations 5.26 and 5.27. The physical theory parameters were varied 

until the Monte Carlo distributions agreed with the reconstructed data to better than 

the 90% CL. 

From the generated E'Y, z and Pt variables the J/1/J lab frame 4-momenta compo­

nents ( E,,p = z E'Y, Px,p = PT cos (}, Py"' = PT sin (}, Pz,p = J E~ - p}) were calculated. 

The random variable (} was taken to be uniform over [O, 27r]. Thus all projections of 

Pt on the x and y axes were equiprobable. 

To conserve the event 4-momenta for elastic/inelastic production the (photon, 

nucleus/nucleon, J /'l/J) system was boosted to the photon-nucleus/nucleon centre-of­

mass frame. For coherent elastic production the boost is (f3x, /3y, f3z) = (0, 0, -E'Y/(E'Y+ 

mBe)) and the recoil Be nucleus was assigned the 4-momenta 
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E~e - E-y + EBe - E'lf; (D.l) 

I (D.2) PxBe - -Px,µ 

I 

PY Be = -py,µ (D.3) 

I 

PzBe = -Pz.µ (D.4) 

and for incoherent elastic production the analogous boost is (/3x, /3y, /3z) = (0, 0, -E-y/(E-y+ 

mN)) with the recoil nucleon 4-momenta 

E'tv 

I 
PxN 

I 
PyN 

I 

PzN 

-

= 
-

E-y +EN -E"" 

-Px,µ 

-py.p 

-Pz.µ 

(D.5) 

(D.6) 

(D.7) 

(D.8) 

Incoherent quasi-elastic production has the same boost /3 as incoherent elastic 

production but with the 4-momenta and rest mass 

E'tv. - E'Y +EN - E"" (D.9) 

I 
-Px.,, (D.10) PxN• -

I (D.11) PYN* - -Py.µ 

I 

PzN• - -Pz.,, (D.12) 

mN• - JE'fv. - p'j..,. (D.13) 

The N* was decayed according to phase space with isospin conservation. The decays 

are listed in Table D .1. 

The inelastic production has the additional kinematic degree of freedom, x, the 

gluon momentum fraction given by Equation A.32. The Lorentz boost to the photon-
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Table D .1: The quasi-elastic production and decay of the N*. 

I N* Production and Decay Mode I B.R. (%) I 
p-+ N*+-+ n7r+ 67 
P -+ N*+ -+ p7ro 33 
n-+ N*0 -+ p7r- 67 
n-+ N*0 -+ n7r0 33 

gluon (191) centre of mass frame is (f3x,f3y, /3z) = (0, 0, -(E.,. - xmN)/(E.,. + xmN)). 

For inelastic production, the 4-momenta conservation is 

E;2 VPxVi + PYVi + PzVi (D.14) 

I 
Px92 -PxVi (D.15) 

I 
PYg2 -pYVi (D.16) 

I 
Pz92 -Pz,p (D.17) 

where 92 is the radiated gluon. All final state particles must be colourless. For the 

J / 1/;, this requirement is satisfied by the radiation of 92 • To ensure overall colour neu­

trality, 92 must interact with the nucleon target fragments to hadronize into colourless 

final states. 

D.3 Inelastic Fragmentation 

To satisfy the condition that all final state particles have no net colour - all are 

colour singlet systems, the radiated gluon - nucleon target fragment system must 

hadronize or fragment. The fragmentation was done using the LUND string model 

Monte Carlo JETSET (version 6.2). The string model is most easily visualized for the 

production of a back-to-back qq pair. In this model a colour flux tube links the two 

partons. As the q and q move apart, the potential energy stored in the relativistic 

string increases linearly as Kr. From phenomenology, the string constant or linear 
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energy density K is known to be on the order of 1 Ge V /fm. When the string energy 

is greater than the mass of a qq pair, then the string may break by the production, 

at the break, of a new q' q' pair from the vacuum. Thus the initial qq system has 

split into two colour singlet systems qq' and q'q. If the invariant mass of either of 

these systems is large enough, then further breaks may occur until only hadrons 

remain. All the q' q' breaks are space-like separated; they are causally disconnected. 

However two adjacent breaks are constrained by the requirement that the in between 

hadron be real - on the mass shell. In the string model, gluons correspond to kinks 

(carrying energy and momentum) on the string spanning a qq pair. JETSET also 

simulates the decays of unstable particles using a phase space distribution for most 

and a weak decay distribution for few. The identity, parentage and 4-momenta of 

the initial partons along with their fragmentation-decay chains were stored in a list. 

An interaction point in the target was chosen and the particles were propagated from 

the photoproduction point through the spectrometer simulation. 

For inelastic J / 'ljJ production, the target fragments are modelled as a quark­

diquark, q Dq, system. Once the J / 'ljJ 3-momenta was balanced by that of the radiated 

gluon, Equations D.15 to D.17, the remaining energy and momenta were assigned to 

the qDq pair as follows 

E;Dq E'Y +EN - Et/J- EGl (D.18) 

I 
Pzq - fq(Pz.., + PzN) (D.19) 

I 
(1 - fq)(Pz.., + PzN) (D.20) Pzvq -

p'2 1 E'2 + 1 ( 12 12 M2 M2 )2 (D.21) Tq - 4 qDq 4£'2 Pzvq - Pzq + Dq - q 
qDq 

1 ( 12 + 12 M2 M2) 2 PzDq Pzq + Dq + q (D.22) 

12 (D.23) - PTDq 

I I (D.24) Pxq = -pXDq 

I I 
(D.25) Pyq - -pYDq 



178 D.4 The E691 Tagged Photon Spectrometer Simulation 

where the longitudinal momentum fraction fq carried by the quark in the qDq system 

was generated randomly over [O, 1] subject to the constraints 

P/2 > 0 
Tq 

E~Dq > P~Dq 

(D.26) 

(D.27) 

(D.28) 

If no such real valµe of fq was found to exist (typically for z > 0.9), then the fragmen­

tation was changed to quasi-elastic N* ~ N 7r. If the rest mass of the pseudo N* was 

less than that of the N7r system (again, typically for z > 0.9), then the fragmentation 

was changed to kinematically elastic. Equations D.18 to D.25 taken together with 

Equations D.15 to D.17 and the constraints, Equations D.26 to D.28 ensured overall 

energy and momentum conservation for the inelastic system. 

D.4 The E691 Tagged Photon Spectrometer Sim­
ulation 

A detailed simulation of the Tagged Photon Spectrometer followed the J / 'ljJ photo­

production and X fragmentation simulations. This simulation modelled the interac­

tions, with the detectors, of a particle passing through the spectrometer. The relevant 

physical parameters for each detector were incorporated into the simulation. These 

included the detector geometries and the number of radiation and interaction lengths 

for each. The generated particles were moved each detector simulation in turn. Both 

multiple scattering of charged particles and secondary interactions with detector ma­

terials were taken into account. The charged particles were swum through the fields 

of the Ml and M2 analyzing magnets. Emission of Cherenkov light in the Cl and C2 

threshold detectors was simulated by random photon radiation on the Cherenkov light 

cone of the charged particle according to the intensity law given by Equation 3.14. 
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The paths of these photons were traced using the measured mirror and Winston cone 

positions giving the total number of photons incident on each phototube. Electro­

magnetic showering of electrons, positrons, photons and neutral pions ( 7ro ~ II) were 

simulated in the SLIC using a parametrization of the EGS (full QED) Monte Carlo. 

Hadronic showering, in both the SLIC and the Hadrometer, was modelled using a 

simple average parametrization of the shower depth and width. Passage of a muon 

through one of the scintillation counters of the back muon wall was recorded. 

The Monte Carlo simulation data for each event was then collected, formatted and 

output as a Truth Table. This Truth Table included the positions of all the charged 

particles at each SMD and drift chamber plane, the amount of light incident at each 

Cherenkov phototube, the shower energy deposited in each calorimeter module, the 

position of a muon at the back muon wall and the full LUND list of generated particles 

and their decay chains. The Truth Table data was then input into a Digitization 

program that converted the Monte Carlo information into the raw data digital format 

produced the the actual data acquisition system of the detector. Thus the Monte 

Carlo data could then be passed through the identical data reconstruction and analysis 

program chain in order to extract trigger and reconstruction efficiencies and to study 

systematics. The Digitizer modelled detector inefficiencies, hot and dead channels, 

cross-talk between channels and noise. The dimuon, B · H and ET triggers were also 

generated. 
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The E691 Tagged Photon 
Spectrometer 

E.1 The Silicon Microstrip Detector 

For a 145 Ge V photon beam, the energy of a forward D meson is typically greater than 

50 Ge V giving a mean decay path {CT in the lab of several millimetres. Therefore a 

vertex detector with a two-vertex resolution of several hundred microns was required. 

The E691 silicon microstrip detector (SMD) met this criteria, revolutionizing fixed­

target charm physics. 

The CT values of the D0 ' n+ and Dt are 126 microns, 318 microns and 133 

microns. Primary interaction region vertexing was essential for the extraction of the 

open-charm signal by resolving between the (primary) production vertex and the 

charm decay (secondary) vertex. The SMD is briefly described here because of its 

importance to the complementary open-charm production analysis and to the charm 

decay studies. 

The SMD consisted of nine planes. These planes were grouped into three assem­

blies of three planes each. In each assembly the planes were oriented in one of three 

views; in the upstream to downstream order X, Y and V in the first and third assem­

blies and Y, X and V in the second assembly. The V view planes were oriented at 

-20.5° to the y-axis looking downstream. The arrangement of the nine SMD planes 
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is shown in Figure E.1. The positions of the planes along the z-axis are listed in 

Table E.1. The three planes of In the first (upstream) assembly the three planes each 

had an active area of 2.5 x 2.5 cm2• These planes were manufactured by Enertec 

Schlumberger (France). The six planes of the remaining two assemblies each had an 

active area of 5.0 x 5.0 cm2• They were manufactured by Micron Semiconductor 

(England). The angular acceptance of the SMD detector was about 100 milliradians. 

All planes had a 50 µm pitch (strip spacing). 

XY v y x v x y v 

D II 
T 

5cm 

Be target 

21.9 cm 

Figure E. l: The Silicon Microstrip Detector layout. 

A schematic of a SMD plane is shown in Figure E.2. Each plane was constructed 

by ion-implanting one side of a 300 µm n-type silicon wafer with Arsenic (V) to 

form a continuous heavily-doped n-type layer. On the other surface, Boron (III) was 

implanted in strips along one Hirection. This procedure formed a surface layer with 

an alternating pattern of intrinsic and heavily doped p-type strips. Aluminum was 

deposited over the p-strips and then-layer to provide for external connections. The 

resulting structure was a monolithic strip array of PIN diodes. The SMD contained 

a total of 6840 strips. Each strip was read out as an SMD channel. The number of 



182 E.1 The Silicon Microstrip Detector 

strips in each plane is listed in Table E.1. 

When a minimum ionizing particle traversed an SMD wafer about 32500 electron­

hole pairs (3. 75 femtocoulombs) were created. The electrons and holes drifted in 

opposite directions in the electric field produced by the DC reverse-bias voltage of 

90 V. This reverse-bias voltage depleted almost the entire p-n junction and thereby 

greatly reduced the leakage current. There was no charge multiplication in the silicon, 

unlike the drift chambers requiring the location of low noise preamplifiers, in well 

shielded enclosures, close to the SMD wafers. The preamplifiers used were Laben 

MSD2 hybrids. The MSD2 had a current gain factor of about 200, a rise time of 

about 3 ns and an equivalent noise charge of 1600 electrons (RMS) for a 10 pF input 

capacitance and a 40 ns gating time. These preamps were connected directly to the 

printed circuit fanout and were mounted on the detector assembly so as to achieve 

a linear density of 40 channels per 2.54 cm. The MSD2s gave an output of about 

1 m V for a minimum ionizing signal traversing the silicon strip. These pulses were 

propagated on a 3.66 m long, flat, shielded transmission line cable with a nominal 

impedance of 28 ohms. The cables were assembled from a commercially produced 

nine strip inner conductor surrounded on both sides by an adhesive backed foam 

dielectric and an outer aluminum foil shield. At both ends of the cable, the foil was 

electroplated with copper to provide good electrical contact with the connector pin. 

Alternate centre conductor strips were used for signal and ground. 

The cables fanned out the preamplified signals to discriminator/readout cards 

mounted with a linear density of 11 channels per 2.54 cm. These cards were modified 

N anosystems eight-channel MWPC shift register readout cards. They were modified 

by adding a one-transistor amplifier in each channel. This amplifier inverted the 

positive silicon signal and had a potentiometer for adjusting the effective discriminator , 
threshold. Because the signal-to-noise ratio at the discriminator input was about 10, 

the threshold had to be set much more accurately than in a wire chamber system. 

About I% to 3% of the channels in each plane were hot, a hot channel being one which 

fired during virtually every triggered event. The noise rate, defined as the probability 
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of a false hit per strip per triggered event, was less than 0.1 %. Each channel was 

equipped with a monostable delay and a trigger gate. The shift registers in each card 

were read out serially by a Nanosystem Camac scanner. A detailed description of the 

SMD theory, fabrication, mounting and operation is contained in [Bro 88]. 

Figure E.2: A schematic cross-sectional view of a plane of the Silicon Microstrip 
Detector. 

In a position sensitive detector like the SMD, the intrinsic resolution in the direc­

tion perpendicular to the beam is 

J-d/2 d _12 
2 -d/2 x x a-

qintr = J-d/2 d = 12 
-d/2 x 

(E.1) 

where dis the strip pitch (spacing). The strip pitch in the SMD was 50 µm. Thus 

the predicted intrinsic transverse resolution is 50/Vf'i, µm = 14 µm. The measured 

value in E691 was 16 µm. The theoretical track intercept (transverse) resolution is 

the sum of three independent effects 
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2 - 2 +2 +2 
<1trana - <1intr C1 mult C1 angl (E.2) 

where <Tintr x(y) = 13(16) µm. The second term in Equation E.2 is due to multiple 

scattering 

50 (µm) 
<Tmult = p (GeV) (E.3) 

and is a significant effect only for tracks with momenta less than 5 Ge V. The third 

term in Equation E.2 is the error due to the angular resolution 

2 £2 
<Tintr 1 

<Tang ~ -3- L~ {E.4) 

where L1 is the distance from the first triplet assembly to the secondary vertex and 

L2 is the length of the vertex telescope. In E691, Li/ L2 was about 0.25, so the 

contribution from <Tangl could be neglected. 

The two-vertex resolution may be estimated by considering Figure E.3 where the 

parameters for a two track vertex in the xz-plane are shown. The vertex position 

along the z-axis is 

and the associated error is 

Xo2 - Xo1 
Zv = 

- ( 
1 

)2 [u
2(xo1) + 2u(xoi,s..i)zv + u2(s..i)z~ 

Sz2 - Sxt 

+ u2 (xo2) + 2u(xo2, Sx2)zv + u2 (sx2)z~] 

(E.5) 

(E.6) 

(E.7) 

where correlations between the errors in the two tracks are assumed to be negligible. 

For a set of N planes, each with transverse resolution <Tx, the error in the track 

intercept is 
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x 

z 

Figure E.3: The vertex parameters for a two track vertex in the xz-plane. 

(E.8) 

For E691, cr(xo) ~ 10 µm, cr(sz) ~ 100 µrad and Zv is at most IO cm. Thus the 

error in the vertex is dominated by the errors in the track intercepts. Using the 

above derivation, one estimates cr(zv) r.J 300 µm for E691. The measured E691 most 

probable value is cr(zv) r.J 370 µm while (cr(zv)) r.J 420 µm. As more tracks are added 

to a vertex, the resolution improves. The improvement in the resolution of an n-track 

vertex over a 2-track vertex is well estimated by 

(E.9) 

The two-vertex resolution is 

(E.10) 
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For two 2-track vertices, one estimates u Az rv 420 µm. The E691 measured two­

vertex resolution for a 3-track secondary vertex had a most probable value u Az rv 

360 µm and < a Az >rv 440 µm. With 

(E.11) 

the SMD gave good two-vertex resolution, reducing the non-charm combinatoric 

background by a factor of 300 to 500. The SMD plane efficiencies were determined 

from reconstructed tracks and are listed in Table E. l. A fully reconstructed open­

charm event is shown in Figure E.4. 

Table E.1: The z coordinate positions, number of channels and efficiencies of the SMD 
planes. The efficiency of a given plane is the fraction of a sample of reconstructed 
charged tracks passing through the plane that registered a hit in the plane. 

SMD Plane z Position Number of Instrumented Efficiency (%) 
(cm) Channels 

1st Assembly 
x 1.931 512 87.7 ± 1.5 
y 3.015 512 88.2 ± 2.8 
v 6.684 512 89.1 ± 2.8 
2nd Assembly 
y 11.046 768 88.6 ± 5.5 
x 11.342 768 90.5 ± 7.1 

3rd Assembly 
x 19.915 1000 88.9 ± 0.8 
y 20.254 1000 94.0 ± 0.6 
v 23.878 1000 88.7 ± 1.0 

Calibration 

Based on previous studies [Kar 85], the discriminator thresholds were originally 

set to about 30% of the minimum ionizing signal. The thresholds were then adjusted 

individually until the planes efficiencies were maximized while maintaining the noise 

rate to less than 0.1 %. 
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Figure E.4: An open-charm event with both secondary charm vertices fully recon­
structed. 
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Reconstruction 

The vertex reconstruction, a part of the second stage (PASS2) reconstruction, was 

used to find candidate primary vertices. 

The vertex reconstruction consisted of three main subroutines. The first subrou­

tine called SMDFIT was used to perform a refit of the tracks found by the first stage 

(PASS 1) track reconstruction using only the SMD hit information. The second sub­

routine called MVTXl was then used to find the candidate vertices. Finally, the third 

subroutine called PRIOUT ordered the candidate primary vertices according to their 

positions along the z axis. 

Upon being called, MVTXI first made a list of acceptable tracks based on the 

requirements that the tracks be at least category 3 with hits in at least the SMD and 

D2, have a good x2 per degree of freedom less. than 5.0 and a good number of degrees 

of freedom greater than 2. The next step was to examine all pairs of good tracks 

and determine if they formed or were at least part of a primary vertex. MVTXl 

called the subroutine VFITI to perform a linear constrained x2 fit to obtain the 

preliminary coordinates of the candidate vertex. The fit was linear because only the 

track intercepts were varied and not the track slopes. The vertices with a x2 per 

degree of freedom less than 3.0 were kept. Tracks were then added, one at a time, to 

the pair. MVTXl called the subroutine VFIT5 to perform a non-linear constrained 

x2 fit where both the intercepts and the slopes of all the tracks were varied. Vertices 

with a x2 per degree of freedom less than 3.0 were kept. PRIOUT was then called to 

order the candidate primary vertices with the most upstream vertex being identified 

as the first. PRIOUT also recorded the vertex with the greatest number of tracks. 
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E.2 The Analyzing Magnets and the Drift Cham­
bers 

Two large aperture copper coil magnets were used to bend the charged particle paths 

(provide a PT kick) for measurement of their momenta. The magnetic fields were in 

the -y direction and bent positive charged particles in the +x direction (towards 

the right side of the spectrometer looking downstream). The magnet properties are 

listed in Table E.2. The magnetic fields were parametrized by a sum of orthogonal 

polynomials consistent with Maxwell's equations. This parametrization was then 

adjusted to give agreement between the measured and accepted values of the Ks 

mass (from Ks---+ 7r+7r-) to better than± 0.1 MeV. 

Table E.2: Properties of the E691 Momentum Analyzing Magnets. 

I Magnet Ml M2 

z at Centre (cm) 286.6 620.6 
Length along z (cm) 165. 208. 
x x y at Entrance (cm) 154. x 73. 154. x 69. 
xx y at Exit (cm) 183. x 91. 183. x 86. 
Horizontal Angular Acceptance ( mrad) ± 240 ± 120 
Vertical Angular Acceptance (mrad) ± 120 ± 60 
Current (amps) 2500. 1800. 
PT Kick (Me V) 212.4 320.7 
J Edi -0.71 T-m -1.07 T-m 

During the experiment the stability of the magnetic fields was continuously moni­

tored in two independent ways. The currents supplied to Ml and M2 were 2500 amps 

and 1800 amps respectively. These currents levels were monitored by the beamline 

computer. During a spill the currents of Ml and M2 varied by no more than 0.1 %. A 

Hall probe glued onto the pole face of each magnet was used to directly monitor the 

magnetic field. The ouput voltages from the Hall probe electronics (F. W. Bell Model 

620 Gaussmeters; rated accuracy 0.25%) were amplified by ultra-low offset voltage 

operational amplifiers (Precision Monolithics OP-07 AJ) and digitized by 12 bit Le 

Croy 2232 ADCs. The digitized voltages were written onto the data tapes once per 
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beam spill as part of the calibration event record. A warning was issued by the online 

monitoring alarm system if either of the magnetic fields drifted outside of acceptable 

values. 

Charged particle tracking and momentum analysis was performed using the SMD 

and the four drift chamber (DC) stations (D 1, D2, D3 and D4) consisting of 35 

planes. These planes were grouped into assemblies, an assembly being a set of planes 

which completely determines the (x, y, z) co-ordinates of a single point on a charged 

particle trajectory. The time information cannot differentiate as to whether the charge 

cloud drifted to a sense wire from the right-hand or left-hand side. To resolve this 

left-right ambiguity, two planes U and V tilted =t=20.5° with respect to the vertical 

(looking downstream) were used. These three planes formed a D2, D3 or D4 UXV 

triplet assembly. In Dl an additional X' plane, identical to the X plane but offset by 

half a cell, was added to help resolve the right-left ambiguities in the highest track 

density region. These four planes formed a XX'UV quadruplet assembly. Two views 

of the drift chamber assemblies are shown in Figures E.5 and E.6. 

DI was located upstream of the of the first bend magnet, providing an initial mea­

surement of the track trajectory. In addition, D 1 helped identify poorly constrained 

SMD track segments and eliminate false SMD track candidates. D2 was located be­

tween the first and second analyzing magnets providing the first space points and 

track segments after the momentum separation by Ml. The efficiency in the cen­

tral region of D2 was greatly degraded (by rv 50%) by the large number of e+ e­

pairs. Ml spread these pairs out horizontally resulting in a deadened region (called 

the D2 hole) ± 1 cm wide in the vertical and ± 10 cm wide in the horizontal. D3 

was located downstream of the second analyzing magnet providing space point and 

track segments for tracks sufficiently stiff (large momentum) to have passed through 

both Ml and M2. D4 was located just upstream of the electromagnetic calorimeter. 

The long lever arm advantage of D4 was negated by spurious hits from the albedo 

of the electromagnetic showers and hardware problems resulting in a much degraded 

resolution. 



E.2 The Analyzing Magnets and the Drift Chambers 

HV 

HV 

HV 

DI ASSEMBLY 

::-. _*_•_i_•_*_• *...,.._.• -* -. __ *_•_*_•_*_ 
HV * • * • * • ¥ • ~ • * • * • * • 

X - FIELD WIRES 

• - SENSE WIRES 

u 

v 

l 

I 
l 

HV - HIGH VOLTAGE FIELD ?LANES 

02-04 ASSEMBLJES 

HV----------------------------------------
u H V __, ______ _.. ________ ___. ........ _ _._ _ __..._ 

I 

HV---~-~~--------...-------~~------.-,.---

v 
HV---------------------------------------------

Figure E.5: The xz-plane view of the cell structure of the drift chambers. 
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Figure E.6: The xy-plane view of the drift chamber cell structure. 
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Table E.3: Properties of the E691 Drift Chambers. 

Drift Chamber 1 2 3 4 
Sense Wire Voltage (kV) 0 0 0 + 2.9 
Field Wire Voltage (kV) -1.6 -2.0 -2.0 -0.2 
Cathode Plane Voltage (kV) -2.3 -2.4 -2.4 0.0 
U /V Cell Size (mm) 4.46 8.92 14.87 29.74 
X/X' Cell Size (mm) 4.76 9.53 15.88 31.75 
Number of U + V Wires 896 1536 1280 256 
Number of X + X' Wires 640 848 672 160 
Resolution (µm) 350 300 300 800 

In D 1 to D3 a drift chamber assembly was constructed of alternating layers of 

sense wire planes and high voltage field wire planes. A sense wire plane consisted of 

alternating sense wires and field wires. The sense wires were 25 µm diameter gold­

plated tungsten and the field wires were 127 µm hard copper. Each sense wire plane 

was situated between two high voltage field wire planes which consisted solely of field 

wires stretched (horizontally in Dl and vertically in D2 and D3) across a G-10 frame. 

The sense wires were held at ground potential and the field wires were held at high 

negative potentials between -2 and -3 kV. The spacing between the field wires in 

these planes was 3 mm. The field wires determined the shape of the field across a 

cell. The negative potentials of the field wires in the sense and field wire planes were 

chosen to give as uniform a drift velocity as possible and to thereby minimize the low 

field dead spaces within each cell. The sizes of the U and V cells were smaller than 

the X cells by a factor of cos 20.5°. 

In D4 the analogs of the field wire planes were the ground planes. The ground 

planes consisted of aluminum sheets bonded to Hexcel backings for rigidity. The field 

planes and the field wires in the sense planes were held at ground potential and the 

sense wires were held at high positive potentials of between 2 and 3 kV. The field 

wires in the sense planes were held at a small positive potential to adjust the field 

shape in the cells if necessary. 

All the drift chamber planes were enclosed in gas-tight aluminum containers with 

---~----------
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flexible windows, composed of 2 mil Aclar and 5 mil Mylar, covering the active areas. 

To achieve a drift velocity nearly independent of the electric field strength a gas 

mixture containing equal parts of argon and ethane was used at a pressure of about 

0.254 cm of water above the atmospheric pressure. A 1.5% admixture of ethanol 

was added to deter quenching and retard chamber aging [Est 86]. The DC system 

operated with a 2 x 105 gas gain and a typical drift velocity of 40 µm/ns. The pulse 

produced in a sense wire by the passage of a charged particle through the cell was 

processed by a signal card situated at the top of the drift chamber box. A signal 

card consisted of an amplifier followed by a discriminator. Each signal card processed 

sixteen cells. The output of the signal card was an ECL signal which propagated 

to the digitization system along a twisted pair cable. The ECL signal was used to 

provide a start signal to a channel of a Le Croy 4291 TDC system. Low level triggers 

provided the common stop signal for all cards. The digitized times were stored in a 

Le Croy 4299 memory buffer and then written to tape. Positions and efficiencies of 

the 35 drift chamber planes are listed in Table E.4. A detailed description of the drift 

chamber system is contained in [Men 86]. 

Calibration 

The fields of the two magnets were mapped out before the start of the experi­

ment. The mapping was carried out using a FNAL computer controlled magnetic 

field mapping machine. This machine measured the three field components over a 

grid of points 8.96 cm x 4.48 cm x 1.145 cm. Ml was mapped at 1800 amps and 

2500 amps. M2 was mapped at 900 amps, 1800 amps and 2500 amps. The magnetic 

fields were measured to an accuracy of 0.1 %. 

The field measurements were then fitted to a set of polynomials ([Lee 69, Win 69, 

Win 70]) that satisfied Maxwell's equations in a current free region. By fitting to these 

functions, the average magnetic field deviations were found to be no more than 0.1 %. 

To optimize CPU usage, this set of polynomials was converted to a set of Chebyshev 

polynomials for use in the swimming routine of the charged track reconstruction 
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program. The overall normalizations of the two magnetic fields were adjusted by 

less than 2% to give good agreement between the measured masses of well known 

particles, such as the Ks, with their Particle Data Handbook values. 

The preliminary absolute alignment of the drift chamber planes relative to the 

spectrometer coordinate system was obtained from an on-site optical survey of the 

apparatus. Tolerances on the wire-laying process were maintained within acceptable 

limits so that the external survey accurately gave the actual positions of the drift 

cells. 

The cel~s within each drift chamber plane were calibrated relative to each other 

such that two hits at the same distance from the sense wires in any two cells gave 

the same number of TDC counts. Before the beginning of every new run, the data 

acquisition system (DA) sent a message to the Le Croy 4298 crate controller that 

'external autotrimming' was to be performed. The 4298 then sent a message to 

the pulser box to produce a 5 to 20V calibration pulse. The calibration pulse was 

split by impedance matched inductive pulse splitters with a 2.22 cm diameter ferrite 

core (material 3E2A). The output voltage from a splitter was l/VN of the input 

voltage, where N was the number of outputs. Two 49-way splitters were used to 

pulse DI. Four 49-way splitters were used to pulse D2, one per assembly. Three 

36-way splitters were used to pulse D3, again one per assembly. One 36-way splitter 

was used to pulse the assembly of D4. The splitters were pulsed one at a time. All 

unused outputs were terminated with 50 ohms. The calibration pulse from a splitter 

output was inductively coupled to the 16 sense wires of a card by an insulated copper 

strip antenna at the wire solder pads. The antennas were 50 ohm terminated. This 

arrangement was found to give single output pulses from all the channels on a card 

with negligible crosstalk into neighboring cards. The 4298 crate controller adjusted , 
the relative time offsets (RT os) of the pulsed channels until all the pulsed channels 

gave the same number of TDC counts. A schematic of the drift chamber electronics 

is shown in Figure E. 7. 

A x2 minimization procedure was used to find the optimum values of the absolute 
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Figure E.7: A schematic of the drift chamber TDC calibration system logic. 

time offsets (AT0 ), the electron drift velocities (ViriJt) and the absolute alignment 

constants. The tracks used in the x2 minimization routine were obtained during 

special calibration runs. During such a run the analyzing magnets were turned off 

and the beam stop, a lead absorber, was inserted into the path of the electron beam. 

Thus only the muon halo created at the primary target reached the detector. A 

calibration trigger, called the DC paddle trigger, was used to trigger on these muons. 

This trigger required a coincidence between the two paddle counters positioned in 

line parallel to the z-axis behind the muon wall. The two counters were separated 

by about 1 m. 

The muon tracks obtained during these runs were used to minimize the expression 

x2 
=Ex~ (E.12) 

i 

where 

2 E 2 Xi= Wmrim (E.13) 
m 
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denoted the x2 for the ith track and the mth plane, 1 /Fm. denoted the plane reso­

lution and rim denoted the plane residual. 

The residual of a plane was defined as the difference between the position of a 

track in that plane and the actual position of the hit in the plane that was associated 

with the track. It was given by 

rim = Wim + YdriJt(tabs - irvc) + da - L QmjOij 
j 

(E.14) 

where Wim was defined as the distance of the hit cell from the centre of the drift 

chamber plane in the drift chamber coordinate system. This distance was given by 

the number of cells the hit cell was from the plane centre multiplied by the cell size 

in the plane. The distance of the hit from the sense wire in the hit cell was given 

by YdriJt(tabs - trvc ). The distance of the drift chamber coordinate system from the 

spectrometer coordinate system, the drift chamber alignment constant, was denoted 

by da. The Oij 's were the five track parameters, the x and y intercepts, the x and y 

slopes and l/p. The Qm/s were the geometric factors required to obtain a hit position 

from the track parameters. 

The RT 0s were not used in Equation E.14 because virtually all were zero. Thus 

they were not used in the offiine drift chamber calibration or the track reconstruction. 

Reconstruction 

The event charged track reconstruction, denoted by PASSI, was performed by 

a FORTRAN program called SESTR. SESTR consisted of two programs that per­

formed the charged track reconstruction in two stages: first program S 1234 performed 

SMD-drift chamber reconstruction, then program ESTR performed drift chamber­

only reconstruction. S1234 attempted to form tracks from the hits in the 9 SMD 

planes and the 35 drift chamber planes. ESTR then attempted to from tracks from 

only the remaining hits, those not identified with a track by S1234, in the 35 drift 

chamber planes. The momentum vectors of all the tracks were then estimated. 
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SI234 consisted of four subroutines. The first subroutine called was REGUNI 

which attempted to reconstruct charged tracks from the hits in the SMD and DI. 

The region between the target and Ml containing the SMD and DI was called Region 

1. Track reconstruction was initiated in the SMD and Dl for the following reasons: 

1. The 17 SMD and DI planes were the most efficient. 

2. The SMD and DI planes had the least noise. 

3. The I 7 SMD and DI planes gave the highest redundancy in the any of the field 

free regions of the spectrometer. 

4. The region immediately downstream of the target was the region were the 

physics of interest occurred and the most tracks were found in the region where 

track reconstruction was initiated. 

For a line of hits to be accepted as a track in Region 1, there had to be at least 

seven of a possible nine hits in the SMD planes with at least one hit per XYV assembly. 

If two tracks were nearly duplicate the one with the greater number of SMD hits was 

kept. If nearly duplicate tracks had the same number of SMD hits, then the track 

with the smaller x2 from a fit of the hits to a trajectory was kept. 

The second subroutine called was TATL {Track and Triplet Linker) which at­

tempted to match a track candidate in Region I with a hit in at least one of the eight 

UXV triplet assemblies that comprised D2 and D3. Since the major components of 

the Ml and M2 magnetic fields were aligned with the (negative) y-axis, the trajectory 

of a charged particle that passed through the aperture( s) of the magnet( s) was not 

appreciably bent in the y direction. Thus only triplets in the Y-band consistent with 

a straight line extrapolation of the candidate SMD-Dl track had to be examined, 

resulting a great saving of time. In the TATL pattern recognition the single bend 

point approximation was used for each analyzing magnet. The resulting trajectory, 

formed by the SMD-Dl candidate track at one end and the hit triplet at the other, 

was accurate to about 2 mm in D2 and D3. Thus the error on the trajectory was 
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smaller than the D2 and D3 cell sizes. This allowed drift chamber hit arrays for the 

24 D2 and D3 planes to be used to test the hypothesis that a given triplet belonged 

to a given SMD track. If the pattern recognition picked up enough hits, then the 

SMD-drift chamber candidate track was kept, otherwise a new triplet was tried. 

TATL was first used to try and match candidate SMD-Dl tracks with D3 triplets. 

The matching was done first with D3 for two reasons. Fewer tracks reached D3 than 

D2 and the ones that did reach D3 were spread out more than in D2 because of 

the additional PT kick they received from M2. This reduced hit congestion made 

the candidate SMD-Dl track-D3 triplet matching more efficient than that for D2 

triplets. Duplicate candidate tracks were weeded out by choosing the track with the 

greater number of hits or better x2 fit for duplicate tracks with equal numbers of 

hits. TATL was then used to try and match candidate SMD-Dl tracks with the 

remaining D2 triplets that were not consistent with a candidate SMD-Dl-D3 track. 

Again duplicate tracks were weeded out. 

All tracks were categorized according to whether or not they had hits in Dl, D2, 

D3 and D4. Bit 0 of the variable JCATSG was allocated for tracks that had hits in 

Dl, bit 1 to D2 hits, bit 2 to D3 hits and bit 3 to D4 hits. Tracks with at least seven 

SMD hits were assigned bit 1 along with Dl. 

All accepted candidate tracks were checked to make sure that D 1 hits and D4 hits 

if any were added to the tracks. This completed the S 1234 SMD-drift chamber 44 

plane track reconstruction. 

The third subroutine called was BTRFIT which improved the estimate of an 

accepted track's momentum vector by replacing the single-bend-point approxima­

tion by a momentum fit which incorporated the detailed Ml and M2 magnetic 

field parametrizations. This improved the momentum resolution of the drift cham­

ber planes downstream of Ml by about a factor of five. This was done for tracks 

found either by TATL or ESTR. This enabled BTRFIT to perform the last pattern­

recognition task, that of limited migration whereby hits were swapped or dropped in 

those planes were TATL or ESTR initially supplied hits and hits were added back in 
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the remaining planes that TATL and ESTR had initially missed. 

The fourth subroutine call was STRKE which attempted to eliminate fake TATL 

tracks by rejecting tracks with excessively large x2 fits or tracks that shared too many 

hits in the SMD, DI, D2 or D3 with other good x2 tracks. STRKE also listed SMD­

only category I tracks that had 8 or 9 unused SMD hits such as those left by charged 

strange particles the decay between the SMD and DI. 

In PASSI production running, SI234 subroutines were called by subroutine ESTR 

of SESTR. ESTR then proceeded to reconstruct any leftover tracks with no SMD hits 

such as those from Ks and A decays or tracks missed by SI234. ESTR saved a large 

amount of time by not looking at hits that had been used by SI234. 
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Table E.4: The plane positions and efficiencies of drift chambers Dl, D2, D3 and D4. 

I Plane I z Position (cm) l Efficiency (%) J 

DlAX 153.6141 93.l ± 0.6 
X' 154.5666 92.9 ± 0.6 
u 158.6941 92.2 ± 0.4 
v 159.6466 91.9 ± 0.6 
DlB X 188.7144 88.0 ± 0.5 
X' 189.6669 92.7 ± 0.5 
u 193.7918 82.9 ± 0.9 
v 194.7443 91.1 ± 2.4 

D2A U 382.3691 85.8 ± 0.3 
x 383.9566 84.3 ± 0.3 
v 385.5411 82.2 ± 0.4 
D2B U 424.9090 78.7±1.2 
x 426.4965 82.0 ± 0.4 
v 428.0840 80.2 ± 0.6 
D2C U 466.6463 81.1 ± 1.3 
x 468.2338 81.1 ± 0.4 
v 469.8213 75.5 ± 1.5 
D2D U 466.6463 89.7 ± 0.3 
x 499.3081 83.1 ± 0.3 
v 500.9058 81.1 ± 1.1 

D3A U 928.2963 83.7 ± 0.8 
x 929.8838 86.8 ± 2.8 
v 931.4713 85.1 ± 1.4 
D3B U 970.8413 79.9 ± 2.3 
x 972.4288 82.0 ± 1.9 
v 974.0163 77.9 ± 2.3 
D3C U 1012.5862 87.8 ± 1.2 
x 1014.1737 89.7±0.7 
v 1015.7612 87.3 ± 1.3 
D3D U 1044.3963 91.7 ± 0.2 
x 1045.9669 90.9 ± 0.6 
v 1047.5646 89.9 ± 1.7 

D4A U 1737.8959 67.7 ± 1.7 
x 1743.5855 62.8 ± 1.9 
v 1749.2751 45.8 ± 5.4 
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E.3 The Cherenkov Threshold Detectors 

Two gas-filled Cherenkov threshold counters, Cl and C2, were used to distinguish 

between the charged 'Tr, Kand p hadrons. The upstream counter, Cl, was located be­

hind and partly inside the second analyzing magnet M2 and the downstream counter, 

C2, was located behind the third drift chamber station D3. 

The half-angle Oc of the Cherenkov light cone for a particle with velocity f3 in a 

medium with index of refraction n is 

(E.15) 

giving a threshold velocity f3t = 1 / n for Cherenkov light production. The number of 

Cherenkov photons N-y produced per interval of path length is 

dN-y ![ 1 ] d).. & = 27ra 1 - f32n2()..) )..2 (E.16) 

where ).. is the emitted photon wavelength. Table E.5 lists the properties of Cl and 

C2. The lengths of the counters were determined by the requirement that a charged 

7r emit 10 photoelectrons on average in traversing the counters. The different indices 

of refraction for the two counters meant that the Cherenkov emission thresholds were 

different in the two counters for a given particle. 

Table E.5: The properties of the two E691 threshold Cherenkov counters Cl and C2. 

I Counter Cl C2 

Gas Mixture N2 100 % N 2 20 % He 80 % 
'Tr± Oc (mrad) 24. 13. 
n-l 2.9 x 10-4 8.6 x 10-5 

z Length (cm) 370. 660. 
Mirror Plane z Position (cm) 866. 1653.4 
Number of Cells 28 32 



E.3 The Cherenkov Threshold Detectors 

RUBBER GASKET 
SEAL 

UPSTREAM CERENKOV 
COUNTER (Cl) 

Figure E.8: A diagram of the upstream threshold Cherenkov detector Cl. 
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Figure E.9: A diagram of the downstream threshold Cherenkov detector C2. 
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Diagrams of Cl and C2 are shown in Figures E.8 and E.9. The Cl and C2 optics 

are shown in Figure E.10. Each counter contained a set of primary mirrors; 28 in Cl 

and 32 in C2. Each mirror focussed and reflected the Cherenkov light into a Winston 

cone. The Winston cones were used to collect the light from the primary mirrors and 

transmit it to the phototubes. The partial insertion of Cl into M2 made it necessary 

to collect the light from the downstream end of the counter. A set of secondary plane 

mirrors was used to reflect the light from the primary mirrors to the downstream 

Winston cones. 

Both sets of primary mirrors possessed quadrant symmetry, with each Cl quadrant 

containing seven mirrors and each C2 quadrant containing eight mirrors. The layouts 

of the Cl and C2 primary mirrors are shown in Figures 3.6 and 3.6. These Cl and 

C2 mirror segmentations were an optimization of two opposing requirements; that 

the light from a single particle be completely collected in a single mirror and that the 

number of Cherenkov rings overlapping at a mirror be minimal. The Cherenkov light 

rings had a maximum radii of 8.4 cm in Cl and 8. 7 cm in C2. Mirror sizes ranged 

from 15.0 cm x 25.0 cm at the Cl centre to 95.0 cm x 50.0 cm at the outer part of 

C2. Overlapping rings at the Cl centre occurred in about 7 - 11 % of the events and 

at the outer Cl mirrors in less than 2% of the events. In C2, overlapping rings at 

the centre occurred for about 3 - 7% of the events and at the outer mirrors for less 

than 1 % of the events. To avoid collecting light produced by the large midplane flux 

of electron pairs a 3.0 cm gap was left between the upper and lower halves of both 

sets of primary mirrors and bafHes consisting of a set of black strips 3.81 cm in width 

recurring at 45. 72 cm intervals were suspended across the mid planes. 

The spherical primary mirrors were made from slump-molded glass with a thin 

film aluminum coating deposited on the front surface. The focal length was measured , 
to be 1.98 m and the reflectivity, for 252.2 nm light, was measured to be > 85 %. 

Each mirror in Cl was held in place with seven (8.1 kg test Dacron line) strings. A 

string support system provided a method for positioning the mirrors without placing 

any massive structures in the active beam region of the counters. The three strings 
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Figure E.10: The Cl and C2 optics. 
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fastened to the upstream face of the mirror were adjustable, permitting alignment of 

the mirror by vertical and horizontal rotations about an axis defined by the down­

stream strings. The C2 mirrors were held in place by a rectangular grid of aluminum 

tubing. Tight universal ball joints connected to rods were mounted on the back of 

the mirrors. The rods were set into the vertices of the grid. 

The Winston cones were formed by spinning epoxy on a polished steel mandrel 

and then coating the inner surface with aluminum. The curvature of their reflecting 

surfaces was defined as a rotation of an off centre ellipse. The large and small openings 

of the cones were 38.1 cm and 12. 7 cm respectively. The Winston cones were designed 

to focus Cherenkov light entering at an aperture angle of less than 20° into the 

phototubes with at most a single reflection. Light rays entering at higher angles were 

reflected back out after multiple bounces. The normal reflectivity of the cones, for 

252.2 nm light, was 88%. 

Light was transmitted from the Winston cones to the high gain 12. 7 cm RCA 

8854 phototubes via an aluminum coated lucite collar. A phototube output pulse is 

proportional to the incident number of photons or equivalently photoelectrons. The 

high gain cesium gallium phosphide first dynode enabled the single photoelectron 

peak to be clearly separated from the quiescent pedestal level. To take advantage of 

the higher phototube detection efficiency at short wavelengths the outer glass surfaces 

of the phototubes were coated with p-terphenyl (pTP). This compound absorbs light 

in the 160 - 250 nm range and re-emits in the. 350 - 500 nm range; the region of 

highest phototube efficiency. The Winston cone-phototube assemblies are shown in 

Figure E.11. Magnetic shielding for the phototubes was provided by a cast steel 

outercasing and a mu-metal magnetic shield. The signals from the phototube anodes 

were digitized by a Le Croy 2249 ADC system and were written to tape as part of , 
the physics events. The phototube dynode signals were used in the di muon trigger. 

The body of Cl was built from two sections. The downstream main body was 

made from 0.635 cm sheet aluminum. An access opening was installed on one side. 

Twenty-eight circular openings were cut out along the transverse perimeter. These 
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were used as Winston cone portals. To increase its rigidity the main body was rein­

forced with aluminum I-beams. The Winston cone mounting assemblies were clamped 

to these I-beams. The upstream section of Cl was situated inside M2. In order to 

avoid destructive eddy currents the upstream section of Cl was fabricated from 0.953 

cm fiberglass. To provide a gas-tight volume, the ends of the counter were sealed 

with a flexible window. The window material chosen was a 0.51 mm laminate of 

black vinyl on the inside with aluminum foil covered by mylar on the outside. 

C2 was also built from two sections. This was done to make the counter more easily 

transportable. Each section was fabricated from 0.635 cm sheet aluminum reinforced 

with aluminum I-beams. An access door was installed and thirty-two Winston cone 

portals were cut out along the transverse perimeter. The two ends of C2 were sealed 

with the same material as was used in Cl. Both counters were mounted on a set of 

rails which enabled the counters to be rolled transverse to the beamline. 
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ALUMINIZED 
LUCITE COLLAR 

MAGNETIC 
SHIELDS 
NETIC-CONETIC 

ALUMINUM RING 

CASING MAG NE TIC SHIELD WINSTON CONE 
CONETIC SHIELD 

Figure E.11: The Winston cone-phototube assembly. 
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The gas mixtures were maintained by a gas cart which regulated the flow of the 
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helium and nitrogen. The gas pressures were held at just above atmospheric pressure 

and were checked about once every eight hours. The gas cart removed traces of oxygen 

and water vapor. The gas composition was monitored with a gas chromatograph. A 

nitrogen purge line was used to provide a circulation to remove water vapor and 

helium from the phototube environment; otherwise helium would have diffused into 

the phototubes and produced after-pulsing. 

Calibration 

The preliminary alignment of the mirrors and Winston cones was performed by 

positioning an ordinary light bulb at the target and adjusting the orientations of 

the mirrors and Winston cones so that the light from the bulb was reflected by the 

mirrors into their corresponding Winston cones. The final. alignment was performed 

by positioning a laser at the target position, pointing the beam at the centre of each 

mirror and adjusting the orientations of the mirrors and Winston cones so that the 

beam reflected from the mirrors would pass through their corresponding Winston 

cones along the Winston cones' axes of symmetry. 

Before the counters were sealed and filled with gas, an optical survey of the physical 

mirror boundaries was performed. From the target position the horizontal and vertical 

angles of all four corners of each mirror were measured using a theodolite. The 

distance from the centre line to the x and y coordinates of the mirror corners was 

then calculated and written to a calibration file for use in the event reconstruction. 

A nitrogen laser light pulser system was used to generate Cherenkov single pho­

toelectron peak (SPEP) calibration events. These events were used to determine the 

number of ADC counts that correspc1nded to a single photon striking a phototube. 

A diagram of the laser system is shown in Figure E.12. The nitrogen laser injected 

a pulse of coherent light into the light distribution system. A photodiode measured 

the intensity of a light pulse before and after it passed through a transmission filter 

wheel containing various neutral density filters. The transmission coefficient of the 



E.3 The Cherenkov Threshold Detectors 209 

filter wheel could be changed by rotating the filter wheeL The light pulse was then 

distributed to the Cl and C2 phototubes via a fiber optics network. The filter wheel 

was set to transmit light at an intensity that produced an average of about 1/2 a 

photoelectron in a phototube. This light level produced a SPEP about one half of 

the time along with the pedestal and also produced small two and occasionally three 

photoelectron peaks. After the run, the Er data was used to determine the SPEP of 

each phototube. 
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NITROGEN U\SER 
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Figure E.12: The nitrogen laser light pulser system. 

The Er data was also used to determine the absolute value of the plateau region 

of the Cherenkov threshold curves. The pion, kaon and proton threshold curves are 

shown in Figure E.13. Tracks with momentum greater than 10 GeV that were well 

separated from other tracks were chosen. A track was considered to be well separated 

from the other tracks if the set of mirrors that its cone of Cherenkov light struck were 

not struck by the Cherenkov light from other tracks. The track was then assumed to 

be a pion and Equation E.15 was used to calculate the fraction of the light cone that 

intersected each mirror. The number of photons for a mirror in the set was taken to 
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be the total number of photons emitted multiplied by the fraction of the Cherenkov 

cone that fell on the mirror. The total number of photons emitted was given by 

integrating 

(E.17) 

where f(,\) is the detector efficiency at the wavelength ,\. This was converted to the 

number of photoelectrons produced by a phototube, given by 

(E.18) 

where N0 denoted a number determined by the efficiency of the light collection sys­

tem, the conversion efficiency of the photocathode which was a function of the incident 

photon spectrum and the collection efficiency of the first dynode. A compound Pois­

son distribution was used to fit this data to give a mean and a width for the plateau 

region which was used for the entire threshold curve in the Cherenkov reconstruction. 

Reconstruction 

The threshold Cherenkov reconstruction, a part of the PASS2 reconstruction, 

was used to determine the probability that a charged track found in the PASSI 

reconstruction was an electron, muon, proton or charged pion or kaon. 

The first step was to predict for a given charged track the amount of Cherenkov 

light that would strike the Cl mirrors for each particle mass hypothesis. This was done 

by stepping the candidate particle through the magnetic field of M2 in Cl, including 

the fringe field. A maximum of ten stef>s was used. Each step was a circular arc in the 

bend ( xz )-plane. The value of the magnetic field at the centre of the arc was used. 

The sum along z of the field values at each step was normalized to the nominal value 

of J B(O, 0, z) dz. At each step Cherenkov photons were generated for each of the 

five particle mass hypotheses ( e±, µ±, 7r±, K± or p±}. The total number of photons 
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Figure E.13: The Cl and C2 pion, kaon and proton Cherenkov threshold curves. 

generated for a given mass hypothesis was divided equally amongst the steps. These 

photons were projected along the Cherenkov cone to the Cl primary mirrors. The 

intersection of the Cherenkov cone with a subset of primary mirrors formed an ellipse. 

The amount of light that hit a mirror in that subset was determined analytically by 

taking it to be proportional to the fraction of the ellipse that it intersected. The 

total amount of light that hit a mirror in the subset, for a given mass hypothesis, was 

found by summing over the steps. A similar procedure was then performed for C2, 

the major differences being that C2 was in a field free region. Finally the mirror hits 

were mapped to the PMT hits. 

The next step was to first ase the single photoelectron gains from the calibration 

data to convert the pulse heights from the ADCs to the number of photoelectrons 

in the PMTs. Then the initial mass hypotheses for the charged tracks were set up. 

First a check was made to see if the track was associated with a SLIC shower. If 

that was the case, then the track was first labelled an electron. If the shower in the 
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SLIC and Hadrometer was hadronic then the track was relabelled a pion unless there 

was a high probability of it being a muon based on the Hadrometer signal and/or 

a hit in the appropriate section of the muon wall. If no calorimetry reconstruction 

information was available then the track was called a pion by default. The number of 

photoelectrons predicted in the PMTs for a given mass hypothesis-track combination 

was then compared against the number of photoelectrons measured in the PMTs. 

If the predicted and measured values did not agree then the mass hypothesis was 

modified to a particle that gave better agreement between the values. The procedure 

was halted at any stage if the mass hypotheses did not change. This gave the final 

set of mass hypotheses expressed as consistency probabilities. Thus the Cherenkov 

reconstruction assigned to each track a probability of the track being an electron, 

muon, pion, kaon or proton. For about 15% of nearby tracks the Cherenkov cones 

overlapped and reconstruction was not possible. In such cases, the apriori particle 

probability, defined as the fraction of particles of a particular type found in a typical 

hadronic event, was used. The apriori probabilities for electrons, muons, pions, kaons 

and protons ·were 0.02, 0.01, 0.81, 0.12 and 0.04. The effectiveness of the Cherenkov 

particle identification is illustrated in Figure E.14 where the 4>(1020) is obtained by 

a cut requiring the product of the Cherenkov kaon probabilities for the two tracks to 

be greater than 5%. 
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Figure E.14: The <P(1020) -t J<+ K- mass plot before and after the joint probability 
Cherenkov cut. 
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E.4 The Electromagnetic Calorimeter 

The electromagnetic calorimeter, the Scintillator Lead Interleaved Calorimeter (SLIC) 

[Bha 85], was used to measure the energy, position and direction of electromagnetic 

showers produced by photons, electrons and positrons. It was also used in conjunction 

with the hadronic calorimeter, situated immediately downstream, to detect hadronic 

showers produced by neutral hadrons. Both the SLIC and the hadronic calorimeter 

were used in the ET (global transverse energy) trigger. A cut-away diagram of the 

SLIC is shown in Figure E.15. 
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Figure E.15: A cut-away view of the SLIC, the E691 electromagnetic calorimeter. 

The properties of the SLIC are li6ted in Table E.6. The SLIC consisted of 60 

layers of lead alternating with 60 layers of liquid scintillator (Nuclear Enterprises 

NE235A). Each layer consisted of a 0.318 cm lead sheet laminated between two 1.0 

mm thick sheets of aluminum, followed by a 1.27 cm liquid scintillator layer. A 

particle travelling parallel to the z-axis penetrated 21.5 radiation lengths and 2.07 



E.4 The Electromagnetic Calorimeter 215 

interaction lengths. It was necessary to isolate the lead from the scintillator fluid as 

lead is a known liquid scintillator poison. Each scintillator layer was divided into 3.18 

cm wide light channels by 0.041 cm thick Teflon coated aluminum bent into square 

wave corrugations. The Teflon index of refraction, n = 1.38, was lower than that of 

the liquid scintillator, n = 1.4 7. Thus the light in the channels was totally internally 

reflected for angles of incidence less than 20 degrees. 

Table E.6: The properties of the SLIC. 

I SLIC Property Value 

(x, y, z) Dimensions (cm) 243.84 x 121.92 x 487.68 
z Upstream Position (cm) 1839. 
z Downstream Position (cm) 1961. 
Number of Layers 60 
Number of Channels 334 
Pb Layer Thickness (cm) 0.3175 
Al Sandwich Thickness (cm) 0.01016' 
Scintillator Layer Thickness (cm) 1.27 
Single Counter Width (cm) 3.175 
Radiation Lengths 21.5 
Interaction Lengths (nucleon) 2.1 

Energy Resolution 21%/JE (GeV) 
Vertical Acceptance (mrad) about ±66 
Horizontal Acceptance (mrad) about ±133 

Each lead-liquid scintillator layer was oriented in one of three possible ways. The 

twenty Y layers were horizontal. The twenty U and twenty V layers were oriented 

:t= 20.5 degrees, looking downstream, with respect to the vertical. Three views were 

used in order to better resolve ambiguities in complicated events. The layers were 

cyclically arranged in the order U, V and Y. The Y view light channels were divided 

into two parts by means of mirrors inserted in the middle of the channels. Mirrors 

were also placed at the ends of the U and V view light channels to minimize light 

loss. The construction of a lead-liquid scintillator layer is shown in Figure E.16. 

The lead-liquid scintillator layers were contained within a tank which was designed 

to withstand high hydrostatic pressures. The upstream and downstream faces were 
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Figure E.16: The construction of a lead-liquid scintillator layer. 

fabricated from opaque wirecomb panels. The top, bottom, east and west sides were 

fabricated from transparent rectangular lucite windows, separated by 0-ring edge 

seals and held in place by window grates made from 5.08 x 0.625 cm steel bars laid 

on edge. The ends of the lead-liquid scintillator strips fitted into the spaces between 

the bars. The upstream face of the SLIC was 1849. cm downstream of the origin. 

Lucite waveshifter bars, here called wavebars, were placed between the window 

bars. The wavebars were oriented longitudinally along the top, bottom, east and 

west sides of the SLIC. Each wavebar collected the light from twenty or forty light 

channels of one of the three views. In the U and V views, each of the thirty-eight 

central sets of twenty light channels Vfere optically coupled to a wavebar. The outer 

seventy-one sets were coupled two to a wavebar. In the Y view, the central forty 

sets of twenty li.ght channels on the east and west sides were singly coupled to a 

wavebar, while the outer eighteen on both sides were doubly coupled. The single 

width wavebars were 3.18 cm wide and the double width wavebars were 6.35 cm 
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wide. The light channel-wave bar coupling is shown in Figure E.17. The wave bars 

absorbed blue light from the window bars and re-emitted it as green light thereby 

maximizing the transmission to the phototubes. Each wavebar was optically coupled 

to a phototube. The phototubes were mated to the wavebars at a 45 degree angle 

to maximize the transmission efficiency. The single width wavebars were coupled to 

5.1 cm RCA 4900 phototubes and the double width wavebars were coupled to 7.6 cm 

RCA 4902 phototubes. 

Figure E.17: The wavebar-light channel coupling. 

The phototube anode signals were digitized by a Le Croy 2285 ADC system and 

written to tape as part of the event records. The phototube dynode signals were 

summed to form the SLIC component of the hadronic interaction trigger B·H. The 

weighted sum of dynode signals was used as the SLIC component of the~ trigger. 

The pair-plane was an array of 19 shower counters mounted on a shelf directly in 

front of the SLIC. It was used to intercept e+ e- beam pairs thus reducing reconstruc­

tion confusion in the central region of the SLIC due to track congestion. Properties of 
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the pair-plane are listed in Table E. 7. The pair-plane was not used in the calorimetric 

reconstruction due to miscalibration. 

Table E. 7: The properties of the pair-plane. 

I Pair-Plane Property Value 

( x, y) Dimensions (cm) 174. x 12.5 
z Upstream Position (cm) 1829. 
z Downstream Position (cm) 1839. 
Number of Channels 19 
Tungsten-Lucite Ccounter, CEast, Cwest 

Counters XEl -XE3, XWl - XW3 
Lead-Lucite Counters XE4-XE8, XW4-XW8 
W Layer Thickness (cm) 2.54 
Pb Layer Thickness (cm) 5.1 
Pb Brick Layer Thickness (cm) 0.95 
Single Counter Widths (cm) 6.35, 12.7 
Radiation Lengths 30. 
Interaction Lengths (nucleon) 1.1 

Calibration 

The laser light pulser system was used to generate SLIC calibration events during 

the interspill by pulsing the SLIC channels five times at the beginning of a spill and 

one time at the end. These events were used to monitor the drift in the phototube 

gains. A broadening of the digitized pulse height distribution in a channel indicate 

that the phototube assembly was failing. A set of optical fibers transmitted the. light 

pulses from the pulser system to each of the wavebar-photomultipliertube assemblies. 

The pedestals were also monitored during the interspill by generating false gates. 

At the start of the run and every c~uple of months thereafter special e+ e- calibra­

tion runs were taken. During such a run the pair plane was lowered, and the tracks 

of e+ c pairs produced in the target were projected into the SLIC and a search for 

a shower in the in the region of the track was made. By this method the U and V 

channels, except for the central and edge counters, were calibrated. The Y channels 
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were calibrated using muons from the primary target. The calibration procedure is 

discussed in detail in [Raa 87]. 

The calibration was checked by measuring the mean value and width of the 7ro mass 

peak. The correct 7r
0 mass peak was obtained if the photon showers were isolated, 

but a correction was required for congested showers. 

Reconstruction 

The SLIC reconstruction, a part of the second stage (PASS2) reconstruction, was 

used to identify electron and positron showers and photon showers from 7r
0 decay. 

The energy resolution of the SLIC was measured to be about 21%/)E (GeV). 

Typical electron showers deposited about 60% of their energy within a single counter 

width; such showers were almost completely contained within 5 counter widths. 

Hadronic showers were broader; about twice as wide. Electromagnetic showers de­

posited almost all of their energy within the 21.5 radiation lengths of the SLIC but 

a large fraction of the energy of a hadronic shower passed out of the SLIC and into 

the hadronic calorimeter immediately behind. It was found that the energy deposited 

by a hadronic particle that showered in the SLIC was about 0. 71 times the energy 

deposited by an electron or photon of the same initial energy. A major source of back­

ground was the satellite showers produced by hadronic interactions that mimic low 

energy photons or 7r
0s. Muons do not shower in the SLIC but leave narrow ionization 

trails depositing only about 0.5 Ge V with a Landau tail. 

The first stage of the SLIC reconstruction began by identifying energy deposits 

due to charged tracks. Candidate electromagnetic showers were distinguished from 

hadronic showers using E / p ratios and Hadrometer channel pulse heights. Since the 

wavebars integrated the light from the counters of a given view in lines parallel to the 

z-axis, the only information available about a shower was its transverse shape in the 

xy-plane. A contiguous group of counters in a given view whose individual energies 

were above an energy threshold were denoted as a cell. The counters adjacent to a 
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cell whose energies were below the energy threshold were denoted as the boundaries 

of the cell. A cell could contain the transverse energy distributions of two or more 

(overlapping) showers. Such cells were subdivided into sectors, each sector containing 

the individual showers. The criteria for a cell to be partitioned into sectors was that 

at least two non-adjacent counters in the cell have significantly more energy that their 

nearest neighbours. If a charged track was known to have passed through the central 

counter of a sector then its energy cut was lowered. The shower energy weighted mean 

of a sector was determined from the central counter and its two adjacent counters. 

This position was then adjusted for the known transverse shape of electromagnetic 

showers to give sector shower positions in the xy-plane. 

A stepwise regression fit was then used to determine which of the candidate sectors 

were significant and how the total cell energy should be distributed amongst the 

significant sectors. An energy error <7Ei and weight, 

(E.19) 

were assigned to each ith sector. The sector energy error was determined from shower 

statistics, photoelectron statistics, whether the incident particle was thought to be a 

lepton, photon or hadron, and the energy deposited. 

The next step was to use a stepwise multiple regression, a linear least squares 

fitting technique, to try to determine whether the sector shower was produced by a 

charged or neutral particle. The first step was to project the charged track trajectories 

that had been found by SESTR during PASSI into the SLIC and to look for a sector in 

each of the U, V and Y views whose energy was consistent with that of a charged track. 

Such sectors were labelled ± 1 according to the charge of the track. The second step 

was to attempt to match the remaining sectors in the three views to identify showers 

from neutral particles. Such sectors were labelled by 0. The two major problems in 

matching sectors were partitioning the energy in a counter that had more than one 

hit with the corresponding sectors in the other views and determining with which set 
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of sectors in the other views a counter with one hit that intersected more than one 

set of sectors should be matched. 

The final step was to perform the 7ro reconstruction. The invariant mass of all 

pairs of photons found in the above reconstruction was calculated. The agreement 

between the 7ro mass and the II mass was parametrized by 

(E.20) 

where f1M2 is the error on the II mass squared. The quantity ~M2 is the error 

obtained by taking the photon energy errors and the opening angle errors in quadra­

ture. The x2 provided a measure of the likelihood that the difference between the 

II mass and the 7ro mass was consistent with the photon four-momentum errors. A 

probability was calculated for each 71'"
0 candidate based on the x2 and the background 

under the 7ro peak. This probability was refined by requiring that candidate 7r
0s not 

share photons, by adjusting the energies of both photons to make the II mass equal 

to the 7ro mass. The SLIC was able to resolve shower centroids to within 3 mm. Two 

photons from a 20 Ge V 7ro decay are separated by about 25 cm at the front face of 

the SLIC. This stage of the SLIC reconstruction is discussed in detail in [Sum 84]. 

The reconstruction efficiency for a 7ro in the mode D0 -+ K-7r+7ro was about 15%. 

In the second stage of the SLIC reconstruction, the transverse SLIC pulse height 

distributions were compared with the expected theoretical QED distributions of the 

same energy. The library of theoretical showers was generated using the EGS electro­

magnetic shower Monte Carlo. This stage helped distinguish nearby hadronic showers 

from noise thus improving the energy resolution and providing additional information 

for assigning a probability as to whether the shower was electromagnetic. 
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E.5 The Hadronic Calorimeter 

The hadronic calorimeter, the Hadrometer [App 86], was designed to measure that 

part of the energy from hadronic showers that was not measured by the SLI C. Less 

than 1 % of the energy of electromagnetic showers from the SLIC reached the Hadrom­

eter. The Hadrometer was used for the detection, identification and energy and angle 

measurements of neutral hadrons in multiparticle events. It was also a component, 

along with the SLIC, of the total hadronic cross-section trigger (B · H) and the global 

transverse energy (Er) trigger. The Hadrometer is shown in Figure E.18. 

The Hadrometer consisted of 36 layers of steel plate alternating with 36 layers of 

plastic scintillator. The active cross-sectional area of the Hadrometer was 2. 7 m high 

by 4.9 m wide. The front face of the Hadrometer was located 1962. cm downstream of 

the origin. It was 5.85 interaction lengths parallel to the z-axis. The steel plates were 

2.5 ± 0.3 cm thick. They were stacked on edge on a 15 cm thick steel slab. Orthogonal 

strips of X (vertical) and Y (horizontal) scintillator were placed in alternating order 

into the the 36 gaps. The scintillator was polymethyl methacrylate doped with 13 

naphthalene, 13 PPO and 0.013 POPOP. This material was selected as the best 

compromise between the conflicting requirements of maximum light output and a 

long light attenuation length. The plastic scintillator was nominally 1 cm thick with 

variations of up to± 253. These variations were systemic, the edges being thinner. 

The Hadrometer was separated by a 5.08 cm gap into upstream and downstream 

modules each consisting of 18 steel-plastic scintillator layers. Each layer contained 33 

X strips and 38 Y strips. The Y strips met at the mid XZ plane. The scintillator strips 

were 14.3 cm wide. Each module contained 33 X and 38 Y Hadrometer channels. A 

channel collected light from 9 X or Y strips, in line along the beam axis, using an 

undoped acrylic (Type G) light guide. The light guides were optically connected to 

12.7 cm RCA 6342 phototubes.The phototube anode signals were digitized by a Le 

Croy 2280 ADC system and were written to tape as part of the event records. The 

properties of the Hadrometer are summarized in Table E.8. 
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Figure E.18: A schematic view of the SLI C and the Hadrometer. 

Calibration 

The laser light pulser system was used to generate Hadrometer calibration events, 

to monitor the drift in the phototube gains, by pulsing the Hadrometer channels five 

times before the start of a spill and once after. A set of optical fibers transmitted the 

light pulses from the pulser system to each of the photomultiplier tube assemblies. 

The absolute calibration of the 142 Hadrometer channels was maintained using 

halo muon tracks obtained during the special muon calibration runs. A parametriza­

tion curve was obtained for the light signal attenuation in the scintillator strip of each 

channel as a function of the di~tance of the hit from the phototube. 

The absolute overall calibration of the Hadrometer was obtained by the above 

method was check by minimizing the energy resolution of the combined SLIC and 

Hadrometer, for isolated charged hadron showers from the Er data, with the con­

straint that the combined signals equaled the measured momentum. Thus the x2 
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Table E.8: Properties of the E691 hadronic calorimeter, the Hadrometer. 

I Hadrometer Properties Value 

(x, y) Dimensions (cm) 270. x 490. 
z Upstream Position (cm) 1962. 
z Downstream Position (cm) 2120. 
Number of Layers 18 
Steel Layers Thickness (cm) 2.54. 
Scintillator Layers Thickness (cm) 0.95 
Total Steel Thickness (cm) 91.4 
Total Scintillator Thickness (cm) 34.3 
Single Counter Width (cm) 14.48 
Radiation Lengths 52.8 
Interaction Lengths (nucleon) 5.9 

Energy Resolution 75%/JE (GeV) 

expression 

(E.21) 

was minimized to obtain the SLIC and Hadrometer calibration constants, Gs and 

Gu, where Es and Eu denoted the attenuation corrected energies and p denoted 

the measured momentum. The absolute calibration was insensitive to the angle of 

incidence of the hadron. 

Reconstruction 

The Hadrometer reconstruction, a part of the second stage (PASS2) reconstruc­

tion, was used to identify charged and neutral hadronic showers. The energy resolu­

tion of the Hadrometer was found to,be 75%/JE (GeV) and the intrinsic position 

resolution was less than 5.08 cm. 

The first step in the reconstruction was to make a list of the Hadrometer channels 

that had registered a hit; those whose pulse heights were significantly greater than 

the pulse heights of their neighbouring counters. 
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The second step was to project the trajectories of the charged tracks found in 

PASSI into the Hadrometer and attempt to match them with a pair of hits in the X 

and Y views. If such a match was made then an average hadronic shower shape was 

used to subtract out the energy of the charged particle. The subtracted energy was 

corrected for the energy deposited in the SLIC. The SLIC energy that was subtracted 

was constrained not to exceed the energy deposited in the Hadrometer. Also, a 

correction was made for the attenuation of the scintillator light as a function of the 

distance to the photomultiplier tubes. 

The final step was to search for remaining pairs of X view and Y view hits from 

neutral hadrons in the sums of the upstream and downstream halves of the Hadrom­

eter. These X and Y hits from neutral hadrons were matched according to their 

energies. A maximum of two neutral hadrons could be reconstructed on each side of 

the Hadrometer. 
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E.6 The Front and Back Muon Walls 

The back muon wall was a planar array of twelve 45. 7 cm and three 61.0 cm wide 

vertical plastic scintillator strips perpendicular to the beam. The arrangement of the 

strips in the muon wall is shown in Figure 3.8. These strips provided an X view 

only for the muon hit. The muon wall was 2234. cm downstream of the origin. Its 

geometric centre was located at x = 2.69 cm and y = -3.68 cm. The strips were 

connected to 12. 7 cm EMI 9791B photomultiplier tubes via lucite light pipes. The 

signals from the photomultiplier tubes were discriminated. The output logic_ signals 

were used to set latch bits and as inputs to the dimuon trigger. Typical noise rates 

in the muon counters were 1-2 MHz. 

MUF-4 

MUF-5 

MUF-6 

MUF-1 

MUF-2 

MUF-3 

MUF-7 

MUF-8 

Figure E.19: The Front Muon Wall as seen by an incoming muon. 

The front muon wall, located at the beam entrance to the experimental hall, 

was used to signal for the presence. These external muon were produced in the E691 

beamline and in upstream experiments. The front muon wall is shown in Figure E.19. 
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The counters were manufactured from 1.5' by 4' or 8' sections of scintillator with lucite 

light guides. 

Calibration 

The back muon counter efficiencies were measured with the DC paddle counter 

telescope which was placed behind each counter at about y = 0. The efficiencies of 

the counters are listed in Table E.9. 

Table E.9: The efficiencies of the back muon counters. The statistical errors on these 
efficiencies are less than ± 1 %. 

I Muon counter Efficiency(%) I 
2 95. 
4 90. 
6 94. 
8 93. 
10 94. 
12 96. 
14 93. 
16 95. 
18 95. 
20 97. 
22 95. 
24 94. 
26 95. 
28 93. 
30 97. 
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