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Abstract 

An analysis is presented of events with a single jet and significant missing trans­

verse energy selected from 4.7 pb-1 of data collected at the Fermilab Tevatron 

with the CDF detector. The goal is to identify events of the type pP -t ZO + jet; 

ZO -t vii. Event selection and backgrounds are discussed. The number of ob­

served monojet events is compared to the number of observed ZO -t e+e- events 

in which the ZO is accompanied by a jet. We measure the number of light neu­

trino species to be N" = 2.2 ± 1.5 and we place an upper limit on the number of 

neutrino species at N" < 5 (90% C.L.) . 
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Chapter 1 

Introduction 

In the 5th century B.C., the Greek philosopher Democntus proposed that 

all matter is composed of infinitesimally small, indivisible particles called atoms; 

and that all physical processes are ultimately the result of the motions of atoms. 

Today, such concepts may be so familiar that we hardly take notice of them, 

but at the time these ideas were bold and startling. Democritus' contributions 

towards our understanding of the fundamental structure of the universe are of 

great significance. 

Now, in the last decade of the twentieth century, the intellectual heirs of 

Democritus are still striving to understand the fundamental constituents of mat· 

ter and how they interact. These efforts have culminated in the construction of 

a theoretical framework that has come to be known as the Standard Model. The 

Standard Model has so far been remarkably successful in explaining the phenom­

1 
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ena observed in today's high energy physics experiments, where the structure of 

the universe is studied at the highest energies and smallest distances currently 

accessible. 

Democritus and his contemporaries also constructed a theoretical model that 

attempted to explain the world around them. They postulated that atoms are 

indivisible, and the properties of matter in bulk are determined by the spatial 

arrangement and shapes of its constituent atoms. They also believed that all 

matter in the universe was originally formed from a great vortex of atoms swirling 

in the void. In the centuries that have passed since their time, these ideas have 

been discarded, and only the seminal concept of the corpuscular nature of matter 

remains. How much of the Standard Model will future generations of physicists 

still hold as true, and what parts of it will need to be modified or rejected? 

There may yet be surprises ahead as accelerator experiments push for greater 

luminosities and higher energies. In this study, we search the experimental data 

for phenomena beyond the Standard Model. 

1.1 The Standard Model 

According to the Standard Model, all matter is composed of quarks and lep­

tons. These fundamental particles are spin-i quantum mechanical entities with 

no discernable internal structure. The quarks and leptons interact via four fun­

damental forces: electromagnetism, the weak force, the strong force and gravity. 
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Quark Charge Mass (GeV) Lepton Charge Mass (GeV) 

up (u) 

down (J) 

+~
3 

1
-3 

0.31 

0.31 

e-neutrino (ve ) 

electron (e) 

. 
0 

-1 

< 1.8 X 10-8 

5.11 x 10-4 

charm (c) 

strange (8) 

+!
3 

1-3 

1.5 

0.5 

p-neutrino (v,,) 

muon (I') 

0 

-1 

< 2.5 X 10-4 

0.106 

top (t) 

bottom (b) 

+!
3 

_1 
3 

? 

4.5 

r-neutrino (VT") 

tau (r) 

0 

-1 

< 7 X 10-2 

1.78 

Table 1.1: The fundamental constituents of matter in the Standard Model. 

Interactions between particles are the result of the exchange of gauge bosons pe­

culiar to each force. The gauge bosons for the four forces are the photon b), the 

W± and the ZO, the gluon (9) and the graviton. Quarks feel the strong force while 

leptons do not. These particles and their properties are displayed in Tables 1.1 

and 1.2. The quark masses listed in Table 1.1 are calculated from the observed 

mass spectrum of the baryons (particles composed of quarks.) Because of the 

properties of the strong interaction, it is impossible to observe a single, isolated 

quark. Therefore, the definition of a quark mass is somewhat obscure. 

Quarks and leptons are naturally organized -into three families or generations. 

The particles in each generation are more massive than the particles in the one 

before, except for the neutrinos. The current experimental data is consistent 

with the hypothesis that the neutrinos are massless. Of the twelve quarks and 
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Gauge Boson Mass (GeV) Force 

0Strong gluon (9) 

photon ('1) 0Electromagnetic 

W-boson (W±) 1 79.8±1Weak 

Z-boson (ZO) 0 1 91.1 

graviton (G) 00 2Gravitational 

Table 1.2: Fundamental forces and gauge bosons. 

leptons, the T neutrino and the top quark have not yet been directly observed. 

There is compelling evidence for the existence of the T neutrino; its existence 

must be postulated in order for momentum to be conserved in the decay of the 

T lepton. The top quark may be too massive to be produced by even the most 

powerful particle accelerators now in operation. The most recent searches for the 

top quark by the CDF Collaboration have set a lower limit on its mass at 91 Ge V 

[1]. 

The theory of the Standard Model contains no stricture that limits the number 

of quark and lepton generations to three. But it is an empirical fact that only 

three generations exist. The MARK II Collaboration at SLAC have determined 

the number of neutrino species, HI" from measurements of the decay widths of 

the ZO boson and found that HI' = 3 (95% C.L.) [7],[8]. The existence of only 

three species of light neutrinos has also been confirmed by the experiments at the 
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LEP machine at CERN [9]-[13]. 

1.2 	 Intermediate Vector Boson Production in 

the Standard Model 

The W and Z particles that are the carriers of the weak force are referred to as 

intermediate vector bosons (IVB's). In the Standard Model, IVB's are produced 

through qq annihilation. The processes qq -+ W::I: -+ l::l:lIl. and qq -+ Zo -+ II are 

shown symbolically in Figure 1.1. Diagrams like those shown in Figure 1.1 are 

called Feynman diagrams. A Feynman diagram is a sort of space-time schematic 

of a quantum mechanical reaction. The diagrams in Figure 1.1 are the lowest 

order diagrams for IVB production. This means that they represent the simplest 

sequence of fundamental interactions that link the initial and final states. The 

lowest order diagrams give the largest contributions to the quantum mechanical 

probability amplitude for a given process. 

1.3 	 Missing E t and Monojets 

In this study we examine the so-called "invisible" decays of the ZO weak vector 

boson. These decays are of the form ZO -+ llii where the II, ii represent neutrinos 

and antineutrinos from one of the three generations. These decays are said to 

be "invisible" because the neutrinos feel only the weak force, and the probability 

that one of them might interact within the volume of the detector is vanishingly 
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z w 

(b)(a) 

Figure 1.1: The lowest order Feynman diagrams for the processes (a) qij -+ ZO -+ 

small. However, when a ZO boson is produced in a proton-antiproton collision it 

occasionally recoils oft' a jet of hadronic (strongly interacting) particles. Feynman 

diagrams for this process are shown in Figure 1.2. In one case the incoming quark 

radiates a final state gluon, and in the other case a quark is radiated. The quark 

or gluon fragments into a jet of particles that is observed in the laboratory. It is 

the presence of this jet that makes it possible to separate the invisible ZO decays 

from other processes that occur in ." events. The." collisions are observed in the 

center of mass frame, and the vector sum of the particles' momenta perpendicular 

to the beam axis must be zero. An event with a jet and a ZO that decays into 

neutrinos would be characterized by a single jet (a "monojet") with no observed 

particles to balance its transverse momentum. In practice, we measure the energy 

and not the momentum of the particles, but for extremely relativistic particles 

the two quantities are very nearly equal. This technique for isolating invisible 
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z 

Figure 1.2: Two of the next to leading order Feynman diagrams for ZO production 

with (a) gluon and (b) quark radiation in the final state. 

decays has come to be known as Missing Transverse Energy, or Missing Energy 

for short. 

Previous studies seeking new physics in pP events with large missing trans­

verse energy (~t ) include searches for supersymmetric particles done at the Fer­

milab Tevatron [2],[3J and the CERN SppS Collider [41,[51. In these studies no 

evidence for physics beyond the Standard Model was found. However, these 

analyses focused on events with two or more hadronic jets, while here we have 

restricted our attention to events with a single jet and large ~t (monojets). An 

analysis of monojet events produced in pp collisions has been presented by the 

UA1 Collaboration [8J. They compared the number of monojet events found in 

715 nb-1 of PI data at ../i = 830 GeV to predictions based on Monte Carlo 

simulations of intermediate vector boson decays and known backgrounds. They 

arrived at an upper limit for the number of neutrino species: N., S 10 at the 90% 
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confidence level. More recently, the L3 Collaboration at CERN have studied 

events containing single photons with missing E t produced in e+e- collisions at 

center of mass energies between 88 and 94 GeV [14]. These events represent the 

e+e- analog to monojets: e+e- -+ "(zo; ZO -+ vi) • Their results are consistent 

with the Standard Model and three light neutrino species. 

In the following chapters, we describe the Collider Detector at Fermilab, and 

the monojet data collected from it in the 1988-89 run. We examine the various 

sources of background for invisible ZO decays. We explain the techniques used 

to eliminate these backgrounds from the data set, and we present estimates of 

the amount that remains. We then compare the number of ZO -+ vi) events that 

we find to the number of ZO -+ e+e- events. found by the CDF Collaboration. 

Finally, we conclude that the observed frequency of ZO decays into neutrinos is 

consistent with the predictions of the Standard Model and three lepton genera­

tions. 



Chapter 2 

Experimental Apparatus 

2.1 The Tevatron Collider 

The Tevatron Collider is currently the world's most powerful particle accel­

erator, capable of producing proton-anti-proton collisions with a center of mass 

energy of 1.8 TeV. It is part of a complex of accelerators at the Fermi National 

Accelerator Laboratory near Batavia, Dlinois. A schematic of the Fermilab ac­

celerator system is shown in Figure 2.1. We present here a brief description of 

accelerator operations at Fermilab. The reader who is interested in more detail 

should consult References [15]. 

2.1.1 Accelerating Protons 

A proton beam in the Tevatron starts off as negatively ionized hydrogen 

accelerated by a Cockcroft-Walton generator. This device uses high voltage ca­

pacitors charged in parallel and then connected in series to impart an energy of 

9 
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Figure 2.1: The Fermilab accelerator complex. 
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750 keY to the H- ions. From the Cockcroft-Walton machine the ions are sent 

into a linear accelerator (linac). They emerge from the linac with an energy of 

200 MeV and enter the booster synchrotron. Here the ions pass through a thin 

metal foil to strip them of their electrons. The bare protons are then accelerated 

to 8 Ge V and injected into the Main rung synchrotron. 

The Main Ring is 2 km in diameter, and accelerates the proton beam to 150 

GeV. At this point, there are around 2.0 x 1012 protons in the Main rung, and 

about 84 of the 1113 Main rung RF buckets are occupied. This results in an 

average of about 2.5 xl010 protons per bunch. In collider operations, six bunches 

of protons are injected into the Tevatron along with six conterrotating bunches 

of antiprotons. In order to achieve the maximum luminosity, the goal is to have 

at least 6 x 1010 particles in each proton bunch. The RF fields in the Main rung 
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are used to coalesce 8 or more adjacent bunches into a single large bunch. 

The protons are then transferred to the Tevatron, which shares the same 

tunnel with the Main Ring. Although it has the same radius as the Main Ring, the 

Tevatron's superconducting magnets enable it to achieve a much higher energy. 

In the Tevatron the beam is accelerated to 900 Ge V. 

2.1.2 Producing Antiprotons 

The Main Ring is also used in the production of antiprotons. When it is 

operating in this mode, protons are accelerated to 120 Ge V and directed to a 

copper target. About one p is captured for every 10& protons that strike the 

target. The antiprotons are focused by a lithium lens and sent to a triangular 8 

GeV storage ring called the Debuncher. In the Debuncher, RF bunch rotation is 

used to reduce the momentum spread of the antiprotons and stochastic cooling 

is used to reduce their transverse emittance. The p's circulate in the Debuncher 

for 3 seconds before being transferred to the Accumulator storage ring. Here the 

particles are cooled further and added to the "stack" of stored antiprotons. The 

Debuncher, Accumulator, and target area together form the Antiproton Source. 

The layout of the Antiproton Source is shown in Figure 2.2. The antiproton 

production rate is typically about 2 X 1010 p's stacked in the Accumulator per 

hour. 
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DEBUNCIIER 

o 75m 150m 

Figure 2.2: The Antiproton Source. 

2.1.3 Collider Operation 

When the stack contained enough antiprotons (about 6 x 1011), the Tevatron 

was made ready for colliding beams. The proton bunches were inserted first. Once 

the proton bunches were circulating successfully, the antiprotons were extracted 

from the Accumulator, accelerated to 150 GeV and coalesced in the Main Ring, 

and then injected into the Tevatron. The six p and six p bunches intersected at 12 

points around the ring. The next step was to adjust the azimuthal coordinates 

of the RF buckets so that the intersection points were at the positions of the 

collider experiments. This procedure was known as "cogging". After cogging was 

complete, the Tevatron was ramped to 900 GeV. The low beta quadrupoles in 

the BO collision hall were then energized. These magnets squeezed the beams to 
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the smallest possible cross section in order to increase the rate of pP interactions. 

This corresponded to beams around 60 p.m wide. The beams were then scraped 

to remove "beam halo", stray particles outside of the bunches. The beams would 

then coast in the Tevatron for 15 hours or more, with the bunches crossing every 

3.5 p.s. Typical values for the number of particles per bunch were 7 X 1010 for the 

protons and 3 X 1010 for the p's. The luminosity, £', is given by 

where Np and N, are the numbers of protons and antiprotons per bunch, f is the 

crossing frequency (286 kHz), and tTlII , tT'II are the orthogonal rms widths of the 

beam in a plane perpendicular to the beam direction (tTlII = tT'II = 60 p.m). For the 

bunch multiplicities quoted above, this formula gives £, = 1.3 X 1030 cm-2s-1 • 

2.2 The CDF Experiment 

The Collider Detector at Fermilab (CDF) is a 5000 ton, azimuthally symmet­

ric detector built to study pP collisions at the Fermilab Tevatron. A perspective 

view of the apparatus is shown in Figure 2.3, and an elevation view of the forward 

half of the detector is shown in Figure 2.4. In this section we describe features 

of the CDF detector that are relevant to this study. More detailed descriptions 

are available elsewhere [16]. We also describe the CDF trigger system, and the 

missing Et trigger used to collect the monojet data. 

The CDF detector coordinate system has ita origin at the center of the detector 
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with the +lI-axis vertically upward and the +z-axis along the proton direction. 

The usual azimuthal and polar angular coordinates are denoted by <p and fJ. 

Psuedorapidity, f'J = -In tan( fJ /2), is usually used to specify polar angle. 

2.2.1 	 Tracking Detectors 

CDF used two systems for charged particle tracking, the Vertex Time Projec­

tion Chambers (VTPC) and the Central Tracking Chamber (CTC). To measure 

the momenta of charged particles, the chambers were placed within a supercon­

ducting solenoid that provided a magnetic field of 1.4 T. 

2.2.1.1 The Vertex Time Projection Chambers 

The VTPC system [17] immediately surrounded the beam pipe at the in­

teraction region. These chambers provided charged particle tracking down to 

fJ = 3.50 (1f'J1 < 3.5). The z coordinate of the interaction vertex was measured by 

the VTPC, with an rms resolution of 1 mm. For this study, VTPC tracking was 

also used to help identify QCD jet background. 

The VTPC system consisted of eight octagonal time projection chambers. 

Two such modules are illustrated in Figure 2.5. Each chamber was divided into 

two 15.25 cm long drift regions by a central high voltage grid. The chambers were 

filled with a 50-50 argon-ethane gas mixture. Charged particles passing through 

the gas left trails of electrons and ionized molecules. The electrons drifted in 

the electric field to the ends of the chambers. At the ends of each chamber was 
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proportional regions divided into octants, with 24 sense wires and 24 cathode 

pads in each octant. Drift time measurements from the sense wires provided 

tracking information in the r-z plane, and signals from the pads provided ep 

information. Adjacent modules were rotated by 11.30 with respect to each other. 

This allowed a stereo view of tracks that passed through more than one chamber. 

The z resolution deteriorated with decreasing polar angle; at (J = 900 (11 = 0) the 

resolution was 420 p.m, and at (J = 110 (11 = 2.3) it was 1100 p.m. The pad rep 

resolution was 418 p.m. 

Tracks found by the VTPC pattern recognition code had three levels of ep 

information: 

• 	 The track could consist only of a set of wire hits in a single octant, without 

pad information. In this case, the ep coordinate was known only to within 

the width of an octant (450 
). 

• 	 The track could lack pad information but pass through more than one 

chamber, so that a three dimensional stereo reconstruction was possible. 

• 	 The track could possess both wire and pad information. 

We refer to tracks in the first category as two-dimensional or "octant" tracks. 

About 35% of the tracks identified in the VTPC were of this type. Another 15% 

of the tracks had ep information only :£rom a stereo view, and the remaining 50% 

had a full three-dimensional reconstruction :£rom both wires and pads. 



18 


WIRE REAo-ouT 

CARBON FIBER OCTAGON 

RADIAL ROARD--. 

CARBON FIBER OCTAGON 

PAD ~---H\-+--li'lINER FlEUl CAGE 

~T.p.c. MODULES 

Figure 2.5: Two of the eight Vertex Time Projection Chamber (VTPC) modules. 



19 

554.00mm !.D. 

2760.00mm O.D. 

Figure 2.6: End view of the CTC. 

2.2.1.2 The Central Tracking Chamber 

Outside of the VTPCs was the Central Tracking Chamber [18]. The CTC 

was a cylindrical drift chamber 3.2 m in length and 2.76 m in diameter. It had 84 

layers of sense wires grouped in 9 superlayers. Five of the superlayers had sense 

wires parallel to the beam axis, and provided tracking information in the r-'P 

plane. In between these axial superlayers were four superlayers whose sense wires 

were tilted alternately ±3° with respect to the beam axis. These superlayers 

provided three dimensional stereo views of the tracks. An r-'P view of the CTC, 

showing the nine superlayers, is shown in Figure 2.6. 

Each superlayer was divided into drift cells consisting of a row of sense wires 

flanked by two rows of field wires. There were 12 sense wires per cell in the axial 
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superlayers and 6 sense wires per cell in the stereo superlayers. An axial drift 

cell is illustrated in Figure 2.7. The cells were tilted by 45° with respect to the 

radial direction. This large tilt angle had several advantages. It simplified the 

problem of resolving the left-right ambiguity in the drift direction, it guaranteed 

that each high-pt track passed near at least one sense wire in every superlayer 

(useful in triggering), and it produced approximately azimuthal drift trajectories 

in the presence of crossed electric and magnetic fields. 

By using the CTC to determine the radius of curvature of a track in the 

magnetic field, the transverse momentum Pe could be measured with an rms res­

olution of DPe/Pt = 0.0020 * Pt CPt in GeV). If the track was also constrained to 

pass through a point on the beam axis, the momentum resolution was improved to 

DPt/Pt = 0.0011 *Pt. Momentum resolution and tracking efficiency were degraded 
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outside of the region 40° < () < 140° (1'11 < 1.0) since lower angle tracks did not 

pass through all the superlayers. The nominal region in which CTC tracking was 

useful was I'll < 1.1. 

2.2.2 Calorimeters 

The CnF calorimetry was divided into three systems: Central/Endwall 

[19],[21], Plug [22], and Forward [23, 24J. The central calorimeters were four 

C-shaped units or. "arches" that surrounded the CTC and solenoid in the region 

I'll < 1.1, as shown in Figure 2.3. The endwall and plug formed the magnet 

yoke, and extended the '1 coverage down to I'll = 2.4. The forward calorimeters 

were situated away from the central detector, and covered the small angle regions 

(2.4 < I'll < 4.2). 

The CnF calorimetry used a projective tower geometry. Each tower sub­

tended a solid angle of ~'1 ~ 0.1 and ~cp = 15° (5°) in the central (plug/forward). 

Transverse energy, Et , was defined as EsinfJ, where E was the energy deposited 

in a calorimeter tower and fJ was the polar angle for the tower with respect to 

the event vertex. 

Figure 2.8 shows a side view of a quadrant of the central, endwall and plug 

calorimeters. An'1-cp map of the towers for a full quadrant ('1 > 0, ~cP = 90°) of 

the hadron calorimetry is shown in Figure 2.9. This map shows the small angle 

regions not covered by the hadron calorimeters because of the space required by 

the low beta quadrupoles. The cp eoverage of the EM calorimeters is complete 
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out to 11 = 4.2. 

2.2.2.1 The Central and Endwall Calorimeters 

The central arches contained 48 calorimeter modules. Each module was in 

the shape of a 15° wedge and contained 10 EM and 8 hadronic towers. The elec­

tromagnetic compartment of each wedge contained 31 sampling layers of 0.32 cm 

lead absorber and polystyrene scintillator. The hadronic compartment in each 

wedge had 32 sampling layers of 2.5 cm steel absorber and acrylic scintillator. A 

drawing of one of these wedges, showing the light collection system for the EM 

towers, is displayed in Figure 2.10. Each tower was read out by two phototubes 

coupled to the scintillators through waveshifters and light guides. The hadronic 
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Figure 2.9: Hadron calorimeter towers in one of eight identical .,,-cp quadrants. 

compartments for the last four towers in each wedge (numbered 6 through 9 

in Figures 2.10 and 2.8) extended beyond the central arches into separate end­

wall modules. The endwall calorimeters had 15 sampling layers of 5.1 cm steel 

absorber and acrylic scintillator. 

Proportional chambers called the Central Strip (CES) Chambers [20J were 

sandwiched in the EM calorimeter at a depth of 5.9 radiation lengths (including 

the solenoid coil). These chambers were constructed from ribbed aluminum ex­

trusions with grooves 9 mm wide by 6 mm deep. Wires were strung down the 

center of each groove. Glued to the top of the ribs were boards of GI0 with cop­

per strips at right angles to the ribs. The chambers were filled with a 95% Ar, 5% 

CO2 gas mixture and the wires were held at high voltage. A shower of particles 

hitting the chamber would ionize the gas mixture, producing pulses on the wires 
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and inducing charges on the strips. Each chamber had 64 wire channels and 128 

strip channels. The signals from the wires gave the r-tp coordinate of the shower 

centroid and the signals from the strips gave the z position. The CES chambers 

provided a precise measurement of the shower position (to within about ±2 mm) 

and its transverse dimensions. 

The energy r.esolution of the central EM calorimeters was given by 13.5%/VE 

(E in GeV.) For the central and endwall hadron calorimeters the resolutions were 

given by 77%/VE and 98%/VE respectively. 

2.2.2.2 The Gas Calorimeters .. 

The plug calorimeters used layers of absorber and proportional tubes. The 

plug EM (PEM) calorimeters had 34 sampling layers with 0.27 cm lead absorber, 
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and the plug hadron (PHA) calorimeters had 20 sampling layers with 5.1 cm steel 

absorber. The forward EM and hadron calorimeters were gas-tube calorimeters 

very similar in design to the plug calorimeters. The forward EM (FEM) calorime­

ters had 30 sampling layers and used 0.48 cm sheets of lead for the absorber layers. 

The forward hadron (FHA) calorimeters had 27 sampling layers and 5.1 cm steel 

absorber. 

The proportional tubes used in the gas calorimeters were made of conductive 

plastic and had a square cross section of 8.6 mm x 8.6 mm. The tubes were 

filled with a 50-50 argon-ethane gas mixture. A central wire in each tube was 

held at high voltage. Adjacent to each layer of tubes was a sheet of copper-clad 

G10 that had been etched into 0.1 x 50 fI-V' pads. Ionization in the gas produced 

by a shower of particles induced charges on the pads, which were digitized by 

the readout electronics. For the 9 layers in the plug EM calorimeters around 

the shower mmmum (corresponding to a depth of 4.4 to 9.7 radiation lengths) 

orthogonal strips, instead of pads, were used. This provided better position 

resolution. 

To provide information about the longitudinal development of showers in the 

plug EM calorimeters, the pads in each tower were ganged together into three 

depth segments. In the FEM, the pads were ganged together in in the first 15 

layers and in the last 15 layers, giving two signals per tower. 

The gain of the gas calorimeters depended on the density of the gas, which 

varied with temperature and pressure. To monitor fluctuations in the gain, a 
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system of small proportional tubes containing 5SFe sources was installed in the 

calorimeter gas lines. The gain was periodically tested by measuring the 6 keY 

X rays from the 5SFe. 

The energy resolution for the plug EM calorimeters was 28%/v'E (E in GeV) 

and for forward EM calorimeters it was 25%/v'E. The plug and forward hadron 

calorimeters had about the same energy resolutions, around 90%/v'E. 

2.2.2.3 Calorimeter Calibration 

Throughout our discussion, we use the symbol ~e to refer to the raw missing 

transverse energy as measured by the CDF calorimeters. Because of calorimeter 

imperfections and non-linearities, this quantity is only approximately equal to 

the true transverse momentum imbalance in an event. If we wish to compare the 

observed ~e spectrum of the monojet sample to the ZO Pe spectrum predicted by 

theory, we must first apply corrections to the missing Ee to account for detector 

effects. The details of the ~e correction technique are presented in Appendix A. 

To briefly summarize, it involves multiplying the observed Et of each jet by an 11 

dependent factor to give the Ee that would have been observed had the jet been 

in the central calorimeter. Therefore, to accurately determine the missing Ee we 

must know the energy scale of the central calorimeters. 

Each one of the central and endwall calorimeter modules was calibrated in 

the test beam. A beam of 50 Ge V electrons was used to calibrate the electro­

magnetic compartments, and 50 Ge V pions were used to calibrate the hadronic 
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sections. At the same time, calibrations were performed using 13TCS sources per­

manently attached to each module [25]. Each source was connected to a drive 

mechanism that allowed it to be moved through the module, testing each tower 

separately. During data taking, the calibration of the central calorimeter was 

periodically retested with the sources. The data from the sources indicate that 

the absolute calibration of the central hadron calorimeter (CHA) was accurate to 

3-4%. Separate testing of the phototubes was also done on a regular basis, using 

LEDs for the tubes in the central EM (CEM) and a nitrogen laser for the tubes 

in the CHA. There was also a xenon flasher system to test the CEM waveshifters. 

These tests showed no significant degradation of calorimeter performance from 

radiation damage over the course of the run [26]. 

The calibration of the CEM was also determined from experimental data 

[27],[28]. The transverse energy (Et ) deposited in the calorimeters by electrons 

from W decays was compared to their transverse momenta CPt) measured by 

the CTC. The Pc is assumed to be correct within the errors quoted in Section 

2.2.1.2. A distribution of the ratio Et/pt is shown in Figure 2.11. It exhibits 

a peak around Et/pt = 1 and a long tail at higher values of Et/pt caused by 

electrons that radiate bremsstrahlung photons. This distribution was compared 

to Monte Carlo simulations of W - ev. The region around the peak (typically 

0.90 < Et/pt < 1.10) was fitted to a gaussian and the energy scale for the CEM 

was adjusted until the mean of the gaussian matched the value expected from 

Monte Carlo. These studies showed that. the CEM energy scale was known to 
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within 4%. 

2.2.3 The Central Muon System 

Just outside of the 4.9 absorption lengths of the central calorimeter was the 

Central Muon (CMU) system [29]. Each central calorimeter wedge was equipped 

with three muon chamber modules as shown in Figure 2.12. Each module con­

sisted of four layers of four rectangular drift cells. A drift cell is shown in Figure 

2.13. The central anode wires ran the length of the cells (2.3 m) and field shaping 

was provided by the aluminum cathodes at ends of the cells. Drift time measure­

ments from the sense wires provided r-cp information for charged particles passing 

through the cells. The left-right ambiguity as to which side of the wires a track: 

passed was resolved by offsetting alternate layers of drift cells in each chamber 

by 2 mm in the r-cp direction relative to the layers below them. Charge division 
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was used to provide r-z information. In this technique, capacitors at each end of 

the wire store the charge from a pulse caused by a passing charged particle. The 

position of the particle along the length of the wire, %wipe, is given by 

where QL and QR are the amounts of charge collected at the left- and right-hand 

ends of the wire and l is the length of the wire. 

The eMU system covered the region 0.04 < 1111 < 0.61. The chamber resolu­

tions were 250 p.m in r-tp and 1.2 mm in z. 
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2.2.4 	 The Forward Muon System 

Beyond the forward calorimeters and covering the region 2.0 < 1111 < 3.6 was 

the Forward Muon (FMU) system [30]. Each FMU unit consisted of a pair of 

magnetized iron toroids instrumented with drift chambers and scintillation coun­

ters. The azimuthal magnetic fields in the toroids made it possible to measure 

the muon momentum. 

Each FMU unit had 6 planes of drift chambers and four planes of acrylic 

scintillators. The scintillators were used to provide a trigger signal. The chambers 

and scintillators were segmented into 150 slices (see Figure 2.14.) Each chamber 

contained two layers of 98 sense wires strung azimuthally. The separation between 

the wirea wu chosen to maintain a constant psuedorapidity interval of ~11 ~ 0.3 

for each drift cell. The two layers of wires made it possible to 'resolve the left-right 

ambiguity in drift direction. Between the wire layers was a copper cathode plane 

divided into 11-11' pads of size 0.35 X 50. 
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The position resolution of the drift chambers was 650 pm. The toroidal mag­

netic field varied with radius, causing the FMU momentum resolution to vary 

slightly with polar angle. For a track entering the FMU toroids at 8 = 10°, the 

resolution was given by 6p/p = 16.6%. 

2.2.5 The Beam-Beam Counters 

The Beam-Beam Counters (BBC's) were positioned on either side of the 

central detector, just in front of the forward EM calorimeters (see Figure 2.4). 

These were planes of scintillators and phototubes, illustrated in Figure 2.15. The 

BBC's served two important functions: they provided a minimum bias trigger 

and measured the beam luminosity. The trigger required that there be at least 

one hit recorded in each forward and backward BBC array within a 15 ns time 

window centered on a beam crossing. The luminosity is given by 

R 
.t:, = 44 mb 

where R is the rate of pP interactions measured by the BBC's and 44 mb is the 

BBC cross section. The BBC rate is typically around 60 kHz. The uncertainty 

in the luminosity measurement is 7% [31]. 

2.2.6 The Trigger 

CDF used a three-level FASTBUS based trigger system [32]. The lowest 

trigger level was Level O. Events passing this level had hits recorded in forward 
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a.nd backward BBC's, as described above. The Levell trigger decision was based 

on the global energy deposition in the calorimeters a.nd data from the muon 

system. An event passed Levell if the scalar sum of the Et over all calorimeters 

was above a certain threshold, or if there were muon ca.ndidates in the muon 

chambers. The time required to make a Level 1 decision was greater tha.n the 

interval between beam crossings (3.5 ps), so that one crossing was lost for every 

Level 0 trigger. The next trigger level, Level 2, required about 10 ps to make a 

decision. Hthe decision was made to record the event, the data acquisition system 

required about 15 ms to read out all the detector components. The trigger rate 

was ultimately limited by the rate at which events could be written to magnetic 

tape, around 1 Hz. 

There were a variety of Level 2 triggers, each designed for a specific physics 

a.nalysis. This study is based upon events which passed the Level 2 Missing Ee 

trigger. Events which came in on this trigger satisfied the following requirements: 

• 	 ~t ~ 25 GeV, summed over all calorimeter components. The trigger hard~ 

ware calculated the ~e assuming a.n event vertex at z = o. In the ofHine 

a.nalysis, the ~e was recalculated using the event vertex determined from 

the VTPC data. 

• 	 The calorimeter cluster with the greatest Et (the "leading cluster") had at 

least 8 GeV deposited in the EM calorimeters. 

• The leading cluster could not have a "seed tower" (a tower with Et > 3 
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GeV, used by the clustering algorithm to initiate cluster formation) in the 

forward calorimeters. 

The last two requirements were imposed to reduce the rate of spurious triggers 

caused by detector noise. 

To estimate the efficiency of the E.t trigger, we studied a sample of events 

that passed a separate Level 2 trigger. This trigger required a single cluster with 

E t > 60 GeV. The events in our sample were required to satisfy the second and 

third requirements listed above. The E.t distribution for this sample was plotted 

on a histogram, and the fraction of the events in each E.t bin that passed the 

Level 2 E.e trigger was identified as the E.e trigger efficiency for that bin. The 

results are summarized in Figure 2.16. Also shown in Figure 2.16 is the empirical 

fit to the data used to estimate the trigger efficiency in Monte Carlo simulations. 

The fit is a cubic polynomial for E.t < 35.3 GeV, and a straight line for E.t > 35.3 

Ge V. The linear fit reaches 100% at E.t = 126.4 Ge V, and we assume that the 

trigger is 100% efficient beyond this point. From the statistical errors on the 

data points used in the fit, we calculate that the absolute error on our trigger 

efficiency estimate is not greater than ±1%. 
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Chapter 3 

Event Selection 

This analysis is based on 4.7 pb-1 of data collected during the CDF 1988­

89 run. These data consist of about 4 x 108 events written to tape. In this 

chapter we describe the procedure used to filter ZO -+ llii candidates from this 

data set. We first describe the cuts used to isolate events containing a high­

Et jet and significant missing Et • We then present a list of all the possible 

sources of monojet backgrounds, and describe further cuts designed to reduce 

the contribution from each source of background. 

3.1 The Primary Data Sample 

The selection process began with a subset of the data containing events that 

passed at least one of several Level 2 triggers. These included triggers for high-Et 

jets, electrons, and photons, and the Missing Ee trigger. These data represent 

about half of the total CDF data set. In the steps described below, the other 

37 
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triggers were processed along with the Missing Et triggers. Only in the final stage 

of the selection process were the ~t triggers separated from the other events. 

We first removed from the sample events that were likely to be cosmic rays. 

We rejected events that had more than 8 GeV of energy in the central hadron 

calorimeters outside of a time window of -20 ns < At < 35 ns (-25 ns < At < 

55 ns for the endwalls) relative to the beam crossing. About 3% of the events 

failed this cut. 

To isolate events with substantial missing E" we discarded events that had 

any of the following characteristics: 

• 	 ~t < 30 GeV. 

• 	 "MET < 2.4 Ge vi. The quantity "MET is called the missing Et significance 

and is defined by 

_ ~t 
"MET = ~ 

where 2:Et is the scalar sum of Et over all calorimeters. The ~t signif­

icance is proportional to the ratio of the missing Et to the error on the 

measurement of the total Et in the event. A histogram of "MET for CDF 

minimum. bias events is shown in Figure 3.1. For these events, the true ~t 

should be zero. A value of "MET = 2.4 GeVt is greater than the mean value 

observed in minimum. bias events by more than 6 standard deviations. This 

cut eliminated many mismeasured QCD jet events . 

• There was a cluster with E t > 5 GeV within a 30° wedge opposite in r.p to 
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the leading cluster. This cut removed most of the background from dijet 

events in which one jet was poorly measured. 

• 	 The Ee of the leading cluster was less than 15 Ge V. 

These cuts yielded a sample of about 2 x 10' events. To enhance our signal to 

noise ratio, we further rejected events that met any of these conditions: 

• 	 The leading cluster was outside of the central region (1.,,1 > 1.2). 

• 	The scalar sum of the transverse momenta of the charged particles associ­

ated with the leading cluster was less than 10% of the Ee of the cluster. 

The particles associated with a jet were those whose tracks were measured 

by the CTC to be in a cone of radius 0.7 in "'-1(' space centered on the energy 

centroid of the cluster. This cut eliminated most of the remaining cosmic 

ray and beam gas events. 

About 5000 events survived these cuts. To select those events with a single jet, 

we also discarded events that satisfied any of the following criteria: 

• 	 The leading cluster had an EM fraction less than 0.1 or greater than 0.85. 

The EM fraction was defined as the ratio of the E t in the electromagnetic 

calorimeters to the E t in the hadronic calorimeters. Detector noise was 

removed by the lower bound on the EM fraction, and W -+ ev events were 

rejected by the upper bound• 

• 	 There was more than one cluster with E t > 15 GeV. 
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These cuts produced a sample of 815 events. We then removed from the sample 

events in which the z position of the event vertex was more than 60 cm from 

the center of the detector. The distribution of the vertices for all events was 

closely approximated by a gaussian with width 31 cm. This cut improved the 

hermeticity of the detector. Some events were found to contain two vertices, with 

one vertex far from the center of the detector. These events were rejected as well. 

571 events survived these cuts. 

Finally, we rejected events that did not come in the Level 2 Missing E t trigger. 

As described above, the average efficiency for this trigger was measured to be 89% 

for events with ~t > 30 GeV. We are left with 510 monojet candidates. 

3.2 Sources of Background 

The signal from the process ZO -+ vii, with the ZO recoiling off a jet in the 

central region of the detector, should be contained in the sample of events that 

survived the above cuts. However, the sample also contains events produced by 

other processes that only mimic monojets. We list here the possible monojet 

backgrounds: 

• 	 Decays of the W boson. Each decay mode can be mistaken for a monojet 

in the following ways: 

- W -+ ev, where the W is accompanied by a jet and the electron has 

escaped detection. 
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w -+ P.V, where the W is accompanied by a jet and the muon has 

escaped detection. 

- W -+ TV, where the W is accompanied by ajet and the tau has escaped 

detection. 

W -+ TV, where the decay of the T lepton into hadrons is mistaken for 

a monojet. 

• 	 Decays of the ZO boson into charged leptons, where the ZO recoils off a jet 

and both leptons have escaped detection. 

• 	 Decays of the ZO boson into a T+T- pair, where one tau was undetected 

and the other mistaken for a jet. 

• 	 QCD jet events in which the jet activity has been poorly measured. 

• 	 Events of the type pP -+ '1 +jet, in which the photon has not been detected. 

• 	 Cosmic ray and beam gas events. 

Each source contributes events which can be individually identified and removed 

from the data sample. The identification procedures are described below, and 

their effects are summarized in Table 3.1. Table 3.1 lists the cuts in the order 

in which they were made. There were some events that would have failed more 

than one cut, so that if the cuts had been made in a different order the number 

of events rejected by each cut would have varied slightly. 

.. 
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There remains in the data a residual background from each source which must 

be estimated separately and subtracted statistically. These analyses, which rely 

on both studies of CDF data and Monte Carlo techniques, are described in the 

following chapters. 

3.3 Tau Cuts 

A T lepton has a 64% chance of producing one or more charged hadrons 

when it decays. When a daughter T from a W boson decays hadronically, the 

energy cluster produced in the calorimeters is very similar to a jet resulting from 

parton fragmentation. But in the lab frame the T secondaries will be confined to 

a narrow cone, and the vast majority (99.8%) of these decays produce only 1 or 

3 charged particles. Hence, an apparent monojet with a small angular width and 

three or fewer stiff tracks is the signature of a T decay. 

The identification of T candidates began by selecting CTC tracks with Pt ~ 5 

Ge V that pointed to within 5 cm of the event vertex. These tracks were used 

as seeds for track clustering. Clustering began with the highest Pt track seed. 

Tracks were included in a cluster if they had Pt ~ 1 Ge V, were within 300 of the 

seed track, were no more than 5 cm in the z direction from the seed track when 

both tracks were closest to the z axis, and were not already included in another 

T cluster. The Et for each T cluster was then calculated by summing the energy 

in a region 2 towers wide in cp by 6 towers in f/ (300 x 0.6) centered on the seed 



44 

track. 

Events were rejected if they contained a T candidate that satisfied the follow­

ing criteria: 

1. 	 10 Gev < E t < 55 GeV. Monte Carlo studies indicate that there should 

have been no taus with Ec > 55 GeV. 

2. 3 or fewer tracks within a cone of half angle 10° centered on the seed track. 

3. No additional tracks were outside of the 10° cone and within a 30° cone 

centered on the seed track. 

These cuts rejected 135 events. 

3.4 Muon Cuts 

Our data set included events of the type W -+ I]'v where the W boson recoiled 

off a high-pc parton. We could reject these events if the muon was identified by the 

muon system or if it had a well-reconstructed track in the CTC. Smaller sources 

of backgrounds are the processes pJJ -+ Zo + jet; ZO -+ ~+~- and pJJ -+ W + jetj 

W -+ Tllj T -+ ~1I",1I'r' Our cuts tended to reject these events as well. 

Our criteria for a particle detected by the CMU system to be a W muon 

candidate were: 

1. 	Pc > 5 GeV, where Pc is measured by the CTC. 



45 

2. 	 EEM < 2 GeV and E HAd < 6 GeV, where EEM and EHad are the energies 

deposited in the electromagnetic and hadronic calorimeters in an 1J-<P cone of 

radius 0.13 around the muon. This cut suppressed hadronic punch-through. 

3. 	The E, deposited in a cone of radius 0.4 minus the E, in a cone of radius 

0.13 around the muon could not exceed 5 GeV. This cut required the lepton 

to be isolated. 

4. A 	spatial match was required between the CTC track and the track stub 

reconstructed in the muon chambers. 

It was possible for a W muon to be in the central region of the detector and 

to miss the CMU system. In this case, the high-pc track produced by the muon 

in the CTC was the evidence we could use to reject the event. Therefore, we 

discarded events containing one or more CTC tracks with Pc > 10 GeV that met 

conditions (2) and (3) above. We refer to these CTC tracks as Central Minimum 

Ionizing Objects (CMIO's). 

The muon cuts rejected 109 events. Of these, 39 were detected as muons by 

the CMU chambers, and 70 were identified as CMIO's. 

3.5 Electron Cuts 

As we mentioned previously, we required the leading cluster in each event 

to have no more than 85% of its E, in the electromagnetic compartment of the 

calorimeter. This removed most of the events in which a W decays into an electron 
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and a neutrino. However, we also applied additional cuts to further reduce the 

background from W -+ ev events. These cuts also eliminated events containing 

daughter electrons from taus produced in W -+ .,.v events. 

Electron identification was based on energy clusters found in the electromag­

netic calorimeters. Towers which contained at least 3 GeV electromagnetic Et 

were used as seed towers for clustering, and towers were included in a cluster if 

their electromagnetic Et was at least 0.1 GeV. Limits were placed on the size of 

the clusters. In the central region, an electron cluster could consist of no more 

than 3 towers: the seed tower, and the two towers adjacent in 11. In the plug, 

the maximum size of a cluster was S towers in 11 by S towers in I(J centered on 

the seed tower, and in the forward it was 7 towers by 7 towers. Each cluster was 

required to have a total Ee of at least S GeV and to have an EM fraction no less 

than 0.87S. 

Events were eliminated from the sample if they contained a central electron 

candidate that satisfied these criteria: 

• 	Ee > 10 GeV. 

• 	 LSHR < 0.2S. LSHR is a measure of the deviation of the lateral profile 

of the electromagnetic shower from the shape observed with SO Ge V test 

beam electrons. LSHR is defined as: 

LSHR = 0.14 L Ei - Ti 
• JO.142Edtu + (ATi)2 


where the sum is over towers adjacent to the seed tower and 
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E. = Electromagnetic energy in the ith tower. 


T, = Expected EM energy from test beam studies. 


Ed". = Total electromagnetic energy in the 3 tower cluster. 


~Ti = Uncertainty in 7i associated with a 1 cm error in the 


z coordinate of the electron impact point. 

The LSHR distribution for a sample of W electrons is shown in Figure 3.2. 

This plot shows that virtually all central electrons from W decays will fail 

this cut [33]. 

• 	 Et/pt > 0.3. E t is the transverse energy of the cluster and Pt is the trans­

verse momentum of the stiffest track pointing to the cluster. 

• 	~z < 3 cm and ~(rV') < 3 em. ~z and ~(rV') are the distances between the 

extrapolated track and the shower position measured by the CES chamber. 

• 	 The lateral and transverse profiles of the shower measured by the CES 

chamber were similar to the average shower profiles observed for testbeam 

electrons. The exact cut was 

1(' ')2' X"" + X. < 20. 


The quantities X!" and X~ are defined by 
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where the sum is over the CES strip or wire channels and 

'Yi = Measured profile (either strip or wire), normalized to unity. 


ti = Profile observed for testbeam electrons. 


0', = Estimated variance of the profile. 


In Figure 3.3 we display the CES X2 distributions for W electrons and 

testbeam electrons and pions. 

These cuts were somewhat looser than those used in W -+ ev analyses [34]. 

In the gas calorimeters, our criteria for rejecting W electrons were: 

• E, > 10 GeV. 

• For plug electrons, the cut on the shape of the EM shower was 

X~X3 < 20. 

X~X3 is defined by 

where the sum is over the 9 towers in a 3 x 3 section centered on the shower 

centroid and 

e, = Fraction of the EM energy in the 9 tower section measured in 

the ith tower. 
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Ii = Energy fraction in the ith tower observed for testbeam electrons. 

O'i =Estimated variance of Ii' 

The X~X3 distributions for W candidate and testbeam electrons are shown 


in Figure 3.4. The data show that nearly all electrons from W decays have 


X~X3 < 20. 


For electron candidates in the forward calorimeter, the cut on the longitu­


dinal shower shape was that at least 60% of the cluster energy be deposited 


in the first 15 sampling layers. 


• 	 At least half of the VTPC wire channels along a road between the event 

vertex and the calorimeter cluster had to record hits . 

• 	 The E, deposited in a 'I-<p cone of radius 0.4 centered on the cluster minus 

the Et of the cluster could not exceed 5 GeV. This required the lepton to 

be isolated. 

The electron cuts eliminated 16 events. 

3.6 The Undeposited Pt Cut 

Since much of our background comes from events in which energetic charged 

particles deposit little or no energy in the calorimeters, it seems sensible to try to 

exploit the high efficiency and good momentum resolution of the CTC to identify 
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Figure 3.2: The LSHR distribution for a sample of W electrons. 

these particles in the central region. Therefore, we looked in the CTC for tracks 

that had transverse momenta larger than their transverse energies measured by 

the calorimeters. We removed from our sample events in which the combined 

undeposited Pe of all such tracks, when subtracted from the ~e measured by the 

calorimeters, was suf6.cient to reduce the transverse momentum imbalance below 

our threshold of 30 Ge V. Specifically, we rejected events for which 

I~ - "(ie - Ee)1 < 30 GeV 
CTdlt.. 

where it. is the Pe of the particle measured by the CTC, and Ee is the Ee deposited 

in the calorimeters in an fI-rp cone of radius 0.13 centered on the track. The sum 

is over CTC tracks with pe > 10 GeV (CMIO's), and terms are included in the 
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sum only if Pc > E t • Only two events were rejected by this cut. Upon inspection, 

one event is probably a W -+ p.v decay in which the muon narrowly missed being 

recognized by the muon cuts and the other event appears to be a three jet QCD 

event in which a high-pc particle escaped through a crack in the calorimetry. 

In Figure 3.5 we show an r-!p view of the CTC for the QCD event that failed 

this cut. Around the circumference of the CTC is shown the r-!p projection of the 

energy deposition in the central calorimeters. In this event we find a track with 

Pc = 21 GeV associated with a cluster with an Et of only 14 GeV. This event is 

an example of the QCD backgrounds that still remain in the data set. 

3.7 The CTC Dijet Cuts 

If a jet is lost in a crack and cannot be observed in the calorimeters, then 

perhaps it can still be seen hy the tracking detectors. We have developed software 

which uses data from the CTC to identify lost jets in the region I'll < 1.5. Jets 

outside of this region can be seen with the VTPC, but dijet background cannot 

be reliably identified from the VTPC data. We defer a discussion of finding lost 

jets with the VTPC to Chapter 5. 

The basic technique for identifying dijet events with tracking detectors is to 

look for a cluster of tracks back-to-back with the leading jet. We define a track 

cluster back-to-back to the leading cluster as a set of ~racks in an 'l-!P cone of 

radius 0.7 with the cone axis opposite the leading cluster within ±300 Clusters• 
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Emax 29.8 CttV 

PH! 290. 

Track Pt = 20.5 GeV ETA -0 89j 

Figure 3.5: A QeD background event. The track in the center of the window has 

Pt = 21 GeV; its associated cluster has Et = 14 GeV. 
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of CTC tracks are formed around "seed" tracks. Seed tracks are those tracks that 

are opposite to the leading duster in 'I' within ±30°, and pass a set of quality 

cuts. For each seed track, the algorithm calculates the scalar sum of the t~ansverse 

momenta, LPh of all the tracks within a cone of radius 0.7 in 11-'1' space centered 

on the seed track. The algorithm looks for the cone with the highest Dh and 

calculates its pc centroid (the average of the 11 and 'I' coordinates of the tracks, 

weighted by their Pt). A new cluster is formed from the tracks that fall within a 

cone centered on the Pt centroid, and the centroid is recalculated. This process 

is repeated until it converges on a stable cluster. 

The event is rejected as a dijet if the track cluster found in this manner 

satisfies the following criteria: 

• The 'I' centroid is opposite to the leading cluster, within ±30°. 

• The number of tracks in the cone is > 2. 

• Dt/(Et of the leading cluster) ;:: 0.30. 

Three events from the data set were rejected by these cuts. We will show in 

Chapter 5 that these events are almost certainly dijet background. One of these 

events is shown in Figure 3.6. Three CTC tracks can be clearly seen back-to-back 

with the leading cluster. The energy from this jet was lost in a calorimeter crack 

at IJ = 300 (cracks in the CDF calorimetry are discussed in Chapter 5.) 
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Run 20529 Event69004 06 2APR 2 

P t Phi Eta 
z_l= 2 8. 8 trK Emax = 21 3 GeV 

-7 9 342 1 33 
6 0 168 0 14 
3 0 159 0 15 

-2. 7 165 0 20 
2 2 164 0 39 

- 1 9 172 0 27 
- 1 3 342 0 79 

0 7 311 1 13 
1 unattchcl trKs 
-4 5 168 0 05 
1 reJectd trKs 

9 9 167 0 95 

H,t & to refresh PH I, 342 

ETA 1 33 

Figure 3.6: A dijet background event found by the CTC track clustering algo­

rithm. The lost jet is at 1'/ ~ 1.3. 
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3.8 	 Backgrounds from Cosmic Rays and Beam 

Gas 

It is possible for the leading cluster in a monojet candidate event to be pro­

duced by energetic particles that do not come from the beam-beam interaction. 

These particles could come from cosmic rays or beam gas. 

The initial cut on the central hadron timing information removed about 90% 

of the cosmic ray background. Approximately 5% of the cosmic rays were in 

time with the beam crossing, and another 5% deposited energy only in the EM 

calorimeters. The next cut used to reduce the cosmic ray/beam gas background 

was on the ratio Dt/EP>,where Dt is the scalar sum of the transverse momenta 

of the CTC tracks associated with the leading cluster and EP) is the transverse 

energy of the leading cluster. We refer to this quantity as the charged fraction, 

and we required that it be at least 0.1. Fake clusters caused by particles from 

outside the detector are unlikely to have a significant number of stiff CTC tracks 

pointing at them, and usually fail this cut. But how many cosmic ray and beam 

gas events remain in the sample? 

To answer this question, we compared the leading clusters in the monojet 

candidate events to a sample of jets that are free of cosmic rays and beam gas. 

These jets were selected from QCD dijet events. The dijet events were required 

to have two jets back-to-back in r.p within 30°, and the transverse energies of these 

jets had to be equal to within 20%. We also required the z coordinate of the vertex 
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to be no more than 60 cm from the center of the detector. The leading clusters 

had to pass the same cuts as the leading clusters in the monojetcandidate events. 

To avoid including cosmic rays and beam gas in the dijet sample, the events were 

also required to have O"MET < 2 GeVl. Our sample of dijet events that satisfy 

these criteria contains approximately 44000 events. 

In Figure 3.7 we display a histogram of the charged fraction of the leading 

cluster for the 245 monojet candidates that survive the W and dijet cuts. Also 

shown in this plot is a distribution of the charged fraction of the leading cluster 

from the QCD dijet events, normalized to 245 events. Compared to the dijet 

events, the monojet candidates show an excess of events with low charged fraction. 

This indicates that a substantial amount of cosmic rayjbeam gas background 

remains in the sample. 

Figure 3.8 shows a scatter plot of charged fraction versus EooT , the amount 

of energy in the central hadron calorimeters that is outside of the beam crossing 

time window. Note that events with relatively large out of time energy also tend 

to have a low charged fraction. At least one these events definitely contains 

a cosmic ray. An r-V' view of this event is shown in Figure 3.9. This display 

shows the CTC and the central muon chambers. Hits in the CMU chambers are 

indicated by crosses. The CMU hits show where the particle entered and exited 

the detector. Along aline connecting these points, an ionization trail in the CTC 

is visible. This event has a charged fraction of 0.11 and 5.2 GeV of out of time 

energy. It appears to be a low-Et dijet, but the extra energy from the cosmic ray 

.. 
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Figure 3.7: The charged fraction of the leading cluster in the monojet candi­

dates (histogram) and the charged fraction of the leading cluster in dijet events 

(data points) normalized to the same sample size. Error bars indicate statistical 

uncertainties. 
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caused it to pass the monojet cuts. 

We assume that all the events with charged fraction less than 0.2 and EOOT > 

0.4 GeV are background, and we remove them from the sample. These cuts are 

shown graphically in Figure 3.S. 

Besides the charged fraction and the out of time energy, there is one other 

measurement that is useful in discriminating between the monojet signal and 

cosmic ray/beam gas background. This quantity is the ratio of the EM energy 

of the leading cluster measured by the CES chambers to the energy measured 

by the CEM calorimeters. A histogram of the CES/CEM ratio for the monojet 

candidates is shown in Figure 3.10. For real jets this ratio is typically around 

unity, but for fake clusters it is often close to zero. Figure 3.10 shows a peak 

at small values of the CES/CEM ratio that can be attributed to cosmic ray and 

beam gas background. Figure 3.11 shows a scatter plot of charged fraction versus 

CES/CEM ratio for the leading clusters in the monojet candidates. Most of the 

events with low CES/CEM ratio also have a low charged fraction. We assume 

that all the events with CES/CEM ratio less than 0.2 and charged fraction less 

than 0.2 are background, and we remove them from the sample. These cuts are 

shown graphically in Figure 3.11. 

A final test for beam gas background is to visually examine the VTPC data 

for evidence of tracks coming from a point outside of the detector. A scan of 

the entire 245 event monojet candidate sample revealed a single event that is 

definitely contaminated by beam gas particles. The VTPC data for this event 
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Figure 3.9: An f'-V' view of the CTC and central muon chambers for a cosmic ray 

background event. The energy deposition in the central calorimeters is shown 

around the circumference of the CTC. Note that the cosmic ray pused through 

the tower with the most energy. 
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is shown in Figure 3.12. This display shows the wire hits in each of the eight 

VTPC oct ants, projected onto an r-z plane. Tracks can be clearly seen entering 

the VTPC from the viewer's left of the center of the detector. For comparison, 

Figure 3.13 shows the VTPC data for a typical beam-beam interaction from the 

monojet sample. The beam gas event also has a low charged fraction (O.19). We 

removed it from the sample. 

Our cuts have removed 19 cosmic ray and beam gas events from the sample. 

The charged fraction distribution for the 226 remaining events is shown in Figure 

3.14. The sample now contains 16 events with charged fraction less than 0.2. 

To determine how many of these events are residual background, we assume a 

background of Nfladl events and normalize the charged fraction distribution from 

the dijet sample to 226 - Nfladl events. We look for the value of Nfladl that gives the 

predicted number of jets with charged fraction less than 0.2 closest to 16 - NlIGt:Ic. 

We find the best estimate for the residual background is Nfladl = 9. For this 

value of NfIadI, the dijet data predict 6.7 events with charged fraction less than 

0.2. The uncertainty on this estimate is dominated by the statistical uncertainty 

in the number of monojet candidates with charged fraction less than 0.2. The 

error on our background estimate is therefore v'f6 = 4 events. 
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Figure 3.12: An r-% view of the wire hits in each of the eight VTPC octants for 

a beam gas event. 
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sample. 
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Number of Events 

Monojet Candidates 510 

Rejected by T cuts 135 

Rejected by CMU muon cuts 39 

Rejected by CMIO muon cuts 70 

Rejected by electron cuts 16 

Rejected by undeposited Pe cut 2 

Rejected by CTC dijet cuts 3 

Rejected by cosmic ray/beam gas cuts 19 

1 Events surviving cuts 226 
1 

Table 3.1: Number of events rejected by the cuts described in this chapter. The 

cuts were made in the order shown. 
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3.9 The Monojet Sample 

The 1\t distribution for the 226 events in the final monojet sample are shown 

in Figure 3.15. Also shown is a Monte Carlo estimate of the 1\t spectrum of the 

expected ZO --+ vii signal. We describe our Monte Carlo techniques in Chapter 

4. 

Figure 3.15 shows that a substantial amount of background remains in the 

monojet sample, and that background events tend to have relatively low 1\t . 

We remind the reader that the distribution shown in Figure 3.15 is of the raw 

missing Eh and that this quantity is only a rough measure of the true transverse 

momentum imbalance. The technique for correcting the measured missing Et is 

discussed in Appendix A. Figure A.l shows a distribution of the corrected 1\t for 

the monojet sample and the ZO Pt distribution corresponding to the Monte Carlo 

result displayed in Figure 3.15. 

In Figure 3.16 we display a lego plot of the calorimetry information for a 

typical monojet from the final event sample. In Figure 3.17 we show an r-V' view 

of the CTC for the same event. 

In the following chapter we present Monte Carlo estimates of the residual W± 

and ZO --+ l+l- backgrounds remaining in the monojei sample. 
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Chapter 4 

Monte Carlo Simulations of W 

and Z Decays 

In this chapter we describe the Monte Carlo techniques that were used to 

estimate the ZO -+ vi) signal in the monojet sample and the residual backgrounds 

from W and ZO -+ l+l- decays. With the exception of the process W -+ TV; 

T -+ hadrons (described below), we simulated all processes involving intermediate 

vector bosons using the PAPAGENO Monte Carlo event generator [35] to calcu­

late the cross sections, a Feynman-Field fragmentation model [36] to fragment 

the final state partons, and the CDF software package QFL [50],[51] to simulate 

detector response. Each step in the simulati,on has potential sources of systematic 

error. In the sections below, we identify the sources and attempt to estimate the 

magnitudes of the errors in our Monte Carlo calculations. 

74 
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4.1 The Event Generator 

Consider a generic hadron-hadron interaction: 

A+ B -+ c+ d. 

A and B represent the incoming hadrons; c and d are the final state partons 

(quarks, gluons, or gauge bosons). This process is shown symbolically in Figure 

4.1. According to the parton model, the cross section for this process is given by 

where the sum is over the partons in the incoming hadrons and 

• 	 PA, ps, and Pc are the four-momenta of particles A, B and c respectively. 

• 	 ZA and z" represent the fraction of the momenta of hadrons A and B carried 

by partons tJ and b. 

• 	f~A) and fr> are the parton distribution or structure functions. These give 

the probability of finding a parton of type tJ (b) inside hadron A (B). 

• 
• 	 ;,"'-«l is the cross section of the fundamental parton process tJ + b -+ C + d. 

• eA and e" represent limits of integration determined by the kinematics of 

the process. 

We assume that we are observing the interaction in the center of mass frame 

where the total momentum is zero. In this frame, the initial state partons carry 
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no transverse momentum. The observed transverse momenta of the final state 

partons comes from the subprocess a + b -+ C + d, and hence must balance: 

In terms of the scaling variables, the longitudinal momentum balance is: 

At high energies, where the particle masses can be neglected, the pseudorapidity 

of a final state parton is given by 

inh-1Z,ji.,,=s ­
2p. 

where ,ji is the total energy in the center of mass. 

In a Monte Carlo program that simulates the process A + B -+ C + d, the 

event generator plays the following role. Given the four momenta of the incoming 

hadrons, it produces possible four momenta of the outgoing particles. For each 

choice of final state four momenta, it calculates the cross section tTAB-04. The 

parton level cross seetions 00--'04 are calculated using perturbative QCD expan­

&ions. The sources of error in this procedure are the statistical error resulting 

from the finite number of events generated, and the uncertainties in the structure 

functions and perturbative QCD calculations. The statistical error can be made 

very small by simply generating a large number of events. 

The structure functions we used were determined from deep inelastic lepton­

hadron scattering data. However, there are many possible structure functions 
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PA 

PB 

Figure 4.1: The parton model picture of a hadron-hadron interaction. D repre­

sents the frasmentation functions. The QeD subprocess denoted by iT is the 2 

to 2 reaction " + b -+ C +d. 
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consistent with the data. To estimate the systematic error in a Monte Carlo cal­

culation caused by the structure function uncertainty, we compared results from 

several different choices of structure functions. The sets of functions we used were 

MRSB [37, 38], EHLQl, EHLQ2 [39, 40], and Martinelli et. al. (41.]. The struc­

ture functions were derived from neutrino-nucleon scattering data from several 

experiments, and the MRSB functions are also based on muon-nucleon scattering 

data from the Bologna-CERN-Dubna-Munich-Saclay Collaboration (BCDMS). 

The structure functions and parton level cross sections depend logarithmically 

on the choice of the QCD mass scale Q2. Q2 is used in calculating the strong 

coupling constant a •. The formula for a.(Q2) is 

where nJ is the number of quark fiavors, and A is the cut off value of Q2, i.e. 

a.(A') = cx). It is appropriate to choose the mass scale to be on the order 

of the square of some large momentum transfer in the particular process under 

consideration, but there is not a unique "correct" value for Q'. We estimated 

the uncertainty caused by this ambiguity by using two different values for Q2 and 

comparing the results. The two values for Q' were (Pc)' and (Pc)' /4, where (Pc) 

is the average transverse momentum of the final state primary particles. Final 

state primary particles include quarks, gluons, and gauge bosons, but not their 

decay products. For the case of an event containing a W or Z with Pc = 0, these 

definitions of Q2 are incorrect. However, in our simulations we always generated 
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vector bosons with finite transverse momentum. 

4.2 Parton Fragmentation 

The quarks and gluons produced in the fundamental scattering process A + 

B -+ C + d will form hadronic jets through a process known a.s fragmentation. 

The FORTRAN routines that were used to fragment the partons are modified 

versions of the routines used in the ISAJET Monte Carlo [42]. The routines that 

produced the underlying event were also borrowed from ISAJET. The parameters 

in the routines that model the fragmentation were adjusted to reproduce the jet 

characteristics observed in a high statistics sample of CDF two jet events [43]. 

The underlying event routines were fine tuned to model as accurately as possible 

the events in the CDF W -+ ell sample [34]. 

Figures 4.2 and 4.3 compare the jet fragmentation and underlying events in 

real W -+ ell events to Monte Carlo output. The real data are shown as data 

points with statistical error bars, and the simulated data are shown as histograms. 

The W events were required to have one and only one jet with Et > 10 GeV. 

This jet had to alsobe in the central region. 138 events from the W -+ ell sample 

satisfied these requirements. 

Figure 4.2 shows normalized distributions of the properties of the CTC tracks 

associated with the leading jets. The quantities displayed are: 

• Transverse momenta of the CTC tracks ( "Track Pe") 
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• Number of CTC tracks ("Track Multiplicity") 

• 	 /r,oiet - ,ott-cadi/ ("Track ~r,o") where r,oiet is the azimuthal angle of the jet axis 

and ,ott-tid is the 10 of each track. 

pfrcadl• 	Zt = ) /p~iet) ("Track Zen) where pft'Gd) is the momentum of each 

track parallel to the jet axis and p~illt) is the transver.se momentum of the 

jet. 

The plots in Figure 4.3 show the distributions of the transverse momentum, 

multiplicity, and scalar sum of the transverse momenta rEp,) for CTC tracks in 

the underlying event. 

These distributions show good agreement between data and Monte Carlo. We 

therefore assume that the systematic errors in the simulation of jet fragmentation 

and the underlying event are small enough to be neglected. 

4.3 Detector Simulation 

The CDF detector simulation code is described in detail in Appendix B. There 

are uncertainties inherent in the modeling of each component of the detector, but 

the systematic error is dominated by the uncertainty in the energy scale of the 

calorimeters. The energy scale affects the number of events that pass the ~t cut 

and the other energy thresholds in the analysis. As described in Appendix B, a 

conservative estimate of the uncertainty in the simulated energy scale is 5%. We 

http:transver.se
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estimated the errors this uncertainty produced in the simulations by varying the 

energy scale ±5% and recalculating the results. 

4.4 ZO -+ vi} Signal 

Monte Carlo predictions for the ZO ........ vii signal in the final data sample are 

summarized in Table 4.1. Also listed in Table 4.1 are the values of A (defined by 

the a.(Q2) equation in Section 4.1) assumed in evaluating the structure functions. 

The systematic errors quoted include the uncertainties in the trigger efficiency 

and luminosity. Of the eight possible combinations of structure functions and Q2, 

the strongest signals are predicted by the EHLQ2 and MRSB structure functions 

with Q2 = (Pc) 2 /4. However, the EHLQ2 structure functions give a slightly 

higher average ~c. The Martinelli et. al. and EHLQ1 structure functions with 

Q2 = (pc)2 predict the fewest events, and the Martinelli d. al. functions give the 

softest ~c spectrum. We choose to quote as our nominal value for the estimated 

number of monojet events in the final data set the results obtained from the 

MRSB structure functions with Q2 = {pc)2/4: 

77.8 ± 5.4 (sys.) ± 0.5 (stat.) events. 

The effect of increasing the calorimeter energy scale in the simulation is to 

increase the observed ZO ........ vii signal. This is because more events will pass 

the ~ cut. Likewise, decreasing the energy scale leads to a smaller observed 

signal. To estimate the lower bound on the number of ZO ........ vii events predicted 



84 


Structure Function A (MeV) Q2 NU0b~) of Events 
± sys. ± (stat.) 

MRSB 200 (pt}2/4 78 ± 5.4 ± 0.5 

Martinelli st. al. 160 {pt}2 61 ± 4.3 ± 0.4 

EHLQl 200 (Pt}2 62 ± 4.3 ± 0.4 

EHLQ2 290 {p,)2/4 78 ± 5.5 ± 0.5 

Table 4.1: Results of Monte Carlo simulations of ZO -+ liD • 

by Monte Carlo, we ran the simulation using the combination Martinelli et. aI. 

structure functions and Q2 = (Perot with a simulated energy scale 95% of its 

nominal value. This choice of structure functions and Q2 gives the softest ~e 

spectrum and will therefore yield the most conservative estimate of the lower 

bound. This simulation predicts the monojet signal to be: 

55.7 ± 3.9 (sys.) ± 0.4 (stat.) events. 

Similarly, to estimate the upper bound we used the EHLQ2 structure functions 

and Q2 = (Pe}2/4 with the energy scale 105% of its nominal value. The upper 

bound on our monojet signal obtained in this manner is: 

83.8 ± 5.9 (sys.) ± 0.5 (stat.) events. 

We use these bounds as estimates of the systematic errors on the results of our 

Monte Carlo simulations. Figure 4.4 shows the ~t spectrum of the simulated 

monojet signal and the limits of the systematic uncertainty. The histogram dis­
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played in Figure 4.4 is the same as the estimated ZO -+ 110 signal shown in Figure 

3.15. 

4.5 Wand Z Backgrounds 

The same procedure that we used for estimating the monojet signal was used 

to estimate the background from each W± and ZO decay mode. The nominal 

Monte Carlo results were obtained using the MRSB structure functions and Q2 = 

(pt)2/4. The EHLQ2 structure functions and Q2 = (Pt) 2 /4, with the energy 

scale 5% greater than the nominal value, were used in calculating the upper 

systematic bounds. The lower bounds are given by the Martinelli d. (d. structure 

functions with Q2 = (pe}2 and the energy scale reduced by 5%. These results 

are summarized in Table 4.2. Figure 4.5 shows the PAPAGENO Monte Carlo 

predictions for the contributions to ~ spectrum of the total W and Z background 

from each W decay mode. However, in determining the final results of this study, 

we do not use the PAPAGENO results for the background from W -+ 'Til; 'T-+ 

hadrons. We use a different technique, described in the following section, to 

estimate the background from this source. Figure 4.6 shows the estimated ~t 

distribution for the W and Z background that we use in our final calculations. 

Figures 4.5 and 4.6 show that most of the background events from !VB decays 

have low missing Ec. The Monte Carlo results predict that about 90% of the 

background events will have ~ < 60 GeV. This is consistent with the data of 
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Figure 4.4: The ~e spectrum of the ZO -+ 110 signal from Monte Carlo (using 

the MRSB structure functions) and the upper and lower systematic bounds. The 

histogram shown above is the same as the estimated ZO -+ 110 signal shown in 

Figure 3.15. 
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Figure 3.15, which show that most of the background occurs at low missing E t • 

When we summed the results of the background simulations, the systematic 

errors were handled in the following manner. We took one half of the difference 

between the upper and lower bounds on the total background to be a reasonable 

estimate of the error resulting from the uncertainties in structure functions, Q2, 

and simulated energy scale. This number was added in quadrature to the sys­

tematic error from the trigger efficiency and luminosity uncertainties to obtain an 

estimate of the total systematic error. The estimate of the total W background 

quoted in Table 4.2 includes the estimate for the T -+ hadrons background from 

the Monte Carlo described in Section 4.5.1. 

4.5.1 W -+ TV Background 

For the case of hadronic decays of W taus, the sources of errors inherent 

in Monte Carlo calculations can be minimized by using a W -+ Til simulation 

based on real W -+ ell events. We have a sample of 2664 nearly background-free 

W -+ ell events recorded by CDF during the 1988-89 run. We used these data 

to estimate the amount of T background remaining in our data set. 

For each W -+ ell event in the real data set, we generated a simulated T 

lepton with the same momentum as the electron. The T was decayed into hadrons 

according to the best available measurements of the T branching ratios [44]. The 

CTC and calorimeter signals produced by the secondary particles were modeled 

with the detector simulation program. The electron track and calorimeter cluster 
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Process Number of Events in Final Sample 

Lower Bound Nominal Value Upper Bound 

W -+ ell 8.5 ± 0.6 ± 0.2 11.2 ± 0.8 ± 0.3 11.3 ± 0.8 ± 0.3 

W -+,.,,11 23.8 ± 1.7 ± 0.3 31.8 ± 2.2 ± 0.4 35.6 ± 2.5 ± 0.5 I 
i 

W -+ Tllj 
T -+ hac:hons(l) 25.0 ± 1.7 ± 0.4 33.2 ± 2.3 ± 0.5 38.4 ± 2.7 ± 0.6 . 

W -+ Tllj 
T -+ hac:hons(2) 24.7 ± 0.4 ± 4.4 26.4 ± 0.4 ± 4.6 26.6 ± 0.4 ± 4.6 
W -+ Til; 
T -+ llllll.,. 10.9 ± 0.8 ± 0.1 13.0 ± 0.9 ± 0.2 15.5 ± 1.1 ± 0.2 

Total W Background: 82.5 ± 10.8 ± 4.6 

ZO -+ e+e­ 0.001 ± 0.0008 
±0.004 

0.001 ± 0.0008 
±0.004 

0.005 ± 0.0004 
±0.002 

Zo -+ ,.,,+,.,,­ 0.59 ± 0.04 ± 0.02 0.76 ± 0.05 ± 0.02 0.84 ± 0.05 ± 0.02 

ZO -+ T+T­ 0.27 ± 0.02 ± 0.02 0.35 ± 0.02 ± 0.02 0.46 ± 0.03 ± 0.03 

Total Z Background: 1.12 ± 0.24 ± 0.03 

ZO -+ liD 55.6 ± 3.9 ± 0.4 77.8 ± 5.4 ± 0.5 83.8 ± 5.9 ± 0.5 

ZO -+ liD Signal: 77.8 ± 15.1 ± 0.5 

(l»Monte Carlo using the PAPAGENO event generator 
(2 Monte Carlo basea on the W -+ ell data set 

Table 4.2: Results of Monte Carlo simulations of W and Z decays. 
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- Total Wand Z background 

- - Background from W ---+ eJl and W ---+ 'TV 

--- Background from W ---+ eJl and W ---+ 'TV,
where 'T ---+ ew or IJ,VJI 

.__•••. Background from W ---+ eJl 

Figure 4.5: The ~t spectrum of the total W and Z background from the 

PAPAGENO Monte Carlo, and the contributions to the ~t spectrum from each 

of the W decay modes. The background from ZO -+ L+L- decays is very small, 

so that essentially all of the final contribution is from W -+ Jl.V. 
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Figure 4.6; The estimated ~ spectrum of the total W and Z background from 

all decay modes except If -+ Til; T-+ hadrons (from the PAPAGENO Monte 

Carlo), and the contribution to the ~ spectrum from hadronic decays of W taus 

estimated from the W -+ ell based Monte Carlo described in Section 4.5.1. These 

are the distributions used in calculating the final results of this study. 
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were then removed from the real event, and the simulated T was substituted in 

their place. The event was then tested to see if it passed the monojet cuts. 

If the number of fake W -+ Til events that pass our cuts in the ith .E..t bin is 

N},:}.. , then the expected number N~i) of T background events in the ith bin is 

given by: 

where 

• 	~ is the ratio of the integrated luminosities of the monojet sample and 
.11"•• 

the W electron sample. 

• 	 f~~, is the .E..t trigger efficiency, determined from the empirical fit displayed 

in Figure 2.16. 

• B R is the branching ratio for T -+ hadrons. 

• 	 S is a scale factor independent of bin which includes the efficiencies for the 

original W -+ ell selection cuts [34]. 

• /1Mda is the fraction of background events present in the W electron sample. 

Although these backgrounds are not expected to have exactly the same .E..t 

spectrum. as W -+ Til, the error introduced by making this assumption is 

small compared to the statistical uncertainty in this calculation. 
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Factor Value 

Luminosity Ratio fma. 
.cw... 1.18 

Branching ratio for T -to hadrons BR 0.639 

W -to evefficiencies S 1.19 ± 0.05 

W -to ev background fraction flJot:le 0.069 ± 0.013 

Ratio of acceptances A 1.23 

Table 4.3: Summary of factors in the T background calculation. 

• 	A is the ratio of the geometrical acceptance for W -to TV to the acceptance 

for W -to eVa 

The numerical values of those factors which are independent of ~t are summarized 

in Table 4.3. 

We can test the efficacy of our T Monte Carlo technique by comparing the 

monojet candidates rejected by our T cuts to the Monte Carlo events rejected 

by these cuts. Histograms of the T cluster properties are shown in Figure 4.7 

and compared with results from our Monte Carlo. The good agreement between 

the data and Monte Carlo verifies our technique and implies that the monojet 

candidates rejected are predominately taus. 

The number of background events predicted by these simulations is listed in 

Table 4.2, and the estimated ~t spectrum of the background is shown in Figure 

4.8. The upper and lower systematic bounds listed in Table 4.2 were obtained 
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by varying the calorimeter energy scale used in simulating the T decay products 

by ±5%, and the systematic uncertainties quoted for these numbers include the 

uncertainty in the trigger efficiency and the uncertainties in the quantities listed 

in Table 4.3. Also shown in Figure 4.8 is the ~e spectrum of the tau background 

predicted by the PAPAGENO event generator and the MRSB structure functions. 

The close agreement between the results from the W -+ ev based tau Monte 

Carlo and the PAPAGENO event generator gives us additional confidence that 

our simulations of W decays are realistic. 
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using the PAPAGENO event generator and W -+ ev data set. Both plots are 
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Chapter 5 

QCD Backgrounds 

A false ~t signal can be caused by energy leakage in the CDF calorime· 

try. Detector regions where energetic particles from the vertex may not produce 

calorimetry signals can be seen in Figure 5.1. These histograms show the distribu· 

tion in .".I(J space of the smaller cluster in events with two back·t~back jets with 

12 < 50% where h is the fraction of the smaller jet's true energy that is actually 

seen by the calorimeters. The quantity 12 is roughly given by 12 = E!2) /EP), 

where EP) and EI2) are the transverse energies of the larger and smaller clus· 

ter respectively. But 12 can be measured more accurately by assuming that the 

transverse· energy leakage is equal to the projection of the ~e vector along the 

axis of the second jet [461, and we use this method instead. 

Note how the mismeasured jets in Figure 5.1 are concentrated in the regions 

." ::.:::: 0, 1.,,1 ::.:::: 1.1, and 1.,,1 ::.:::: 2.2. The energy leakage in these regions is a 

consequence of the mechanical structure of the calorimetry system, shown in 

96 
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Figure 2.8. There is a crack at (J = 90° (at the left-hand edge of tower 0 in the 

diagram) where the central arches meet. Because of this crack, jets at " ::::::: 0 

are poorly measured. Between towers 6 and 11, energy is lost in the dead space 

between the central arch and the endwall. The leakage is worst between towers 

9 and 11, where there is a dead region caused by the end of the solenoid and 

a crack at (J = 30° between the endwall and the plug. Energy lost in these 

regions produces the mismeasured jets at 1,,1 ::::::: 1.1, and we call this part of the 

calorimeter the 30° crack region. The edge of the plug at (J = 10° is not fully 

instrumented, and energy is lost here and in the gap between the plug and the 

forward calorimeters (not shown in Figure 2.8.) This causes the peaks in Figure 

5.1(b) at 1,,1::::::: 2.2, and these areas ofthe detector are referred to as the 10° crack 

regions. 

In addition to the" cracks apparent in Figure 5.1, there are gaps in the central 

calorimetry caused by the 15° azimuthal segmentation. In Figure 5.2 we display a 

histogram of the tp coordinate, folded by 15°, of the smaller jet in the unbalanced 

dijet events of Figure 5.1 when the smaller jet is in the region 0.1 < 1,,1 < 0.9. 

In this plot, 0° and 15° correspond to the tp limits of the calorimeter wedges. An 

excess of events at the edges, relative to the center of the wedge, can be seen. 

While we were able to use Monte Carlo simulations to estimate backgrounds 

from vector bosons, a similar approach to QCD backgrounds is not feasible. 

Existing Monte Carlo event generator programs are adequate for simulating the 

typical jets observed by CDF, and the detector simulation package realistically 
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models calorimeter Haws. But jets lost in cracks and dead regions represent rare 

and pathological cases of the fragmentation process and calorimeter response. 

Therefore, our techniques for estimating QCD monojet backgrounds are based 

entirely on studies of real CDF data. 

In the sections below we present estimates of the number of fake monojet 

events in the data set that are actually QCD jet events. 

5.1 Dijet Backgrounds 

Figure 5.3 shows Feynman diagrams for some of the lowest order QCD sub­

processes in parton-parton elastic scattering. The two scattered partons produced 

in these subprocesses fragment to form hadronic jets. As we mentioned in our 

discussion of the kinematics of the parton model in Chapter 4, the jets are 1800 

apart in 'P but their." coordinates are not necessarily correlated. Dijet production 

dominates the jet cross section, and it is reasonable to expect that it will produce 
• 

most of the QCD background in the monojet sample. 

5.1.1 Identifying Dijet Events with the CTC and VTPC 

In Section 3.7 we described the procedure for using data from the CTC to 

identify lost jets. We have also developed a similar algorithm that uses VTPC 

data to identify jets that are lost in the regions beyond the acceptance of the 

CTC. These track clustering algorithms provide the basis for software used to 

estimate the amount of residual dijet background in the final data set. 
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Figure 5.3: Some of the lowest order QCD Feynman diagrams for parton-parton 

elastic scattering. The solid lines represent quark and antiquark states. The 

dominant contributions come from the gluon-gluon interactions. 

Using tracking information to locate lost jets works best in the central region 

where the CTC provides momentum measurement. Events with CTC track clus­

ters that fail our cuts are almost certainly dijet events and can be removed from 

the data sample. The VTPC, however, is a much less effective tool for detecting 

lost jets. Track clustering in the VTPC is not precise enough to discriminate 

between monojet signal and dijet background on an event by event basis. Events 

with VTPC track clusters that fail our cuts are only more likely to be dijet back­

ground than events without such track clusters. Therefore, we do not use VTPC 

data to reject specific events. Instead, we use the number of events rejected by 

the VTPC track clustering cuts to estimate the fraction of monojet events that 

are actually dijet background. 
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The algorithm first searches for a lost jet in the central. region. H no cluster 

of CTC tracks is found which satisfies the criteria outlined in Section 3.7, then 

the VTPC data in the region I'll > 1.0 is searched for a track cluster back-to­

back with the leading jet. Since the VTPC cannot measure curvature for tracks 

withpe > 300 MeV, we can only cut on the number of tracks in a cluster and 

not on De. The lack of momentum information is one of the reasons VTPC 

track clustering is not as effective as CTC track clustering in identifying lost jets. 

Another impediment to finding lost jets in the VTPC is that many of the VTPC 

tracks lack a precise measurement of their !p coordinates. 

The method used for finding track clusters in the VTPC is similar to the 

clustering procedure for the CTC. Three dimensional tracks opposite in !p to the 

leading cluster within ±300 are used as seed tracks. The centroid is calculated 

by averaging the '1 and !p coordinates of the three-dimensional tracks in the 

cluster. Two-dimensional tracks are included in the cluster if they are within 

IA'11 < 0.7 of the centroid, and if they are in the same octant as the centroid 

or its nearest neighbor. The algorithm searches for the cone with the greatest 

number of tracks. The forward and backward ('1 > 1.0 and '1 < -1.0) regions are 

searched separately. The event is considered a dijet if the cluster with the most 

tracks is opposite to the leading cluster within ±30°, and the number of tracks 

in the cone is greater than or equal to some number denoted by N!Jpc. The 

event is not rejected if track clusters of equal multiplicity are found in both the 

forward and backward regions. We varied the cut on the number of tracks from 
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3 to 10, and we quote results below for each value of N!Jpc. 

5.1.2 	 Estimating Dijet Backgrounds from Tracking In­

formation 

The amount of dijet background in the monojet sample can be estimated from 

the numbers of events rejected by the CTC and VTPC track cluster cuts. We 

can do this if we know the probabilities for the algorithm to identify a real dijet 

event or to mistakenly reject a monojet event. We call the former probability the 

true positive rate (TPR), and the latter probability the false positive rate (FPR). 

The calculation of the dijet background proceeds in the following manner. 

For convenience, we divide the detector into three 11 regions: 1111 < 1.0, 

1.0 < 1111 < 1.5, and 1111 > 1.5. We refer to these regions as Regions 0,1, and 

2 respectively. 

We can group all the events in the data set into four categories. Dijet back­

ground events are classified by the region in which the jets are lost. We will denote 

the number of dijet events with jets lost in Regions 0,1, and 2 by Do, Dh and D2 

respectively. The fourth category includes true monojets, W backgrounds, and 

all other residual backgrounds. Let N_ represent the number of events in this 

group. 

We define the following set of probabilities: 

OJ =	Probability for CTC track clustering to identify a jet lost 

in Region i, i =0,1,2. 
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Vi = Probability for VTPC track clustering to identify a jet lost 


in Region i, i = 0,1,2. 


Fco, FC1 = Probability for CTC track clustering to find a fake track 


cluster in Regions 0,1 in a real monojet event. 


Fv = Probability for VTPC cuts to reject a real monojet event. 


The probabilities {C., Vi; i = 0,1, 2} are the true positive rates, and the prob­

abilities {Fco,FchFV} are the FPRs. We have not included in our definitions 

the probability for the CTC track clustering to find a false track cluster in Re­

gion 2 in a genuine monojet event. Because the CTC tracking efficiency falls off 

sharply beyond I'll = 1.0, this probability is effectively zero. The probability O2 

is negligibly small for the same reason. 

The '1 resolution of the CTC track clustering is adequate to discriminate 

between jets in different '1 regions. Let No and Nt denote the number of events 

with jets in Regions 0 and 1 that are rejected by the CTC cuts. In the VTPC, 

however, track clusters do not reliably point towards lost jets. Therefore, we do 

not use the '1 information provided by VTPC track clustering. Let Nv denote 

the number of events rejected by the VTPC cuts in all three '1 regions. The total 

number of events in the data is represented by Ntotal. • 

The numbers {NtotaltNo,NhNv} are related to {Nmon ,Do,Dt,D2 } by the 
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following set of equations: 

Nu,tq.' = Nmon. + Do + Dl + D2 (5.1) 

No = FcoNmon. + OoDo (5.2) 


Nl = FclNmtm. + OlDl (5.3) 


Nv = Fv(1 - Fco - FC1)Nmon. + 1'0(1 - Oo)Do + Vi(1 - Ol)Dl + V2D2 (5.4) 


The factors of (1 - Fco - FCl ), (1 - 0 0 ) and (1 - 0 1) in the last equation 


arise from the fact that each event is first tested against the CTC cuts and then 

against the VTPC cuts. 

Once we have determined the probabilities {Fco,FchFV,Oi, Vi; i = O,1,2} 

for a given set of cuts, and the number of events rejected by these cuts, we only 

need some simple algebra to determine the dijet backgrounds {Do, Dl , D2}. An 

implicit assumption behind this calculation is that the algorithm's rejection rates 

for genuine monojets are the same as the rejection rates for non-dijet residual 

backgrounds. We examine this assumption below. 

In the following sections we present estimates of the various probabilities and 

describe the techniques used in determining them. 

5.1.3 Dijet Detection Efficiency 

To measure the efficiency for our algorithm to identify dijet background, we 

tested it on a sample of unb-.lanced dijets similar to the data shown in Figure 

5.1. We selected back-te-back dijet events that satisfied the following criteria: 
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• 	 The event had 0.2 < h < 0.5. Requiring the second jet to have at least 20% 

of its energy detected excludes monojets and other electroweak processes 

from the sample. 

• 	The EM fraction of the second cluster was less than 85%. This excluded 

from the sample events with direct photons and isolated neutral hadrons. 

Backgrounds from lost photons and neutral hadrons were estimated sepa­

rately (see Chapter 6.) 

• 	 The event passed our monojet cuts when the smaller cluster was removed. 

From a sample of about 3 x lOll QCD events, 506 events were found that satisfied 

these requirements. 

Since the smaller jets in the unbalanced dijet sample have already lost most of 

their energy in calorimeter cracks, we expect them to have similar characteristics 

to the lost jets in our dijet background. In particular, the smaller jets in unbal­

anced dijet events have on the average fewer particles than jets well measured 

by the calorimeters. For dijet events with 0.2 < h < 0.5 that have the smaller 

cluster in the central region, the average number of CTC tracks associated with 

the second jet is 5.7. This compares to an average of 8.1 CTC tracks for jets in 

well-measured dijet events (/2 > 0.8). Clearly, lower multiplicity jets are more 

likely to be lost in cracks than jets with many particles. 

The efficiencies for the CTC and VTPC track cluster algorithms to identify 

dijets, as a function of the.,., coordinate of the smaller jet, are displayed in Figure 
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5.4. Figure 5.4(a} shows that the nominal CTC cuts (2:: 2 tracks, ",,£pt!EP) 2:: 0.3) 

identify jets with nearly 100% efficiency in Region O. The efficiency falls off for 

1111 > 1, but it is still possible for the CTC to detect jets in Region 1. The number 

of events with jets in the region 1111 > 1.5 that are detected by the CTC is very 

small and can be neglected. Figure 5.4(b) shows the VTPC jet identification 

efficiency for a cluster multiplicity cut of 6. The algorithm is most efficient in 

Region 2, where it detects 60% of the jets. Although only VTPC tracks with 

1111 > 1 are used in clustering, the algorithm will still find track clusters with 

multiplicities of 6 or more in 15% of the events with a jet in Region O. This high 

probability for finding random clusters of tracks shows that track clustering in 

the VTPC is only a rough tool for locating lost jets. 

5.1.4 Calculating the True Positive Rates 

The true positive rate for a track clustering algorithm in a given 11 region is the 

average probability for the code to find lost jets in that region. Since we expect 

the lost jets in the dijet background to be clustered around the 11 cracks, the test 

sample of unbalanced dijets is the appropriate data set to use in measuring the 

true positive rates {Oi, -v.; i = 0,1, 2}. In Table 5.1 we display the TPR in each 

11 region for the CTC nominal cuts and various values of N!Jpc. 

Our studies of the CTC and VTPC track clustering algorithms show that the 

probability of detecting a jet is nearly independent of the transverse energy of the 

jet. Therefore, it is not important that the jets in our test sample of unbalanced 
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109 


." Region 

0 1 2 

3 0.516 ± 0.064 0.668 ± 0.033 0.826 ± 0.024 

4 0.387 ± 0.062 0.569 ± 0.035 0.789 ± 0.026 

5 0.290 ± 0.058 0.495 ± 0.035 0.702 ± 0.029 

6 0.145 ± 0.045 0.337 ± 0.033 0.599 ± 0.031 

7 0.097 ± 0.038 0.272 ± 0.031 0.488 ± 0.032 

8 0.065 ± 0.032 0.163 ± 0.026 0.368 ± 0.031 

9 0.032 ± 0.023 0.104 ± 0.022 0.240 ± 0.028 

10 0 0.064 ± 0.017 0.157 ± 0.023 

ICTC cuts I0.984 ± 0.016 I0.510 ± 0.035 1. 0 

Table 5.1: True positive rates for various values of N!IPC and the nominal CTC 

cuts. The errors represent statistical uncertainties. 

dijets have exactly the lame E, spectrum as the dijet background. 

5.1.5 	 Calculating the False Positive Rates 

We have measured from Monte Carlo data the probability for the CTC cuts 

to reject a true monojet event, and we display the results in Table 5.2. The 

probabilities shown in this table and in Table 5.3 are the sum Fco + Fct. This 

sum represents the probability for the algorithm to find a fake track cluster in 
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0.10 0.20 0.30 

1 0.048 0.0031 0.0019 

2 0.044 0.0029 0.0019 

3 0.034 0.0026 0.0015 

Table 5.2: False positive rates for CTC cuts determined from. ZO -+ liD Monte 

Carlo. 

either Region 0 or 1. The Monte Carlo data show that if we require the Pt of the 

track cluster be at least 20% of the Et of the leading jet, then the £alse positive 

rate is only a few tenths of a per cent. This probability is negligibly small. 

To determine the FPR for the VTPC cuts, we used real W and Z events 

from the CDF data in which the bosons decayed into electrons or muons. The Pt 

spectrum and underlying event characteristics of W s are nearly identical to those 

of Zs. We tested our algorithm on those events that pass our monojet cuts after 

the charged leptons have been removed. This data set contains 175 events and 

has a negligible amount of background from processes other than IVB decays. 

The VTPC TPRs measured from these data are displayed in Table 5.3. When 

we tested the CTC track clustering on the W and Z data, we found that the 

nominal cuts rejected a single event. This event could be either a false positive 

or an actual dijet background. 
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IN VTPC I Icut False Positive Rate 

3 0.451 ± 0.0014 

4 0.314 ± 0.0012 

5 0.189 ± 0.0009 

6 0.109 ± 0.0006 

7 0.063 ± 0.0003 

8 0.017 ± 0.0001 

9 0.006 

10 0.006 

Table 5.3: False positive rates for various values of N!JPC measured from W 

and Z data. The errors represent statistical uncertainties. For N!JPC ;::: 9, only 

a single event was rejected. 
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Most of the events in the final monojet data set are W and Z decays, and 

the dijet identification code cannot distinguish between Ws, monojet&, and other 

decay modes of the Z. After electroweak processes and dijets, the process that 

appears most often in the data set is direct photon production. We can test our 

assumption that the same false positive rates apply for all non-dijet processes 

by comparing the FPRs for W and Z events to the FPRs for direct photon 

backgrounds. We used a sample of 540 CDF events with high-pt photons in the 

central region to measure the FPRs for direct photon events. These events pass 

our monojet cuts when the photon is removed. The CTC false positive rates for 

direct photons are listed in Table 5.4. The data show that if we put a cut on the 

p, of the track cluster at 30% of the Et of the leading jet, then the CTC FPR 

will again be small enough to be neglected. In Figure 5.5 we compare the VTPC 

false positive rates for vector boson decays to the FPRs for direct photon events. 

Within statistical errors, the probabilities for the two types of events are in close 

agreement. 

5.1.6 The Estimated Dijet Background 

In Section 3.7 we described the CTC track clustering cuts and stated that 

these cuts rejected 3 events. All of these events are in Region 1. We insert these 

results into Equations 5.2 and 5.3 along with the measured probabilities FC1 :::::: 0 

and 0 1 = 0.51 to obtain 

Do=O 
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Figure 5.5: VTPC dijet identification false positive rates for IVB decays and 

direct photon background for values of N!lPC from 3 to 10. The error bars 

represent statistical uncertainties. 
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... 


0.10 0.20 0.30 

1 0.183 ± 0.0171 0.029 ± 0.0075 0.004 ± 0.0028 

2 0.175 ± 0.0169 0.028 ± 0.0073 0.002 ± 0.0020 

3 0.153 ± 0.0160 0.024 ± 0.0067 0.002 ± 0.0020 

Table 5.4: False positive rates for CTC cuts determined from direct photon data. 

The errors represent statistical uncertainties. 

and 

Dl = 5.9 ± 0.41 (sys.) ± 3.4 (stat.) 

where the systematic error is from the uncertainty in the value of 0 1 , We therefore 

expect the dijet background in Region 1 to be 6 events, before we apply the CTC 

cuts. After we remove the three events :8.agged as dijets by the CTC, we estimate 

that the final data set contains a residual background of 3 ± 3 dijet events with 

jets lost in Region 1. 

Table 5.5 shows for each value of N!JPC from 3 to 10 the number of events 

rejected by the VTPC algorithm, and the calculated values for N_ and D1 • All 

the results in this table are consistent within the estimated errors. The smallest 

error is for N!JPC = 8. To further elucidate our method for determining the 

dijet backgrounds, we present the details of the calculation of N_ and D3 for 

the cut N!1'PC =8. 
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The data set contains 229 events before the CTC dijet cuts are applied, so 

that N toW = 229. Equation 5.1 and the CTC results quoted above therefore give 

223 = Nmon +D,. 

For N!1PC = 8, the VTPC clustering algorithm identifies 14 events as possible 

dijet background. We therefore substitute the CTC results and the values for 

Fv, Vi, 0 1 and lI2 from Tables 5.1 and 5.3 into Equation 5,4 to obtain 

14 =0.017 * Nmon +0.16 * (1 - 0.51) * 6 +0.37 * D,. 

(Recall that Fc, ~ 0.) These two equations can be solved for Nmon and D, to 

yield 

Nmon = 195 ± 0.46 (sys.) ± 11 (stat.) 

and 

D, :- 28 ± 0.20 (sys.) ± 11 (stat.). 

The systematic errors are calculated from the uncertainties in the probabilities. 

The errors in our final results are dominated by the statistical uncertainties in 

the number of events rejected by the cuts. 

We also used the unbalanced dijet sample to produce an approximate.E.t spec­

trum. of the dijet background. For each unbalanced dijet event we calculated ~; , 

the amount of transverse energy that would have been missing if the second 

cluster had not been present: 

,." IJji' E"(2)I
.LI(t = .LI(t + e • 
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N!!PC Number of events 
rejected 

Number of 
non-dijet events 

~um er of dJJet events 
with jets lost in Region 2 

3 105 216.8 ± 27.7 6.3 ± 27.4 

4 85 195.2 ± 19.7 27.9 ± 19.4 

5 64 183.2 ± 15.9 39.9 ± 15.6 

6 45 182.7 ± 14.1 40.4 ± 13.7 

7 25 199.1 ± 12.3 24.0 ± 11.8 

8 14 195.4 ± 11.2 27.7 ± 10.7 

9 9 191.4 ± 13.3 31.7 ± 12.8 

10 5 199.7 ± 15.2 23.4 ± 14.8 

Table 5.5: For each value of N!lpc: the number of events rejected by the 

VTPC track clustering algorithm (Ny), the estimated number of non-dijet events 

(N_), and the estimated number of dijet events with jets lost in Region 2 (D:a). 

We quote the result. for N!!PC = 8 as our measured values for N_. and D:a. 
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Figure 5.6: Expected ~t spectrum for the dijet background, assuming Do = 0, 

Dl = 3, and D2 = 28. 
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The~: values were entered on histograms to form three~; distributions, cor­

responding to the." regions that the second clusters were in. We expect the ~f 

spectrum of the dijet background in each ." region to have the same shape as the 

~: distribution for that region. 

Figure 5.6 shows the~: spectrum for the mismeasured dijets, folded with the 

~t trigger efficiency shown in Figure 2.16 and normalized to 3 events with the 

second cluster in Region 1 and 28 events with the second cluster in Region 2. 

The error bars represent the sums in quadrature of the statistical uncertainties 

in the unbalanced dijet sample, the uncertainties in the dijet background and the 

uncertainties in the ~t trigger efficiency. 

As we found in the case of the W and Z backgrounds, most of the dijet 

background events have low missing Et • Again, this is consistent with the data 

of Figure 3.15. 

5.2 Multijet Backgrounds 

An event with three or more QCD jets can mimic a monojet if one or more 

of the jets are badly measured or lost entirely. Figure 3.5 is an example of a trijet 

event with poorly measured energy low. A cluster with Et = 13.8 GeV is seen at 

the position f/ =-0.85, cp =289°. But there is also a CTC track with Pt = 20.5 

GeVat (.",cp) = (-0.89,290°). The energy from this particle was probably lost 

in the 30° crack region. Only the presence of this single CTC track prevented 
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the event from being included in the monojet sample. 

Multijet QeD background events in the monojet sample can be grouped into 

four categories, depending on how many jets are lost or mismeasured: 

1. All the jets in the event are detected, but one jet is poorly measured. 

2. A single jet in the event is lost completely. 

3. All the jets in the event are detected, but two or more jets are badly mea­

sured. 

4. Two or more jets are lost completely. 

In rejecting dijet background, we discarded events that had clusters with Et > 5 

GeV back-to--back with the leading cluster. We apply the same criteria here for 

discriminating between jets that have been poorly measured and jets that have 

been lost completely. If a high-E, jet is reconstructed as a cluster with E, < 5 

GeV, or not reconstructed at all, it is considered to be lost. A cluster with Et > 5 

, GeV is considered to possibly be the remnant of a higher energy jet. 

We have searched the data for anomalies that would indicate the presence of 

multijet QeD backgrounds. In the sections below we present estimates for the 

number of background events in each of the four categories. 

5.2.1 MultijetEvents with One Jet Lost or Mismeasured 

If the missing E, in an event is due to a jet that has lost most of its en­

ergy in a crack, but has still been reconstructed as a cluster in the calorime­
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ters, then the ~t vector will point towards that cluster. We looked for corre­

lations between the missing E t direction and the azimuthal coordinates of the 

second and third clusters, in events with three or more energy clusters with 

transverse energies greater than 5 GeV. The data contain 56 such events. In 

Figure 5.7 we display histograms of the azimuthal separations between the ~t 

vector and the second and third clusters. The histograms show no peaks at 00 

that would be caused by badly measured jets. A histogram of t!J.cp between the 

~t vector and the fourth cluster, for the 22 events in the data that have four or 

more clusters with E t > 5 GeV, is shown in Figure 5.8. Again there is no peak 

at 00 
• 

The data of Figures 5.7 and 5.8 are consistent with zero multijet background 

events from Category 1. However, Figure 5.7 shows that there are three events 

with t!J.cp between the ~t vector and the third cluster less than 200 These events • 

could possibly be background. We conclude that the lower and upper bounds 

on the background from multijet events with one jet mismeasured are 0 and 3 

events. 

Since it is more likely for a jet hitting a crack to be partially reconstructed 

than to disappear entirely, the lack of evidence for multijet backgrounds with one 

mismeasured jet implies that there is no significant background from multijet 

events with a single lost jet. We therefore conclude that the lower bound on the 

multijet background from Category 2 is zero events. H events of this type are 

present in the data set, however, there is no way we could detect them. But we 
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Figure 5.7: Histograms of the differences between the azimuthal angle of the 

~t vector (CPMET) and the azimuthal positions of the second and third clusters 

(CP2,CP3) for events with three or more clusters with E, > 5 GeV. 
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~t vector and the azimuthal position of the fourth cluster for events with four or 

more clusters with Et > 5 GeV. 
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can roughly estimate how many multijet events with lost jets we might expect 

in the data. The trijet cross section is approximately a factor of a. smaller than 

the dijet cross section; therefore, one might naively expect the trijet background 

to be about a factor of a. smaller than the dijet background. For a. :::::: 0.10, this 

gives about 4 events. A conservative estimate of the upper bound on the multijet 

background with one jet lost is 5 events. We conclude that the total residual 

background from multijet events with one jet lost or mismeasured is 4 ± 4 events. 

5.2.2 	 Multijet Events with Two or More Jets Lost or 

Mismeasured 

IT calorimeter flaws have caused more than one jet to be mismeasured, then 

the ~t vector will not necessarily point towards a particular cluster. However, 

events of this type will tend to have more than one cluster in known crack regions. 

Referring to Figure 5.1, we define the fJ boundaries of the crack regions: 

• 90° crack: IfJl < 0.2 

• 30° crack: 0.8 < IfJ I < 1.3 

• 10° crack: 2.1 < IfJl < 2.5 

We measured the fraction of events in the monojet sample with three or more 

clusters that have at least two clusters in crack regions. These data are listed 

in Table 5.5 for each combination of cracks and compared to the results from 

Zo -+ llii Monte Carlo simulations. The errors displayed represent the statistical 
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Crack Regions Fraction of Events 

Data ZO -+ vii Monte Carlo 

90°_90° 0.036 ± 0.025 0.056 ± 0.020 
I 

90°-30° 0.143 ± 0.047 0.128 ± 0.023 

90°-10° 0.054 ± 0.030 0.039 ± 0.009 

30°-30° 0.107 ± 0.042 0.042 ± 0.011 

30°_10° 0.089 ± 0.039 0.021 ± 0.007 

10°_10° 0.018 ± 0.018 0.004 ± 0.003 

90°-30°-10° 0.054 ± 0.030 0.010 ± 0.004 

Total fraction in cracks 0.50 ± 0.067 0.283 ± 0.008 

Table 5.6: Comparison between data and Monte Carlo of the fraction of events 

with 3 or more clusters that have 2 or more clusters in crack regions. 

uncertainties in the data, and the statistical uncertainties and the uncertainties 

in the trigger efficiencies in the Monte Carlo. The Monte Carlo results quoted in 

Table 5.5 were obtained using the MRSBstructure functions with Q2 = (pt)2/4. 

Other choices of structure functions and Q2 give similar results. We assume that 

the ZO -+ vi) Monte Carlo results also describe the W events in the data set. 

Out of the 56 events in the data that have three or more clusters with Et > 5 

GeV, 28 events have two or more clusters in crack regions. This represents 50% 

of the three cluster events, with a statistical. uncertainty of ±7%. The Monte 



125 

Carlo data listed in Table 5.5 show that 28.3% of monojet events with three or 

more clusters are expected to have two or more clusters in cracks. To estimate 

the systematic uncertainty on this number, we varied the structure functions, 

Q2 value, and simulated energy scale and compared the results. The highest 

value obtained was 29.3% and the lowest value was 27.7%. Taking one-half of 

the difference between these values as an estimate of the systematic error gives a 

total uncertainty of ±0.8%. 

H 50 ± 7% of the multicluster events in the data have two or more clusters 

in cracks, and Monte Carlo results show that only 28.3 ± 0.8% of multicluster 

monojet events are expected to have clusters in cracks, then the data probably 

contains multijet background. We can estimate how many of the 28 multicluster 

events with clusters in cracks are actually QCD background events. The calcu­

lation proceeds in the following manner. Let T represent the number of QCD 

background events in the data with two or more jets in crack regions. Let n 

denote the number of multicluster events in the data with two or more clusters 

in crack regions and Feradl represent the fraction of non-multijet events expected 

to have two or more clusters in cracks. H the total number of multicluster events 

in the data is 56, then we can write 

n = Feradl(56 - T) + T. 

It follows that 

T = n - 56FerGdl • 
1- FerGdl 
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Therefore, we can estimate the inultijet background in our sample if we know the 

value of F t:l'aU.. 

Although Monte Carlo studies indicate that F t:l'tl.c/e = 0.283 ± 0.008 for W 

and Z events, the data also contain other types of events - mainly dijets, direct 

photons, and isolated neutral hadrons. We can ignore the small contributions 

from cosmic ray and beam gas backgrounds. From the unbalanced dijet sample 

we find that F t:l'aU. = 0.238±0.049 for dijet background. To estimate F t:l'aU. for the 

direct photon/isolated neutral hadron background events, we studied a sample of 

events that came in on the same Level 2 jet triggers as the dijets, but contained a 

cluster with. EM fraction greater than 0.85. We required these events to pass the 

monojet cuts after this cluster was removed. To exclude W -+ ell events from 

this sample, we also required the events to have D"MET < 2.0 GeVl. We found 

about 2300 such events that contained three or more clusters with Et > 5 GeV. 

From this sample, we estimate that Fc:raU. =0.243 ±0.008 for the photon/neutral 

hadron background. 

The true value of F t:l'aU. for the non-multijet events in the data is some 

weighted average of the values of F t:l'aU. for the various types of events. How­

ever, we do not know the exact proportions of the different types of events in the 

monojet sample. But the uncertainty in our estimate for the multijet background 

is dominated by the statistical uncertainty in the number of events with clusters 

in cracks (taken to be the v'i), and the precise value of Ft:f'tl.c/e is not important. 

H we assume that the non-multijet events in the sample consist entirely of vector 

• 
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boson decays so that Ft:ra.eJc =0.283, then our expression for T gives 

T = 16.9 ± 7.4 events. 

If, however, we assume that all the non-multijet events in the sample are dijets 

with Ft:racla =0.238, then we arrive at 

T = 19.3 ± 6.9 events. 

The difference between these two estimates is not large compared to the statistical 

uncertainty. Reasonable assumptions for the relative proportions of vector boson 

decays, dijet events, and direct photon/neutral hadron background events in the 

monojet sample give estimates for T around 18 ± 7 events. 

Our last category of multijet background events includes events that have 

completely lost two or more jets. As in the case of multijet events with one 

jet lost, we have no way of detecting such events. But the probability for a 

multijet event to lose two or more jets is extremely small. We have shown that 

the data set contains about 30 dijet events. The total dijet cross section is around 

a few hundred nanobarns. Therefore, in 4.7 pb-1 of integrated luminosity one 

would expect to produce on the order of 108 dijet events. This implies that the 

probability for one jet in an event to disappear completely is on the order of 10-5 • 

We conclude that the probability for two or more jets in a multijet event to be 

completely undetected is vanishingly small. 
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5.3 Summary of qeD Backgrounds 

We have shown that there are cracks in the CDF detector and we have defined 

their locations. We used information from the tracking detectors to estimate the 

residual dijet background. We estimate that 31 ± 11 dijet events remain in the 

final data set. The expected ~t spectrum for these events is shown in Figure 5.6. 

From studying the frequency for finding events in the data with two or more 

energy clusters near known calorimeter cracks, we have concluded that the data 

contain 18 ± 7 multijet QCD events with two or more poorly measured jets. In 

addition, we estimate that the data contain 4 ± 4 multijet events with a single 

jet lost or mismeasured. The ~c spectrum of the multijet QCD background is 

unknown. In the final chapter we cut from the sample events with two or more 

clusters in crack regions in order to present the estimated ~t distribution of the 

signal plus background. 



Chapter 6 

Backgrounds from Prompt 

Photons and Neutral Hadrons 

The lowest order Feynman diagrams for prompt photon production in parton­

parton scattering are shown in Figure 6.1. These subprocesses produce events 

containing a high.E, photon back·to.back in azimuth to a hadronic jet. 

We have seen how false monojet events can result from the failure of the 

calorimeters to detect hadrons from jet fragmentation or leptons from vector 

boson decays. Similarly, the data can also contain events in which photons have 

been lost in calorimeter cracks and dead regions. Our methods for estimating 

direct photon and neutral hadron backgrounds are based on studies of both real 

CnF data and Monte Carlo simulations. We could have chosen to rely solely on 

Monte Carlo simulations to estimate these backgrounds, but by using real data 

whenever possible we hope to minimize the systematic errors associated with 

Monte Carlo analyses. 

129 
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(b) 

Figure 6.1: The lowest order Feynman diagrams for direct photon production 

in the parton model. Diagrams (a) show Compton scattering, and diagrams (b) 

show qij annihilation. 
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The CDF detector is unable to discriminate, on an event by event basis, 

between EM showers produced by single prompt photons and showers caused by 

multiple photons from decays of neutral particles such as 11'0, 1}, and Ks mesons. 

For this reason we group these two sources of background together. 

The procedure we used for evaluating direct photon and neutral hadron back­

grounds is similar to the technique described in Chapter 4 for using the W -to ell 

data set to estimate the background from hadronic decays of W taus. We start 

with a sample of photon candidates from the CDF data. We test each event to 

see if it would pass our monojet cuts if the photon calorimeter cluster were not 

present. Events that pass our cuts are added to the background estimate, with 

a weight determined by the probability for the photon to have been lost in a 

crack and the trigger efficiency, selection efficiency, and geometric acceptance for 

photons. The photon loss probabilities were determined from the ISAJET Monte 

Carlo and detector simulation. 

Before we present the specific details of our technique for evaluating direct 

photon and neutral hadron backgrounds, a brief description of the CDF photon 

data let il in order. In the following section we describe the procedure used 

to select the photon candidate events used in this study. The reader who is 

interested in further information should consult Reference [47]. 
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6.1 The CDF Direct Photon Sample 

We base our analysis on a sample or prompt photon candidates collected from 

2.55 pb-1 or CDF data. These events passed a Level 2 trigger which required 

that there be a cluster in the central calorimeters with Ee > 23 GeV and EM 

fraction greater than 89%. The trigger also required the photon to be isolated: 

the extra energy inside an fI-<P cone or radius 0.7 centered on the cluster had to 

be less than 15% or the cluster energy. 

The events were further required to satisfy the following criteria: 

• There were no CTC tracks associated with the photon cluster. This elimi­

nated clusters produced by charged particles. 

• There could be only one CES cluster with Ee > 1 GeV within the boundaries 

of the photon calorimeter cluster. CES strip and wire clusters consist or 11 

channels (total width ~ 0.1 radians) centered on a seed channel with at least 

0.5 GeV of energy. A CES chamber with wire and strip clusters is shown 

schematically in Figure 6.2. This requirement reduced the background from 

multiple photons produced in neutral hadron decays . 

• 	The CES lateral and transverse shower profiles, when fit to the the average 

shower profiles observed for test beam electrons, were required to satisfy 

j(X!" +X:) < 20. This cut further reduced the neutral hadron background. 

• 	The centroid of the photon cluster, measured by the CES chambers, had 
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to 	be in the CES fiducial volume. The fiducial volume of a CES chamber 

is defined by 

14 cm < Izl < 217 cm 

and 

IXI < 17.5 cm 

where X is the distance from the center of the chamber in the r-cp direction. 

See Figure 6.2. The fiducial cuts were imposed to avoid uninstrumented 

regions at the edges of the CES chamber. They also avoided the calorimeter 

900 crack and cp cracks . 

• 	 The photon calorimeter cluster was required to be in the region 1111 < 0.9. 

This cut reduced energy leakage through the 300 crack . 

• 	 The missing E, significance, D'MET, had to be less than 3.0 GeVl. This cut 

removed photons produced by cosmic ray bremsstrahlung. 

About 1.2 x 10' photon candidates survive these cuts. The efficiencies for photons 

to pass each of these cuts are listed in Table 6.1. 

We also need to understand the selection efficiency for isolated neutral hadrons. 

The two cuts designed to reject neutral hadrons are the cut on the CES X2 and 

the cut on the E, of the second CES cluster. The combined efficiencies of these 

cuts for the various decay modes of neutral mesons is shown in Figure 6.3. These 

data show that a substantial portion of the events with isolated neutral hadrons 
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Trigger Cuts .., Efficiency 

E& > 23 GeV 

EM fraction> 0.89 

Isolation 

~ 1 for E& > 27 Ge V 

~1 

0.82 -+ 0.96 

Event Selection Cuts 

No track pointing at photon 

No second CES cluster with Ee > 1 GeV 

l(x:. + x!) < 20 

CES fiducial cuts 

0.965 

0.90 

::=:::1 

0.64 

Table 6.1: Efficiencies for the photon trigger and event selection cuts. The effi­

ciency of the isolation cut varies with the transverse energy of the photon. 

" 
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Testbeam electron Wire Cluster 
transverse profUe (11 Wires)Strip Cluster 

(11 Strips) 

Electromagnetic Shower 
From Single Photon 

Figure 6.1: Photon strip and wire clusters in a CES chamber. 

were not included in the direct photon data set. Is it possible that the rejected 

neutral hadron events are a potential source of monojet background? 

Figure 6.3 shows the CES X2 distributions for the photons and the neutral 

hadron background in the direct photon sample. TJ:tis plot shows that most 

neutral hadrons will pus the X2 cut. The requirement that there be no second 

CES cluster with E. > 1 GeV is a much tighter cut, and rejects most of the 

background. Events will fail these cuts if two photons are separated by at least 

the angular width of a CES cluster. This corresponds to a spatial separation 

of about 20 em at the inner radius of the central calorimeter. This distance is 

large compared to the size of any of the calorimeter cracks and dead regions. 
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It is reasonable to assume that the probability for two such widely separated 

photons to both disappear in cracks is much smaller than the probability for 

a single photon to be lost. We therefore assume that isolated neutral hadrons 

that fail the photon selection cuts do not contribute significantly to the monojet 

backgrounds. 

6.2 	 Calculating the Direct Photon/Neutral Hadron 

Background 

The number of direct photon and neutral hadron events in the data set, N." 

is given by 

£_~
N., = --.c:-~Wi ., . 


where the sum is over all photon candidate events that pass the monojet cuts 

when the photon cluster is removed, Lm-/£., is the ratio of the integrated lumi­

nosities in the monojet and photon data sets, and Wi is the weight assigned to 

the ith event. The weight is given by 

where Pt is the transverse momentum of the photon measured by the calorimeters 

and 

• 	Een.(~:) is the effi.ciency of the ~e trigger (from the empirical fit of Fig­

ure 2.16) evaluated at ~; , the magnitude of the ~ that would have been 

observed if the photon had not been present. 
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Figure 6.3: The efficiencies for neutral hadrons to pass the photon CES cuts, 

determined from Monte Carlo studies. 
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Figure 6.3: The CES X:~ distributions for photons and neutral hadron background, 

from Monte Carlo and the data. 
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• 	~ is the product of all the photon trigger and selection efficiencies in Table 

6.1 except the isolation cut efficiency. 

• 	 p'o.t(Pt) is the probability for a photon with transverse momentum Pt to be 

lost in a calorimeter crack or dead region. 

• 	.1"(Pt) is the fraction of direct photon and neutral hadron background events, 

as a function of photon candidate PC! that have a photon cluster outside of 

the region 1111 < 0.9. 

We do not include the isolation cut efficiency in calculating the weight because 

photon candidates that fail this cut are not expected to appear in the monojet 

background. In an event with a single high-Ec jet and a photon, the jet will tend 

to be opposite in IP from the photon. If the p~oton is not detected, then in order 

for the event to pass the monojet cuts the photon Pt must be at least 30 Ge V. 

The dijet cut on back-to-back clusters is 5 GeV; the trigger isolation cut is 15% 

of the photon Pt. 15% of 30 GeV is 4.5 GeV, only slightly less than the dijet 

cut threshold. Therefore, essentially all photon events that fail the isolation cut 

would also fail the dijet cut if the photon cluster were not detected. 

The probability for a photon to escape detection, P'od, was determined from 

the ISAJET Monte Carlo and the CDF detector simulation package. ISAJET 

was used to generate direct photon events, and the transverse momenta of the 

photons was plotted on a histogram. The fraction of the photons in each Pc bin 

that did not produce a calorimeter cluster or produced a cluster with Et < 5 
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GeV was identified as the probability for photons in that bin to be lost. These 

data are displayed in Figure 6.5. We used an empirical fit to the data to estimate 

the photon loss probability for a given photon Pt. The fit is an exponential for 

Pt < 58 Ge V and a constant for higher values of Pt. 

The fraction of direct photon and neutral hadron background events with the 

photon candidate outside of the region I'll < 0.9, F, was determined from CDF 

data. From a sample of events that were collected with jet triggers, we selected 

events that satisfied the following criteria: 

• 	 The event had to contain a calorimeter cluster with EM fraction> 0.85. 

• 	 The event was required to have ~ < 15 GeV. This excluded W -t ev 

events from our sample. 

• 	 The event had to pass the monojet cuts when the cluster with EM fraction 

> 0.85 was removed. 

The transverse energy of the calorimeter cluster with EM fraction> 0.85 (taken 

to be the photon candidate) was plotted on a histogram. For each Et bin we 

calculated the fraction of events with the photon candidate in the region I'll > 0.9. 

These data are shown in Figure 6.6 along with the linear fit used to estimate F. 

From the entire direct photon sample, we find 540 events that pass the monojet 

cuts after the photon candidate is removed. Our background calculation then 

gives: 

N.., =31.0 ± 1.47 (sys.) ± 1.14 (stat.) events. 
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Figure 6.5: The probability for a photon to escape detection determined from 

Monte Carlo studies. The error bars represent statistical uncertainties. Also 

shown is the empirical fit used in the direct photon background calculation. 
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Figure 6.6: Fraction of prompt photon and neutral hadron background events 

with the photon candidate in the region 1171 > 0.9. The error bars represent 

statistical uncertainties. Also shown is the empirical fit used in the direct photon 

background calculation. 
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The ~t spectrum of the expected direct photon and neutral hadron background 

is shown in Figure 6.7. The error bars in this plot reflect the the uncertainties in 

the ~t trigger efficiency, the photon loss probability, the fraction of events with 

photons outside of 1771 < 0.9, and the statisical uncertainities. 

We have now presented background estimates for all the sources of background 

listed in Section 3.1. In the following chapter we will extract the ZO ---+ liD signal 

from the data set and demonstrate that the observed signal is consistent with the 

Standard Model. 
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Figure 6.7: The expected I\t spectrum of the prompt photon and isolated neutral 

hadron background. 



Chapter 7 

Conclusions 

In Table 7.1 we summarize the results of the background calculations pre­

sented in the preceeding chapters. Subtracting the sum of the background esti­

mates from the number of events in the monojet sample yields a ZO -+ vii signal 

of 49 ± 23 events. This is consistent with the Monte Carlo prediction of 78 ± 15 

events. 

In the following section we compare the observed number of ZO -+ vii events 

to the number of ZO -+ e+e- events also found in the CDF data. We also present 

the ~t spectrum of sum of the estimated components of the monojet sample and 

compare it to the spectrum observed in the data. 

7.1 Comparison to ZO --+ e+e-

The decay of the ZO is specified in the Standard Model [56] in terms of the 

Fermi coupling constant GF, that mass of tlie ZO, and the Weinberg angle (Jw 

145 
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Estimated 
Process Number of Events 

57 ± 11pp ~ W± +jetj W± ~ l±1I1. 

pp ~ W±j W± ~ T±II.,.j T ~ hadrons 26 ±5 

pp ~ ZO +jetj ZO ~ l+l­ 1 ± 0.2 

QCD dijets 31 ± 11 

Multijet events with one jet lost or mismeasured 4±4 

Multijet events with ~ 2 jets lost or mismeasured 18 ± 7 

Prompt photons and isolated neutral hadrons 31 ± 2 

Cosmic rays and beam gas 9±4 

Total Background Estimate: 177 ± 18 

Number of events in the final sample: 226 

Extracted ZO ~ IIi} Signal: 49 ±23 

Table 7.1: The estimated contribution to the monojet sample from each source 

of background, and the estimated number of invisible ZO decays in the monojet 

sample. 
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which is a free parameter of the theory. For each neutrino family the partial 

width is given by 

GFm3 
r(ZO -I> IIt;:;t) = ,;zll = 0.165 

12 211" 

and for each species of charged lepton the partial width is 

This thesis reports on a measurement of the ratio 

N"r(ZO -I> IIt;:;t) _ N" 
(7.1)r(ZO -I> e+e-) - 1 - 48in2Sw + 8sin4Sw 

For sin2Sw = 0.23 and N" = 3, this gives: 

N"r(ZO -I> IIt;:;t) Br(ZO -I> II;:;)
-=-:~-~--::-'- = = 5.962r(Zo -I> e+e- ) Br(ZO -I> e+e- ) 

We can therefore check to see if the size of the observed ZO -I> II;:; signal is 

consistent with theoretical expectations by comparing it to the number of ZO -I> 

e+e- events found in the CDF data. The same result could also be achieved 

by comparing the monojet signal to the number of ZO -I> ,.,.+,.,.- events, but the 

ZO -I> ,.,.+,.,.- data set from the CDF 1988-89 run is too small to be useful for this 

purpose. 

A brief description of the selection process for ZO -I> e+e- events is given 

below. Further details can be found in Reference [48]. 

7.1.1 The CDF ZO ..... e+e- Sample 

The ZO -I> e+e- candidate events were collected from 4.05 pb-1 of CDF data. 

These events passed a Level 2 trigger which required that there be a cluster in 
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the central calorimeters with E, > 12 Ge V and EM fraction greater than 87.5%. 

The trigger also required that there be a CTC track with Pt > 6 Ge V associated 

with the cluster. 

The events were further required to have an electron candidate in the central 

region that satisfied the following criteria: 

• Et > 20 GeV. 

• 	 Et/pt < 1.5. Pt is the transverse momentum of the CTC track associated 

with the cluster. 

• 	 LSBR < 0.2. This quantity is defined in Section 3.5. 

• 	 .dz < 3 cm and .d(r<p) < 1.5 cm. .dz and .d(r<p) are the distances between 

the extrapolated track and the shower position measured by the CES cham­

ber. 

• 	 X! < 15. This quantity is defined in Section 3.5. 

• 	 The fraction of the cluster's energy in the hadronic calorimeters could not 

exceed 0.055 + 0.00045E, where E is the cluster energy in GeV. 

• 	 The E, deposited in a ",-<p cone of radius 0.4 centered on the cluster minus 

the E, of the cluster could not exceed 10% of the energy in the cone. This 

required the electron to be isolated. 
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The event was also required to have a vertex z position within 60 cm of the center 

of the detector, and to have a second electron candidate such that the invariant 

mass of the, two electrons was between 75 and 105 GeV. The second electron had 

to pass the following cuts: 

• 	If the electron was in the central region, it was required to have EclPc < 2.0. 

• 	If the electron was in the gas calorimeters, than it had to satisfy the fol­

lowing criteria: 

- At least half of the VTPC wire channels along a road between the 

event vertex and the calotimeter cluster had to record hits. 

- The shower shape requirement for ,plug electrons was xlx3 < 20. For 

forward electrons, the requirement was ElF'''''''IEtotal > 0.6. 

• 	 EM fraction > 0.90. 

• 	 The E, deposited in a '1-cp cone of radius 0.4 centered on the cluster minus 

the E, of the cluster could not exceed 10% of the energy in the cone. 

The electron candidates were also required to be in the fiducial regions of the 

calorimeters, away from known cracks and dead regions. A total of 235 events 

passed these cuts. 

The selection efficiencies for ZO -+ e+e- events were found to be independent 

of the ZO transverse momentum. The selection and trigger efficiencies are listed 

in Table 7.2. 
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Electron Regions Trigger Efficiency Selection Efficiency I 
central-central ~1 0.79 ± 0.06 

central-plug 0.97 ± 0.04 0.79 ± 0.06 

central-forward 0.97 ± 0.04 0.83 ± 0.05 

Table 7.2: Trigger and event selec*ion efficiencies for ZO ~ e+e- events with the 

first electron in the central region and the second electron in the central, plug, 

or forward. 

We compare the observed number of tru~ monojet events to the number of 

ZO ~ e+e- events that contain a single high-E, hadronic jet. We do this by 

taking the ratio of the number of monojets to the number of ZO ~ e+e- events 

that pass the monojet cuts after the electrons are removed. In this way identical 

cuts are performed on both data sets and the monojet selection efficiencies cancel. 

However, the integrated luminosities, trigger efficiencies, and fiducial acceptances 

for the two data sets are not equal, and their ratios must be taken into account. 

We must also consider the selection efficiencies for the ZO ~ e+e- cuts. 

The acceptance for both electrons from a ZO decay to be in the fiducial regions 

of the calorimeters was studied from Monte Carlo simulations, and found to vary 

linearly with the Pc of the ZO. For ZO ~ llii events, the neutrinos are not observed 

and can be anywhere. The geometrical acceptance for the neutrinos is therefore 
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equal to 1. 

The ratio of the llii branching fraction to the e+e- branching fraction for the 

ZO is therefore given by: 

Br(ZO -+ llii) _ 49 

Br(ZO -+ e+e-! - J:.r:: ... fDY ... E{fi~'].I(E~'" 4,)} 

where 49 is the observed ZO -+ llii signal, 1:._11:. •• is the ratio of the integrated 

luminosities of the monojet and ZO -+ e+e- samples, and fDY is the correction 

for the fraction of ZO candidates that come from the Drell-Van continuum (fDY = 
0.981 ± 0.005). The sum is over the ZO -+ e+e- events that pass the monojet 

cuts after the electrons are removed. The missing E t trigger efficiency for the ith 

event, corresponding to the magnitude of the ~ that would have been observed if 

the electrons had not been present, is denoted by E~~•• The product of the electron 

trigger and selection efficiencies for the ith event is ftl. The fiducial acceptance 

for the electrons, corresponding to the Zo Pt of the ith event, is represented by 

We find 4 events in the ZO -+ e+e- sample that would pass the monojet cuts 

if the electrons were not present. The characteristics of these events are displayed 

in Table 1.3. Our result is therefore 

Br(ZO -+ llii) 
Br(ZO -+ e+e-) =4.4 ± 3.0 

This is in agreement with the Standard Model and three species of light neutrinos. 

Another way to express the above result is to use Equation 1.1 to calculate 



152 


Electron Regions ~; (GeV) f"'ig Fiducial Acceptance 

Central-central 33.7 0.877 0.460 

Central-central 39.7 0.890 0.440 

Central-central 48.4 0.901 0.465 

Central-forward 37.2 0.887 0.437 

Table 7.3: Characteristics of the four ZO --+ e+e- events that pass the monojet 

cuts after the electrons are removed. ~; is the missing E t that would have been 

observed if the electrons had not been detected. 

Nfl, the number of light neutrino species. This gives 

Nfl =2.2 ± 1.5. 

Using the results from Table C.1 in Appendix C, we calculate an upper limit on 

N,,: 

Nfl < 5 (90% C.L.). 

For comparison, measurements of Nfl from other recent high energy physics ex­

periments a:re presented in Table 7.4. 

7.2 The Monojet Missing E t Spectrum 

In Figure 7.1 we display the estimated missing Et spectrum of the sum of 

the ZO --+ Jli) signal and all the sources of monojet background described in the 
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Experiment Number of Neutrino Species 

UA1 (1987) < 10 (90% C.L.) 

MARK II (1989) 2.8 ± 0.6 

L3 (1989) 3.42 ± 0.48 

OPAL (1989) 3.1 ± 0.4 

DELPHI (1989) 2.4 ± 0.6 

ALEPH (1990) 3.01 ± 0.16 

L3 (1992) 3.24 ±0.51 

I This analysis 2.2 ± 1.5 

Table 7.4: Measurements of N", from various pP and e+e- collider experiments. 

The values from UA1, L3 (1992) and this analysis are from direct observation of 

the invisible decays of the ZO; the other values were obtained from measurements 

of the decay width of the ZO. 



154 

preceeding chapters. Since we do not have knowledge of the ~t spectrum of the 

multijet QeD background, the data of Figure 7.1 do not include the 28 events 

that have three or more energy clusters with Ee > 5 GeV and two or more 

clusters in crack regions. However, we did not apply these cuts to the estimated 

backgrounds from QeD dijets and hadronic decays of W taus. Removing events 

with two or more clusters in cracks reduces these backgrounds by only a few per 

cent, and this change is small compared to the statistical uncertainties in the 

background estimates. We also neglected the small contributions to the monojet 

sample from multijet QeD events with one jet lost or mismeasured (estimated 

to be 4 ± 4 events), and from cosmic ray/beam gas backgrounds (9 ± 4 events). 

The data set contains 198 events after the events with two or more clusters 

in cracks are removed. The sum of the signal plus background estimates give a 

sample size of 217 ± 15 events. Figure 7.1 shows that there is good agreement 

between the data and the calculations not only in the number of events but also 

in the shape of the ~t distribution. 

7.3 Limits on New Physics 

Although the data reveal no evidence for the existence of hitherto unknown 

processes that produce monojets, we can set an upper limit on the possible cross 

section for such processes. We can derive from our results an upper limit on the 

cross section for monojet production. The difference between this cross section 
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Data 

l:!. Estimated monojet signal + background 

• Monojet signal from Monte Carlo 

80 100 120 140 160 

Missing Et (GeV) 


.. 
Figure 7.1: The ~e distributions of: the ZO -+ llii signal estimated from Monte 

Carlo (dots), the sum of all estimated components of the monojet sample (tri­

angles), and the final monojet data set (histogram). Events with three or more 

energy clusters that have two or more clusters in cracks have been excluded. 
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and the known cross section for pp -+ ZO + jet; ZO -+ vii is the limit for possible 

new physics. 

We use the mathematical technique described in Appendix C to calculate the 

upper limit on the number of real monojets in the data set at the 95% confidence 

level. From this upper limit and our knowledge of trigger and selection efficiencies, 

we can calculate an upper limit on the cross section for processes that produce 

events with a single high-Ee jet (Ee > 15 GeV) with the jet in the central region 

(1111 < 1.2) and missing Ee greater than 30 GeV. For a final data sample of 226 

events, of which 177 ± 18 are estimated to be background, we find that the upper 

limit 8 on the observed signal at the 95% confidence level is 8 = 110 events. The 

corresponding cross section is given by 

8 
O'mon =~---------

L.mon * fe.,.ill * fn....e * feub 

where 

Lmon = Integrated luminosity of the monojet sample. 

fe.,.ill = Average efficiency of the Missing Ee trigger for events with 

~ > 30 GeV. 

f_e =Efficiency of the vertex z position cut (Iz_el < 60 em.) 

fC'lll. = Efficiency of the monojet selection cuts for events with a single 

high-Ee jet, the jet in the central region, and ~e > 30 GeV 

(determined from Monte Carlo). 
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The numerical values of Ee.,.ig, E.vere, and Eeub are 0.890, 0.948, and 0.823 respec­

tively. This gives an upper limit on the monojet cross section 

O"mon < 33.5 pb 

at the 95% confidence level. The PAPAGENO event generator (using the MRSB 

structure functions) gives the cross section for the process ZO -+ II;;;: 

O"ZO-wo =25.2 pb 

Hence, our upper limit for the cross section for new physics is 

0"_ < 8.3 pb (95% C.L.). 

7.4 Possible Improvements to this Study 

At the time of this writing, the CDF Collaboration is collecting pP data 

with an upgraded detector [57]. The Tevatron has also been improved, and 

luminosities around 5 x 1030 cm-2s-1 or higher are expected to be achieved soon. 

For the benefit of those who might tread this path again, we present the following 

suggestions for improving this study. 

The single most important change that would benefit a similar analysis of 

monojet data would be an increase in the integrated luminosity of the data sam­

ple. Throughout this analysis, the precision of our results he .. been limited by 

statistical errors. This is particularly true for the QCD dijet background calcu­

lations. A larger CDF data set would not only lead to a better understanding 
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of the monojet data, it would presumably also bring a corresponding increase in 

the number of ZO -+ e+e- events. This would give a better measurement of the 

ratio of the llii branching fraction to the e+e- branching fraction. 

The most problematic part of this analysis, and also the largest source of 

error, was understanding the QCD backgrounds. The QCD background studies 

would benefit not only from an increase in overall size of the data set but also from 

changes in the choice of triggers used in collecting QCD data. In the 1988-89 run, 

three Level 2 triggers were used to collect most of the QCD data. Each trigger 

required a single jet with Et above a certain threshold. The thresholds used were 

20, 40, and 60 GeV. The first two triggers were prescaled by factors of 300 and 

30 respectively. Most of the data came in on the 60 GeV trigger. However, due 

to the larger cross section at low Eh most of the monojet QCD backgrounds 

are from events with jet transverse energies below 40 GeV. An increase in the 

amount of low Et QCD data collected would be helpful in studying the QCD 

backgrounds. The relative paucity of low Et data from the 1988-89 run is one of 

the reasons why the relative errors for the low ~ bins in the histogram of Figure 

5.6 are so much larger than the errors for the high ~ bins. 

The changes that have been made to the CDF detector for the current run 

include the installation of an improved vertex tracking chamber (VTX), a sili­

con microstrip detector (SVX), and an expanded muon system. These existing 

hardware upgrades, and the proposed future upgrades discussed below, afford 

opportunities to do a better analysis of the monojet data. 
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The VTX uses octagonal proportional chambers similar to those' used in the 

VTPC, but the drift distance has been reduced from 15 cm to 4 cm and the pads 

have been removed. The VTX consists of 28 such modules. As in the case of the 

VTPC, adjacent modules are rotated by 11.30 to allow a stereo view of tracks. 

The VTX efficiencies and resolutions should be superior to those of the VTPC. 

Better tracking at small angles would improve the efficacy of the track clustering 

technique used in this study to analyze the QCD backgrounds. 

The SVX consists of two 25 cm long modules on either side of the interaction 

point. Each module contains four layers of silicon micros trip detectors at radii 

between 3 and 8 cm from the beam axis. The SVX precisely measures the posi­

tions of secondary vertices, with an impact parameter resolution around 20 pm 

for high momentum tracks. A T lepton from a W decay travels about 2 mm in 

the lab frame. It should therefore be possible to directly observe T decay vertices. 

This would improve the rejection of monojet T background. 

The addition of new scintillators and drift chambers has extended the muon 

coverage of the CDF detector to 1111 =1.0. Although W -+ plI events are a major 

source of monojet background, muon background in the central region is already 

well identified by the CTC and the effect of the muon upgrade on a monojet 

analysis would be small. 

In the future, the plug and forward gas calorimeters are expected to be re­

placed by a single calorimeter system that will fit into the space occupied by 

the existing endplugs. The new plug calorimeters will use scintillating plastic 
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tiles and optical fiber readout. They will have improved hermeticity and energy 

resolution, and this will result in a more accurate measurement of missing Ee. 

When the new endplugs are installed, the forward muon toroids will be moved 

5 m closer to the central detector. The forward muon chamber/scintillator sys­

tems will be upgraded, and CDF will then have the capability to identify muons 

out to 1.,,1 = 2.8. Muon backgrounds in the monojet sample can then be greatly 

reduced. 



Appendix A 

Corrections to the Missing Et 

MeasureIllent 

The raw missing E, for a monojet event, obtained by vectorially summing 

the energy measured in each calorimeter tower, is only a rough measure of the 

true transverse momentum imbalance. Mismeasurement of the ~,is caused by 

nonlinear calorimeter response and energy leakage through cracks. We describe 

here the method used for correcting the observed ~e to account for these effects. 

This technique was originally developed to correct the ~t in W boson events [49]. 

We use it without modification, except that corrections to the Ee of W electrons 

are not necessary. 

For the purposes of this calculation, we divide the energy measured by the 

detector into two parts: the clustered energy (jets), and the unclustered energy 

(UCE). The ith component of the raw unclustered energy vector is defined by: 

161 
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UCE. = -( ~ Pi + ~!i»), i = 1,2 
Pt>tlreev 

where ~!i) is the ith component of the raw missing Ee, and L:Pi is the sum of 

the ith momentum component of each jet. The sum is over all energy clusters with 

p, above a threshold cut. Clusters below this cut are included in the unclustered 

energy. The momentum vector of a cluster differs from the energy vector used 

elsewhere in this analysis by only a small correction for the finite mass of the jet. 

Corrections are applied separately to the energy of each cluster and to the 

unclustered energy. The corrected missing Ee for the event, ~J-") , is then 

obtained from the corrected energies by inverting the above relation: 

~i._") = -(UCE~-") + ~ p!c:orP»), i = 1,2 
d~ 

The procedures used to correct each piece of the missing Ee are outlined below. 

A.I Clustered Energy Corrections 

The energy of a cluster is first multiplied by a correction factor, determined 

by its 'I coordinate, to give the energy that would have been measured had the 

jet been in the central calorimeter. Another correction factor is then applied to 

give the true energy for a central jet with this observed energy. Knowledge of 

the relative calorimeter response as a function of 'I is obtained using the method 

of dijet balancing. In this technique, QCD dijet events are selected that have at 
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least one jet in the central region that is not close to the 10° and 30° 1'/ cracks. The 

central jet is called the "trigger" jet, and the other jet (which can be anywhere 

in the detector) is the "probe" jet. The ratio of the transverse energies of the 

probe jet to the trigger jet gives a correction factor for the energy measurement 

relative to the central calorimeters. 

The absolute correction factor for jets in the central region was determined 

from Monte Carlo studies. This factor represents the ratio of the total momentum 

of all the particles incident on the calorimeter within the clustering cone to the 

observed duster energy. 

A.2 Unclustered Energy Corrections 

The correction factor for the unclustered energy was determined from study­

ing Monte Carlo simulations of W events. The true energy of all the particles 

outside of the jets in a W or Z event was found to be a factor of 2 greater than 

the measured energy. This factor includes not only a correction for calorimeter 

mismeasurement, but also a correction for low-p, particles which spiral in the 

magnetic field and never reach the calorimeters. 

A.3 Systematic Errors 

A good test of the accuracy of this technique is to apply it to a sample of 

ZO -+ e+e- events in which the ZO recoils off ajet. For these events, the missing 
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E, should be zero and the momenta of the electrons is well measured by the 

CTC. However, the CDF Zo -+ e+e- sample is relatively small, and improved 

statistics can be obtained by also looking at direct photon events in which the 

photon recoils off a jet and converts into an e+e- pair. Studies based on these 

data samples have determined that the systematic error tT on the corrected energy 

of a cluster is given by: 

tT = J(0.020 * pt)2 + 2.25 GeV 

for clusters with Pt < 57 GeV. The systematic error for clusters with Pt > 57 

GeV is given by: 

tT = J(0.020 *p,)2 +6.25 GeV 

The systematic error on the unclustered energy scale factor (2.0) was deter­

mined from the Zo sample. The two sigma upper and lower bounds for this scale 

factor were found to be 1.75 and 2.4. 

The effect of the ~,corrections on the final monojet data set is shown in 

Figure A.!, Also shown in Figure A.l is the P, distribution of the ZO bosons 

from Monte Carlo simulations of the expected ZO -+ I/ii signal. Comparison with 

Figure 3.15 shows that for most events the raw missing Et is less than the true 

transverse momentum imbalance. 
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Figure A.I: Corrected ~t distribution for the 226 events that pass the monojet 

cuts. Also shown is the estimated ZO Pt distribution for the expected monojet 

signal. 
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Appendix B 

The CDF Detector Sim.ulation 

Program. 

The Monte Carlo results quoted in this study were produced using Version 

3.21 of the CnF detector simulation program QFL [50], [51]. The QFL program 

is designed to produce an accurate and reliable simulation of detector behavior, 

while at the same time being fast and efficient. The speed of the program enables 

users to process high statistics samples of Monte Carlo events in a reasonable 

amount of CPU time. 

The geometry of the simulated detector is somewhat simplified. The VTPC 

is not included in the simulation, but the effects of the material of the VTPC 

on particles that pass through it is taken into account. The calorimeters are 

modeled as having uniform density, although the tower segmentation is correctly 

reproduced. 
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.. B.l Calorimeter Simulation 

Electromagnetic and hadronic showers are modeled using parameterizations 

that describe the longitudinal and transverse shower profiles and energy deposi­

tion in each sampling layer [52]. These parameterizations have been adjusted to 

fit test beam data. The assumed resolution of each detector is given by 

(7'0 

(7' = VB + 0.01 

where the additional 1% is to account for calibration error. The values of (7'0 for 

each detector are discussed in Section 2.2.2. 

The tuning of the energy scale in QFL is based on test beam data and studies 

done on a sample of single isolated tracks [53]. The systematic error on the QFL 

energy scale is estimated to be 5% for E < 5 GeV, 3% for 5 GeV < E < 15 GeV, 

and 4% for E > 15 GeV. 

The central EM calorimeter uses two phototubes per tower, and this is mod­

eled in QFL. When dividing deposited energy between the two tubes, the simula­

tion code includes the exponential attenuation of the signal in the optical media. 

This is necessary to correctly reproduce the response of the tower to multiple 

hits. 

Particular attention has been paid to accurately modeling the calorimeter 

cracks in the CDF detector. For the central region, energy leakage between 

the 15° segments in V' (the V' cracks) and through the crack between the two 

arches (the 90° crack) is modeled by applying a correction factor on the energy 
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deposition based on the particle's impact point on the face of the tower. The 11 

cracks between the endwa.l.l and the plug (the 300 crack) and between the plug and 

the forward (the 100 crack) are simulated by incorporating the uninstrumented 

regions in the QFL geometry. In addition, underinstrumented areas in the plug 

hadron calorimeter are accounted for by applying an 11 and r.p dependent correction 

factor. 

The overa.l.l accuracy of the calorimeter simulation has been studied by com­

paring it to dijet events and direct photon events where the photon was converted 

[54]. The agreement between the Monte Carlo and real data is good. 

B.2 Tracking Simulation 

The simulation of a particle traveling from the event vertex to the calorimeters 

includes the effects of the passive material that it passes through. The processes 

modeled include multiple scattering, energy loss, electron bremsstrahlung and ..., 

conversion. For particles that pass through the CTC, simulated tracks are created 

based on measured CTC efficiencies and resolutions. The tracking simulation has 

been adjusted to agree with the electron tracks observed in W -+ ell events (55]. 

For particles that reach the muon chambers, simulated track stubs are created 

based on the measured performance of the chambers. 



Appendix C 

Calculating the Monojet Signal 

Upper Limit 

We present here an outline of the technique described by G. Zech in Reference 

[58] for calculating the upper limit on a signal present in a data sample, when 

given the size of the sample and an estimate of the background. 

Consider an experiment for which the expectation value of the observed signal 

is 8 and the expectation value for the background is b. Let P(n.j 8) represent the 

probability for observing n. signal events, and P(n6; b) represent the probability 

for observing n" background events. The probability P(nj 8 + b) of observing 

a total of n events is given by the 8um of the products of the probabilities of 

observing n. signal and n" background events for all possible combinations of n. 

and n" that give a total of n: 

" 
P(nj8 + b) =,,~P(n6;b)P(n - nf,j8). 
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We now assume that the experiment has observed exactly N events. This implies 

that the number of background events must be no greater than N. We use this 

knowledge to renormalize P(nb; b) to the range nb < N: 

The probability for observing n events (n :5 N) now becomes: 

N 

Wen) =Pen; B + b)/ n~ P(~; b). 

We wish to calculate the expected signal B for which the probability of observing 

N events or less is equal to some number a. This value of B corresponds to the 

upper limit on the observed signal at the 1 - a confidence level. It follows that 

a is given by 
N 

a = k;W(n) 

which is equivalent to 

In practice, we do not know the true value of b, the expectation value of the 

background. Instead, we have measured b to be equal to a value bo within an 

uncertainty ±u". We will assume that the parent distribution g(b) that the 

observed values of b are drawn from is a gaussian with mean bo and standard 

deviation a'b: 

1 -~ 
g(b) = J21r e •:I. 

21ra'b 
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.. Our expression for Q now becomes: 

_ Ef=o fg(b)P(nj 8 + b)db 
(C.l) 

Q - L:.=o Jg(b)P(n6; b)db • 

We will use Equation C.1 to calculate the upper limit 8 on the monojet signal at 

the 95% confidence level (Q = 0.05). 

The probability P(n.j 8) is given by the Poisson distribution: 

Similarly, the probability P(n6j b) is also Poisson distributed: 

Substituting the Poisson distributions into Equation C.lgives 

~ '(""'n .-.,..- ... roo (b) 11-'6'" db 
_ Lft=o LII,=O (n-n,)! JO 9 n,! 

(C.2)
Q - '(""'N_ roo (b) .-'b'" db • 

LIIt-OJO 9 n,! 

The integrals that appear in the numerator and denominator of Equation C.2 are 

of the form 

.. 
b - (60 - er:) 2

~={ }
erb 
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to obtain 

We use the expansion 

to write the integral as 

e(lioo-crn/2 '" ui(bo - U 2)",-i ~ .-1
'\" "" z(,....)e-~/2tk

2y'2i" f=rI i!(11." - i)! 1;.'0 }2 • 

Recall the definition of the X2 probability distribution for Ie degrees of freedom: 

P 2(Z' Ie) = 1 (=)Ie/2-1e-_/2
x' 2r(Ie/2) 2 . 

The integral now becomes 

(C.3) 

Substituting Equation C.3 into Equation C.2 gives the exact solution for Q in 

terms of .I, N, bo and 0'". However, this solution can be difficult to translate into 

workable computer code. For large values of N, bo and 0'", it is more practical 

to solve Equation C.1 using techniques of numerical integration. This task is 

simplified by making use of the fact that a Poisson distribution with mean p, 
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IMonojet Signal 11 - Confidence Level I 
90 0.468 

95 0.280 

98 0.202 

101 0.145 

104 0.103 

110 0.0495 

115 0.0260 

120 0.0133 

Table C.1: Upper limits on the number of real monojets in the data, and the 

corresponding values of Q = 1 - CL. 

P(n; p.) = e-P.p." / nt, for p. greater than about 10 is well approximated by a 

gaussian distribution with mean p. and standard deviation ...,(ii: 

1 -(,.-,.':'
P(n;p.) ~ ~e 2,. • 

7f'p. 

We evaluated Equation C.1 for N = 226, bo = 177, 0'6 = 18 and various values of 

•. These results are displayed in Table C.l. .The value. = 110 events corresponds 

to Q = 0.05 or a 95% confidence level . 

.. 
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