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WITH p, p, 1l'+, AND 1r- PROJECTILES AT 100 AND 320 GeV /c 

Abstract 

by 

Margarita Claudia Krieghoff Mattingly 

The space-time development of hadron-nucleus interactions is examined using bub

ble chamber and downstream particle identifier data from the hybrid spectrometer 

of Fermilab experiment E597. 5583 events representing 12 interactions are studied 

with conventional and fractal techniques. Comparisons are made to simulated events 

from the Lund Monte Carlo FRITIOF 1.6. Multiplicities are studied conventionally. 

Negative binomial descriptions of produced particle multiplicities are interpreted in 

terms of clusters and cascading and in terms of partial stimulated emission; forward

backward correlations, in terms of short- and long-range correlations and multiple 

scattering. Multiplicities are consistent with a multiple collision view of multiparticle 

production mechanisms and are investigated in terms of the number of collisions v. 

Rapidity density fluctuations are studied fractally. The possibility of new dynamics is 

considered on the basis of event-by-event studies of spike phenomena, intermittency, 

and fractal dimensions. Results from these exploratory studies are consistent with 

predictions made for quark-gluon plasma transitions. 131 spike events are analyzed; 

intermittency is investigated with normalized factorial moments and cumulants; and 

fractal dimensions and correlations dimensions are calculated. ··Seagull effects and 

production region sizes from Bose-Einstein pion interferometry are also considered. 
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CHAPTER 1 

INTRODUCTION 

The analysis of rapidity density fluctuations in terms of the notions of density spikes, 

intermittency, and fractal measures is expected to discriminate between leading mod

els of multiple production such as dual parton and cluster cascade models [Peschanski 

87]. This study pursues a number of traditional avenues in order to better describe 

and understand multiple production. These include multiplicity moments, nega

tive binomial descriptions, the proton multiplicity dependence of particle production, 

forward-backward correlations, and two-particle correlations. However, these as yet 

have individually and collectively failed to rule out any of the leading models. With 

the anticipation of SSC and nuclear collider high statistics data in the near future, 

this serious shortcoming becomes increasingly detrimental and makes the success of a 

fresh approach all the more important. Thus this study also includes an investigation 

of fluctuation non-linearities. 

The apparent involvement of more than one process in multiple production 

complicates an already difficult many-body problem. With most studies necessarily 

limited to average behavior, the signatures of individual processes are smeared out. 

Intermittency and fractal structure studies, however, rely on the mathematics of deter

ministic chaos to preserve the signature of interwoven mechanisms. The self-similar, 

repeating patterns characteristic to intermittency and fractal structure suggest cas

cade processes over various scales whose superposed iterations can be studied without 

sacrificing features unique to each. These patterns, found among the fluctuations of 

produced particle rapidity distributions, may not only rule o'Uf one of the leading 

multiple production models but derive fundamental, mathematically-driven insight 
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from the chaos of concurrent multiple production mechanisms. 

The most extreme rapidity density fluctuations, known as spikes, are a first 

step into non-linear descriptions of multiparticle production. They are also a unique 

testing ground for subsequent studies in intermittency and fractal structure. The 

possibilities for quark-gluon plasma (QGP) formation at high rapidity densities add 

interest to the new physics potential of these spike events [Van Hove 84; Gyulassy 

84]. Enhanced intermittency in these anomalous events opens a. new dimension, a. 

fractal one, to the study of multiple production in general. In concert with the uni

versal multiplicity dependence of spikes and the ring distributions of their constituent 

particles, unique fractal features in spike events may be signaling QGP in the con

text of Cerenkov gluon radiation [Orem.in 87] in addition to mechanisms producing 

Bose-Einstein correlations [Ajinenko 89], matter density structure [Dias de Deus 87], 

cascades (Bia.las 86a.], and mini-jet production with its semi-ha.rd parton-parton colli

sions and gluon bremsstrahlung [N avelet 85]. It could be heralding the advent of new 

physics. 

But rapidity density fluctuations in normal events could also be displaying 

non-linear features. One of these, intennittency, clearly contrasts with homogeneous, 

statistically fluctuating features. The difference has been attributed to the power-law 

scaling which characterizes the factorial moments of rapidity distributions as they 

are calculated as functions of rapidity resolution [Bia.las 86b]. Dual parton models 

(DPM) with their multi-chain mechanisms do not generally reproduce intermittency 

[Peschanski 87] while models like FRITIOF which use cluster cascading mechanisms 

do. Experimental evidence for intermittency thus favors cascade models over simple 

DPM models. 

The study of fractal structure builds on this evidence with an event-by-event 

analysis technique. Based on the recently revived ma.thematics of fractals [Mandelbrot 

77], interactions are categorized according to various dimensions [Pala.din 87]. Non

integer values for these dimensions distinguish fractal geometries and thus point out 

self-similar properties. 

Since rapidity density spikes, intermittency, and fractal dimensions are all 
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notions of fluctuation, scale, and power-laws [Bialas 86b, 88), they are expected to 

be interrelated. Intermit tency is expected to become larger at smaller dimensions 

[Dremin 89b] and spike events are expected to display a smaller dimension than the 

average. Neither of these expectations have been previously confirmed. 

1.1 MULTIPLE PRODUCTION 

The term multiparticle production in this study refers to the production of hadrons 

in reactions of the form 

with the number of hadrons N greater than the number of hadron reactants. Inter

actions which produce hadrons may be as simple as electron-positron annihilation 

( e+ e-), a basic point-point collision; or as complex as a heavy ion collision (AA), 

a nucleus-nucleus interaction which involves two extended bodies, structures of ex

tended particles which in turn are composites of point-like particles. Between these 

two extremes, lepton-hadron (lh), hadron-hadron {hh), and hadron-nucleus {hA) in

teractions present intermediate scales and levels of complexity. Adequate theories of 

multiple production should consistently cover all five interaction types: e+ e-, lh, hh, 

hA, and AA. The hA interactions 

play a pivotal role in understanding and linking the others. The extrapolation from 

hh to hA is particularly critical. But where this extrapolation might be expected to 

introduce a hopeless level of complexity, hA interactions are not unmanageable and 

the additional level of structure serves as an intra-nuclear detection device. 

1.1.1 Hard vs. soft collisions 

The hardness of a collision depends on its associated momentum .transfer. Large mo

mentum transfers can often be selected on the basis of transverse momentum transfer. 

Hardness here is defined relative to 1 Ge V / c transverse momentum exchanges. In 
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phase space hard interaction products populate regions where Pl. is greater than 1 

GeV /c while soft ones exclusively populate regions where Pl. is less than 1 GeV /c. 

Thus soft interactions can be considered to occur at larger interaction distances than 

hard ones. 

Multiparticle production is presumed to involve at least two(2) steps-1) a 

color field excitation, and 2) the hadronization of quarks and gluons. These may 

involve both hard and soft processes. While hard processes are the production mech

anisms in identifiably hard or high-p J.. interactions seen in e+ e- and lh interactions, 

soft processes are the hadronization mechanisms which are most obvious in soft hh, 

hA, and AA interactions. Hard processes are presumed to form a significant compo

nent in all soft interactions. In seagull plots of mean transverse energy as a function 

of Feynman ~, hardness is gauged by the extent to which the wings are lifted. The 

wings of such plots lift higher for harder events like e+ e-, but softer interactions like 

hh and hA still show the lifted trend. Bose-Einstein correlations can be used to deter

mine whether these hard and/or soft processes represent coherent and/or incoherent 

sources. It is reasonable to expect that coherent and incoherent sources are mixed. 

Highly collimated along the collision axis in a kind oflow-p.L jet, soft inter

actions may be subdivided into five( 5) categories of longitudinal momentum in the 

center of mass system: target diffraction dissociation, target fragmentation, central, 

beam fragmentation, and beam diffraction dissociation regions. Soft, central pro

cesses dominate multiparticle hadron physics even at large energies. One of the most 

fundamental properties of multiparticle production is the minimal increase of mean P.L 

which accompanies significant increases in mean Pll· With data from FNAL E597, 

on which the present study is based, Figure 1.1.1 illustrates how hA interaction 

products populate phase space almost exclusively in the soft collision regions: proton 

secondaries in the target regions, and produced particles (protons and electrons ex

cluded) predominantly in the central region. Comparing E597 results to existing hh 

data, Figure 1.1.2 shows how the average transverse momentum (P.L) is somewhat 

higher for hA yet remains under .4 GeV /c for beam momenta of ioo and 320 GeV /c. 

In the full range of E597 targets, P.L averages do not vary more than .02 Ge V / c for 
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any given beam charge as shown in Figure 1.1.3. 

Learning what the soft dynamics really are is crucial to understanding mul

tiple production. But neither the interaction mechanism nor the structure of its 

associated color field is understood. No real theory for soft hadron production exists. 

Hard processes are handled quite well in QCD since distances are small and pertur

bative techniques are valid. QCD reliably describes the evolution of high-p.i jets in 

conjunction with some tuned hadronization models. But at larger distances, per

turbative techniques are no longer valid and low-p .l spectator jets are not described 

very well. Non-perturbative QCD is expected to hold for the soft component, but 

all efforts have been unable to unfold the soft and hard into a complete theory of 

multiparticle production. Instead, soft and hard interactions have been studied sepa

rately. The interplay between hard perturbative {production) and soft hadronization 

(fragmentation) mechanisms which associates the parton and hadron worlds has not 

been unveiled. Production mechanisms functioning at the parton level have not been 

successfully coupled to the fragmentation mechanisms which bring partons into the 

hadronic domain. An analysis of the fractal geometry in soft interactions, however, 

capitalizes on meshed patterns. By their unique ability to treat layered processes, 

fractal descriptions open new and necessary avenues to devise and test complete the

ories. 

1.1.2 Multiple collisions 

Typically in hA interactions, positive charge multiplicities exceed negative charge 

multiplicities even for negative h. This positive charge excess suggests that sev

eral nucleons somehow participate in the interaction. This participation may involve 

repeated collisions of the incoming hadron or its quark constituents .(multiple colli

sions) or may involve subsequent collisions of produced particles (cascading) on the 

quark or the hadron level. QCD cascades are a viable interpretation at the quark 

level. 

If all charged particles emanating from an hA interaction could be observed, 

the excess charge would be a reliable measure of the number of nucleons participating 
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in an interaction. In E597, however, many slow particles were not observable in the 

opaque thickness of the nuclear foils. Observed charge excess is a trend indicator 

rather than an absolute measure. Thus, the average amount of nuclear material 

involved in an inelastic interaction can be inferred more accurately from the ratio 

between the hadron-nucleus cross section uh.'1 and the hadron-nucleon cross section 

Assuming all collisions are governed by the dynamics of the hh interaction, this ratio 

represents the average number of inelastic collisions an incident hadron undergoes 

in traversing the nucleus. This interpretation can be tested for consistency with the 

mean number of collisions as a function of a) mean path length through nucleus/mean 

free path of pp; b) nuclear radius; and c) produced particle multiplicity. 

1.1.3 Cascading 

While the concept of multiple collisions involves the incoming hadron sustaining suc

ceeding collisions itself, the idea of cascading involves collisions between production 

product( s) and other constituents of a nucleus subsequent to the initial collision be

tween an incoming hadron and some constituent of the nucleus. Thus the sizes of the 

nuclei and the location and extent of spatial, momentum, and time production regions 

are needed to sort out the role cascading plays. Whether or not cascading is expected 

depends on where hadrons are formed. In fact, 'Where are hadrons formed?' is one of 

the most basic questions of particle production. If formation times are long compared 

to the time it takes to traverse the nucleus, they are produced outside and cascading 

cannot occur. If formation times are short so that production is completed inside the 

nucleus, wholesale intranuclear cascading is expected with very large accompanying 

multiplicities of produced particles. With relativistic ems speeds, E597 interactions 

involve formation times dilated by factors up to order 10, thereby significantly increas

ing the likelihootl of multiple production outside the nucleus proper. But cascading 

cannot be excluded i{ the multiplicities o{ slow produced secondaries are large. Cas-
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cading at least plays a partial role. This partial role can be probed by comparing the 

distribution of multiplicity with those derived for individual, independent collisions, 

i.e. Poisson distributions. If produced particle multiplicity distributions are broader, 

then cascading is strongly implied. 

1.2 FRAMES OF REFERENCE 

hA interactions cannot be studied in their center-of-mass. Nuclei are composite. 

While the collision axis is taken along the direction of the incoming hadron, the 

center-of-mass is ambiguous event by event. So multiparticle production in hA is 

usually described in the laboratory rather than the center-of-mass system. And pa

rameters of study are usually limited to those which are either Lorentz invariant or 

whose distributions are Lorentz invariant. When comparing hp and hA phenomena 

or postulating multiple collisions, however, it is helpful to assume hA collisions to be 

composites of single hp collisions where p is at rest in the lab laboratory frame. Fermi 

motion must be considered for an accurate description and thus confuses the issue 

even more. Thus, the hp center-of-mass frame is adopted neglecting Fermi motion, 

thus satisfying the condition 

Pincoming h + Ptargr.t p = 0 

with a total center-or-mass energy of 

I: Ecms + Ecms 
V ., = incoming h target p 

(3 and 7 for hp center-of-mass systems are given in Table 1.2.1 along with other 

values of interest for E597 kinematics. 

For a laboratory system, one(l) of three(3) coordinate systems has been 

employed: the Notre Dame Bubble Chamber Reference System (NDBC), the Notre 

Dame Basic Reference System (NDBasic), and the analysis system (ASYS). Bubble 

chamber data are expressed in NDBC, which is the primary reference frame keyed to 

the bubble chamber :fiducials. But all other device data are expressed in NDBasic. 
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Table 1.2 .1 A summary of kinematic variable values specific to E597 data. Center
of-mass calculations assume hp interactions with the proton at rest in the laboratory 
system. · 

Beam Measurable Values in various beam modes 
7r- 7r+ /7r- K+ p 

mbm (Mell/c2) 139.567 139.567 493.646 938.272 

pl ab 
bm (GeV/c) 320 100 100 100 

1 - !3l':! 1 _ plab /Blab 
bm bm (10-1) .951 9.740 121.853 440.174 

pcm.• bm -r(Pi':! - /3El':!> (GeV/c) 12.24 6.83 6.83 6.82 
1 - f3r:n•11. 

''"• 1 - Pt:" I EC:::" (10-4) .650 2.085 26.028 93.390 

Target Measurable Values in various beam modes 
7r 7r+/7r- K+ p 

mi gt (MeV/c2
) 938.272 938.272 938.272 938.272 

plab (GeV/c) 0 0 0 0 lgl 
1 13tab 1 _ plab / Elab 1 1 1 1 - tgl tgt tgt 

pcrm1 -y(p1a11 _ /3 Etab) (GeV/c) -12.244 -6.833 -6.829 -6.817 tgt (qt tgt 
1 + f3f:t1 1 + cm"/Ecm" (10--t) 29.237 92.967 93.077 93.390 Pt at tat 

Center-of-mass Measurable Values in various beam modes 
7r- 7r+ /7r- K+ p 

Vs Ecma + Ecma bm tgt (GeV) 24.524 13.732 13.740 13.763 

1 -/3 Pbm/(Ebm + mtgt) (10-4) 29.237 92.967 93.077 93.390 

"Y 1/Jl -/32 13.087 7.351 7.346 7.334 

d cosh( "Y) 3.263 2.683 2.683 2.681 
Ylab = ycma + d 

Secondary Track Measurable Values in various beam modes 
7r - 7r+/7r- K+ p 

Yr;"" mm -3.263 -2.683 -2.684 -2.686 
y~ma ma:r 3.263 2.683 2.684 2.686 

cma - 5ln(f,'cm11+pcm•11) 
Y - • Ecm•-pcmill 

y~m11 min -5.169 -4.589 -4.589 -4.591 
yr;m1t mn:r 

r. 5.169 4.589 4.589 4.591 
ylub rnm -0.000 -0.000 -0.001 -0.005 
y!ab rna.:r 6.527 5.367 5.367 5.367 

lab _ 51 ( E1'"'"+v
1'',,ll) 

y - • n e:.·1qt.._J12"11 
y~b min -1.906 -1.906· -1.907 -1.910 
Y!:'b rnn.r. s.-132 I 7.272 7.272 7.272 
KINETIC.TAB UND/MCKM 18May88 
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These are transformed to NDBC for the final data summary tapes (DSTs). Subse

quently, analysis routines rotate DST data such that the beam momenta run along 

the x axis. Appendix lA describes the NDBasic-+NDBC transformation with de

tails of how both coordinate systems are defined in terms of E597 components shown 

in the Figure 1.2.1 schematic. The transformation to the ASYS is determined by 

reconstructed beam track angles. 

1.3 DESCRIPTIVE PARAMETERS 

As noted previously, the center-of-mass for hA systems is not generally known and 

could be changing event by event. With this limitation, many analysis tools like four

momentum and the Lorentz-invariant cross section Etflu / J:lp are of limited value. 

The parameters by which phenomena are to be described must be carefully chosen for 

their resistance to confusing center-of-mass shifts . Multiplicity, rapidity, transverse 

momentum, and related parameters retain their viability under these constraints a.nd 

place important tests on soft hadron production models. 

In single-particle inclusive distributions, parameters of final state charac

teristics are analyzed with no regard for concurrent products. Interactions are treated 

in an open-ended fashion as hbeam + A --+ h1 + anything. Exclusive distributions, by 

contrast, are restricted to single interaction channels. 

In two-variable correlations, production of one particle type is related to 

that of another. The number of produced particles as a function of the number of 

protons observed is of particular interest since the number of protons suggests the 

degree to which multiple collisions are occurring. These correlations to;; can integrate 

results involving different targets at comparable energies. 

Two-particle correlations study the characteristics of pairs of produced 

particles in h&eam + A --+ hi + h2 +anything. The correlations between final state 

hadrons arise from production mechanisms (at the parton level) coupling to hadroniza

tion mechanisms (at the hadron level) and thus a.re of primary· interest. Categorized 

with respect to phase space considerations, long-range correlations include forward-
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backward correlations (FBC), while short-range correlations include intermittency 

and Bose-Einstein (BE) enhancements. 

1.3.1 Multiplicity 

Multiplicity Ni refers to the number of final state particles of type i produced in an 

interaction. The subscript i can be defined broadly (e.g. charged) or more specif

ically (e.g. 'J'1"0ton) in particular regions of phase space. Distributions PNi for visi

ble charged secondaries are global measures of final state characteristics in terms of 

simple comparisons. Because of its independence from the center-of-mass and other 

momentum-related ambiguities, multiplicity is an indispensable tool for studying par

ticle production. Despite its simplicity and its global nature. multiplicity analyses 

can address questions concerning multiple collisions (thickness and cascading), collec

tive effects, and long vs. short range correlations. Proton multiplicities are useful in 

estimating the number of collisions v. The reliable particle identification and nearly 

47r acceptance in E597 data make it particularly suited to studies of multiplicity. 

A multiplicity distribution is most simply studied in terms of its first two 

moments: the average or mean, and the dispersion. Higher moments are also studied, 

but their definitions vary. Higher moments in this study are normalized according to 

the definition 

But very little can be inferred from these moments. A more productive description 

of multiplicity fits data to a negative binomial distribution {NBD). Even in limited 

regions of phase space, NBD successfully describes e+ e-, lh, hh, and hA multiplicity 

data. Because independent emission of single particles generates Poissonian distribu

tions with a characteristic NBD fit {k=l), any deviation broadening the distribution 

signals other kinds of processes, e.g. cascading. And since competing processes are 

thought to contribute to different regions in phase space, NBD studies in limited 

phase space determine to what extent cascading contributes in each. 
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1.3.2 Number of collisions v 

A simple hypothesis of projectile multiple collisions in a target nucleus regards these 

collisions independent of one another. The additive quark model (AQM) c:;onsiders 

each interaction to be a succession of individual, independent quark interactions be

tween projectile and nucleon quarks in a sequence of a definite number of collisions. 

i.e. each quark in a projectile passes through a nucleus with v independent collisions. 

Independence refers to the fact that the probability governing each quark-quark in

teraction is independent of which collision this is for this quark and independent of 

what happens to all the other quarks. Thus v is a basic, natural parameter of all 

multiple collision models. An estimate ii averaged over presumably broad probability 

distributions 11"hA(v) can be made: 

However, considering the production of grey protons ( .3 < /3 < . 7) can more tightly 

determine the number of collisions. Bubble chamber experiments detect slow protons 

particularly well and thus make this approach particularly accessible. 

1.3.3 Feynman x 

Defined as ZF = PL/Pma:r where Pmax is the maximum momentum a particle is allowed 

in the center-of-mass system, Feynman x varies from -1 to + 1 and measures the 

fractional longitudinal momentum a produced particle carries. At high energies, Pmn11: 

for hh can be approximated by .5.JS. Except at small z F values, its distribution is 

approximately energy-independent. 

Phase space regions are often designated in terms of z p. The so called central 

region is populated by particles carrying small fractions of available momentum, i.e. 

lzF' less than about .1 while the fragmentation regions are populated by particles 

carrying significant fractions of available momentum, i.e. z F greater than about 

.1 and ZF less than about -.1, respectively, for the beam and target fragmentation 

regions. While the subdivision of phase space in the central and fragmentation regions 



16 

has been used extensively in e+ e-, lh, and hh analyses, the center-of-mass definition 

of ZF seriously limits its use for hA interactions. 

1.3.4 Rapidity 

Rapidity is a preferred variable for hA studies. Under Lorentz boosts along the 

collision axis, the rapidity distribution shape does not change but rather the entire 

distribution shifts by cosh 1where1 is -h and /3 is the velocity. Like xp, rapidity v 1-fJ~ 
is defined in terms of longitudinal momentum 

y = .5ln{E + pL)/(E - P1J) 

In hp interactions, the maximum rapidity Yma:c is In{ y'S/m). Assuming hp 

interactions and hp center-of-mass systems, Table 1.2.1 gives maximum center-of

mass and laboratory rapidities applicable to the hA interactions of this study. 

In hp interactions, they distribution shows plateau-like features in the Feyn

man ~ central region. True plateaus are expected to occur for interactions idealized 

for Feynman scaling. The length of this plateau increases with s but its height should 

remain constant if Feynman scaling is valid. In practice the height also tends to 

increase with s. Particle density in this plateau region increases approximately loga

rithmically with energy. But the forward and backward tails are energy independent 

in height and shape and are comparable to the Feynman z fragmentation regions. 

A plateau is certainly not obvious for hp or hA interactions up to 320 GeV /c. 

The central region is dominated by produced particles and it is expected that soft 

mechanisms govern this region. There is some speculation that plateau features may 

develop at higher energies. Other speculations suggest that the overlap of multiple 

plateaus are responsible for the lack of observable plateau features. In the rest frame 

of this region, both the beam particle and target are Lorentz contracted as illustrated 

in Figure 1.3.1 ( c). 

In contrast, the target fragmentation region charact~tized by the smallest 

laboratory rapidities is dominated by proton secondaries and nuclear breakup frag

ments in whose rest frame the interaction looks quite different, Figure 1.3.l(b), 
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0 

(a) Yproducect "" Ybaom 

(b) Y producad """ Y torset 

( C) Yproduced f Ybemn; Y target 

Figure 1.3.1 The hadron-nucleus interaction in the rest frames of produced particles 
in various regions Qf rapidity: . a) beam fragmentation, b) target fragmentation, and 
c) centra1 rapidity regions. 
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with only a contracted projectile. 

The projectile fragmentation region characterized by the largest rapidities is 

dominated by leading particles and hard processes. Interactions in the rest frames 

of leading particles, i.e. particles whose rapidities are near those of the beam, are 

distinguished by a severely contracted nucleus, as seen in Figure 1.3.l(a) 

E597 data are particularly well suited to rapidity-based analyses since mo

menta, charge, and particle identities are well measured. Rapidity distances between 

produced particle pairs establish the long- and short-range correlations which charac

terize production mechanisms. These correlations are responsible for non-Poissonian 

distributions in multiplicity and thus are entirely expected. Long-range correlations 

differ from short-range correlations according to the longitudinal range in rapidity 

over which they occur. 

Short- vs. long-range correlations The two-particle rapidity correlation func

tion between particles 1 and 2 is defined to be 

where I and II refer to one- and two-particle densities, respectively. By introducing 

Gs and G L defined as 

Gs(YhY2) = L Pf"fGN(Y1,Y2) 
N 

CL ==LPN(/ (yi) - p~(y1))(p1 (y2) - p~(y2)) 
N 

where N denotes fixed multiplicities, the overall correlation is expanded into two 

components: 

G 5 is simply an average over all multiplicities and behaves in a short-range fashion 

while C1J derives from differences in single particle distributions for different multi

plicities and· behaves in a long-range fashion. It is Gs(Y2, y2)'s narrow peak about 

YI = Y2 that associates it with short range correlations at fixed multiplicity. On the 

other hand, GL(y2 , y2)'s broad distribution in y1 - y2 associates it with event mixing 
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at different multiplicities, each with different particle densities. Although it would be 

more appropriate to designate this term as a mixing term, it is in fact usually referred 

to as a long-range term in contrast to the short-range one. Figure 1.3.2 shows how 

short is equivalent to about 2 units of rapidity while long spans the entire available 

rapidity range. 

Forward-backward correlations An analysis of the simplest correlations, forward

backward correlations (FBC), divides rapidity into two regions about the hp center

of-mass, with gaps of varying width separating the two. FBC is sensitive to the 

transition from short- to long-range correlation features. The average number of pro

duced particles in the backward hemisphere as a function of the number of charged 

particles in the forward hemisphere, as well as the forward as a function of the back

ward, largely depends on long range correlations. When gaps are introduced between 

the forward and backward regions eliminating any short range contributions, an even 

better measure of long range correlations is made. These long range correlations di

rectly determine the multiple collision terms in dual parton models, while the short 

range correlations correspond to single scatters. 

Limited rapidity regions Studying limited regions in rapidity, e.g. precisely the 

gaps introduced to enhance long range correlations, can access short range correla

tions, in effect probing production and/or hadronization in clusters. It is supposed 

that particles produced together, say in clusters, will be close in rapidity and exhibit 

a short range correlation. U A5 [Ward 88) claims that the cluster model folded in 

with the observed multiplicity behavior reasonably describes the correlations found 

in analyzing their data. [Bialas 86a], on the other hand, claims that clusters cannot 

describe the data as long as they are identically sized and distribute the energy evenly. 

However, some short-range correlations may be simply an outgrowth of two-particle 

symmetrization. Produced mesons, with their integer spins, possess symmetric wave

functions. Thus they tend to cluster in phase space and show .an enhancement at 

small two-particle momentum differences. The extent of this enhancement can de-
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c) C.(0.71) 

SHORT 

O;si~---:---~~~~-·-..·~-.,,...~~~~--~------..;;;.-.~~--~~~__..:;,._ ______ -.J 

LONG 

-2 0 2 -4 -2 0 2 0 2 

Figure 1.3.2 A comparison of short-range b) and long-range c) rapidity correlations 
from the decomposition of the charge correlation function C( 171 , 172 ) plotted for fixed 
171 = 0 vs. 172 at 63, 200, 546 and 900 GeV (Ansorge 87]. 
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termine the size of the space-time region from which the two particles originated. 

Protons, on the other hand, have half-integer spin and possess antisymmetric two

particle wavefunctions. Thus a depletion at small two-particle momentum differences 

commensurate with the production region size is expected. Correlations in limited 

rapidity regions centered at varying locations rather than at the hp center-of-mass 

investigate cluster centers-of-mass. 

1.3.5 Pseudorapidity 

Although rapidity is a variable well-suited to the analysis of E597 data, other exper

imental situations have provided angular but not momentum data, and thus make 

it impossible to calculate rapidity. However, when PL ~ P.L, rapidity is closely ap

proximated by the angular variable 1/ = In( tan~) where () is the production angle 

between the produced particle direction and the collision axis. As with rapidity dis

tributions for hh interactions, a plateau region emerges in a central region along with 

two tail regions. Because of its close resemblance to rapidity, 1J is called pseudorapid

ity. Results from rapidity analysis can often be compared directly with those from 

pseudorapidity analysis. 

1.3.6 Transverse momentum 

Since E597 beam particles are not transversely polarized, only the total transverse 

momentum is relevant in our studies. That is helpful since it reduces the number 

of variables and is invariant under Lorentz transformations along the collision axis. 

For transverse momenta not exceeding a few Ge V / c, the distribution of PL or pl_ 

is fit by very steep exponential or Gaussian functions and depends only weakly on 

the center of mass energy. The average transverse momenta for 100 and 320 Ge V / c 

hA interactions, .338 and .386 Ge V / c, respectively, do not differ greatly from hh 

averages. In calculating the E597 averages, cuts on d8, d</J, and dp/p were made 

to prevent large measurement errors from producing spurious· results in transverse 

momentum analyses. However, misidentified fast protons skew charged produced 
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particle Pl. averages so that realistic averages are best given for negative produced 

particles. 

Seagull effects The seagull effect is an important transverse momentum feature 

of hA interactions and is indicative of hard effects. It is revealed when plotting the 

energy weighted average transverse momentum as a function of longitudinal momen

tum. More highly lifted wings accompany harder interactions. Thus this effect is an 

important signal of the interplay between hard and soft processes. 

1.4 FNAL E597 SPECTROMETER 

Run during a ten(lO)-week period in the spring of 1982, Fermilab experiment E597 

provides data with minimal limitations in acceptance and particle identification and 

maximal advantages in momentum determination and interaction coverage over a 

broad range of beams, targets, and energies. E597 was designed to excel in 

• 411" track reconstruction 

• minimum bias comparisons to determine A- and/ or beam-dependence 

• complete mass and momentum determination of secondary tracks 

Approximately 582K bubble chamber exposures with ancillary electronic data support 

this study of multiple production. 

The use of the FNAL 30 inch hydrogen-filled bubble chamber has made it 

possible to reconstruct tracks near the interaction point with a solid angle of nearly 

47r. Only the vertex itself and tracks nearly perpendicular to the beam were obscured 

in the fiducial volume by six(6) metal targets: three(3) atomic numbers and two(2) 

thicknesses for which radiation lengths ranged between 6 and 26g/cm2 and for which 

interaction lengths ranged between 100 ~nd 230g /cm 2 • With A ranging from 24 to 

197, they have made direct studies of v-dependence in hA interactions possible. 

Direct studies of beam-dependence, on the other hand, have been facilitated 

by a mix of hadron beams tagged by an upstream tracking . aµd mass identifying 

system. Three(3) upstream Cerenkov counters have provided data by which particle 

velocities can be be separated on the basis of Cerenkov light detected in the inner 
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and/or outer rings of the counters. Further details of the upstream tagging system 

appear in Appendix lB with identification criteria in Table lB.4.2. These form 

the basis for the tagging procedures described in Section 2.3. Data for five(5) beam 

modes over two{2) energies have made meson/baryon, particle/ antiparticle, and en

ergy comparisons possible. 

Table 1.4.1 tabulates specific reference properties of the targets while Table 

1.4.2 summarizes the the relative compositions of the beam during various running 

modes and the available corresponding BC data. 

Surrounded by a 20 kG analyzing magnet, the BC has also filled the functions 

of track and vertex reconstruction, momentum determination, and mass identifica

tion for slow particles that the DPI is designed to do for faster particles. Momenta 

have been determined on the basis of track curvature in the bubble chamber. When 

possible, these have been improved on the basis of data from the downstream track

ing devices for higher momentum tracks. Proton secondaries at momenta less than 

1.3 GeV /c can be distinguished from ;r's on the basis of their ionization in the bub

ble chamber, but ;r's cannot be distinguished from K's at momenta greater than .6 

Ge V / c. Tracks outside the BC identification range can only be identified in the DPI. 

Laid out according to the schematic in Figure 1.2.1, the E597 spectrome

ter is divided into upstream beam, tagging, and target systems, and a downstream 

particle identifier (DPI) system. The DPI consisted of two(2) groupings of propor

tional wire chambers {PWCs 10-11 and 12-16), three{3) drift chamber triplets (DCs 

1-3, 4-9, and 7-9), an identification-system-by-ionization-sampling device (CRISIS), 

a helium-nitrogen, atmospheric pressure, 8-cell Cerenkov counter {OSIRIS) with a 

matching 8-channel hodoscope (OSHOD), and a neutral particle calorimeter with 

muon counters. Data furnished by DPI devices supplement BC data for fast forward 

tracks. Since these tracks are not only prone to large momentum errors when recon

structed on the basis of BC data but also have ambiguous identity on the basis of 

ionization in the BC, the DPI is critical in analyzing fast tracks fully. Identification of 

forward secondary p's and p's is possible for tracks with moment~ greater than about 

1 GeV /cup to the full beam momentum of 100 or 320 GeV /c. Reconstruction on 
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Table 1.4.1 Nuclear target properties. 

;Targd ~~e.-lg ~~T • .\u ?~Mg 

..if 4.76'2 5.819 2.884 

(r2) ~ (Cm) 5.150 6.320 2.980 
Oenail)" (g/cm3 ) 10.50 19.30 l.74 
'fa.rgel number l 2 3 4 6 6 
Width (cm) .9 1.4 t. 7 .9 .9 .9 
Thickne111 (cm) .18034 .06096 .02997 .08890 .37084 l.10998 

( g/cm2 ) 1.894 .6401 .5784 1.716 .64&3 1.931 

Interaction Length (g/cm2 ) w"tA 19&.42 225.39 137.26 
w-A 195.89 226.29 137.18 
pA. 162.24 192.14 106.n 
pA 157.25 188.26 100. 70 

# of lnl Lengths 'Jr+ .97% .333 .26% .76% .47% 1.41 % 
ft' - .97% .33% .26% .76% .47% l.4l% 
p l.17% .39% .30% .89% .60% 1.81 % 
p l.20% .41% .31% .91% .64% 1.92% 

ltadiation Length ( g/cm2 ) 8.720 5.945 25.473 

# or Rad 1.engt hs I 2L.723 I 7.3-l3 9.733 I 28.86% 2.53% I 7.58% 
TARGETPR<JP.TAB UNU/MCKM 13Mar89 

Table 1.4.2 Beam compositio11 and gross sample size. 

Mode Beam Relative Momentum Film 
No. Particle Composition Exposures 

1 11" - 1003 320 GeV /c llOK 
2 11"+ 803 100 GeV /c BOK 

K+ 203 
3 p 953 100 GeV/c 70K 

11"+ 53 
4 and 5 11" - 703 100 GeV /c 322K 

p 303 
Total 472K 

II Grand Total I 582K II 
BEAMCOMP.TAB UND/MCKM 14Mar87 
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fast tracks can be significantly improved on the basis of information from the down

stream PWCs, DCs, and CRISIS. CRISIS can also assign mass when identification 

by ionization in the BC is not feasible. Further details for each device in the DPI 

appear in Appendix 2B. 

1.5 SUMMARY OF OBJECTIVES 

Various lines of analysis have been applied to E597 data. Precisely because soft in

teraction mechanisms are still not understood fundamentally, an array of analyses is 

needed to trigger new ideas and modify existing ones. A number of inferred prop

erties indicate the possibility of new dynamics in hA interactions. The objectives of 

this study include showing that the occurrence of anomalously high rapid

ity density events (spikes), the scaling of factorial moments down to very 

small rapidity resolutions ( intermittency), and the fractional dimension of 

hA interactions (fractals) present evidence for new physics. They also include 

pursuing more conventional lines of analysis like Bose-Einstein correla

tions, forward-backward correlations, multiplicities for limited regions of 

rapidity, negative binomial descriptions of multiplicities, seagull effects, 

multiplicity moments, and two-particle correlations in order to probe the 

general characteristics of multiparticle production. 

After Chapter 2 introduces the data and Chapter 3 discusses the plausibil

ity and extent of multiple collisions and cascades, the subsequent chapters examine 

candidate signals for new physics. Chapters 4 addresses the issue of spike events as 

a signal for QGP; Chapter 5 addresses the issue of intermittency as a signal for non

linear production; and Chapter 6 addresses the issue of fractal properties as a signal 

for self-similar cascades. 



CHAPTER 2 

DATA SAMPLE 

The hybrid nature of the experimental configuration necessitated pursuing each of 

various aspects of data acquisition in two parallel streams, one for data derived from 

the bubble chamber, the other for data derived from counter components of the 

experiment. 

With the mechanical limitations on bubble chamber cycle times, the cham

ber itself could not be triggered in any way to discriminate between data associated 

with events of interest and all other data. Junk BC data were simply discarded af

ter the fact when unsupported by counter information. However, the acquisition of 

meaningful data could be maximized by synchronizing BC expansions and camera ac

tion to incoming beams and to the special dead-time characteristics of spectrometer 

electronics. Thus in the context of this experiment, the term trigger refers only to the 

discrimination process when gathering and recording data from counter devices, not 

from the bubble chamber. Since data accumulation from these devices was synchro

nized to bubble chamber cycles producing manifestly minimum bias gates between 

BOP (beginning-of-ping) and EOP (end-of-ping) signals, the trigger can be said to 

have been minimum bias. 

Bubble chamber information was gathered simultaneously on film by four( 4) 

cameras. One of the cameras (View 3) was a high-resolution camera which gave a 

close-up, edge-on view of the metal targets. While film development was the only 

additional step in collecting and storing BC information, the collection and storage 

of counter information was more complex. ADCs accumulated and digitized signals 

from all detector devices other than the bubble chamber shown in Figure 1.2.1: 

26 
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upstream PWCs 1-9, downstream PWCs 10-16, DCs 1-9, upstream Cerenkovs C1161, 

C1160, C1181, C1180, and CDoghouse, downstream Cerenkov OSIRIS cells 1-8, ho

doscopes OSHOD channels 1-8, Xl-X15, Yl-Y15, Ul-21, CRISIS,.calorimeter paddles 

Call-Cal29, and scintillation paddles S114, Muonl, Muon2, These were interfaced to 

a PDP-11 on-line computer and logged onto 6250bpi magnetic tape with the FNAL 

data acquisition program MULTI-11 during end-of-ping (EOP) interrupts. General 

running condition information, eg. temperatures, pressures, voltages, were logged 

during between-spill interrupts. Information from CRISIS dominated the physical 

records. Three physical records accompanied each interrupt: two(2) for CRISIS in

formatiQn, one{ 1) for everything else. 

The quality of bubble chamber data was monitored by inspecting test strips 

of film taken from the end of each newly developed roll. Bubble chamber conditions 

were optimized with reference to these test strips to achieve acceptable bubble densi

ties, bubble-to-gap ratios, lighting, and beam alignment onto the nuclear target with 

minimum boiling at the target ~rackets. Unacceptable camera function producing 

scratches and shifted frames was also checked routinely on test strips. 

The function of counter devices was generally monitored via MULTI whose 

sophistication included the accumulation of useful plots for the data stream from 

each device. These were helpful in spotting malfunctioning devices, determining 

efficiencies, and generally administering the experiment. MULTI also permitted off

line reviews of data from tape during down time. 

Upon the completion of a run, counter data did not m principle require 

further processing before becoming accessible. In practice, counter data needed to go 

through a process of its own before it was reduced to a convenient form. However, 

the bubble chamber data involved more processing before it took on a usable form. 

Neither had stand-alone capability. So, preparation of integrated data could take 

one of two routes. The counter data could be unfolded and used to select frames of 

interest to be measured and thus reduce the bulk of film handling. This presupposes 
.. 

a thorough understanding of alignment, efficiencies, and acceptance in the DPI. Or 

the bubble chamber photographs could be digitized first and unfolded to map out 
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tentative roads in the DPI by which to search out tracks in counter data. Although 

considerably slower in principle, bubble chamber data processing overtook counter 

data processing and the second option became the modus operandi. The following 

summarizes the integration process: 

• film measurement digitizing film images 
• track reconstruction transforming tracks into 3-dimensional space curves 
• upstream beam tracking assigning master gates to observed beam tracks 
• beam tagging assigning beam mass using upstream Cerenkovs 
• momentum determination assigning momenta and calculating ionization 
• BC mass assignment assigning particle identities by ionization 
• BC summary tape production producing a Bubble Chamber Data Summary 
• DPI summary production unfolding and summarizing counter information 
• hookup hooking up BC to DPI and improving fast forward momenta 
• hookup summary tape production integrating BC with DPI improvements 
• downstream particle identification assigning particle identities using CRISIS 

• final data summary production producing a data summary tape 

The responsibility for preparing data for hA analysis was shared largely 

among three(3) of six(6) collaborating institutions: Cambridge University (CU), 

Pennsylvania State University (PSU), and the University of Notre Dame (ND). (A 

full listing of personnel and institutions appears in the Acknowledgements.) ND and 

CU high energy groups digitized most of the hadron-nucleus interactions and pro

cessed the data to produce data summaries for BC and DPI data. The PSU group 

was instrumental in hooking up the two streams of data, improving the quality of 

fast forward tracks significantly. Some additional assistance was rendered by Duke 

University and Fermilab groups in completing some digitization and particle identi

fication by ionization. Although the procedures differed at the various institutions, 

results indicate that the consequent physics is comparable. In many cases, analy

ses have been run separately for data prepared by each institution to verify their 

consistency. 

2.1 FILM DIGITIZATION 

The digitization of bubble chamber film images involving hadron-nucleus interactions 

was one of the major responsibilities of the Notre Dame group. While the Cambridge 
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group used semi-automatic measuring machines to digitize its film, the Notre Dame 

group employed a team of experienced measuring technicians operating two film plane 

measuring machines whose mechanical stages provided least counts of .5 µm (Machine 

5) and 1 µm (Machine 4) on film. Each measurer digitized points at selected fiducial 

marks and along tracks. The measurer singled out points (usually 10 along a track, at 

evenly and widely spaced intervals) with the aid of a fixed, lighted reticle while rotary 

hand controls moved the stage to bring desired portions of the tracks or fiducials in 

position before the reticle. These points were recorded by a Zenith H89 computer 

and uploaded into a VAX file. The measurer also visually inspected each track and 

entered its topological and ionization features. 

Subsequently, each measured track was fed into a track-by-track version of 

the Three-view Geometry Program (TVGP) [Solmitz 66] for a preliminary geometric 

check. If TVGP successfully transformed its points into a space curve, it was au

tomatically formatted into a standard record file. If TVGP could not transform a 

track's points into a space curve, the measurer remeasured the track. After repeated 

attempts, failing tracks were declared unmeasurable and so designated in the portion 

of each frame's record known as the event character. The measurer also entered a 

target identifying code (foil number), a hidden vertex code, and general comments 

into the event character. A standard set of 5 fiducials, was measured in each view for 

each measured frame to relate the three views and each frame record automatically 

included logistical data: time, date, and measurer. 

Measurement was conducted on film from three of the four camera views 

available. View 4 was chosen as the primary view since it gave an upstream, edge-on 

view of the nuclear targets by which to discriminate between nuclear and hydrogen 

events. View 3 was a high resolution view which would have been more difficult 

to fold into the reconstruction, so Views 1 and 2 were chosen as secondary views. 

Tracks were measured in the order View 4, View 1, View 2. Only 18 of the 22 fiducial 

markings on the bubble chamber windows show in any one view. The film perspective 

on the nuclear targets and the fiducial markings is illustrated in Figure 2.1.1. 

Whereas the main thrust of the digitization effort involved tracks emanating 
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VIEW 1 VIEW 4 

VIEW 2 VIEW 3 

Figure 2 .1.1 Fiducials on film in four views for the 1981 test run. The 1982 run 
was comparable except for the fact th~t a high resolution camera was used for View 
3. 
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from strong interaction hadron-nucleus vertices, two preliminary digitization projects 

were completed first: fiducial and beam measurements. Fiducial measurements pro

duced a fixed reference by which to fix camera and track positions while beam mea

surements subsequently made it possible to associate specific beam particles with 

counter information. 

2.1.1 Fiducial measurement 

Digitizing the fiducial markings on the front and back windows of the bubble chamber, 

made it possible to determine camera locations and attitudes. With the program 

CAMAJUST, these determined the optical constants necessary to convert stereo plane 

images into true space curves in the reconstruction program TVGP. 

At Notre Dame, measurers first digitized the 5 fi.ducials required by the 

measuring program {Fiducials 1, 5, 3, 2, 6 for Views 4 and 1; Fiducials 1, 6, 8, 9, 11 

for View 2) and then each of the 18 fiducials in a given view as if they were 18 points 

on a beam or secondary track. These 18 fiducials were repeatedly measured up to 10 

times, producing a measurement record similar to that of a beam track and up to 9 

secondaries. 

In ascertaining appropriate optical constants, FNAL fiducial measurements 

were also used. These measurements were conducted over a number of frames, rather 

than repeatedly on one frame only. Measurements from both Notre Dame and FNAL 

were used to calculate the optical constants used by Notre Dame track reconstruction. 

To maintain sensitivity for fluctuations in optical constants for the entire 

extent of the run, the frames from which the fiducials were measured were spread 

over all five{5) beam modes. Specific optical constants were chosen on the basis of 

direct comparisons between reconstruction errors (track rms) in TVGP using each 

set of optical constants associated with a particular film roll's fiducial measurements. 

Choices were ma.de on the basis of low track rms values, applicability over a significant 

range of the film, and the need to limit the number of different v~rsions of the optical 

constants to a manageable number. Each roll for which event measurements were 

made at Notre Dame appears in Table 2.1.1 associated with the optical constants 
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versions adopted for that particular roll and the its rms track error in microns. Also 

included in the tabulation are the numbers of the rolls from which fiducials were taken 

to calculate the various optical constant versions. 

The possiblity that the optical constants might fluctuate with ping number 

was also investigated. Fiducials in a series of consecutive frames, ie. with successive 

ping numbers, were measured and optical constants were determined individually for 

each frame. No significant variation was found as a function of ping number. Thus 

optical constants were chosen irrespective of ping number. 

2.1.2 Beam measurement 

In order to determine the mass identity of a particular beam recorded on a bubble 

chamber photograph, and to associate DPI data properly with that beam's interaction 

products, that beam's trajectory must be linked to position data from upstream 

PlNCs. Correspondence between a beam's BC position and PWC positions recorded 

for one of a ping's 5-8 mastergates established a correspondence between that beam 

and all upstream Cerenkov and downstream counter information. With the upstream 

Cerenkov information for a beam's mastergate, the beam could be tagged with a 

mass. With DPI data for a beam's mastergate, fast forward secondaries could be 

tagged with masses. Thus, measuring beam tracks was requisite in obtaining full 

event information for the beam and its secondaries. Measuring beam tracks was also 

requisite to saving a great deal of time in event measurement by excluding events for 

which the beam could not be identified. 

At Notre Dame, beam track measurement was carried on in a one-pass 

scan/measure mode. The process was referred to as a scan, but it involved digi

tizing beam tracks visually associated with interactions. All frames were scanned for 

events with vertices within nuclear targets. About 25% of the Notre Dame data {18 

rolls) were scanned with broad event criteria which included delta rays on beam tracks 

emanating from the foil targets and tridents or e+ e- pairs on single beam-like tracks. 

43% of events scanned under this criteria involved delta rays on beam tracks and 

tridents. Beam tracks were also measured every 10th or 20th frame. Such non-event 
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beams were differentiated from event beams by an event number. 

Since upstream tracking devices could not be expected to be and were not 

100% efficient, determining whether sufficient tagging information had been recorded 

made it possible to exclude events for which no beam tag could be made. However, 

when tagging lagged behind the event measurement, measurers measured all events, 

including those for which tagging information might be lacking. Thus, portions of the 

measurement records show larger percentages of tagged measured events than others. 

In 82 rolls with 15136 events scanned, 57.3% were successfully tagged. When 76 of 

those rolls were measured, 56.9% of those had been or were subsequently successfully 

tag~ed. So, overall, more than half of all interactions recorded on film were supported 

by sufficient counter information to unfold the mixed beam. 

2.1.3 Event measurement 

Event measurement proceeded from lists of event frames scanned. Whenever possible, 

these lists were amended to exclude frames for which the event beam could not be 

tagged. 69% of all measured events was measured in a tagged-events-only mode while 

143 were measured in an all-events mode. The rest of the events were measured in a 

mixed mode. Only 82% of all tagged events were measured, but most of the balance 

included delta rays on beam tracks. During the early stages of tagged-events-only 

measurement, delta rays on beam tracks were included along with standard events, 

but this phase in measurement lasted only 143 into the event measurement effort. 

A number of conditions precluded the measurement of individual tracks or 

entire events. These unmeasurable events and tracks distort all subsequent anal

yses; eg. cross sections, average multiplicities, multiplicity and rapidity distribu

tions. In some cases, unmeasurability is biased to a particular particle or momentum. 

So, recording the occurence of unmeasured information maximizes one's ability to 

sidestep problem distortions. The occurence of unmeasurable events was carefully 

logged independent of the measurement process. In consultatio:n with this informa

tion, corrections can be estimated for these missing records. For individual unmea

sured tracks, measurers manually entered the number of unmeasured particles in five 
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categories after visually determining any obvious charge and mass identification. The 

number of unmeasured protons, negative and positive ambiguous particles (mostly 

pions ), electrons, and positrons were entered into the event character with the flag 

character strings UMP, UMPIM, UMPIP, UMEM, and UMEP, respectively, followed 

immediately by a number indicating how many tracks of that category could not be 

measured. 

Now in the few events where a track failed post-measurement, full-event, 

reconstruction (as opposed to the on-line, single-track reconstruction during event 

digitization), the failed track automatically was transferred into the ranks of the un

measured tracks and deleted from the record. The number of such non-reconstructible 

tracks was well under 1 % . 

Referring to (NPbta.ciJum in Table 2.1.2 it can be seen that about .5 proton 

tracks could not be measured per event. Since these unmeasured tracks were visually 

identified on the basis of their black appearance, they have been classified to be slow 

protons with f3 < .3. The unmeasured proton multiplicity makes up 25 to 50% of 

the final corrected black proton multiplicity. This large percentage of unmeasured 

protons stems from the fact that many of the slow protons stop so soon that only a 

short stub is visible, too short to measure and/or to reconstruct. 

Unmeasurability was much less of a problem with electrons and ambiguous 

particles. Fewer than .1 electron tracks remained unmeasured per event. Of the 

particles whose identity remained in question and which were treated as pions by 

default, fewer than .1 tracks remained unmeasured per event. On the average 2% of 

the final corrected pion multiplicities were ambiguous unmeasured tracks. 

2.1.4 Event record modifications 

Once digitization of event tracks was completed (March 1984), a number of repairs, 

improvements and/or additions were made to the raw measurement records as bubble 

chamber data processing continued. Using SELECTVT the o~~ginal records were 

permanently modified and the faulty or incomplete original discarded. 
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Frame number The most obvious repair to the data involved correcting the frame 

number on the BC measurement record. The beam tagging program required that 

frame numbers increase monotonically. It referenced a control list of frame numbers 

for measured events as it hooked the measured events to the DPI data records. If 

a frame number was smaller than the previous, or larger than the following, the 

tagging program broke down. When this occurred as post-digitization tagging was 

carried on, the written measurement records were consulted to verify the manual 

input error, and the measurement records were corrected accordingly. Only a few 

records needed correction of this type. 

Foil number In the process of digitizing event tracks, measurers determined by 

inspection the identity of the target in which the measured event oc~urred and entered 

a foil number code. When comparing these foil numbers entered by the measurers with 

the vertex coordinates as determined by TVGP in a plot of they component of the 

vertex coordinate vs. the foil number, it is clear that a ·number of foil numbers were 

either misassigned or entered incorrectly. These were simply changed in the record. 

Better spatial reconstruction in later analyses, however, brought out even more foil 

number inconsistencies which could be verified on film. Thus, for subsequent analysis, 

the use of recorded foil numbers was abandoned entirely in favor of determining target 

identity by vertex position alone. 

Histograms of the vertices calculated in the spatial reconstruction of the 

events also made it possible to pick out a few errors made by the measurers in deter

mining whether or not an event had occurred in a particular target. A plot of vertex 

positions y vs. z showed a small number of vertices which lay clearly outside the 

known and recognizable boundaries of the six targets. The~e few were deleted from 

the records as non-nuclear events. 

Events with beam angles differing a great deal from the average were also 

stricken from the record as being spurious. 
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2.1.5 Track record modifications 

Once track identities were established by ionization in the bubble chamber, a high 

order code was added to an existing low order measurer code for each trac~ record. 

This addition to the records completed the bubble chamber data. 

Forced charge However, mass hypotheses associated with ionization predictions 

included both charge states of a particle. In order to force the reconstruction of an 

identified particle to a particular charge state, a code was added to the ionization 

code which designated the need to force the charge. This was necessary when the 

tracks were very straight. 

Ping number At one point, it was thought that the optical constants might be 

varying with ping number. Thus, the ping numbers for measured events from a few 

rolls were sought from the original downstream data tapes. These were incorporated 

into the original measurement records for those rolls. However, there appeared to 

be no clear correlation between variations in optical constants and the ping numbers 

associated with the frames from which the fiducial measurements for the optical 

constant generation were made. With no clear anticipated need for the ping number, 

the downstream records were not reprocessed to pick up the ping numbers for the 

rest of the rolls. Thus, only a few rolls' measurement records include the addition of 

the ping number in what is known as the trigger slot of the measurement record. 

Track deletions Spurious, duplicated, or otherwise incorrect tracks were deleted 

by placing a kill code into the track record rather than erasing the track completely. 

Repairs of this sort included the tracks which were obviou~ly unassociated with in

teractions. These were deleted on the basis of an additional visual scan for track 

ionizations described later. Under 1 % of the tracks were affected. 
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2.2 SPATIAL RECONSTRUCTION 

Spatial reconstruction was carried out on three fronts: 1) camera positions to deter

mine the relation between real and image trajectories; 2) beam tracks to .hook an 

individual interaction with its beam's tagging information; 3) secondary tracks to 

determine vertices and momenta, and indirectly particle identity. 

2.2.1 Camera positions and optical constants 

In order to convert digitized 2-dimensional photo images into 3-dimensional space 

curves of actual particle paths in NDBC coordinate space, appropriate rotations, 

translations, and magnifications relating the bubble chamber window markings (the 

fiducials) to the camera film planes were ascertained. This involved a number of steps, 

beginning with a fiducial survey of physical positions (Table 1.4.2), and digitization 

of fiducial images on three(3) of the film views shown in Figure 2.1.1. Program FID

CALC took individual fiducial xy points (dummied into standard track measurement 

records), reordered them when necessary (usually the first track, which is stored in 

reverse order on the measurement record), averaged them, and found standard de

viations. Noting that these averages varied from roll to roll, only intra-roll fiducial 

measurements were averaged for input into the camera program CAMAJUST. In 

the process of gathering many such averages, raw measurement points were care

fully checked for suspicious discrepancies. Relative positions between fiducials were 

compared directly with surveyed positions, invoking the proper least count for the 

machine measuring the fiducials (.5 and 1 µ,m). Large standard deviations were inves

tigated for potential irregularities in the data. In most cases, discrepancies stemmed 

from measured-out-of-order points or poorly-measured points. Once the discrepancies 

were understood, modifications were made by throwing out a measurement pass or 

switching fiducials. 

The program CAMAJUST took FIDCALC's averaged points and, with the 

addition of general camera and chamber window parameters (survey fiducial posi

tions, indices of refraction, media between bubble chamber interior and camera film 
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plane, etc.), produced a set of optical constants in a format ready to input into the 

reconstruction program TVGP. The optical constants summarize the CAMAJUST's 

basic output, namely calculated camera and fiducial positions as. well as a summary 

of translations, rotations, and magnifications that relate the physical. fiducial~ to their 

film plane images. Errors on the fiducial positions provided a further check on the 

integrity of a particular optical constants set. But once discrepancies were accounted 

for, optical constants still varied. No obvious pattern emerged from studying camera 

and fiducial positions and their errors, so additional studies were carried out to dis

cover correlations between the optical constants and ping number, roll number, date, 

and/or measurer. No clear pattern emerged on the basis of these studies. 

Finally all BC digitized tracks in the event sample were reconstructed, roll by 

roll, with TVGP using all available optical constants sets. For each event roll/ constants 

roll combination, the TVGP root-mean-square(rms) track error was tabulated. The 

optimum constants set for each measured roll was chosen on the basis of least rms 

track error and relative distance (by roll) between event measurements and fiducial 

measurements. The finalized, optimized constants-to-roll tally for Notre Dame track 

reconstruction was previously shown in Table 2.1.1. 

2.2.2 Vertex reconstruction 

As already mentioned, track and vertex images were reconstructed into 3-apace with 

the standard Three View Geometry Program {TVGP). This FORTRAN classic calcu

lates the inverse of a track's curvature, its dip, and its azimuthal angles at the primary 

vertex from digitized track information and a set of optical constants. The dip angle 

.A describes the angle between a track's momentum vector and its projection onto the 

z-axis {ie. in the xy plane). The azimuthal angle </> describes the angle between the 

momentum vectors's projection onto the z-axis and the projection onto the y-axis. 

Figure 2.2.1 illustrates how these two angles relate to the NDBC coordinate system. 

Since the primary vertex was obscured, TVGP swims .. all outgoing tracks 

back to a common vertex. Inspection of the vertex distribution perpendicular to the 

beam, shown in Figure 2.2.2, reveals that the geometry of the TVGP reconstructed 
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vertices is indeed faithful to the geometry of the physical targets. The planes parallel 

to the beam do not give the same kind of correspondence as seen in Figure 2.2.3. 

However, good reconstruction along that axis is not expected. With few exceptions, 

attributable to non-nuclear events, all reconstructed vertices in the yz plane fall within 

the same physical region as the target, see Figure 2.2.4. On this basis, events were 

tagged with a target identification on the basis of vertex position. Table 2.2.1 

indicates the criteria. by which these assignments were made. 

2.2.3 Track reconstruction 

Figures 2.~.5 and 2.2.6 show how smoothly track angles </>and A are distributed 

between between -180° and 180° and between -90° and 90°, respectively. In the 

azimuthal angle</>, errors averaged under .4° as shown in Figure 2.2.7. This compares 

with average azimuthal errors under .3° for track reconstruction at Cambridge. In 

the dip angle .A, errors averaged .5° as compared to under .4° at Cambridge. These 

are shown in Figure 2.2.8. For analyses sensitive to errors in</> and in .A, cuts at 3" 

and 6°, respectively, were applied. These cuts represented less than 2% of the tracks. 

The latter represent track reconstructions in the bubble chamber only. When 

fast forward secondaries were tracked in the DPI and hooked up to their bubble 

chamber trajectories, angular resolution generally improved. The MSU /PSU group 

made this improvement by minimizing the distance, in local coordinates, between 

each downstream PWC- and DC-determined position and the hypothesized trajectory 

point, transformed into the local coordinate system, where the trajectory intersects 

the device plane. Starting values were taken from the bubble chamber track recon

struction to create an initial road into the DPI devices. Figures 2.2.9 and 2.2.10 

show how the larger azimuthal errors were brought under control and how drastically 

the dip errors were reduced for charged tracks with momentum greater than 3 GeV /c 

when DPI was hooked up. Table 2.2.2 shows how the average dip errors improved by 

roughly 903. Since, however the azimuthal errors became larger,Jhis was a trade-off 

justified by the fact that the dip angle errors were in much worse shape to start with 

and the fact that the large errors for both were brought under control. 
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Table 2.2.1 Bubble chamber target position criteria for target identification as de
termined by reconstructed event vertices. 

Target Y Position Range 
Composition Code No. Minimum Maximum 

(cm) (cm) 

Ag 1 - ·4.2 
2 4.2 5.9 

Au 3 5.9 7.9 
4 7.9 9.1 

Mg 5 9.1 10.4 
6 10.4 -

Ref: MM/May86(97) 
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2.2.4 Beam reconstruction 

Track reconstruction followed essentially the same procedures for beam tracks as 

for full events. In the measurement records used for beam track recons~ruction, 

all the record slots normally reserved for secondaries in an event are simply used 

for the various beams in a single frame and the output is interpreted accordingly. 

However, beam tracks are very short in hA events. Therefore, the angles and momenta 

are generally very poorly determined. Measured through beams (ie. non-interacting 

beams) are much more reliably measured. 

The average azimuthal and dip angles for the Cambridge-measured beam 

particles in the various modes were adopted for the entire sample on the basis of 

a number of studies with Notre Dame-measured events. A study was made of 1) 

directly measured beam angle distributions, 2) summed secondary track momenta, 

and 3) rotation angles by which summed momenta, projected onto y and z, would 

be symmetrically distributed about zero. It was concluded that the Cambridge

determined beam angles expressed the concensus. In the interests of uniformity, Notre 

Dame adopted their values. In all analyses, other than the cut on electromagnetic 

interactions for which the beam angle was determined event by event, all tracks were 

rotated by the average CB beam angles given in Table 2.2.3. 

2.3 MOMENTUM DETERMINATION 

Based on TVGP's reconstruction, namely the curvature and dip, another classic pro

gram ARROW associated each track with various masses and corresponding calcu

lated momenta. When particle identification was made by ionization (discussed in the 

next section), the mass then in fact determined the selection of momentum assigned 

each track. 

2.3.1 Secondary track momenta 

Track momenta for produced secondaries are regularly distributed as seen in a rep

resentative plot of proton, 71"+, and 71"- secondaries in Figure 2 .3 .1. The magnitude 
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Table 2.2.3 Average beam angles for Notre Dame (ND) and Cambridge University 
(CB) measured events. When rotating an event's x-axis to the beam direction, the 
average beam angles for CB events was used. These are compared to the rotations (J 

and A required for the medians of the sum of secondary momentum components Py 
and Pz respectively to vanish. 

Sub-Sample Avg Azimuth Avg dip fJRotation ;\ Rotation. 

tJ (OJ (OJ (") 
CB 320 -.1497 -.0489 -.10 .00 
CB Plus -.2496 -.0277 -.22 .02 
CB Proton -.2498 +.0639 -.28 -.03 
CB Negative -.2498 +.0060 -.22 -.04 
ND 320 -.2804 -.0281 -.17 -.27 
ND Plus -.4848 +.0033 -.28 .04 
ND Proton -.2882 +.0326 -.21 -.01 
ND Negative -.2653 +.6358 -.24 -.04 
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remains largely below the beam momentum except where large errors plague the faster 

tracks in the bubble chamber. A Peyrou plot of transverse vs. longitudinal momen

tum in Figure 1.1.1 has already shown the general low Pl. nature of hadron-nucleus 

interactions. 

Momentum errors were considerably improved by hooking tracks into the 

DPI. With BC track reconstruction only, the minimum relative momentum error 

dp/p normally increases with momentum as shown in Figure 2.3.2 with a slope of 

about dp/p2 = .3. This minimum is seen to be considerably improved for hooked fast 

forward particles. The relative momentum errors for hooked tracks increase with a 

slope of dp/p2 = .2/(GeV /c) and are likewise limited to populate only the dp/p region 

below .2. 

The relative momentum error distribution dp/p in Figure 2.3.3 for the 

unimproved momentum in sample DSBC exhibits a rather extended tail, mostly at

tributable to tracks with momentum greater than 4 GeV /c, the range for which the 

DPI becomes useful. Whereas the relative moment.um error distributions for the 

DSBC unimproved tracks typically extended out to and beyond LO, the DPI hookup 

contracted their extent in most cases to below .4. 

However, the tracks with momentum less than 4 GeV /c (and thus ineligible 

for improvement by the DPI) already have a low dp/p. Thus in Figure 2.3.4 it can 

be seen that the relative momentum errors for the hooked tracks in SHORTDST597 

are still larger than those that remain unhooked. The tracks which made up the 

extended tail in the error distribution are incorporated into the main body of the 

distribution, shifting the distribution modes to slightly higher values. Table 2.2.2 

in the previous section shows how the average relative errors were reduced as much 

as 4 73 for the 320 Ge V / c data and 37 

For portions of the analysis particularly sensitive to momentum errors, eg. 

Pl. averages and seagull effects, a general cut on dp/p 2 .8 was made to clean up the 

worst tracks. 
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2.3.2 Beam momenta 

Using zero field beam data, the Cambridge University group determined the various 

beam momenta. Bubble chamber reconstruction for beam tracks fo. t.he magn~tic field 

is not good enough. The straightness of the tracks preclude decent reconstruction 

via TVGP. So their determination was made by comparing beam track positions 

in upstream and downstream PWCs in field-on and field-off beam data (recall that 

every 10 or 20 frames were measured for straight-through beam tracks). The beam 

momentum was determined by the momentum which would have been required to 

bend the zero-field tracks (given by their PWC positions) to coincide with the field

on tracks (defined by their PWC positions) with the fringe field. In this fashion, the 

so-called 100 GeV /c negative beam was determined to be 99.6±1.0 GeV /c. The so

called 100 GeV /c positive beam was determined to be 99.2±1.0 GeV /c. The higher 

energy beam, the so-called 320 GeV /c negative beam, was determined to be 308.0±5.0 

Ge V / c. These values were used in all calculations throughout for beam and maximum 

secondary momenta. However, beams will be referred to in terms of their nominal 

100 GeV /c and 320 GeV /c values. 

2.4 PARTICLE IDENTIFICATION 

Since projectiles were mixed in E597, mass identification was as important for the 

beam as for the produced secondaries. Mass identification on the beam was carried 

out with upstream Cerenkov information. Secondary particles were identified either 

by bubble chamber ionization or by means of DPI information. 

2.4.1 Beam tagging 

A number of steps preceded the identification process for projectiles. First, a list of 

event frame numbers was compiled with the program FRAMELIST. This list governed 

the program CONCISE's reformatting of the DPI records int? ~ more concise form, 

excluding irrelevant non-event data. Then the program MMTRAK reconstructed 

beam tracks of interest using upstream data alone. Finally, the program MMTAGG 
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compared these tracks with bubble chamber tracks parameters. When a DPI track 

coincided with a bubble chamber track to within PWC resolution, the BC track was 

assigned the DPI track's mastergate number and its Cerenkov data. 

The Cerenkov data were expressed in terms of the code IOIOD. The code 

digits I, 0, and D take on the values 1 and O, depending on whether light was or 

was not detected, respectively, in the particular Cerenkov associated with the digits' 

place values. The ten-thousands place was associated with the Cerenkov Inner 116; 

the thousands, with Outer 116; the hundreds, with Inner 118; the tens, with Outer 

118, and the ones, with the Doghouse Cerenkov. The tagging scheme was summarized 

previously in Table 1.4.2 on the basis of the Cerenkov running conditions. 

Later, in post-measurement analysis while graphically comparing CRISIS 

and BC track reconstructions, it became apparent that a significant number of events 

had been tagged incorrectly, ie. had been associated with the wrong mastergate. 

Therefore, all beams were retagged in the overall PSU momentum improvement 

project, using the downstream counters to determine the mastergate, and the up

stream counters for the beam tag. An undetermined number of the previously un

tagged and unmeasured events would have increased our sample size had they been 

tagged with the downstream as well as the upstream information initially. 

2.4.2 Track identification by ionization 

The particle identity of tracks can be ascertained by considering the following track 

characteristics in the bubble chamber: 

• curvature in a magnetic field 

• signature decays 

• stopping distance (range) 

• energy deposition rate (bubble density) 

Track curvature alone can often identify very light particles, ie. electrons. 

Electron tracks under 120 MeV /c will spiral noticeably in the .BC fiducial volume 

with rapidly decreasing radius. For faster electrons, however, the spiral may not be 
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obvious in the bubble chamber and they are usually misidentified as pions on the 

basis of their minimum ionization. 

Some particles can be identified according to specific decay signatures which 

can be readily recognized, eg. 11" -+ µ + e. Others can be identified by their ~ange in 

hydrogen. Along with momentum determinations, the program ARROW estimates 

the range of each track for each mass hypothesis. Thus whether a track stops in the 

bubble chamber fiducial volume can often determine its mass. 

The assignment of particle identity can also be made by track bubble density. 

The momentum determination program ARROW calculated the level of ionization 

expected for various mass hypotheses. These were quantified in terms of minimum 

ionizing tracks. ARROW assigned each track an ionization value which gave the 

bubble density ratio between the reconstructed track and minimum ionizing tracks, 

projected onto the xy plane. 

Visual estimates of this ratio can be made directly on a track by contrast

ing its appearance (darkness) with minimum ionizing tracks. Then comparing the 

ARROW assignment with the visual estimate, protons can be separated from pions, 

kaons, and electrons. 

The density of bubbles on a given track varies as the inverse square of the 

velocity of the ionizing particle. Slower particle tracks (the more massive particles) 

appear darker in comparison with the faster ones at comparable momenta. The 

designations black, grey, and shower correspond to relative velocities /3 < .3, .3 ~ f3 < 

. 7, and f3 ~ . 7, respectively. Slow protons leave smoothly black tracks; slow pions 

leave less smoothly black or grey tracks, ie. with gaps. In particular, below minimum 

ionizing velocities, the bubble density m in hydrogen can be expressed in the form 

m = ffe where b typically takes on values around 2 and A around 10, depending on 

the chamber running conditions. Assuming then that the bubble density is essentially 

inversely proportional to the square of the relativistic velocity, m = [},,then the ratio 

~of proton to pion track bubble density will be 

{32 p2 + m2 R r. P 
bd = (32 = 2 + 2 

P p m1T 
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This ratio along with K:?r, p:K, and ?r:e is plotted in Figure 2.4.1 for momenta 0 to 

2.5 Ge V / c. At low momentum, the separation between particles is significant. 

Time constraints precluded measuring track density (bubbles per cm) on 

each track with the measuring equipment available. Hence, densities were estimated 

visually after digitization and reconstruction. Due to the fluctuations in lighting and 

film development, it was inadvisable to set an absolute scale by which to ascertain 

track density on the basis of darkness. So these visual density estimates were made 

relative to minimum densities seen on the fast tracks which exhibit minimum ion

ization. In other words, the technician calibrated her estimates on beam tracks and 

straight, high-momentum secondaries. She assigned a number to each track reflect

ing its relative density. An assignment of 1 was equivalent to 'as dark as' minimum 

ionizing tracks; 2, 'twice as dark as' minimum ionizing tracks; 4, 'four times darker 

than' minimum ionizing tracks; and so forth. In addition, some consideration had to 

be given to track dip angles. Tracks with large dip angles appeared darker than their 

bubble densities warranted. Thus, the technician kept alert for large dip angles as 

she made her assignments. To minimize the subjectivity inherently involved in these 

determinations, one person carried out the bulk of this particle identity project. 

Although all tracks should in principle be identifiable by this ionization 

method, the fact that ionization was determined visually limits realistic comparisons 

to a specific region in momentum. Outside this limited region, the bubble density ra

tios are ambiguous. Two tracks with ionization levels below 1.5 could not be reliably 

distinguished from one another in terms of their bubble density. By the same token, 

density ratios less than 1.5 between two secondaries are not reliably perceptible. Thus 

protons can only only be distinguished below about 1.3 GeV /c and K's below about 

.65 Ge V / c. At higher momenta, the ratios distinguishing these particles are small 

enough that no attempt at identification was made. 

Similarly, two dark tracks with relative levels greater than about 4 could not 

be distinguished from one another. If ARROW calculated ionization levels greater 

than 4 for two mass hypotheses on a track, a default pion identification was made since 

positive identification was untenable. For example, a relative ionization prediction 
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Figure 2.4.1 Bubble density ratios as a function of momentum. 



67 

of 7 for the proton hypothesis compared with 5 for the pion hypothesis leaves its 

identification ambiguous since a 5 and a 7 will appear essentially the same on film to 

the naked eye. Measured default pions are counted into the ambiguous multiplicities 

N;:'+ and Na-· 

After visually estimated ionizations were compared with ARROW calcula

tions, appropriate particle identities were selected from ARROW's choices and en

coded on ARROW printout. These identities were subsequently merged into the 

measurewent record by adding a high order code (a millions digit code as per Table 

2.4.1) to the original 'special track characteristics' word. Examples of these merged 

track identity and characteristic codes are tabulated for reference in Table 2.4.2. 

2.4.3 Identification in CRISIS 

Tracking pa.:rticles into the DPI, mass was determined by ionization sampling in CRI

SIS and the characteristic relativistic rise for various mass hypotheses. Analysis at 

Notre Dame was made using particle identifications determined at PSU with their 

CRISIS analysis calibrated roll-to-roll to CRISIS cell fluctuations. PSU provided 

six(6) files, corresponding to six interaction types from a restricted sample. These 

files listed particle masses along with track distinguishing momenta for tracks suc

cessfully identified in CRISIS. 

2.5 EVENT SELECTION 

A number of undesirable event-types should be excluded from the data sample due 

to their association with beam contaminants. Hadron-hadron studies often exclude 

diffractive events with cuts on multiplicity less than or equal to 3, but no such cut 

is reasonable in hA events due to their probable multiple-collision nature. Thus no 

attempt has been made to exclude events of specific multiplicity. However, specific 

beams, event topologies and summed transverse momenta have been ~x.duded from 

the analysis sample. 

All events tagged with proton beams in the film rolls exposed during the 
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Table 2.4.1 Code scheme for track identity by io~ization and speciafcharaderistic 
code scheme used by University of Notre Dame in E597 measurement records. 

Code Track Identity Special Characteristic 
lxxxxxx electron/positron 
2xxxxxx pion 
3xxxxxx charged kaon 
4xxxxxx neutral kaon 
5xxxxxx proton 
6xxxxxx lambda 
7xxxxxx sigma 
8xxxxxx muon 
9xxxxxx undetermined 

xxxxxxl non-stopping dense track with gaps 
xxxxxx2 non-stopping dense track without gaps 
xxxxxx3 forced positive charge 
xxxxxx4 forced negative charge 
xxxxxx5 pion 
xxxxxx6 decay track but did not measure as decay 
xxxxxx8 track has secondary scatter 
xxxxxx9 electron (either positive or negative) 
xxxxxlO stopping track 
xxxxxll stopping proton with gaps (rare) 
xxxxx12 stopping proton without gaps 
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Table 2.4.2 Examples of merged track-identity-by-ionization and special-track
characteristic codes used by Notre Dame for E597 measurement records. 

Code Interpretation 
1000009 electron/ positron 
1000903 positron forced positive 
1000904 electron forced negative electron 
2000000 pion 
2000001 pion non-stopping dense track with gaps 
20000·02 pion non-stopping dense track without gaps 
2000003 pion forced positive 
2000004 pion forced negative 
2000006 pion with unmeasured decay 
2000008 pion that scatters 
2000501 pion dense track with gaps 
2000502 pion dense track without gaps 
2000506 pi-mu·e decay 
2000803 pion forced positive that scatters 
2005203 pion forced positive, dense without gaps 
5000000 proton 
5000001 proton non-stopping dense track with gaps 
5000002 proton non-stopping dense track without gaps 
5000012 proton stopping dense track without gaps 
5000103 proton non-stopping dense track with gaps, forced positive 
5000203 proton non-stopping dense track without gaps, forced positive 
5000213 proton stopping dense track without gaps, forced positive 
5000802 proton non-stopping dense track without gaps that scatters 
5008203 proton non-stopping dense track without gaps, forced positive, 

that scatters 
9000000 undetermined track 
9000002 undetermined non-stopping dense track without gaps 
9000003 undetermined track forced positive 
9000004 undetermined track forced negative 
9000008 undetermined track that scatters 
9000203 undetermined non-stopping dense track without gaps, forced positive 
9000803 undetermined track that scatters, forced positive 

IONIZEXAMPLE. TEX 
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1r+ / K+ beam mode were discarded. The positive meson beam mode was to provide 

only 7r's and K's. However, a handful of protons crept into the sample, presumably by 

misidentification. Since so few events were involved, they were simply excluded from 

the sample. In the interests of prioritizing proton-induced collisions at one point, the 

1r+-induced events were also excluded for rolls exposed during the positive baryon 

beam mode notwithstanding the planned 5% 1r+ contribution to the beam. 

2.5.1 Hadronic events 

Since E597 was conceived to study strong interactions, all electromagnetic events must 

be excluded. No electromagnetic events were expected, but muons contaminating the 

mixed beam potentially generated electromagnetic interactions. 

As noted earlier, Notre Dame measured a number of 5-ray on beam track 

events as well as so-called tridents. These definitely fall into the electromagnetic 

event category and were culled simply on the basis of event topology. All events with 

multiplicities 1 and 2, all with electron masses, were excluded. Other electromagnetic 

events, whose reaction products have been ambiguously or mistakenly determined to 

be hadronic, must be excluded another way. Tracks in purely electromagnetic events 

are expected to individually exhibit small transverse momenta relative to the beam 

direction. Therefore the sum of the squared momenta is expected to be very small 

in comparison to hadronic events whose sums of momenta might be small but whose 

squared momentum sums are not. Analysis of clearly identifiable electromagnetic 

events suggests that these expectations are borne out in our data. 

A beam direction was established event by event by summing all track mo

menta. Momentum components transverse to this direction were determined for each 

track and averaged in quadrature. The log of this average square transverse momen

tum measures how closely the tracks parallel the beam. These events were found to 

preferentially populate the lower multiplicities. 

The feasibility of this approach with E597 data was che~ked by selecting out 

clearly electromagnetic events from DSBC. This selection was made on the basis of 

one of the two sets of criteria below: 
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5rays 

• sum of identified electrons(meas and um)= 1 

• sum of ambiguous particles(meas and um)= 1 

• no other particles 

tridents 

• sum of identified electrons(meas and um)= 2 

• sum of ambiguous particles( meas and um) = 1 

• no other particles 

Figure 2.5.1, a plot of log( average squared transverse momentum) vs. multiplicity 

for these selected events, illustrates how electromagnetic events populate almost ex

clusively the lower regions below -4.0 and in most samples below -5.0. A comparison 

with a similar plot for all events, Figure 2.5.2, indicates a sharp separation be

tween electromagnetic events and hadronic events on the basis of the average squared 

transverse momentum (pJ_) relative to I: (Pi}· The identifiably electromagnetic events 

account for most of the lower region points at multiplicities 2 and 3. Thus a cut on 

events with ln(pj_} less than or equal to -5.0 was invoked on interaction types. In 

some cases this event cut reduced the number of events by half. 

2.5.2 Duplicate records 

During the process of improving the momenta of fast tracks, at which time the mas

tergate was redetermined by matching the downstream tracks with the downstream 

device records (final beam tagging), ambiguities in mastergate number were not re

solved. Instead, the momentum was improved assuming each of the mastergates 

involved. The results from each mastergate assumed were written in separate records 

along with all downstream device data. Thus, record duplications persisted for single 

events. 

Rather than applying a broad criterion to resolve these ambiguities, they 

were examined individually and categorized in a fashion that would make it easy to 

sort them out. A printout of the full BC records in DST597 which were in duplication 
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- about 500 records - was the beginning point. To determine which of the duplicated 

BC event gates to select for the analysis sample, the following were noted for each 

record: 1) the number of secondaries hooked up, 2) whether the duplicate records 

involved different beam tags or not, and 3) whether the duplicate records involved 

different target assignments (foil number) or not. If the duplicate records differed in 

target assignment, the one which did not concur with the bubble chamber assignment 

was excluded. (look at duplicate subroutine for criteria list as to whether use or not) A 

master list of duplicate event exclusions was made and was referenced when producing 

the final DST. 

2.6 ANALYSIS SAMPLES 

This study incorporated twelve(12) of the eighteen(18) interaction types represented 

by the full raw-data sample. These interactions take place between three(3) nuclear 

targets in two(2) thicknesses and five(5) of the six(6) available projectiles. Due to 

the smaller statistics of the K+ beam and the Mg target portions, all K+ beam 

data and most of the Mg target data are excluded. Tables 2.6.1 summarize the 

number of events and measured tracks included at the various stages of the data 

summary designated by the different DST names. Particular data samples will be 

referenced according to these names. Data summary tapes (DSTs) were made followed 

either an iteration of bubble chamber track reconstruction, momentum determination, 

and particle identification or the hookup up to the DPI tracking devices and their 

improvements on the momenta. 

Initially, a summary named DS2 was made was made for tracks whose pa

rameters were determined in the bubble chamber with preliminary optical constants. 

With new optical constants, DS2V was made. The next summary, DSBC, included 

reconstruction on the basis of the best optical constants found in the exhaustive com

parative study illucidated earlier. It also excluded electromagnetic events outright. 

When downstream information was incorporated and momentum refinements made 

for fast forward tracks, DST597 was made, using DSBC as a foundation. DST597 
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Table 2.6.1 Data summary tape event contents. DS2V is the preliminary study 
sample used for initial studies. DSBC is the final complete bubble chamber data sum
mary. used for input into the hookup with DPI data. DST597 merges DPI information 
with bubble chamber data, includes momentum improvements on the basis of DPI 
reconstructions, but does not include events deemed to be electromagnetic. SHORT
DST597 is a convenient, short format sample based on DST597 which excludes vee's, 
duplicate events, all events involving K+ projectiles, and most events involving Mg 
targets due to their scarcity. 

DS2V DATA SUMMARY TAPE 
Projectile EveJ;J.ts 
320 GeV /c ,..- 816 
100 GeV /c ,..- /p 3953 
100 GeV /c ,..+ / K+ 1079 
lOQ GeV/<:. p 890 
Total 6738 

DSBC DATA SUMMARY TAPE 
Projectile Events 
320 GeV /c 11"- 1023 
100 GeV /c ,..- /p 7589 
100 GeV /c '7r+ / K+ 1564 
100 GeV /c p 1199 
Total 11375 

DST597 DATA SUMMARY TAPE 
Projectile Events 
320 GeV /c 11"- 675 
100 GeV /c '7r- /p 4204 
100 GeV /c '7r+ / K+ 950 
100 GeV/c p 945 
Total 6774 
SHORT~ST597 DATA SUMMARY TAPE 

Projectile Events 
320 GeV /c ,..- 583 
100 GeV /c '7r- /p 3742 
100 GeV /c ?r+ 542 
100 GeV /c p 716 
Total 5583 
SAMPLESIZES.TAB UND/MCKM 15Dec88 
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integrated DSBC with appropriate substitutions for newly improved track recon

structions in the DPI as well as unpacked, formatted records of all DPI data. When 

studies were made which did not require all the downstream information, but sim

ply the downstream improvements on the momentum, DST597 was reformatted into 

a briefer version called SHORTDST597 which also sorted out the duplicate events. 

SHORTDST597 ha.s been the most widely used data aummary in our studies. When 

CRISIS information was foided in to make limited identifications of fast forward pro

tons and antiprotons, this information was not integrated into any data summary 

but kept in parallel reference files named CRISIS. These files were not available at 

the time of most analyses and thus may not be assumed to have been used unless 

specifically noted. 

2. 7 FRITIOF SIMULATIONS 

FRITIOF 1.6 [Nilsson-Almqvist 86a; Nilsson-Almqvist 86bAndersson 87b] is a Monte 

Carlo specifically designed to simulate hA as well as hh and AA interactions. It is a 

model for low p .t processes and is based on the Lund fragmentation model [Sjostrand 

82; Sjostrand 85]. FRITIOF treats hadrons as string-vortex lines in a superconducting 

QCD vacuum. It is a multiple scattering model and considers hadronization to take 

place outside nuclei. It assumes no intranuclear cascading a.nd provides the option 

to consider Fermi motion. 2000 simulated events have been generated and compared 

with E597 results for each of the E597 interactions. A number of comparisons have 

been made, including proton and produced particle multiplitides. 

Table 2. 7.1 displays the proton multiplicities in three(3) momentum regions 

as produced FRITIOF. As expected since cascading is assumed to play a role in 

slow proton production, FRITIOF does not reproduce proton multiplicities very well. 

Figure 2.7.1 makes the comparison of multiplicity distributions between FRITIOF 

and E597 data. Throughcnrt, corrections on E597 data have not been applied except 

to estimate their impact on average multiplicities. 
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Table 2.7.1 Average baryon multiplicities in Monte Carlo (FRITIOF) events cor
responding to experimental (E597) data. 
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Figure 2. 7.1 A comparison of E597 ( x) total proton multiplicities including un
measured protons with FRITIOF (-) results. 
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Black proton distributions, Figure 2. 7 .2, have the largest discrepancies, 

with grey proton distributions, Figure 2.7.3, still not very closely reproduced. Shower 

production, Figure 2. 7 .4, is more closely reproduced. 

Nuclear disintegration (evaporation) and intranuclear cascading are ~xpected 

to produce slow protons and thus black tracks. FRITIOF does not include evaporation 

or cascading processes in its simulation. Thus to make an equitable comparison with 

FRITIOF, experimentally determined multiplicities of evaporated protons must be 

extrapolated to zero thickness, Figure 2.7.5 and added to the FRITIOF proton 

multiplicity. Figure 2. 7 .6 plots the multiplicities for hA events at two(2) thicknesses 

and for FRITIOF events at zero thickness with an evaporation multiplicity correction. 

Appendix 2B outlines this and other multiplicity corrections. A definite thickness 

dependence is evident. Thus that thickness dependence has been averaged over all 

beams for each target and identification level (with or without CRISIS identification) 

and determined a zero-thickness value which is displayed with a* in the same figure. 

p multiplicities have been treated similarly. 

Table 2. 7 .2 displays produced particle multiplicities as produced by FRITIOF. 

Here FRITIOF is doing very well in predicting produced particle production. Cer

tainly our results agree with FRITIOF averages to within experimental errors. But 

FRITIOF also produced multiplicity distributions in good agreement with the ex

perimental data. In Figures 2. 7. 7 and 2. 7 .8 for positive and negative produced 

particles, FRITIOF gives a slight excess right of the peak and does not reproduce the 

experimental tail. Figures 2. 7.9 and 2. 7.10 plots produced particle multiplicities 

as a. function of thickness, and again a residual thickness dependence lingers. 
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Figure 2. 7 .2 A comparison of E597 ( x) black proton multiplicities including un
measured protons with FRITIOF (-)results. 
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Figure 2. 7 .3 A comparison of E597 ( x) grey proton multiplicities with FRITIOF 
(-) results. 
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Figure 2. 7 .4 A comparison of E597 { x) shower proton multiplicities with FRITIOF 
(-) results. 
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Table 2. 7 .2 Average produced particle multiplicities in Monte Carlo (FRITIOF) 
events corresponding to experimental (E597) data. 
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Figure 2.7.7 A comparison of E597 (x) positive produced particle multiplicities 
with FRlTIOF (-)results. 
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CHAPTER 3 
i;f , 

MULTIPLE COLLISIONS 

Potentially new phenomena and physics associated with spike events, intermittency, 

and fractal dimensions may include exotic elements but they probably involve phe

nomena and physics which can be understood in the context of multiple collisions. 

Multiple interaction schemes can involve 1) projectile rescattering, and/or 2) sec

ondary cascading. But since hA interactions involve composite structures of quarks 

and/or hadrons, it is reasonable to expect that single interactions between hadrons 

and nuclei are in fact convolutions of multiple collisions. 

Many models assume that multiple production in hA interactions follows 

exclusively from a sequer1ce of independent primary collisions between beam particles 

and nucleons and not from secondary cascades. Ea.ch of the v collisions is assumed to 

be independent from previous, subsequent, and concurrent collisions and secondaries 

are presumed not to interact with the nucleus. Lorentz time dilation and length 

contraction make secondary interactions improbable since secondaries a.re generally 

produced outside the nucleus and thus have no further opportunity to interact with 

it. In this scenario the projectile energy decreases with successive interactions and 

the inelastic hadron-nucleon (hN) cross section is approximately constant, to the 

extent that it is energy independent, throughout the projectile trajectory through 

the nucleus. 

Other models exclusively assume cascading scenarios, either in the sense of 

QCD cascades or in the sense of multiple collisions involving secondary particles. The 

latter are particularly important for slow secondaries in the laboratory since their first 

appearance cannot be presumed to take place outside the nucleus. Reality no doubt 
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combines aspects of both scenarios as they are contrasted in Figure 3.0.1. Thus 

an attempt will be made to estimate the degree to which interdependent secondary 

interaction schemes supplement independent primary ones. 

Because so many models adopt the picture of primary multiple scattering 

at soi:tie level, it is of particular interest to determine v, the number of projectile 

collisions. As a basic natural parameter, 11 can check, refine, and urufy predictions 

which would otherwise proliferate unmanageably as a consequence of beam/target 

combinatorics. In principle, v can be varied by varying the intranuclear pathlength. 

This pathlength which is dependent on 1) nuclear size and 2) impact parameter as 

illustrated in Figure 3.0 .. 2. Varying the nuclear size is limited to varying A between 

1 and 238. This effectively varies the radius by a factor of 6. But experimentally 

varying the impact parameter is ludicrous. However, the suggestion that the number 

of emitted protons is correlated to impact parameter opens a way for estimating 11. 

This approach has distinct advantages beyond its obvious ease of application. When 

making A-varying comparisons, effects associated with the largest 11 (smP..llest impact 

parameters) for any one nucleus a.re damped out by those associated with the smaller 

v's (larger impact parameters) whose effects are superposed. In the tangle of impact 

parameters, the full range of 11 cannot be observed. However, by varying impact 

para.meters on a fixed A nucleus, the formerly limited range of v can be extended 

to its full extent. Once the relation between v and proton emission is understood, 

results from different nudei can be combined on the basis of proton multiplicity. 

Throughout this study, FRITIOF Monte Carlo simulations have been em

ployed to probe impact parameter dependencies directly. Though FRITIOF fails to 

reproduce observed proton multiplicities quantitatively (a clear indic.tion that cas

cading must be included to describe the data adequately), it does show variations in 

proton multiplicity as a function of v. So, rather than relating proton emission directly 

to impact parameters, comparison a.re made between FRITIOF results as functions 

of impact parameter, experimental results as functions of proton multiplicities, and 

subsequent results from analytical models. 
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Figure 3.0.1 Multiple collisions visualized in the laboratory rest frame for two basic 
types of multiple production models: a) cascading with no projectile rescattering, b) 
projectile rescattering with no cascading. 
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(a) same nuclei, different impact_parameter 

8 
(b) different nuclei, same impact parameter 

Figure 3.0.2 Experimental means of varying intranuclear pathlength and the 
number of intranuclear collisions. 
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3.1 AVERAGE NUMBER COLLISIONS v(hA) 

A first-order estimate of the number of projectile collisions is calculated employing 

hh and hA cross sections. With ( defined to be the number of collisions per unit 

probability, ( is simply the ratio between the number of collisions v and the inter

action cross section u. The number of collisions 11 is distributed broadly according 

to some undetermined A-dependent probability distribution IIhA(11). So if 11 = A in 

hA interactions, (hA = A/u(hA). For hN interactions, A = 1, so (hN = 1/D"(hN). 

Thus, a reasonable estimate of the average number of collisions is defined by (h..t / (1aN 

so that 

_(hA) = A/u(hA) = Au(hN) 
11 

1/u(hN) u(hA) 

For hA interactions with only one collision each, 1.e. 11 = 1, one thus expects 

_ Au(hN) 
1=1lv::1(hA) = O'v=t(hA) 

so the cross section u v=l ( hA) is simply the hN cross section multiplied by A 

uv=1(hA) = Au(hN) 

However, if 11 collisions were to occur in hA interactions then (hA would be 

v times that for a single collision, i.e. (hN: 

1 1 1 1 v 
(h.-t = u11(hA) = 11 

uv=i(hA) = 11 
A u(hN) = Au(hN) 

and 
_ u( hN) u( hN) 
11v(A) =A u

11
(hA) =A Au(hN)/v = 11 

The values of ii(hA) =A:~~~; a.re calculated for E597 interactions in Table 3.1.1 us

ing parameters from [Elias 80} to calculate cross sections. These values, interpreted 

in terms of independent, consecutive collisions along a projectile's intranuclear path

length, are expected to scale linearly with the cube root of A or the nuclear radius. 

In Figure 3.1.1 ii(hA) indeed increases linearly with A113
• Since baryons have a 

greater number of constituent quarks available for multiple scatt~ring, the increase in 

nuclear radius makes a greater difference in the number of collisions sustained, thus 

the larger slopes for pA and pA interactions. 
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Table 3.1.1 The number of projectile collisions ii1..,1 = Au(hN)/u(hA) calculated 
for E597 interactions using para.meters from [Elias 80] to calculate hA cross sections. 

Projectile 320GeV /c lOOGeV /c 
1r - 1r - 11"+ ?r+ I p p 11" 1r ~ul ;; p p 

Target Ag Au Ag Au Ag Au Mg Ag Mg Ag Au 
ii(hA) 2.45 -2.88 2.33 2.74 2.84 3.43 1.60 2.41 2.84 1.96 3.11 3.74 
8ii(hA) .04 .04 .07 .09 .04 .05 .02 .04 .04 .05 .08 .10 
NUHA.TEX 

, 
UND/MCKM 12May88 
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Values of ii(hA) should also be compared to estimates of 11 based on net 

secondary charge, including all but the black protons. Since each collision, be it 

primary or secondary, produces additional positive charge when it involves a proton, 

and no extra charge when it involves a neutron, an average total number of collisions 

( Dprim':'r11 + iisecondaru) can be estimated on the basis of the total summed secondary 

charge Q in excess of the beam's charge. This estimate iie:rceaa, because it includes 

both primary and secondary collisions, is greater than ii(hA) and any other estimates 

of the number of primary collisions, made later in this study. In Section 3.3, the 

number of secondary collisions will be studied by taking the difference between iie:rceu 

and ii . .i, and between iie:rcess and iiL. 

Assuming comparable contributions from target protons and neutrons, the 

number of nucleon collisions per target nucleon can be estimated from the number of 

proton collisions per target proton: 

where 

Q = average net charge of all observed secondaries - beam charge 

A= target nucleus' mass number 

Z = target nucleus' atomic number or charge 

Figure 3.1.2 shows how iie:rce86 relates to ii(hA). Though at first glance the relation 

seems to be linear, iie:rcess cannot be truly linear since its linear extrapolation to 

ii( hA) = 0 is not zero. When the number of primary collisions ii( h.A) is zero, the 

number of secondary collisions should also be zero. Consequently, the sum of primary 

and secondary collisions iie:rcesa should be zero. However, though not a linear function 

of ii(hA), iie:rcess displays a strong correlation to ii(hA) which differs for meson and 

baryon beam interactions. A given number of primary interactions produces a greater 

number of secondary interactions when the beam is a meson than when it is a ba.iyon. 

Assuming independence in the nature of collisions, _t~e number of parti

cles produced in multiple collisions could be expected to scale linearly with ii(hA). 

Produced particle multiplicities plotted in Figure 3.1.3 confirm a somewhat linear 
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correlation between produced particle multiplicity and ii. But it is reasonable to ex

pect that (Nprod) -+ 0 as ii -+ 0. This is not confirmed by Figure 3.1.3 if linearity 

is inferred. It could be that the outcome of each collision is not absolutely indepen

dent of every other collision. Some component of Nprod may be associated with an 

interdependency of collisions in which secondary collisions could be instrumental. In 

any case, ii(hA) is of limited value since v is so broadly distributed. More narrow 

estimates are needed to characterize multiple collisions on an event-by-event basis. 

3.2 MONTE CARLO IThA(v) 

A classical calculation of probability Ilh.4(v) that a projectile collides v times inside 

a nucleus of mass A can be made employing a Monte Carlo technique described by 

[Nilsson 80]. It calculates the probabilities in a geometric approach associated with 

the Glauber model [Andersson 75; Gurtu 74]. The LUND Monte Carlo FRITIOF uses 

this approach in its SUBROUTINE ANGANTYR, calculating v event by event as 

well as tracing the spacetime history of each projectil_e as it passes through a nucleus. 

So the probability distributions for v are inferred directly from the Monte Carlo event 

data which include not only the number of collisions sustained but also the impact 

parameter. 

When FRITIOF calculates the number of collisions, it begins with a simula

tion of a nucleus' configuration. That means randomly generating, for each nucleon 

in the nucleus, r 0 -va.luea consistent with the nucleus' A and Z, the experimentally de

termined ii( hA) for the hA interaction of interest, and the Woods-Saxon distribution 

of nuclear density 
K 

P(r)dr = r-roAl/3 dr 
1 + e Co 

where K normalizes P(r) so that 

A= f" P(r)dr 
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Here, c0 , with a value of .54614 fm, is the constant of skin thickness t of the nucleus 

t = 2eoln9 = 2.4 fm 

so K takes on values 63.399, 285.295, and 520.399 for Mg, Ag, and Au, respectively. 

The Woods-Saxon distributions appropriate to E597 target nuclei are shown in Fig

ure 3.2.1. Values for r0 , input values which result in Monte Carlo cross sections 

comparable to experimental ones, appear in Table 3.2.1. Actually, r 0 was adjusted 

such that FRITIOF averages of IThA.(v) distributions shown in Figure 3.2.2 agreed 

with the accepted values of ii( hA). 

The Monte Carlo generation of the nuclear configuration can be summarized 

by the following steps: 

1) an r-value consistent with a Woods-Saxon charge distribution is randomly generated 

2) two angles are randomly generated 

3) position is determined by r and two angles 

4) if position is closer to previously accepted nucleon positions in this nucleus than 

rmin = V 40 
Trmb = 1.12838 fm 

then two new angles are generated (i.e. go hack to step 2) 

5) if the position is such that the radius is too small to allow enough space 

between nucleon and previous nucleons, a new radius is generated 

( i.e.go back to step 1) 

6) repeat step 1) unless all nucleons have been generated 

Nucleon motion inside the nucleus is ignored since the projectile velocities are so much 

larger than those possible for nucleons inside the nucleus. Once the configuration is 

determined, the simulated nucleus is bombarded with a hadron beam traveling parallel 

to FRITIOF'S z-a.xis at a randomly generated impact parameter in limits comparable 

to the nuclear radius. The beam is considered to have 'interacted' with a nucleon if 

its path brings it within a distance rsc from that nucleon's position. This minimum 

distance is calculated from the hN inelastic cross sections (18, 21, and 32 mb for K+, 
7r and p beams, respectively, and pis treated like p) in the relatfon 

Tse= 
<ThN.inelastic 
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Figure 3.2.1 Woods-Saxon distributions appropriate to E597 target nuclei where 
r'is therms radius and tis the skin thickness extending from ... 1 to .9 times Pmn.r:(1·). 



Table 3.2.1 Probability II1,;t(v) of v projectile collisions in a target nucleus A as 
calculated geometrically by FRITIOF's SUBROUTINE ANGANTYR for interactions 
corresponding to the E597 data. In the Monte Carlo, the cross section is adjusted to 
the average number collisions ii(hA) through the values of r 0 • 
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Figure 3.2.2 The probability distribution of the number of projectile collisions from 
a Glauber calculation in FRITIOF for 2000 events each of 12 interactions with beam
target-energy combinations corresponding to E597 data. The number of collisions is 
directly accessible from Monte Carlo event output. 
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To find the number of collisions sustained by the beam particle, the nucleons within 

distance r . .,c of the beam path are simply counted. 

Since the the hN interaction probability is <1'hN, the hA interaction probabil

ity is A times larger, i.e. AuhN· But it has already been shown that AuhN. = iiu1a..i 

when ii(hA) was first estimated. So finding the hA interaction probability is equiva

lent to finding the probability of v interactions between a hadron and an A-nucleon 

nucleus as a whole. Since the same cross section determines ii(hA) and r 6c, ii(hA) is 

automatically preserved in the Monte Carlo calculation. 

Results for 7r Ag interactions agree reasonably well with previous calculations 

[Nilsson 80], with minor discrepancies attributable to Nilsson's use of slightly different, 

older ii values (and thus r 0 ) and to this study's differentiating between oppositely 

charged beams. 

Once the probability of a given number of primary collisions is known, the correlation 

between knocked-out protons and the number of primary collisions can be calculated. 

Since collisions often knock out nuclear protons, the total positive charge of the 

secondaries increases and readily identifiable, characteristically dark, secondary tracks 

are observable. In fact, most of the grey-track-producing particles are indeed fast 

target protons which can be expected to correlate with the number of projectile 

collisions during the beam's passage through the nucleus. Figure 3.3.1 justifies 

this expectation by showing the correlation between the grey proton multiplicity 

Ngreyp and the number of collisions ii{ hA). Grey protons are defined in terms of their 

measured velocity .3 < /3 < . 7. 

But grey is not always defined exactly this way. Results in [Andersson 78], 

[Adamus 88a], and [De Marzo 82] have been presented for grey protons defined by 

different velocity ranges: .283 < /3 < . 713, .2 < /3 < . 7, and .106 < /3 < .539, 

respectively. In this study, light protons spanning a momentum .range corresponding 

to .300 < /3 < .831 will be used instead of grey ones to indicate the level of multiple 
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interactions. The lower limit excludes most evaporation protons, those associated with 

the disintegration of the nucleus, and the extended upper limit slightly improves track 

statistics. All analysis sequences have also been conducted employing grey proton 

multiplicities rather than light proton multiplicities, but results are not sigllificantly 

different. 

In an attempt to relate the number of observed knocked-out or light protons 

to the number of projectile collisions, knocked-out protons are viewed from a useful 

but oversimplified perspective. They are presumed to to be produced exclusively from 

primary interactions, and each primary interaction is presumed to produce identical 

probability distributions of knocked-out protons 

<Nliqhep>A <Ni > l 
where a: = <Nr? he >A [Andersson 78]. then riq~tp ~ is just the average number 

l+ '\ p v 

protons knocked out per collision. Obviously this distribution depends on A since 

it depends on the number of protons knocked out. To determine the light proton 

multiplicity distribution for 11 greater than 1, 11 independent distributions P::1 ( N1ightr1) 

are convoluted to produce 

Of course, this means that primary-produced protons are not being distin

guished from secondary-produced protons. A compl~te description would account for 

knocked-out protons originating from both cascades (collisions. between target nucle

ons and secondary particles as they traverse the nucleus) and primary interactions. 

However, for simplicity's sake consistent with the no-produced-particle-cascades as

sumption made earlier, the possibility of cascading protons is being ignored. But to 

check the extent to which this approach is valid, an attempt is made to isolate, or 

at least exaggerate, the single-collision-event component of the experimental data in 

order to compare the probability distribution of light protons ~~-r -~his subsample with 

the calculated probability distribution of light protons specifically for v = 1. Events 

undergoing single collisions are expected to be characterized by 1) leading beam-
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like particles with greater-than-average rapidity, and 2) less-than-average produced 

particle multiplicity. With collision& subsequent to the first, a greater and greater 

degradation of energy in the beam particle is anticipated due to multiple momentum 

transfers. Thus the rapidity of the leading beam-like particle is expected to decrease 

as the number of collisions increases. An increase in the number of produced particles 

as the number of collisions increases is also expected since each independent collision 

is assumed to produce its own distribution of produced particles superposed on those 

associated with the other collisions. 

To enrich the data sample for single-collision events, cuts are made on pro

duced particle multiplicity and the rapidity of the leading particle, pion mass assumed. 

[De Marzo 82] successfully applied a similar cut on ·the rapidity of the leading charged 

particle (y > Su.nits) and on total charged secondary multiplicity (Nch < (Nch}) with 

good agreement between calculated [Andersson 78] and N A5 experimental values for 

grey charged multiplicity. Since E597 distinguishes between particles, produced par

ticle multiplicities play the role of the total charged multiplicities. Single collisions 

probably produce fewer than the average number of particles, so the cut •hould be 

made at about (Nproduced}· A single collision should also look the same for all nuclei, 

so the same multiplicity cut should be applied for each of the three nuclei in the E597 

sample. Some distinction, however, will be made between meson and baryon beams 

and between 100 and 320 Ge V / c beam momenta. 

To establish the optimum limits by which to enrich the sample for single 

collision events, the scatters· of lea.ding charged, negative, and positive partic~e rapidi

ties were studied as a function of produced particle multiplicities in FRITIOF events 

of known v. This revealed a trend and suggested how well v = 1 events might be 

enhanced. Confidence in this approach is bolstered by the fact that the scatter plots 

of positive and negative produced particle rapidities as functions of the total charged 

produced multiplicity, Figure 3.3.2, compare favorably with FRITIOF simulations 

in Figure 3.3.3. When the distributions of points for single, double, and triple 

collision Monte Carlo events are compared, Figures 3.3.4, 3."3.5, and 3.3.6, respec

tively, the distribution patterns for leading beam-like (i.e. same charge as the beam) 
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particles is clearly different from the non-beam-like. For the leading beam-like parti

cles, the proba.bility density is much greater at small produced particle multiplicity 

and large leading beam-like particle rapidity whereas for the lea.ding non-beam-like 

particles, a t·ail at low rapidity appears. As the number of collisions increases, the 

distribution of points for leading beam-like particles moves decidedly towards higher 

produced multiplicities, and less dramatically towards lower rapidity. These results 

confirm. the expectation that data can be significantly enriched for single collision 

events on the baais of multiplicity and rapidity cuts. These cuts are summarized in 

Table 3.3.1 and illustrated for 11'-Ag FRITIOF events in Figure 3.3e 7. Using the 

number of collisions associated with each FRITIOF event, the probability of finding 

11=1 events nearly doubles when the multiplicity and rapidity limits a.re applied. Ta

ble 3.3.2 shows the increase and the fact that v decreases appropriately, especially 

for the heavier nuclei. This is precisely what is intended since it is the interaction 

samples with heavier nuclei that have the most pronounced admixture of higher 11. 

The cut modifies the distributions of 11 inside and outside the restricted regions as 

shown in Figure 3.3.8. The inside sample, which represents between 25 and 503 of 

the total, is clearly enriched in lower v over the outside sample. 

These same cuts render a. similarly enriched sample when applied to E597 

data. Figure 3.3.9 shows that the fraction of events inside is comparable with 

FRITIOF's and that the distribution of light proton multiplicity shifts much like the 

11 distribution did with FRITIOF events. Figure 3.3 .. 10 also shows how closely 

the light proton probability for the supposed 11= 1 enriched sample lies. to the 11 = 1 

Andersson model curves [Andersson 78]. As might be expected, the points at large 

Ntightp, which probably include more v > 1 events, lie further from the 11 = 1 curves. 

Now, with the probability distribution of the number of collisions in a nucleus 

IIhA (for projectile dependence) and the probability distribution of light proton mul

tiplicity for given numbers of collisions, two(2) parameters can be calculated which 

are readily verifiable with experimental data: 1) the probability distribution of light 

proton multiplicity 
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Table 3.3 .. 1 Cuts made to enrich samples for single collision ~ventfi { v = 1 ). The 
produced particie multiplicity Nprod must be less than N;;:::Jercut. The leading charged 
secondary particle (assumed pion mass) with the same charge as the beam must have 
rapidity greater than ynewercut. 

Projectile 320GeV/c lOOGeV/c 
11"- 11"- ,.. ... 11" ..... p p 11"- 11"- ,..- p p p 

Target Ag Au Ag Au Ag Au Mg Ag Au Mg Ag Au 
(Nchu) 19.6 22.2 15.9 17.7 17.7 18.4 16.1 17.4 9.8 19.0 20.9 11.5 

NnewcrcuL 
prod 15 15 11 11 12 12 11 11 11 12 12 12 

yncumrcut 5.4 5.4 4.3 4.3 4.3 4.3 4.3 4.3 4.3 4.3 4.3 4.3 
NEWERCUT..PARAM.TAB UND/MCKM 16Jwi88 
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Table 3.3.2 Comparing the probability Pv=1 of only one collision occuring in general 
events with the probability of only one collision occuring in events limited by 'new
ercut' restrictions meant to enhance samples for single collisions. Also the average 
number of collisions directly calculated with FRITIOF simulations for general and 
'newercut '-qualifying events. 

• JC 

Projecltle 320GeV/c lOOGeV/c 
'A' - 'fr - 'R'-t :ir1" p p ft' "' ft' - p p p 

Tar11:e& AK Au Ag Au Ar Au l\11: Ar.: Au l\11[ Aa: Au 

P, ·- • =1 robabililv or an event in\•ol\'ing v = 1 primary collisions 
All e\·ent1 .34 .27 .31 .29 .30 .'23 .59 .35 .78 .48 .29 .24 
Newercut e\·enla .65 .63 .69 .66 .63 .61 .79 .61 .66 .1'2 .64 .66 

lncrca1e or .,, = l events .91 1.34. .88 l.30 1.01 l.10 .35 .93 l.33 .51 l.'23 l.83 

pa.llevenh 
Ratio ~=· l.92 2.34 l.88 2.30 2.07 2.70 1.35 1.93 2.33 1 •. u '2.23 2.83 pnctaercutevent a 

11'=1 

luFRITTOF) = average number colli11iona 
.\II ei.·cnta 2.H 2.89 2.33 2.75 2.82 3.-13 1.607 2.-10 2.86 l.96 3.10 3.T5 
Ncwercu& C\'ents 1.96 2.02 l.89 l.96 2.06 2.08 l. 75 l.92 l.95 1.81 2.05 . 2.04 

NUtPRCJB ..NEWERCUT.TAB UND/MCKM t6Jun88 
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and 2) the average number of projectile collisions 

Similar calculations have been made for emulsion data [Andersson 78]. The results for 

E597 data in Figure 3.3.11 are in fair agreement with calculated values ofthe prob

ability as a function of the light proton multiplicity. The predicted vaiues, however, 

consistently overshoot the experimental values at low multiplicities and undershoot at 

higher multiplicities with the magnitude of these discrepancies clearly growing with 

A. The curve must be characterized by more of an 'S 1 shape in order to reproduce 

the data. It may be that Ilh.4 is shifted too far towarci.s smaller v compounded by the 

fact that Ntightp is underrepresented due to the nuclear target thickness. 

The calculated average number of collisions as a function of light proton 

multiplicity v(N1ight,,)is given in Figure 3.3.12 and is tabulated in the look~up Table 

3.3.3. This estimate of ii is better than v(hA). When the dispersion ~v(Nli.qhtv) for 

this estimate is calculated by 

b.. v( Ntightp) = 
L v 2 lhA ( v )Pjt ( Nlightp) ( 2::: v llhA ( v) P~1 

( N1ightv) \ 2 - ) 
L IlhA(v)P;}(N1ightp) L TihA. ( v )P;} ( Ntightv) 

it is often less than the dispersion b..v(hA) for v(hA). Figure 3.3.13 shows that 

b..iJ( NtigftLp) is generally lower except for light nuclei. ii( Nlightp) is an improved esti

mate of v for heavy nuclei. But it is better not only because of its smaller dispersion 

but more importantly because it ties all interactions to a common parameter. While 

Nprod is definitely seen to be correlated to Ntightp in Figure 3.3914, the importance 

of that correlation is frustrated by the fact that Ntiglitp is not associated to equiva

lent production processes in the various interactions. But when Nprod is plotted as a 

function of V..1 ( N1ightp) rather than N1ightr" not only is the stage set to compare and 

unify interactions directly, but the correlation, seen in Figure 3.3 .15, becomes more 

linear. The slopes differ somewhat with FRITIOF simulations at large v, but this can 

be partially accounted for by the same discrepancies that app~ared in NtiDlilp proba

bility distributions (Figure 3 .3.11). These discrepancies distort D( Ntighlp) curves at 

high N1ightp (Figure 3.3.12) and decrease the slopes in Figure 3.3.15. 
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Table 3.3.3 Look-up table of ii.-t(Ntightp), the average number of collisions calculated 
as per [Andersson 78) for light proton multiplicities. 

Projectile 320GeV e 
'Ir- p "'-
Au Au Au Au 

II 61 63 14.3 173 tsa 11 

Nuaht,, fl A(Nuahto> 
l 1.95 2.00 1.86 2.00 2.06 2.31 1.66 l.90 2.09 l.9T 2.15 2.:11 
2 2.36 2.44 2.22 2.42 2.54 2.90 1.91 2.28 2.57 2.37 2.71 2.99 
3 2.Tl 2.82 2.S4 2.79 2.97 3.42 2.13 2.61 2.98 2.72 3.22 3.60 
4 3.01 3.17 2.83 3.11 3.36 3.87 2.31 2.91 3.34 3.01 3.66 4.14 
5 3.27 3.47 3.08 3.40 3.69 4.27 2.47 3.17 3.66 3.26 4.0& 4.60 
6 3.51 3.73 3.31 3.65 4.00 4.62 2.61 3.40 3.93 3.48 4.40 5.0l 
7 3.Tl 3.97 3.52 3.88 4.27 4.93 2.73 3.61 4.17 3.88 4.71 5.36 
8 3.90 4.19 3.71 4.08 4.&1 &.21 2.84 3.81 4.38 3.86 4.99 5.67 
9 4.07 4.38 3.89 4.27 4.74 5.47 2.94 3.99 4.58 4.02 5.24 u.95 
10 4.23 4.55 4.05 4.44 4.95 5.70 3.03 4.LS 4.75 4.17 5.47 6.20 
11 4.37 4.71 4.20 4.59 5.14 5.92 3.10 4.31 4.91 4.31 5.68 6.43 
12 4.51 4.86 4.34 4.74 5.32 6.12 3.18 4.46 5.06 4.44 5.87 6.63 
13 4.63 4.99 4.48 4.87 5.49 6.31 3.24 4.60 5.20 4.56 6.05 6.83 
14 4.75 5.ll 4.61 5.00 5.64 6.49 3.30 4.73 5.33 4.07 6.22 7.00 
15 4.86 5.23 4.74 S.12 5.80 6.66 3.36 4.86 5.45 4.78 6.38 7.17 
16 4.97 5.33 4.87 6.24 5.94 6.82 3.41 4.98 5.57 4.89 6.63 7.33 
17 5.07 5.43 4.99 5.35 6.08 6.98 3.46 5.10 5.68 4.99 6.87 7.47 
18 5.17 &.52 5.ll 5.48 6.21 7.12 3.50 6.22 5.78 5.08 6.80 T.61 
19 5.26 5.61 5.23 5.56 6.34 7.26 3.54 &.33 5.88 5.18 6.93 1.74 
20 5.35 5.69 5.35 5.66 6.46 7.39 3.58 5.43 5.98 5.27 7.05 T.86 
21 5.43 5.76 5.48 5.75 6.58 7.51 3.62 5.53 6.07 5.35 7.17 7.98 
2~ 5.52 5.83 5.60 5.84 6.70 7.63 3.65 5.63 6.16 5.44 7.27 8.09 
23 5.60 5.90 5.72 5.93 6.81 7.74 3.69 5.73 6.25 5.52 7.38 8.20 
24 5.67 5.96 5.84 6.02 6.92 7.85 3.72 5.82 6.33 5.59 7.48 8.30 

NU ANDER.TEX UND/MCKl\1 14Dec87 



,,,-...... 
~ 

-4-l 
..ci 
Ill) 

;=t 

z .._..,,, 
I~ 
<:J 

3.0 

2.5 

2.0 

1.6 

1.0 

0.6 

2.6 

2.0 

1.5 

t.O 

0.5 

2.6 

2.0 

1.5 

- - 6v{hl) 
_ Aii(N.,_,) 

- - 6v{hl) 
_ Av(NBCI*',) 

320GeV / c 1T-Au 

- - Av(bA) 
_ 6v(Nlljjbt,> 

1.0 L::::_ ____________________ _ 

0.5 100GeV /c 1T-Mg 

125 

- - Aii'(bA) 
- Aii(Nll&tll,) 

----------------------= 

100GeV/c n+Au 

- - Av(bA) 
- Aii(Napa ,) 

100GeV/c pAg 100GeV / c pAu 

- - Av(bA) 
- 6V(JllllM,) 

100GeV/c n-Ag 

- - Aii(bA) 
- Aii(N._,) 

100GeV/c pAg 100GeV/c pAu 

Nught P 

Figure 3.3.13 The dispersion of the average number of collisions ii calculated ac
cording to [Andersson 86] light protons as a function of lig!J,t .proton multiplicity 
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Figure 3.3.14 The average produced particle multiplicity (Nprod) as a function of 
light proton multiplcity N1ightp· 
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Figure 3.3.15 The average produced particle multiplicity as a function of the av
erage number of collisions calculated according to [Andersson 78] for specific light 
proton multiplicity overlaid with FRITIOF simulated results. 
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In an effort to improve representations of proton emission, it has been has 

suggested that the geometrical distribution of grey protons in the Andersson model 

be replaced with negative binomial distributions (NBD) (Verbeure 83] which would 

accommodate dispersion characteristics as well as means. The modification is simple, 

noting that the geometrical distribution corresponds to k= 1 in NBD where k is one 

of the fit parameters. (NBD is discussed in detail in Section 3.5 and in Appendix 

3A.) Following this suggestion, the basic probability calculation is modified to 

with 
<Niightp>A 

z = i} 

l + <Nlightp>A 
0 

The proton multiplicity distributiona are fitted to NBD as shown in Figure 3.3.16 

with the NBD parameters tabulated in Table 3.3.4. Essentia.lly a.11 of these fits are 

adequate. These contrast with NBD fits with fixed k=l (implied in the Andersson 

approach) shown Figure 3.3.17 with NBD parameters tabulated in Table 3.3.5. 

While some of the fits are adequate, others are rather poor. In most cases, the k=l fits 

are associated with slightly depressed m values. Subsequently, an analysis sequence 

was conducted para.llel to that used in conjunction with Andersson model. Simi

lar distributions of Ntightp probabilities as functions of 11 appear in Figure 3.3.18); 

overa.11 Ntightp probability in Figure 3.3.19); v(N1ightp) in Figure 3.3.20) with an 

associated look-up in Table 3.3.6; and a display of produced particle multiplicity 

as a function of ii\,· (Figure 3.3.21). A comparison of Figures 3.3.19 with 3.3.11 

shows that the NBD approach slightly improves the agreement between model and 

experimental values at high proton multiplicities although significant systematic dif

ferences between model and experimental values are still evident for larger A. But 

agreement with FRITIOF in Figure 3.3.21 is worse. This lack of agreement could 

reflect problems in FRITIOF itself as well as a problem in the Andersson model. 
.. 

It is supposed that products from secondary interactions (e.g. cascading) are 

mixed with products from primary ones. It is further supposed that when cascading 
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Figure 3.3.16 Light proton multiplicities fit to a NBD. 
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Table 3.3.4 NBD parameters m and k fit to light proton multiplicity distributions. 
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Figure 3.3.17 Light proton multiplicities fit to a NBD with k=l. 
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Table 3.3.5 NBD parameters m fit to light proton multiplicity distributions when 
k=l. 
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Figure 3.3.18 Probability distributions of light proton multiplicities for given num
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protons and results for data enriched for v = 1. Curves are ordered in v as in Figure 
3.3.10 with the lowest curve associated with v = 1. 
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Table 3.3.6 Look-up table of iii-(N1ightp) calculated as per [Verbeure 83] for light 
proton multiplicities .. 

Projectile 320GeV c 
1r- 'Ir-

Au Au Au 

II 61 63 173 183 a 
Nliahto t:>y(Nfiahtu) 

l 1.97 2.32 L.87 2.06 2.08 2.67 L.63 l.99 2.30 l.97 2.18 2.54 
2 2.37 2.71 2.23 2.47 2.56 3.12 l.92 2.35 2.74 2.37 2.73 3.19 
3 2.71 3.01 2.55 2.82 2.98 3.&6 2.18 2.65 3.08 2.72 3.23 3.74 
4 3.01 3.26 2.83 3.12 3.36 3.93 2.42 2.90 3.36 3.01 3.66 4.20 
5 3.27 3.47 3.08 3.39 3.69 4.24 2.62 3.12 3.61 3.27 4.0.5 4.60 
6 3.49 3.65 3.30 3.62 3.98 4.&2 2.79 3.32 3.81 3.49 1.39 4.94 
1 3.70 3.81 3.51 3.83 4.2.5 4.76 2.94 3.49 4.00 3.69 4.69 5.24 
8 3.88 3.95 3.69 4.02 4.49 4.93 3.08 3.65 4.16 3.86 •1.96 5.51 
9 4.05 4.08 3.86 4.19 4.71 5.18 3.19 3.80 4.3l 4.03 5.20 5.74 
10 4.20 4.20 4.02 4.34 4.91 5.37 3.30 3.94 4..44 4.18 5.43 5.96 
11 4.34 4.30 4.11 4.49 5.10 5.54 3.39 4.07 4.56 4.:u 5.63 6.15 
12 4.48 4.40 4.31 4.62 5.28 5.69 3.48 4.19 4.67 4.44 5.82 6.33 
13 4.60 4.49 4.45 4.14 5.44 5.84 3.65 4.30 4.78 4.57 6.00 6.49 .. 
14 4.72 4.57 4.58 4.86 5.59 5.91 3.62 4.41 4.87 4.68 6.16 6.84 
l5 4.82 4.65 4.70 4.97 5.74 6.10 3.69 4.&l 4.97 4.79 6.32 6.78 
16 4.93 4.72 4.82 5.08 5.88 6.22 3.74 4.61 5.05 4.90 6.46 6.91 
17 5.03 4.79 4.94 5.18 6.02 6.34 3.80 4.71 5.13 5.00 6.60 T.01 
18 S.12 4.85 5.06 5.27 6.15 6.45 3.85 4.80 5.21 5.10 6.73 7.15 
19 5.21 4.92 5.18 5.37 6.27 6.55 3.89 4.88 5.28 5.19 6.85 7.26 
20 5.30 4.97 5.29 5.45 6.39 6.65 3.94 4.97 5.35 5.28 6.97 T.36 
21 5.38 5.03 5.41 5.54 6.50 6.74 3.98 5.05 5.42 5.37 7.08 7.46 
22 5.46 5.08 5.53 5.62 6.62 6.83 4.02 5.13 5.48 5.45 7:19 7.56 
23 5.64 5.13 5.64 5.70 6.73 6.92 4.05 5.20 &.55 5.53 T.29 7.65 
24 5.62 5.17 5.76 5.78 6.83 1.00 4.09 5.28 5.61 5.61 7.39 7.73 
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Figure 3.3.21 The average produced particle multiplicity as a function of the av
erage number of collisions for specific light proton multiplicity calculated according 
to [Verbeure 83] for light protons overlaid with FRITIOF results. 
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occurs, the numbers of secondary collisions are related to the primary collisions by 

a power law. The feasibility of this picture was already shown in the discussion of 

Figure 3.1.2. The number of secondary collisions vk, representing the small scale 

cascading component of iie:rcess' can thus be estimated by subtracting the. number 

of primary collisions from the total number of collisions. The number of primary 

collisions can be given by ii(hA) and the total number of collisions by iie:rcess, but 

a larger range of primary collisions can be studied by restricting both ii(hA) and 

iicrcess to a specific rather than average light proton multiplicity. The number of 

primary collisions as a function of light proton multiplicity is estimated by iiA. The 

number of secondary collisions vk expected as a result of specific numbers of primary 

collisions clearly points to a power law, as seen in the log-log plot of Figure 3.3.22. 

Since secondary collisions do not occur in the absence of primary ones, it is expected 

that Vk = 1 occur at iiA = 1. If the lowest values of ii A are excluded, the other 

points do connect with each other and with (iiA,vk) =(1,1) in a reasonably linear 

fashion. Excluding ii.4 l'V 2 is justified since it corresponds to Ntightp = 1 and thus 

underrepresents v = 1. 

The slopes in Figure 3o3.22 are roughly 2 for all the interactions. The A

independence is expected for cascading, which should not be particularly interaction 

dependent if the cascades are formed in regions larger than the differences between 

nuclear radii. These slopes generally agree with similar estimates based on pXe, pAr, 

and pNe data at 200 GeV /c [De Marzo 82]. 

A much simpler approach produces more linear relations between Nprod and v and 

better alignment with FRITIOF results. This approach presumes a relation between 

ii and the square root of the number of protons with /3 < .848 [Ledoux 86]: 

ii(Nv) = C.4{ii; 

with CA such that 

< ii(N,,) >= ii 
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Figure 3.3.22 iiK(Ntigh1p) as· a function of Andersson model estimates v.A(N1;91itp)· 
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Since light protons were used as a measure of 11, light protons will be used exclusively 

so that 

with CA such that 

< ii(N1i9Mv) >= ii 

The trivial distribution of v(Ntightp) is shown in Figure 3.4.1 for reference and values 

of CA for light protons are listed in the look-up table for ii(N1ightp) Table 3.4.1. 

This approach brings about some improvements to the results achieved using 

the previous Andersson and Verbeure approaches. Average produced multiplicity 

as a function of iiL is plotted in Figure 3.4.2. It is clearly more linear than it 

was in the Andersson and Verbeure model results. FRITIOF is also more closely 

represented. Plotted as a function of ih in Figure 3.4.3, "k calculated on the basis 

of ih is also more linear than it was on the basis of v A. The points near VL = 

2 line up much better, suggesting that this simpler approach better describes the 

peripheral interactions. The slopes themselves, with values of approximately 1.5 for 

all interactions, are somewhat reduced from those from the ii_4-based analysis. 

3.5 NEGATIVE BINOMIAL DESCRIPTIONS 

While the number of primary and secondary collisions in multiple production interac

tions can be estimated on the basis of proton production, the dynamic( s) governing 

the single collision ·and the emission of single particles can be probed by the sta

tistical analysis of produced particle multiplicities. If collisio~s are responsible for 

the independent emission of single particles, produced particle multiplicities will be 

distributed according to Poisson functions. Deviations from Poisson distributions 

thus signal correlations between emitted particles and reveal some aspects of the fun

damental nature of collisions. If particles are emitted in clusters, the shape of the 

distribution will directly reflect their size and number. 

A number of functions have been used to describe multiplicity distributions, 

but the negative binomial distribution (NBD) has been used most widely, successfully 



141 

,..-..... 10 t"" a.. 
~ 

....,) 
8 I ..c: 2: 

ti() ~ ..... -z 6 ::0 

~ 
"--"" F r~ 4 :z: 

s;; 
2 320GeV / c 1T-Ag :-a 

0 .,, 

8 

6 

2 

8 

6 

4 

2 

8 

6 

4 

2 tOOGeV/c pMg lOOGeV/c pAu 

Nught p 
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Table 3.4.1 Look-up table of ih(Ncightp) calculated as per [Ledoux 86) for light 
proton multiplicities. 

Projectile 320GeV/c LOOGe\' /c 
'Ir - 'Ir - 'lr"t' rr"t' p p 11' - 11" - 'Ir - p p p 

TarKet Ag Au AIC Au Ag Au Mg Ag Au Mg Ag Au 

fl (hA) 2.45 2.88 2.33 2.74 2.84 3.43 1.60 2.41 2.84 1.96 3.11 3.74 
Ch.t 1.86 2.04 L.78 1.89 1.98 2.35 2.41 1.87 2.09 2.64 2.15 Vll 

Nuahin flL(Nliahtn) 
1 1.86 2.04 l. 78 1.89 1.98 2.3& 2.41 1.87 2.09 2.64 2.l5 2.41 
2 2.64 2.88 2.51 2.68 2.80 3.32 3.40 2.64 2.95 3.73 3.04 3.41 
3 3.23 3.53 3.08 3.28 3.43 4.06 4.17 3.23 3.62 4.56 3.72 4.l8 
4 3.73 4.08 3.55 3.78 3.96 4.69 4.81 3.73 4.17 5.27 4.30 4.83 
5 4.17 4.56 3.97 4.23 4.43 5.24 5.38 4.17 4.67 5.89 4.80 5.40 
6 4.57 4.99 4.35 4.63 4.85 5.74 5.89 4.57 5.11 6.46 5.26 5.91 
7 4.93 5.39 4.70 5.0l 5.24 6.20 6.37 4.94 5.52 6.97 5.68 6.38 
8 5.27 5.71 5.02 5.35 5.60 6.63 6.81 . 5.28 5.90 7.45 6.08 6.83 
9 5.59 6.11 5.33 5.68 5.94 7.04 7.22 5.60 6.26 7.91 6.44 7.24 
10 5.89 6.45 5.62 S.98 6.28 7.42 7.61 5.90 6.60 8.33 6.79 7.63 
ll 6.18 6.T6 5.89 6.28 6.57 T.78 7.98 6.19 6.92 8.74 7.12 8.00 
12 6.46 7.06 6.U 8.55 6.86 8.12 8.34 6.47 7.23 9.13 7.44 8.36 
13 6.72 7.3& 6.41 6.82 7.14 8.46 8.68 6.73 7.53 9.50 7.75 8.10 
14 6.91 T.63 6.65 7.08 7.41 8.77 9.00 6.99 7.81 9.86 8.04 9.03 
15 T.22 T.89 6.88 7.33 T.61 9.08 9.32 7.23 8.08 1.0.21 8.32 9.35 
16 7.46 8.15 7.11 T.51 7.92 9.38 9.63 7.47 8.35 10.54 8.59 9.65 
17 7.68 8.40 7.32 7.80 8.16 9.67 9.92 7.70 8.61 10.87 8.86 9.95 
18 7.91 8.65 T.54 8.03 8.40 9.95 10.21 7.92 8.86 ll.18 9.11 10.24 
19 8.12 8.88 T.74 8.25 8.63 10.22 10.49 8.14 9.10 l l.49 9.36 L0.52 
20 8.34 9.12 7.94 8.46 8.86 10.49 10.76 8.35 9.34 l l.79 9.61 10.79 

NULEOOUX.'l'EX UNO/MCKl\l l4l>ec87 
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Figure 3.4.2 The average produced particle multiplicity as a function of the num· 
her of collisions calculated according to (Ledoux 86) for ligh(protons for E597 data 
(points) and FRITIOF simulations (lines). The upper curves are for all produced 
particles, the lower for negative produced particles only. 
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Figure 3.4.3 v1<(Ntiglitp) as a function of Ledoux model estimates vl{Ntiglatp)· 
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describing 1) proton as well as produced particle multiplicities, 2) limited as well as 

full phase space, and 3) e+e- [Derrick 86] as well as hh [Alner 85, Adamus 86], and hA 

[Adam us 88a]. The fact that it is naturally related to the Poisson distribution makes 

it particularly attractive and a logical choice. To set the context for the conclusions 

drawn from NBD fits, some basics are reviewed in Appendix 3A. 

NBD fits can be employed for parameterization purposes alone, but the no

tion that they are also associated with physical implications is attractive. Figure 

3.5.1 shows how well two-parameter NBD fits describe produced particle multiplic

ities, i.e. secondaries exclusive of protons and electrons, in full phase space and in 

limited regions of phase space. Fourteen(14) such regions are investigated, nested 

about the hp center-of-mass rapidities (2.68 and 3.26 units rapidity respectively for 

100 and 320 GeV /c interactions) and ranging in half-width from .25 to 3.5 units ra

pidity. As expected, the rapidity distributions for charged produced particles, shown 

in Figure 3.5.2 are peaked somewhat backward of the hp ems rapidity (further ev

idence for 11 greater than 1) and contrast sharply with proton rapidity distributions, 

Figure 3.5.3, centered at roughly .5 units of rapidity. Table 3.5.1 gives the NBD 

parameter m (associated with the mean) for charged produced particles; Table 3.5.2 

gives the NBD parameter k (associated with the distribution shape or width), while 

Table 3.5.3 gives the x2 number of degrees of freedom for the fits. The NBD fit 

parameters m closely parallel average produced particle multiplicities (Nprod} in all 

regions represented in Figure 3.5.4. The fit parameters k describe the spread of 

the distribution. Figure 3.5.5 shows how they increase as the distributions widen 

and how k increases faster with Ycut for the lighter nuclei than for the heavi~r nuclei. 

This is in general agreement with results comparing pAr and pXe interactions at 200 

Ge V / c (Dengler 86] except for the fact that the pXe slope actually becomes negative. 

While not in agreement with the pXe data, however, this study's pAg results are 

in general agreement with Fialkowski's simple multiple collision model predictions 

with its smaller but still positive slope (Fialkowski 86b]. The k intercept values are 

understandably smaller for the higher energies. 

In the partial stimulated emission (PSE) interpretation of NBD, k inverse 
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rable FRITIOF simulations. 



Projectile 

·J. '1' a r(lc l 

'YC'ut 
.25 

.so 

.u. 

1.00 

1.25 

I .r10 

I. ;r, 

2.00 

2.:rn 
: 

2 .50 . 

2. 15 

3.()0 

3.25 

:u;o 

Table 3.5.1 Parameters m for NBD fits of charged produced particle multiplicities 
in limited central regions of phase space of width Yc:ut centered about the hp ems 
rapidity. 
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Table 3.5.2 Parameters k for NBD fits of cha.r.gecl produced particle multiplicities 
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Table 3.5.3 x2 IN DF for NBD fits of charged produced particle multiplicities in 
limited central regions of phase space of width Ycut centered about the hp ems rapidity. 

Projectile 320GeV /c lOOOcV /c 

Tl' 71'.,. p 1 71' p 
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"···· y~ /NDF 
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Figure 3.5.4 NBD fit parameters m for charged produced particle multiplicity dis
tributions compared to average charged produced particle muJ~iplicities as functions 
of the half-width Ycut of limited rapidity regions centered about the hp ems rapidity. 



153 

~. 8 

~ 
320GeV/c 1T-Ag 100GeV/c 1T+Ag 100GeV/c n+Au t::I 

6 I 

· +HH < 
UJ 
I 
i.<: 

4 4'4'1'+4> 
n 
~ 

~,,4>,4>~~~ +++H+f+ '++++H+ ~ 
0 
'"d 

2 '4' <I> cl> 

6 
320GeV / c 1T-Au 100GeV/c pAg 100GeV/c pAu 

4 

4> ci> cl> cl> cl>.' $41cp~ 

2 ,.~ 4i 
f~cl>~cl>ciicii 

• ~cl>4JCD4>4>41 
<1>c1>4>4111>41~ 414' 4> <I> cp 

. I 

6 ff 100GeV/c 1T-Ag 100GeV/c 'TT-Au 

+ 
4 ++++ <JI CD <D ct> 

G> CD (JI Ct> Ct> 

~ 41 CD al mlll4>1J><!ICD ¢1 

2 cl> 4> <D 
cD CD CD G> 41 ell ([) 

lOOGeV/c 7T-Mg 

6 
100GeV/c pAg 100GeV/c pAu 

c: z 
tj 

.......... 
4 B::: 

$ n 
4'¢>4>1J>4l<J1¢JCDll>4> 

~CD¢14ld><J> 
<DlbC!laiG>cDe11 ~ 

2 
~Ct> 

--2 

lOOGeV/c pMg ~ 
<1l 
O" 
CD 
CD 

0 
0 1 2 3 40 1 2 3 40 1 2 3 4 

Ycut 

Figure 3.5.5 NBD fit parameters k for charged produced particle multiplicity dis
tributions as functions of the half-width Ycut of limited rapidity.~egions centered about 
the hp ems rapidity. 



154 

is associated with the fraction of particles which stimulate the emission of additional 

particles. In that case, a larger number of collisions would increase that fraction. 

Using values of k for a rapidity region with a half-width of 3.5 units, k inverse indeed 

increases with ii( hA) in much the same way for all interactions except for the higher 

energy interactions for which k inverse is higher. The trend of k inverse as a function 

of ii(hA) is shown in Figure 3.5.6. It is observed that the fraction of stimulating 

particles in PSE is energy dependent. This dependence agrees with results from the 

e+e-, lh, and pp interactions cited in [Kittel 87b], but the fractions themselves are 

considerably higher for E597 and N A5 [Fialkowski 86b] hA interactions than for e+ e-, 
lh, and pp interactions in the same approximate energy range. But of particular 

interest is the fact that a loose extrapolation of the trend of k inverse values as a 

function of ii(hA), Figure 3.5.6, is consistent at ii(hA) = 1 with pp results. Thus, 

k inverse is strongly correlated to the number of collisions sustained. That could 

mean that the fraction of particles stimulating emission is correlated to the number 

of collisions sustained. 

In the NBD cluster interpretation, the size and number of clusters can be 

estimated in terms of NBD parameters. Background and details for the calculation 

of this estimate in the cluster interpretation developed by Giovannini and Van Hove 

can be found in Appendix 3A. Plotting the calculated cluster size nc as a function 

of rapidity region half-width Ycuh Figure 3.5. 7 shows that the cluster size for mo.st 

interactions saturates at Ycut = 1.5 - 2.0 units rapidity. The turnover points where 

saturation takes place may be signaling the rapidity extent of clusters. Limited ra

pidity regions exclude some clusters and cut through others, thus limiting both their 

number and their content unless they are about the same size as the average cluster. 

As explained in [Giovannini 86a), with increasing rapidity region width, more clusters 

contribute particles into the interval (so Nc1us grows) and more particles from a given 

cluster fall into the interval (so nc grows). Saturation occurs close to the kinematic 

limit. Thus, clusters may be said to extend a full width of 3-4 units rapidity on the 

average. Clusters for pp interactions saturate at Ycut rv 1.5 un'its [Kittel 87b], and 

thus are said to extend 3 units rapidity. That means hA clusters are about the same 
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size as hh clusters. 

Plotting the calculated number of clusters Nriustera as a function of rapidity 

region half-width Ycuh Figure 3.5.8 also shows that the number of clusters begins 

to saturate at y cut near 2 units rapidity. Since values of Nctus saturate at ~ound 5, 

considerable overlap must occur between clusters in rapidity. 

It is also noticed that the the number of particles comprising a cluster is 

energy sensitive. Comparable interactions have larger values of nc at 320 GeV /c than 

at 100 GeV /c, as seen in Figure 3.5.9. At the higher energy, clusters are larger, on 

the average, by an additional particle, increasing the average cluster content from 2 to 

3. This could be due to greater numbers of collisions at higher energies. Plotted as a 

function of the number of collisions in Figure 3.5.10, the maximum particle content 

of clusters does increase with additional numbers of collisions. TASSO studies of e+ e

at vs= 14 and 22 result in nc = 1.08 and 1.14, respectively. An extrapolation of the 

trend in Figure 3.5.10 to ;; = 1 shows that E597 hA data is consistent with e+e

results and the view that cluster content is dependent on the number of collisions 

sustained in an interaction. 

The number of clusters, in contrast to the cluster content, does not show 

a very strong, if any, dependence on energy. This can be seen in Figure 3.5.11. 

The fact that there is also no clear dependence of N clus on ii( hA) is consistent with 

this lack of energy dependence since ii(hA) is energy dependent. However, an energy 

independent number of clusters is not expected. Cluster models lend themselves to a 

picture of higher and higher energies producing more and more clusters of about the 

same particle content. The greater numbers of collisions at higher energies as well as 

interpretations of clusters as resonance effects are also very naturally associated with 

increasing numbers of clusters rather than increasing cluster content. But results 

from this study and hh studies [Breakstone 88] based on the cluster interpretation 

contradict this picture. Increasing energies in the cluster interpretation produce about 

the same number of clusters packed with increasing numbers of particles. 

As for possible beam dependencies, it may be noted in Figure 3.5.12 that 

Nclua is smaller for meson beam interactions than for baryon beam interactions. The 
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cluster content nc is also consistently smaller for meson beams than for baryon beams 

as shown in Figure 3.5.13. That means Nc:1us is at least weakly dependent on ii since 

ii is always smaller for mesons than for baryons interacting on a given target. The 

fact that nc is smaller for meson interactions than for baryon interactions reconfirms 

nc 's strong ii-dependence. Evidently, the number of constituent quarks in the beam 

particles make a difference in both the number and content of hA clusters according 

to the cluster interpretation of the NBD description of multiplicities. 

3.6 FORWARD-BACKWARD CORRELATIONS 

Clustering can be studied further in the context of forward-backward correlations 

(FBCs) since they are sensitive to both cluster content, size, and location in rapidity. 

Giovannini-Van Hove model predictions do not reproduce UA5 FBC results [Alpgard 

83] and the discrepancy is thought to persist regardless of adjustments mad·e to the 

content and extent of clusters randomly emitted along the rapidity axis unless their 

characteristics vary with rapidity. Since identical clusters cannot account for observed 

FBCs, [Ansorge 88; Alner 87; Alpgard 83; Carruthers 85]. it has been suggested that 

larger clusters in the central region and smaller ones in the fragmentation regions 

might reconcile U A5 results with a cluster model [Bialas 86a]. 

Important models other than cluster models have used FBCs to set their 

models apart. FBC for hh has been found to be a sensitive test for the multistring 

nature of dual parton models (DPM). With the ideas of short range order, single 

inelastic scatters inducing short range correlations, and multiple scattering inducing 

long range ones, [Capella 82e] obtained the large FBC slopes reported for hh interac

tions at ISR and SPS energies. Subsequently, [Capella 83b] predicted significant FBC 

for properly chosen forward and backward regions in hA interactions. [De Marzo 82] 

measured a strong correlation which [Ranft 85] qualitatively reproduced. It was also 

verified that when a central region 2.25 > y > 3.75 was excluded, the correlations all 

hut disappeared. This was described in terms of sea-quark (valence-quark) projec

tile( target) chains at small rapidities in the lab frame not extending beyond y=3. 75. 
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The only difference between multi-chain modebr for hh and hA interactions is a shift 

in the ems rapidity about which additional chains are centered. For hA interactions 

additional chains are centered about Ylab ,....., 2.68 or 3.26. For hh they are centered 

about Ycma "' 0. In both cases, chains have short rapidity lengths compared to the 

maximum rapidity. 

Though very different models have predicted forward-backward correlations, 

FBCs are wonderfully simple tools which probe long-range correlations without get

ting tangled in the details of any particular model. Dependent only on multiplicities 

in two rapidity regions, they are easy to calculate and are inherently resistant to 

the plague of limited data statistics. They make the best use of sometimes marginal 

statistics in very narrow rapidity windows. But though at greatest advantage for 

low statistics, FBC techniques are relevant and important at moderate and large 

statistics. 

In the past, surprisingly few experimental studies have included FBCs de

spite their simplicity. Emulsion experiments have provided much of the experimental 

data [Wosiek 77; Jain 81; Azimov 81] for FBCs, but these have serious disadvan

tages. Simple comparisons are complicated by the mix of nuclear targets whereby 

A-dependent effects are smeared out. The ambiguity of shower particle identities in 

emulsion is another serious disadvantage since evaporation protons contaminate the 

produced particle sample. However, E597 beams, targets, and secondaries are well 

determined and thus provide a better stage for FBC studies, supplementing other 

direct hA studies. 

3.6.1 FBC basics 

Forward-backward correlations are usually characterized by the slopes ba and bp, 

assuming linear relationships between the forward and backward regions. These slopes 

parameterize the average backward multiplicity as a function of forward multiplicity, 
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and the average forward multiplicity as a function of backward multiplicity, 

But while the two hemispheres symmetrically straddle zero rapidity in the. ems for 

pp interactions and other interactions between hadrons of the same mass, the 'zero'

point for non-symmetric hh interactions (e.g. 7rp) and all hA interactions is shifted. 

For the non-symmetric hh interactions, the shift is unambiguously determined, but 

for hA interactions, the shift is ambiguous in so far as the collision participants are 

not known. It is presumed, however, that the 'zero'-point is near the hp ems rapidity. 

Thus forward and backward will respectively refer to laboratory rapidity regions to 

the right and left of 2.68(3.26) units rapidity for hA interactions at 100(320) GeV /c 

in this study in order to approximate y = 0 in the ems. While symmetric interactions 

( e+ e-, pp, pp, etc.) imply bF identical to bB, bF is in general not identical to ba for 

hA interactions since the interactions are asymmetrical and the ems undetermined. 

The asymmetry of hA interactions requires separate calculations for bF and bB. Their 

behavior is expected to differ. 

In a multiple collision scenario, even finding a 'zero' point for which the 

bF and bB are equal might only give an effective ems. Thus FBC slopes cannot be 

expressed generically as 

b -

= 

The most straight forward way to determine bB and bp is to perform least 

squares, straight-line fits to average multiplicity data for one hemisphere as a function 

of the other hemisphere's multiplicity to determine slopes b8 in the relation 

and slopes bF in the relation 
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Tho~gh the backward multiplicity NB is not exactly linear as a function of NF, its 

role as a function of forward multiplicity NF can be described approximately as a 

linear function. Figure 3.6.1 shows how linear the function really is. Similarly, Np 

can be described approximately as a linear function of N 8 . This function is s.hown in 

Figure 3.6.2. 

Slopes bB and bF can alternatively be calculated in terms of forward and 

backward variances and covariances: 

Slopes bB and bF have been determined in this study using both methods 

and have proved to be interchangeable, differing by amounts well within their error 

bars. In this study the linear fit method is preferred, particularly when conducted in 

limited rapidity windows. 

The sensitivity of FBCs to long range effects can be illustrated in terms of 

its intimate relation with NBD parameters. In the absence of dynamical effects, the 

NBD fit parameter k and FBC parameter bs are related through the forward and 

backward average multiplicities [Carruthers 85]: 

bB = (NB}/(k +(NF}) 

Long-range effects are indicated when the NBD estimate of FBC slopes above is 

different from observed slopes. Only when no long- range effects are present is the 

NBD calculation valid as an estimate of the the FBC slopes. Results from the E597 

hA data. show that the observed slopes are significantly lower than NBD estimates 

predict in the absence of long-range effects. In fact, the overall behavior of the NBD 

estimate and the actual fitted slope a.s a function of Ycut differs markedly as seen in 

Figure 3.6.3. This difference is expected when particles are produced in clusters 

[Carruthers 85). 
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Figure 3.6.3 A comparison of FBC slopes b8 as a function of y,. 11 l and the NBD 
predictions in the absence of long range effects. 



171 

3.6.2 Energy dependence 

Tenable models should pass tests of energy dependence. Thus hh interaction models 

should account for a strong increase in the FBC slope b between ISR ( 63 Ge V) [Uhlig 

78] and SPS ( 640 Ge V) [ Alpgarcl 83] energies. The slope increases logarithmically 

with energy from ../.5= 10 to 900 Ge V for pp and pp [ Grassler 87]. FBC slopes for hA 

interactions also increase with energy as seen in Figure 3.6.4 where E597 7r- data 

are shown for two(2) energies and two(2) targets. But this increase is much larger 

than the increase of FBC slopes ba in hh interactions summarized in [Aivazyan 88] 

and reproduced for convenience in Figure 3.6.5. Successful models should account 

for this marked difference in energy dependence between hh and hA interactions. 

It has been pointed out that e+ e- interactions exhibit weaker FBC correla

tions than .lh interactions, which in turn have weaker correlations than hh interactions 

[Kittel 87a]. Thus it might be expected that hh interactions show weaker correlations 

than hA interactions and that hA interactions with smaller A show weaker correla-

tions than those with larger A. Correlations are indeed stronger for hA than for hh 

interactions. Figure 3.6.4 also suggests that the correlations involving heavier nuclei 

are smaller than those involving lighter nuclei. But it is not clea.r that correlations are 

generally smaller for heavier nuclei. A comparison of E597 data for identical beams 

and varying targets shows that only positive beam interactions consistently develop 

correlations which are clearly stronger in Au interactions than in Ag interactions: 

b"+ Ag 
B 

b1['+ Au 
B 

.25( .05) 

.44( .07) 

bj.;19 .42( .06) 

b';t' - .83( .09) 

The negative beam interactions do not consistently show this same trend. In fact, for 

7r- interactions, the correlations are stronger for Ag than for Au interactions, a clearly 

opposite trend. Thus the A dependence of bback is cannot be conclusively determined. 

3.6 .. 3 Central production 

F·igure 3.6.6( a) shows FBC slopes for charged produced particles in central regions 
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Figure 3.6.4 The energy dependence of FBC slopes for 7r-A interactions. ~ is 
calculated assuming one(l) hp collision. 
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of varying width as a function of half-widths Ycut· These regions are centered about 

the hp ems for each interaction. In most 100 GeV /c interactions (excluding the pA 

interactions), bB increases up to Ycut = 1 and then levels off (for Yc:ut distances of 

up to 2 units rapidity) with a slight decrease as Ycut approaches the kinematic limit. 

Because of this plateau-like behavior, bB for hA interactions is much higher than 

for hh interactions in comparable rapidity regions of half-width greater than L The 

steady retention of a correlation beyond Ycut = 1 contrasts with observed 7r+p and 

pp results ( Aivazyan 88] which do not feature any kind of plateau in the correlation 

slope. Having reached maximum at Ycut rv 1, bs for these hh interactions immediately 

decreases to its Ycut = .25 value by Ycut = 3. 

Though hh and hA interactions differ on specific aspects of FBC behavior, 

results from 7r+p, K+p, and pp interactions [Aivazyan 88) corroborate E597's observa

tion that negative-negative FBCs are in general much smaller than charged-charged 

FBCs. They also corroborate the observation that the largest correlations are at

tributable to centra.lly produced particles. Both hh and hA interaction results show 

FBC strongest for rapidity regions of half-width Ycut = 1 centered about the hp ems. 

With bB increasing directly to a maximum near Ycut = 1, FBC must be be associated 

with central production. 

Now the central production region in hh interactions is centered about Yr:ms = 
0 with a full-width of 2 units. One supposes that the central production region in 

hA interactions is centered about the hp ems with a full-width of about 2 units 

also since maximum FBCs are achieved in regions of t'his width. Whether or not 

the hp ems is a valid center for the central region, however, can be investigated 

by sliding a rapidity window 2 units wide along the full rapidity span and plotting 

the FBC slope as a function of the rapidity window center Yzcro· Figure 3.6.7(a) 

displays FBC slopes for negative/forward with positive/backward charged produced 

secondaries. The maxima of all bB curves occur near the hp ems rapidity so FBCs 

can be reasonably associated with 2 unit rapidity windows centered at the hp ems. 

Closer inspection reveals, however, that though these maxima ... occur near the hp ems 

rapidity, they are all at rapidities less than the hp ems rapidity. This suggests that 
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the effective ems rapidity is less than the hp ems rapidity. This is consistent with a 

multiple collision viewpoint which necessarily proposes a smaller ems rapidity. 

Now an effective ems rapidity approximates the ems rapidity for a compa

rable symmetric interaction (for which bB = bF ). So the intersection point .between 

the bB and bp curves approximates the effective ems rapidity. Indeed the intersection 

point coincides approximately with the bR maxima for positive/forward with nega

tive/backward produced particles and thus confirms the conclusion that the effective 

ems rapidity is slightly smaller than the hp ems rapidity. In the charge/hemisphere 

combinations for which FBC is not as strong, the intersection point is shifted to even 

lower values of rapidity, Figure 3.6.7(b)-(e). 

In agreement with ISR and SPS pp results, E597 pA results are consistent 

with the conclusion that FBC correlations emanate from the central region. However 

some unusual behavior occurs in that region. The correlation b8 increases smoothly 

and steadily right up to the phase space limit rather than leveling off as in other hA 

interactions. This unique trend is noted not only for charged-charged FBCs shown 

in Figure 3.6.6(a) but particularly for positive forward-negative backward FBCs in 

Figure 3.6.6{ e). It is absent or considerably diminished for negative-negative and 

positive-positive FBCs in Figures 3.6.6(b) and (c) and negative forward-positive 

backward FBCs in Figures 3.6.6{d). Evidently an especially strong correlation 

exists between forward positives and backward negatives. This correlation cannot be 

a leading particle effect since it occurs for positive forward secondaries from a negative 

beam interaction. But it does show some A dependence, with the Au interactions 

achieving the largest FBCs (bB > 1); Ag interactions, the second largest; and Mg 

interactions, the third largest. 

3.6.4 Multiple scattering terms 

Any model which ascribes short range correlations to single inelastic collisions at

tributes long range correlations to multiple-scattering terms. ,?.;'~~s when long range 

correlations are found, they discriminate between different types of multiple scatter

ing models. Some hh [Fialkowski 82; Capella 83] and hA [Capella 84] results agree 
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with DTU descriptions. However, a dramatic decrease in b as a function of gap 

width, seen in hh interactions at ISR and SPS was not expected a priori and has far 

reaching physical consequences. Multiple scattering models which distribute avail

able energy equally among an event's v inelastic collisions, cannot account for this 

decrease since it implies multiple collision contributions at rapidities beyond where 

correlations cease. Models like FRITIOF and DPM approximate this decrease quite 

well. 

Since both short and long range correlations occur in the same rapidity 

windows, a rapidity gap may be introduced between the forward and the backward 

regions to eliminate short range effects. Minimum rapidity gaps of 2 units are intro

duced since 2 units is the full width of the hp central region. By comparison, NBD 

clusters are approximately 4 units wide in rapidity, so these gaps will not eliminate 

NBD cluster contributions for Ycut = 1 - 2. But the gaps will eliminate contributions 

from resonance production since the relative momentum of resonance decay prod

ucts (particularly of light resonances) is small compared to the relative momenta of 

uncorrelated pairs simultaneously emitted into either region. 

In Figure 3.6.S{a)-{e), the FBC slopes are shown for regions separated by 

gaps with half-widths Ycut centered at the hp ems. bB not only shows a dramatic 

decrease within the first few gap increments but takes on negative values and a min

imum. Before the total width of the gap reaches 1 unit rapidity, the long range 

correlation is gone and an anticorrelation begins to build. The maximum anticor

relation is as large as the maximum correlation in the central regions and generally 

occurs for the 100 Ge V / c samples when the gap has a half-width of about 1.5 units. 

This behavior is seen in all charge modes. 

The initial plunging trend of the FBC slope bB with increasing gap width 

is in agreement with results from 7r+p and pp interaction data [Aivazyan 88]. They 

both plunge into negative values as the gap widens. However, there are some major 

differences. Anticorrelations in hA interactions persist beyond Ycut = 1.5 whereas 

they disappear in hp interactions at Ycut = 1.5 beyond which .... a .. positive correlation 

peak centered around Ycut l"V 2.5 builds up. Also the marked differences between 



,..Ci. 1.5 

1.0 

0.6 

o.o 

-0.S 

1.0 

o.s 

o.o 

-0.5 

1.0 

0.5 

0.0 

-0.5 

t.0 

0.5 

0.0 

-0.5 

xX -320GeV / c tr Ag 

J:; 

G) 
Q Q Q 

:c Q Cl 
:a: t OHD (I) i r,o 

z: :a: 

.= 320GeV /c 11"-Au 

xz 
(j) 

xZ 

1 OOGe V / c 11' f.fg 

(j). . 

1 i~!i~ia><D 

x 
lOOGeV/c PMg 

* 
(i) Q * * i Ci)' (j) (j)' (I) i! * ; 

0 l 2 

lOOGeV/c .,..+Ag 

·e.~e . z eee 0 aeaHD 

* *** 
*** 
I 

lOOGeV/c pAg 

G) 
0 <:>a3eeGH:>e><D(l) 

** 

lOOGeV/c .,..-Ag 

z :: lOOGeV/c pAg 

· e~ooeeeEH:>E>E> 

;* 
* % ** : ** 

3 0 l 2 

Charged produced 
X=b8 and O=br 

183 

tD 
I 
< 

lOOGeV /c 1T+Au 
CJl 
I 
-< 
0 
c: 
-i 

~ 
·! * .,, 

. •eee,e<:><i><De 

* 
** * ** 

* 
lOOGeV/c pAu 

* 

100GeV/c pAu 

* 0 eeoeeeeeeee 

* '* 
' :t 

3 0 2 3 

Ycut 

Figure 3.6.8 FBC slopes in limited rapidity regions separated by gaps of half-width 
Yr.ut centered a.bout the lab rapidity of the hp ems for a) ch~ge.d produced, b) neg
ative produced, c) positive produced, d) negative/forward with positive/backward 
produced, and e) positive/forward with negative/backward produced particles. 



..c I If I '4?' I I r I f I I ~ 
I p i f I I I-< "'" ' . g 

t.O J2DCeV/c IT'. 

0.5 *I: 

lOOGeV/c tr" 

0.0 

-0.G 

1.0 

o.s 

o.o 

•<I.II 

1.0 

0.5 

' .z lC 
llloO:t: z 

•'°11>•411• 
.c lC 

I: 

320CoV/c '11'-Au 

•:i:,t 
0

"0G111t11141,, ... CI 
I: 

o.o t-•••1 •• ,,,, 

-0.5 

1.0 

0.!5 

* * 
O.O I-ID Ill h ifi It G tf ; 

' -0.6 

4'1,1) ~GIGGQ41411: 1: 

T*••i*' 
~. 

1eolilo<11•c 

*••*•** 

* 

... 

IOOGeV /c pA: 

•o1G'fl<11111<11C11° 

* f'fth' 

lOOCGV/c 11'-

* 
o•teGGll!IOG 

*t I: •• :I 

I OOGeV I c pA' 

'* 
_l?>eO&QQOOG:IC'I 

* * *t ** 
* 

~ .,, 

i 

~ 
~ 
~ 
:;:i 
O' 

_
1
_
0

t1 r 1 1t1 1 , 1x 1 1 • ,,g 
o: t 2 J 0 I ? J 0 • , 

Positive produced Ycut 
X=ba and Oc:zbp 

,.0 

Figure 3.6.8 Continued. 

&.O 

... _..,. __ Tnr---i~-..,.·-1·1·rr· 1·~·· -- I I I I I I~ ... ' ~ ................ 1 I g 
320CeV/c rr·Ag tOOCeV/c rr• 

0.6 

o.o 

-0..0 

l.O t- 320GeV/c '11'-Au 
a 

0.11 t- * 
~ 

i~,OCHOIOIDGI 
* ... • t 
*'• 

lOOGeV/c pA: 

00Q 

o.o r • O II ' t e 1 & I e'eoGloe>,i 
: t •• t -0.5 

1.0 

o.s 

o.o 

-0.S 

1.0 

0.5 

o.o 

-0.6 

!ioi!•a•• 
I: 

i•,iutt• 

t:e1ooc1111oee 0 
ll: • I: 

ll: z ll: ll: ll: 

lOOGeV/c pAg IT IOOGeV/c pA 

"'e~.HIHl>ooee 

I: • * z**•tf 

-l.11 ~--T"-7-7:.;----~--=--~~-J.......-L......__J i 30 I 2 :ID I 2 l 

Negative produced Ycut 
:< .. ba end Oabp 

::r ,, 

...... 
00 
H:i-



l.O 

• • 1 r H,: I I I I If I f.6 I f I I • I I 11" 11 A •~ " ::i 
320CeV/c l'I'- IOOCeY/c ,,.• 

OJI 

o.o 

-0.1 

i.o 3200eV/c rr·Au 

O.! 

o.o 

-0.1 

l.D lOOGeV/c " 

0.5 t-* I: 
m II'/ I: 

oD. 

0.0 I- '° • t I i t I 

-a.s 

1.0 

s 
~s I- •i* 

·~ t~ 
u I- '°~~~,,,. 

-0.~ 

£;te 0 ,_e111>C1eo 

* I: 

**** 

LOOCeV/c pA 

I 

* &uhfutl 

* * 

* •** QO •' f)CIH!HIHI 

t * * * + + 

lOOGeY/c pA 

.t 
Cl 

>ll,O.,•llHl)OIJ> 

* .t * ** * 

IOOGeY/c ft'-

lC 

90:•2ooee1 
•••• 

: 
lOOGeV/c pA 

* * 
Q 

13 0,0QQQQQ 

.t•. *** 

~ 

c: 
'Z 

I~ s 
= ;;i 
<:I' 

_
1
.
0

t1 1 1 rt1 r 1 It' ' , 1:1:1 
0 l 2 :10 I Z JO • -

PosFor/NegBack produced Ycut 
x ... b., and O•b, 

..a 1 E I I I I I I f I I I I I I j:z' l.5Fi I I (g 

l.O 1-s 320CeV/c 11·A1 

z 
o.a 

z 
<1>41 ••a.ci • 

o.o f •zltt•• 
-0.15 

1.0 

0..$ I- * * 
o.o 

-o.a 

t.0 

o.e 

o.o 

-GA 

t.o lOOCaV/c pAQ 

o.s 

IOOGeV/c n .. 

•• 0
e 0 i111eoo•f ..... 

lOOGeV/e pA 

•• OCDgo;e•tt 
H * 

* 

1000.V /c "-

t 
toooeeQooo 

•a:a:a:s:sz· 

LOOOoV/c pAu 

,,-,~ 

~ ,, 

i 
~ 

t t ri==::::=''JI 
•l.0 I I I I I t I I I lQ 

o.o 

-0.I 

o s a :io L z :io 1 al 

NegFor/PosBack produced 
l<•b., and O=br 

Ycut 

Figure 3 .6.8 Continued. 
....... 
CX> 
c:.n 



186 

char~ed-charged and negative-negative mode results in hp results are not found in 

hA results. 

From a DPM viewpoint, qij chains are much shorter in rapidity than the avail

able rapidity length, so FBC slopes decrease with increasing gap size. In :this way 

multichain DPM models successfully account for dramatic decreases in b8 [Capella 

82e]. The same basic interpretation of decreasing bB with increasing gap size holds 

for any multiple scattering model as long as particles are produced in single colli

sions with short ranges of rapidity, and multiple scatters with long ranges of rapid

ity. However, the degree to which bB actually decreases is unexpected in standard 

multiple-scattering models. The dramatic decrease cannot be accounted for by mul

tiple scattering which distributes available energy equally among various inelastic 

collisions. 

3.6.5 ;; dependency 

The exact dynamical origins of FBC correlations are not understood. Thus the fact 

that e+e- [Althoff 85a; Derrick 86], lh (µ.p (Arneodo 85], vp and i/p [Grassier 83]) 

data show no FBC effects comparable to those found in hh and hA data may in itself 

be helpful. Since none of these v = 1 interactions show FBC effects, and since all 

v > 1 interactions do show FBC effects, it is likely that ii dependencies will surface in 

hA interactions. Wounded nucleon models (Nikolaev 81] have contributions to FBC 

only from the first collisions. Therefore, if ii dependencies can be found for FBC 

effects, these models can be ruled out. If only the first collision contributes to FBC, 

FBC characteristics would be similar for hh and hA interactions. Since it is already 

known that FBC characteristics differ between hh and hA interactions, it is expected 

that a one collision contribution to FBC is not adequate to explain FBCs as observed 

and that FBCs increase with increasing ii. 

Now for hh interactions in general, the width of rapidity distributions de

creases with increasing fixed multiplicity. This narrowing increas.~s the central height 

with little effect at large y, so large multiplicities are associated either with large aver

age numbers of qq sea chains (in DPM) or with large average numbers of collisions (in 
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stan~ard multiple scattering models). Since multiplicities have already been shown 

to be iJ dependent, FBC effects in both model viewpoints can be studied in terms 

of iJ, i.e. in the context of hA interactions. In the viewpoint of multiple collision 

models, FBC tests whether forward particle multiplication by consecutive ~ollisions 

is a valid assumption. Multiple collision models generally account for differences be

tween hh and hA spectra assuming that 1) the first collision is just like an hh, with 

its characteristic average multiplicity N and dispersion D symmetric in the ems, and 

that 2) subsequent collisions produce N /2 backward particles and eN /2 forward par

ticles where e is small and positive. In addition, a complete description would include 

cascading and energy degradation in consecutive collisions. 

To study FBC as a function of the number of collisions v, FBCs have been 

compared on the basis of;; simply by comparing full phase space results from different 

interactions (different beams and/ or targets). N A5 pAr and pXe data [De Marzo 82] 

have been analyzed in this way and have been compared favorably to predictions 

from a minimal model [Fialkowksi 86c]. A similar comparison of E597 results for all 

charged particles in Figure 3.6.9 suggests that bB indeed increases with iJ. This 

trend is not perceived for negative particles, nor for negatives traveling forward and 

positives, backward(-+). It is more than marginally perceived for positives. However, 

the dependence of bB on;; is strongest and clearest for positives traveling forward and 

negatives, backward ( +- ), as seen in Figure 3.6.10. Results from 7rp and pp data 

have shown that the largest FBC effects are seen in the unlike charge mode [Aivazhan 

88]. 

Closer inspection, however, reveals that the spread of points is not random 

and is in fact influenced by the target nucleus. Thus the spread can be seen as 

three(3) approximately parallel sequences of points, each sequence associated with a 

given target nucleus. Each sequence intercepts the ii axis at larger values as the mass 

of the nucleus increases. To unify results from all nuclei, ;; values for each point may 

be shifted by some A-dependent amount. Linear regressions of Ag and Au target 

sequences suggest that an A 2378 dependency exists. Visually ·re~ognizable alignment 
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is achieved between the three(3) target sequences when a shift of 

- A·231a 2 Vshift = - + 

is applied to all hA values of ii. This alignment, seen in Figure 3.6.11, extrapolates 

nicely to the pp point inferred from Figure 3.6.5 and becomes even more marked 

for positive/forward-negative/ backward correlations. 

One explanation for the effectiveness of the shift may be found in v Z /A

dependence rather than ii-dependence, where ii Z /A is the number of proton collisions. 

Plotting the same bB vdues as a function of ii Z /A produces a similar if not better 

degree of alignment, at least for Ag and Au data. Statistically, the significance of the 

deviation of the Mg data from the Ag and Au data is not only limited by the number 

of events, hut also by lower multiplicities. In this light, the close agreement between 

the Ag and Au data somewhat justifies entertaining the possibility of proton collision 

dependencies seriously when interpreting FBC effects. 

3.7 SUMMARY 

• Produced particle multiplicities are linearly correlated to ii(hA). Multiple produc

tion involves multiple collisions. 

• Ilh..i ( 11) distributions can be calculated geometrically by Monte Carlo. Andersson 

and Verbeure model predictions of light proton multiplicity probability distri

butions, based on such Ilh..i(v) distributions, are generally consistent with E597 

data. Light proton multiplicity is an indicator of the number of multiple colli-

sions undergone in an interaction. 

• Events with customized cuts on leading particle rapidity and total charged multi

plicity are consistent with the Andersson model predictions for single collisions. 

Data samples may be enriched for single collision events by applying leading 

particle rapidity and total charged multiplicity cuts. 

o Andersson model estimates of v on the basis of Nlightp have a smaller dispersion 
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than ii(hA). V.-tndersson(Nlightp) is a better measure of the number of multiple 

collisions than ii ( hA). 

• Proton multiplicity distributions can be described adequately by NBD in phase 

space regions associated with black, grey, and light velocity designations. Mul

tiple collision models can use NBD parameters to prescribe the way multiple 

collisions affect slow proton emission. 

• Andersson model estimates of v on the basis of Ntightp are not significantly improved 

by Verbeure modifications which include the shape of the Nlightp distribution 

(described by NBD parameter k) as well as its average value as parameters. 

However, a simple approach used by Ledoux et al. estimates v on the basis 

of J N1ightp and produces a more linear correlation than either Andersson and 

Verbeure models can between produced particle multiplicity and the number 

of collisions inferred from N1ightp· V£edouz( Ntightp) = J N1ightp may be a closer 

estimate of v than Andersson and Verbeure estimates. 

o Produced particle multiplicities are not correlated to Andersson and Verbeure es

timates of ii(Ntightp) in the same way that FRITIOF's produced particle multi

plicities are correlated to its simulated numbers of collisions. Deviations mainly 

occur at large 11. Produced particle multiplicities are correlated, however, to 

Ledoux estimates of ii(N1ightp) very much like FRITIOF's produced particle 

multiplicities are correlated to its simulated numbers of collisions. FRITIOF's 

simulated events are more consistent with Ledoux's simple model than the An

dersson and Verbeure models. 

• The inverse of NBD parameter k is energy dependent and strongly correlated to 

the number of collisions sustained. When extrapolated to one collision, 1/k for 

hA is the same as for hp. The energy dependence of 1/k is in agreement with 

partial stimulated emission interpretations of NBD. 

• In the cluster model interpretation of NBD parameters, clusters in E597 hA inter

actions extend about 4 units in rapidity. In the cluster model interpretation, 
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hA clusters extend about the same in rapidity as clusters in pp interactions. 

• The number of particles in an NBD-based cluster increases with energy. In the 

cluster model interpretation, cluster populations are energy. dependent .. 

• In the cluster model interpretation, the particle content of NBD clusters increases 

with additional numbers of collisions, while the number of clusters does not. 

• NBD clusters in E597 hA interactions contain an average number of particles be

tween 1 and 4 particles in 1 to 7 different clusters. In the cluster model inter

pretation, considerable overlap exists between clusters. 

• The number of NBD clusters is not energy dependent in E597 interactions. How

ever, the number of clusters tends to be is smaller for meson beam interactions 

than for baryon beam interactions. In the cluster model interpretation, the 

number of clusters seems to be beam dependent. 

• The short and long range correlations observed for charged particles are due pri

marily to correlations between particles of different charge. 

• For central rapidity intervals of varying width, slopes ba reach maximum at about 

1.25 units half-width except for p interactions (pMg and pAg) for which they 

steadily increase into a kind of plateau. Short range correlations have a rapidity 

range of about 2.5 units. 

• FBC slopes bB sharply decrease and become negative when a gap is introduced 

between forward and backward sectors. The sharpness of the decrease cannot 

be accounted for by multiple collision models that partition energy equally among 

collisions. 

• The differences between FB C results for total charged and negative charged pro

duced particle multiplicities as a function of increasing gap size between forward 

and backward sectors which are seen in hp interactions .~r~ not seen in hA in

teractions. In hp interactions a positive correlation peak appears in the charged 

mode but not in the negative charged mode. In hA interactions, no positive 
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correlations appear beyond the gap size at which the minimum occurs. FBC 

slopes reach minimum values at about 1.25 units and come back up to zero, but 

never becomes positive again as they do for hp interactions. Anticorrelations 

dominate long range hA interaction phenomena up to the kinematic limit. 

• FBC slopes b8 tend to increase with the number of collisions ii in target-dependent 

sequences. With an A-dependent shift of ii, FBC slopes can be unified to show 

a single v dependence for all targets in agreement with pp results. Multiple 

collisions must be coupled with some other A-dependent mechanism to produce 

FBC effects. 

• The tendency for bB to increase with the number of collisions iJ is strongest and the 

most pronounced for positive/forward with negative/backward charge modes, 

suggesting a proton collision mechanism. FBC slopes are dependent on the 

number of proton collisions in approximately the same way for all target nuclei. 

FBC effects show more co11elation with number of proton collisions than with 

total number of collisions. 



CHAPTER4 

DENSITY SPIKES 

Indications of large produced particle densities within small rapidity and pseudora

pidity windows (density spikes) first emerged from cosmic ray data [ Aleksejeva 62; 

Arata 78; Apanasenko 79; Burnett 83; Marutyan 79}. Subsequently, hadron-hadron 

data revealed similar density spikes [Rushbrooke 83, 84; Carlson 84; Geich-Gimbel 

85; Ward 86). Recently, a report of an anomalous event with a ten{lO)-particle clus

ter within a rapidity width of .386 units [ Adamus 87] has stimulated considerable 

interest in high density exotic phenomena. The possible connections between density 

fluctuations and QGP have sparked further experimental searches for spike events 

and intermittency in the full range of hadron interactions - hh, hA, and AA as well 

as µp and e+ e- interactions. 

4.1 DYNAMICAL RELEVANCE 

Before the results of a search for spike events in E597 data can be evaluated, it must 

first be ascertained whether the number of spike events is expected to be statistically 

rather than dynamically driven. Thus the maximum produced particle population 

per rapidity bin is determined for each event, and histograms accumulated for each 

interaction sample. Gaussian fluctuations in the rapidity spectra imply Gaussian 

probabilities for finding spikes of given height in an event [Dremin 87]. Fitted to a 

Gaussian in the range of spike heights less than 5 (normal events), the experimental 

frequency distribution for spike heights greater than 4 (spike .. ~v~nts) overshoots the 

otherwise good fit for all reactions as shown in Figure 4.1.1. For the most part, 

the upper end of each distribution exhibits an exponential decreases, thereby ruling 
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out pair-wise coupling, random or otherwise [Drem.in 87]. The unexpectedly high fre

quency with which spike events occur cannot be waved away by adjusting parameters 

but must be considered to be fundamental. It may be concluded that these spike 

events are physically significant and indicative of genuine multiparticle corr~lations. 

This conclusion differs from UAS collaborators, who insist that the fact that 

their Monte Carlo reproduces spikes implies that random superpositions of particles 

and clusters must dominate spike production [Ward 88]. The UA5 Monte Carlo pro

gram does generate spikes at comparable rates to those experimentally observed by 

UA5, but it does so without explaining their dynamical roots. As a 'no physics' sim

ulator employing some experimental results, it generates particles in clusters which 

decay isotropically while conserving momentum and energy and introducing leading 

particle effects. It successfully reproduces charged multiplicity, transverse momen

tum, and rapidity distributions. It also reproduces rapidities at fixed multiplicity, 

multiplicities in fixed windows of rapidity, and mini-jet events. However, the various 

properties seem to be so interrelated that the success of this model, anchored on 

one property to reproduce the others correctly without involving additional physi

cal considerations, is expected. So, rather than summarily interpreting spikes as a 

random phenomenon, UA5's success is a warning that a model's ability to reproduce 

event features does not necessarily vindicate its dynamical (or non-dynamical) ba

sis. Bose-Einstein (BE) effects, based on quantum statistical clustering, have also 

been suspected of producing spikes in a non~dynamical way. BE effects incre~ing 

quadratically with cluster size have yet to be shown responsible for spike effects. 

4.2 SEARCH FOR SPIKES 

In a flexible bin scan for spike events, 131 events (29 at 320 GeV /c and 102 at 100 

GeV /c) qualified under the criterion that produced particle populations in rapidity 

space be 5 or greater within .1 unit. Spike events were not required, as some compara

ble studies have, to have a specified rapidity distance separating large local rapidity 

cluster from all other tracks. The term isolated spike will designate spikes which 
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stand apart by a given rapidity distance, as opposed to simple spikes without such a 

criterion. The E597 data have been searched for spikes using fixed as well as flexible 

rapidity windows. With a criterion of 5 or more particles within. any .1 unit interval 

6y flex' almost four( 4) times the number of spike events have been found as compared 

with the search using a comparable fixed-bin partition of event rapidities. Results 

are presented exclusively in the flexible bin mode of searching for spikes. The fixed 

placement of the bins cuts through a good number of high density spikes. The rapid

ity interval width of .1 unit has been selected in order to avoid short range correlation 

scales at greater widths and rapidity errors at lesser widths. Of the qualifying events, 

733 had 1003 of their produced secondaries well measured. In the remaining events, 

no more than 53 of the tracks were unmeasurable. On the average, 993 of all pro

duced secondaries in spike events can be studied with reliable rapidity information. A 

scan for these events appears in Table 4.1.1, having employed flexible bins of width 

.1 units rapidity .. 

Nearly all spikes occurred between 0 and 2 units in laboratory rapidity. 

They exclusively occur in the backward beam-nucleon hemisphere. {The forward 

and backward hp rapidity regions are divided in the laboratory system at 2.68 and 

3.26 units rapidity, respectively, for 100 and 320 GeV /c beam momenta.) Figure 

4.2.1 illustrates their distribution in this region. While proton rapidity distributions, 

as shown previously in Figure 3.5.3, cover an approximate range of 0 to 1 units, 

most spike centers reside above 1 unit rapidity. However, while they do not include 

evaporation protons since misidentification is minimal in this region of rapidity space, 

spikes may include groups of cascade products. 

4.3 MULTIPLICITY DEPENDENCE 

Local rapidity densities calculated over actual spike widths can be seen in Figure 

4.3.1 to be distributed over a range of 50 to 136, with 8 events showing densities 

greater than 100 particles/unit rapidity. Spike populations .. range between 5 and 

7 produced particles. Spike widths range down to .035 and are distributed in the 



199 

Table 4.1.1 Flexible bin scan for events qualifying under the spike criterion of 
ma.xi.mum rapidity density greater than or equal to 5 particles per .1 units rapidity. 

Frame 

251\51!9 
279658 
322519 
338016 
341202 
:s.c2.:soo 
2113093 
26H87 
307662 
3093"8 
:112159 
3'4670.C 
3-16999 

260831 
275-152 
292673 
293760 
20.C l Tl 
:S003.C4 
300867 
300918 
302031' 
30312.f 
303213 
32ll49 
339191 
3-13505 
28.$288 
346912 

Spike 
tlapidit)· 
Den.it>· 

5-1.95 
116.54 
50.89 
11.52 

120.09 
63.15 
51.65 
r.s . .c 7 
57.08 
56.81 
51.83 
62.37 
5.C.52 

52.39 
77.34 
68.61 
53.30 
12.97 
68.-16 
H.02 
1'2.-19 
16.63 
71.76 
&7.15 
68.73 
67.30 
50.73 
66 • .Sl 
60.2.S 

Sl'lKESC.\:'i .l. TAD 

Number 
f'arliclea 
in Spike 

5 
5 
5 
5 
6 
6 
& 
5 
5 
5 
5 
6 
5 

5 
5 
& 
s 
7 
5 
5 
T 
s 
5 
s 
5 
5 
5 
5 
5 

Spilcf' 
Width 

o.oo 
0.0-4 
0.10 
0.07 
0.05 
0.10 
0.10 
o.or 
0.09 
0.09 
0.10 
0.10. 
0.09 

0.10 
0.06 
0.07 
0.09 
0.10 
0.07 
0.09 
0.10 
0.09 
o.or 
0.09 
0.01 
0.01 
0.10 
0.09 
0.08 

Low t.Jgc 
Track 

Number 

Spike 
Rapidh)' 
Center 

ir-A· 320Gc\•/c 
22 l.19 
36 0.6-4 
l7 l. l-l .. 1.91 
14 0.73 
2.C 1.02 
11 0.118 
:S2 l.6.\ 
12 1.29 
30 1.31 
S.'i 0.61 
20 l.19 
2'2 0.73 

,..- Au !l20Ge\' /c 
59 0.97 
16 0.61· 
16 0.81 
19 0.30 
4T o.so 
13 1.28 
13 0.51 
2.C 1.07 
IT 0.{9 

8 1.1.C 
9 l.ll 
9 2.15 

u 0.60 
25 0.87 
a 1.ll 

u l.03 

31 '2B 12 H -I 

39 32 15 . tr 3 
43 :SI H 17 7 
19 18 9 9 0 
6-l 46 19 '21 6 
25 22 12 lO l 
34 2!\ l l 12 10 
39 '21 14 l3 6 
39 30 13 17 6 
35 29 16 13 l 
57 37 l7 20 ll 
90 65 3.f :u 15 
-16 38 16 22 !\ 

RT .Cl) 21 19 ID 
61 4l 19 22 l5 
63 4-1 20 ~M 9 
75 .ca 23 2.S 18 
75 55 25 :m ... 
52 H 22 22 3 
59 H 21 23 12 
65 53 27 26 8 
81 46 21 25 2.C 
H 41 21 21') 2 
52 3.C 13 21 a 
2·1 15 9 6 6 
60 42 20 22 16 
58 33 15 18 18 
0 :u l7 14 8 
S8 43 20 73 10 

UNU/~ICKM l8Auglt9 
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Table .4.1.1 Continued. 

Spike Number Spike Low Edge Spike Ntatm Nprod. Nprod+ Nprod- Nip 
(llspidh)· Pariicle• \\'ldlh Track Rapid hr 
Uenah • in S ike Number Cenler 

1\1 lOOGeV c 
810100 51.93 5 0.10 18 1.29 3l 29 13 lO 
880879 H.34 5 0.09 12 0.96 30 2T 12 l5 

t>Arz: lOOGeV /c 
866422 62.72 5 0.08 31 0.46 49 31 u LT ll 
86l808 50.86 5 0.10 16 I.HS 22 19 9 10 I 
911502 86.49 5 0.06 LT 0.79 0 33 17 16 6 

9299·11 58.10 5 0.09 l3 0.82 .fl 33 13 20 .. 
9:12125 L07.08 5 0.05 50 0.61 58 31 l7 l.f 23 

L 10206 65.30 s 0.08 l4 l.29 55 32 16 16 lfl 

L20L86 68.10 6 0.09 3L 0.67 52 43 22 21 G 

222-193 S0.12 5 0.10 l:S 0.87 58 37 l6 21 ll 
223522 51.82 5 O.lO 20 0.73 55 -10 l8 22 ·1 
246668 50.78 s 0.10 3T l.03 50 32 13 19 9 

822969 60.12 6 0.10 l5 0.64 89 -IR 21 27 1 
837126 51.09 5 0.10 ll 0.81 -13 28 12 16 10 
131379 54.04 5 0.09 12 0.81 29 22 10 12 .. 
1358.52 63.91 5 0.08 24 0.96 26 20 9 II -I 
137851 60.10 5 0.08 9· 0.75 43 26 II 15 fl 
194366 59.92 5 0.08 .. 0.46 53 38 '" 20 6 

236903 56.51 5 0.09 16 0.68 38 21 14 13 9 

t>Au lOOGeV /c 

789310 .'i8.00 5 0.09 20 l.·12 30 2·1 II 13 3 

859464 121.03 5 0.04 6 0.65 37 26 It 15 1 

870853 52.80 5 0.09 35 0.68 H 31 10 18 1 

910845 51.83 5 0.10 40 I.OD 59 39 19 20 16 

9l7970 90.44 6 0.01 28 1.39 50 28 16 12 12 

114202 54.60 5 0.09 42 0.93 68 H '20 24 lfl 

l 17257 79.IT 5 0.06 30 1.27 54 35 15 20 10 

L73214 63.91 6 0.09 22 1.30 39 3'2 15 17 2 
226l.f8 63.39 5 0.08 3 0.86 11 l-1 7 1 l 

243625 72.12 7 0.10 23 0.94 65 40 18 22 17 

244262 9-1.47 6 0.06 15 0.39 55 :u 15 22 10 

24H63 66.86 5 0.07 22 0.96 '25 2'2 13 9 2 

783354 78.63 5 0.06 8 1.12 27 23 12 II 2 

785572 70.35 5 0.07 1-t 1.55 45 30 16 (of 9 

812785 66.23 5 0.08 21 0.54 35 '27 10 l7 5 

813256 67.71 6 0.09 14 0.76 .rn '2'2 9 13 (.I 

817675 78.80 5 0.06 21 0.9l 48 37 15 17 
"" 

82f703 62.96 5 0.08 6 0.82 38 29 HI 1:1 1 

84241)7 51.17 5 0.10 6 l).S6 50 33 1-1 19 12 

101243 65.42 6 0.09 36 0.72 -lO 27 12 15 5 

102870 65.03 5 0.08 20 l. l 2 22 18 !) !) I 

16I036 66.45 5 o.os ·I 0.52 28 11 12 {) 3 

162076 54.10 5 0.09 26 0.85 57 30 13 17 18 

165726 83.53 6 0.07 22 0.97 H 31 l·I 17 r, 
16841)6 50.8-1 5 0.10 5-1 0.56 57 H Ill 26 .. 
106563 92.13 5 0.05 38 o.u 1-'i 23 12 II 1:1 

2382H 60..tl 5 0.08 10 1.73 Hi 15 14 i () 

S l'I K ESC AN-·1. T,\ D UNU/l\IC:KM U.\uJ:d9 
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Table 4.1.1 Continued. 

Sp1kf! Number ,o\\" F.dge Spike lotm Nprod prod+ Nprod- Nlp 
llapidh)' rardclee Track R.apidit)' 
Den•it>· in Spike Number Cent.er 

,..-r.r lOOGcV/c 
181768 56.•IO 5 0.09 lS 0.96 30 25 14 2 
188890 68.63 6 0.09 9 l.52 30 27 12 2 

,..- Ar 100GeV Jc 
80HH 60.15 5 0.08 25 0.82 33 2l IO ll Ii 
80Hl 7 12.715 5 0.07 9 0.19 36 27 ll 16 6 
80991& 52.93 5 0.09 35 0.62 37 20 ll 15 5 
884052 74.64 6 0.08 2& l.38 46 34 l6 18 9 
233971 57.41 6 0.09 H 0.77 48 36 l7 19 9 
244018 63.07 5 0.08 27 l.&6 46 34 15 L9 5 
819271 68.67 5 0.07 6 0.89 55 34 l7 l7 8 
842282 7l • .S6 5 0.07 19 L.06 29 2l 10 l1 6 
104735 112.21 6 0.05 29 0.94 38 23 11 12 13 
164789 63.83 s 0.08 7 0.61 34 10 6 l3 8 
2l:SITA 75.52 5 0.07 14 l.31 30 23 10 13 5 
2137-lli 60.l l 5 0.08 35 l.34 39 28 l5 l3 T 

"'-Au lOOGe\" Jc 
70355<1 116.56 5 0.01 6 0.71 25 18 T II 3 
80295& .'tl.27 i; 0.10 -13 0.81 .'tr 31 12 19 15 
857754 89.2<1 5 0.06 33 0.&2 53 35 l T l8 l3 
909045 55.66 5 0.09 44 0.38 53 33 16 18 lO 
921677 54.56 5 0.09 2 0.92 30 20 9 t1 T 
930688 72.69 6 0.08 15 0.52 H 28 l4 ... 12 
182512 135.91 5 0.04 l7 0.89 H 40 20 20 3 
205555 63.80 6 0.09 22 l.13 53 3·1 16 l8 7 
206040 53.57 5 0.09 l7 l.17 18 1'I 7 7 0 
2-40969 91.08 6 0.07 3 0.64 3~ 29 13 16 I 
812721 5-t.lO 5 0.09 36 1.52 42 31 14 17 T 
846319 73.66 6 0.08 34 0.31 51 35 20 l.5 13 
88608l A9.47 5 0.01 •U 1.03 50 29 15 l4 13 
9344'18 Sl.56 5 0.10 2 0.60 19 16 9 T l 
l40027 113.29 5 0.04 28 O.lO -12 32 l5 17 1 
170066 6-1.43 5 0.08 .u 0.60 62 41 16 25 9 
193433 50."2 s o.rn· -10 0.63 -12 27 l:I ... 7 

Sl'IKESCAN..3.'l'AB UNU/MCKl\I 18Augl59 



16645 66.73 
70515 59.15 
90173 55.15 
60018 52.55 
60982 58.24 

4f:Ui05 51.82 
7-1866 IH.G-1 
79646 57.21 
82207 .H.35 
92852 95.62 
tU28T 82.lO 
84147 57.85 

970689 89.98 
977610 69.54 
99'1632 .65.87 
964382 H.73 
9836150 51.33 

96125-1 58.2 .. 
976803 54.80 
977164 53.0 .. 

14709 52.88 
96HH 66.65 
96H74 56.58 
970092 55.82 
990197 .60.lO 
SPIKESCAN..2.TAD 

Numb~r 

{'arlic:lu 
in S ike 

5 
5 
5 
5 
5 

5 
5 
5 
I 
5 
5 
5 

5 
5 
.5 
6 
6 

5 
5 
5 
5 
8 
5 
5 
5 

Table 4.1.1 Continued. 

Sp1k~ 

Widah 

0.07 
0.08 
0.09 
0.10 
0.09 

0.10 
0.08 
0.09 
0.09 
0.05 
0.06 
0.09 

0.06 
0.07 
0.09 
0.09 
0.09 

0.09 
0.09 
0.09 
0.09 
0.09 
0.09 
0.09 
0.10 

1.,, .... F:dr;t:: 

Track 
Number 

.. + 
3l 
18 
29 
l4S 
27 

.. + 
12 

A 

Au 

7 
12 
21 
26 
lT 
22 

Srnlce 
(bpidil)· 
Cenler 

IOOGe\'/c 
0.63 
1.65 
t.to 
0.36 
l.02 

lOOGe\' /c 
0.71 
0.63 
l.12 
0.75 
0.96 
0.73 
0.61 

PAic IOOGe\' /c 
27 O.:Sl 

2 0.61 
22 0.9~ 

6 0.50 
u o.6t 

pAu IOOGr:\' /c: 
:15 O.H 
26 0.49 
30 l.3-1 
ll 0.11 
19 1.38 
41 0.10 
2l o . .co 
15 0.79 

Ncotm 

46 
28 
35 
37 
:S-1 

53 
n 
Cl 
85 
48 
49 
28 

38 
35 
30 
66 
46 

H 
40 
57 
63 
22 
H 
3T 
43 

1 prod 

23 
21 
26 
23 
27 

36 
3l 
25 
37 
35 
:u 
21 

27 
26 
22 
43 
32 

30 
30 
:IA 
3B 
H 
2f'i 
21 
32 

Nprod-

9 H 
ll lO 
10 lfi 
10 l3 
l-1 13 

11 19 
12 19 
ll H 
18 19 
16 l9 
u 17 
11 10 

10 17 
10 Iii 
It II 
22 2f\ 
15 11 

12 Ill 
12 111 
16 27 
15 21 

1 1 ... 12 
l2 9 
u 11 
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~· I,,, 

, .. 
3 .. 
1 
6 

13 
1 
1 

30 
1 

lt 
6 

.. .. 
5 

t:t 
9 

9 
6 

l:t 
'20 

.. 
8 

l2 
·I 
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Figure 4.2.1 · Frequency distributions of spike rapidity centers for events satisfying 
the criteria of 5 or more produced particles within fixed .1 unit rapidity bins. ·· 
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Figure 4.3.1 Local rapidity densities calculated over spike ra.ther than bin widths 
for both 100 and 320 Ge V / c data. 
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region ll.yspike ::; .1 unit rapidity as shown by Figure 4.3.2. Local rapidity densities 

themselves a.re strongly correlated with multiplicity. The average number of produced 

particles found in the most heavily populated rapidity width less· than or equal to .1 

units rapidity ca.n be seen to be a.n approximately linear function of the multiplicity 

in Figure 4.3.3. No significant difference is seen between results using fl.exible and 

fixed rapidity widths. 

On the basis of this dependence, it is clear that spike events occur preferen

tially among high multiplicity events. But it is also worth noting that spike heights 

show the same basic linear dependence in all reactions, regardless of the beam, target, 

or energy. Com pa.red with pp interactions (Kittel 87b; Ward 88], the same basic slope 

of 1 particle per unit rapidity width for each particle produced seems to be universal 

once adjustments are made for the various analyses' rapidity widths. This confor

mity to a supposed standard suggests a basic mechanism whose characteristics are 

common to both hadron a.nd nuclear scales - an idea. conducive to intermittency and 

fractal measures since both are embedded in concepts of sea.le. Thus there have been 

attempts to explain density fl.uctuations in terms of an intermittency model [Dias de 

Deus 87; Dremin 87] in order to probe their origins. Most intermittency effects have 

been attributable to a. small number of events. 

4.4 ANGULAR INDEPENDENCE 

A survey of E597 spike events shows that produced particles within spikes populate 

rapidity space in a random fashion exemplified by ring patterns as shown in Figure 

4.4.1. Each point represents the tip of a vector whose length is equal to the rapidity 

and whose direction is the momentum direction in the transverse plane, ie. ysin</J is 

plotted as a function of ycos</> where <P = tan - • f!.. This is the same kind of angular 
Pu 

independence found for N A22's anomalous spike event [Ada.mus 87]. 

Now if the processes involved in spike production are non-linear, then the 

question of angular independence is crucial in discriminating between regular dynam

ics {with preferential direction) and stochastic dynamics (with randomized direction). 
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Figure 4.3.2 Spike rapidity widths for both 100 and 320 ·a~V /c data. 
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Figure 4.3.S Maximum produced particle population within flexible rapidity win
dows of width .1 units as a function of produced particle multiplicity. 
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Figure 4.4.1 Demonstrative examples of ring-like particle distributions in spikes. 
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by open asterisks. Circles with radii approximating the average rapidity of the spike 
particles are provided to guide the eye. 
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It has been proposed that coherent hadrons analogous to Cerenkov radiation would be 

produced by valence quarks in preferred emission angles dependent on QGP plasma 

properties. Thus the produced particles found in spikes would populate rapidity space 

in rings. (In fact, an alternate appellation for spike events is ring events) [Dremin 

89].) The fact that the data show this ring behavior is consistent with the speculation 

that spike particles be associated with Cerenkov gluons. 

4.5 SEAGULL EFFECTS 

Gluon radiation could account for distinctive seagull effects [Kittel 87a]. These ef

fects are seen in the energy-weighted dependence of average transverse momentum on 

Feynman x, and have the characteristic appearance of a seagull with its head lowered 

at :DF = 0 and its wings raised significantly at I :DF I> .4 and has been seen in e+e-, 

lh, and hh interactions. First seen in hh interactions down to ems energies of 22 

Ge V (Pernegr 60; Bardadin 63], seagull effects have been noteworthy in e+ e- and .th 

interactions. In string models of e+ e- interactions [Andersson 80], the dramatic rise 

of one of the wings with increasing ems energy accompanies the hard gluon that one 

of the two leading quarks begins to emit beginning at about 10 GeV. By 22 GeV, 

approximately E597's upper energy limit, one wing lifts higher by a factor of two over 

its position at 14 GeV, approximately E597's lower energy limit. This behavior of 

the seagull has been a valuable signal for hard processes [ Ajinenko 87]. 

At 100 and 320 GeV /c, the lifting of the seagull's wing is clearly seen in 

all E597 hA interactions, Figure 4.5.1. In the analysis, only cuts reducing errors 

in p .L have been made. All have the head dipped down at x F ~ .35 and the beam 

fragmentation wing rises steadily to higher average transverse momenta at 320 Ge V / c. 

In all cases, FRITIOF is unable to reproduce the lift of wing because it has not 

included multi-gluon radiation with large momentum transfer components. Thus the 

seagull effects seen in hA are consistent with gluon radiation, though not necessarily of 

the Cerenkov persuasion. It may be noted, however, that average transverse momenta, 

like maximum event rapidity densities, have been shown to be strongly correlated to 
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Figure 4.5.1 Energy-weighted average transverse momentum as a function of Feyn
man z to show the seagull effect in hA interactions for charged produced particles. 
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charged produced particle multiplicity, particularly when limited to high transverse 

momenta [Van Hal 87]. 

Seagull effects are even more pronounced in distributions restricted to pro

duced particles charged oppositely from the beam, Figures 4.5.2 and 4.5.3. Wing 

elevations in excess of 1 GeV /c rise over their beam-charged counterparts in the beam 

fragmentation region. In the target fragmentation region, the other wing is clearly 

rising higher for positive produced particle distributions in contrast to those for neg

ative produced particle distributions. Multiple collisions are no doubt responsible for 

the rise in the target fragmentation region, but other reasons must be found for the 

rise in the beam fragmentation region. 

4.6 Production region size 

It may be argued that QGP interpretations of spikes are consistent with production 

region sizes in hA interactions. A first approximation of emission regions can be made 

based on the uncertainty principle and average transverse momenta: 

(~r) ~ 1i/p1- ~ .5 fm 

However, along the collision axis, this region could be Lorentz contracted into a Fermi 

pancake in the center of mass reference system, or extended into a multiple collision 

hot dog bun in the laboratory system. QGP is theoretically expected at temperatures 

of 1-2 Ge V /fm.?t so whether or not QGP can be expected in hA collisions depends on 

the extent of the production region along the collision axis and subsequent volume. 

The radius of an emission region can be inferred from Bose-Einstein (BE) 

correlations - enhancements of like-boson pairs at small momentum differences known 

as the GGLP effect [Goldhaber 60] with the radial direction perpendicular to the mo

mentum difference. Based on Hanbury Brown-Twiss interferometry methods of radio 

astronomy [Hanbury Brown 56], and predicted for excited nuclei and resonance de

cays (Grishin 71], correlations between identical particles can rev:~al something of the 

space-time structure of hadronic interactions [Cocconi 74], in principle the lifetime 

and precise shape of the interaction fireball. In principle, studies of any particles 
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Figure 4.5.2 Energy-weighted average transverse momentum as a function of Feyn
man x to show the seagull effect in hA interactions for positi,Ye. produced particles. 
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Figure 4.5.3 Energy-weighted average transverse momentum as a function of Feyn
man x to show the seagull effect in hA interactions for negati:v.e .produced particles. 
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emitted from sources separated by small distances compared to their Compton wave

length will yield an estimate of the emission volume. Pions, as bosons, display BE 

enhancements or positive correlations while protons, as fermions, .display Fermi-Dirac 

depletions or anti-correlations. Fermi-Dirac correlations for proton pairs have been 

used to study hA [Siemiarczuk 67; Azimov 74; Angelov 80; Bayukov 81; Azimov 83} 

and AA interactions [Koonin 77; Zarbakhsh 81]. Bose-Einstein correlations have been 

used to study hh [Biswas 76, Meijers 87], hA [De Marzo 84], and AA [Chacon 88] as 

well as e+e- (Aihara 85] interactions. Identically charged kaon as well as pion pairs 

have been employed [Lednicky 82; Grishin 87] as well as 7r+7ro pairs (which are explic

itly exempted from BE correlations [Bowler 87b]). Experimental limitations (proton 

energy loss in target thicknesses) have precluded the use of FD correlation analysis 

with the present data, but BE enhancements have been readily observable. 

These enhancements are determined by simple interference principles. Given 

two(2) simultaneously emitting sources, the total amplitude of the superposed outgo

ing waves is the sum of the partial amplitudes with the coincidence rate proportional 

to the square of the amplitudes. This reduces to an expression in terms of the source 

separation R and the detector angular separation 8. This expression displays modu

lating characteristics or 2nd order interference effects with maxima at kR( fJ)/27r so 

the source separation in the plane of the two(2) detectors can be determined by the 

interference of coincidences. The symmetry of the waves determines the observed 

interference patterns as a consequence of the uncertainty principle and the path am

biguities introduced by separation R. 

In this way interference indicates general effects arising from ihe superposi

tion of fields rather than limited interference patterns. This is reasonable since single 

atoms emit photons one at a time. When a coincidence is observed, 2 quanta are 

surely involved from 2 different sources. A conventional fringe pattern cannot be ex

pected since the atoms radiate with random phase. Even so, the intensity correlation 

function is not constant in space, but exhibits a characteristic modulation resulting 

from interference. This is so classically, but more so quantum.in.echanically, in which 

case coincidences cannot occur when the detectors are spaced at odd-half numbers of 
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fringe spacings of the fictitious interference pattern that would occur if the atoms were 

radiating with fixed phases. The corpuscular aspect of light actually enhances the 

structural order manifest in intensity correlations produced by two(2) independently 

emitted atoms and demonstrated by Hanbury Brown and Twiss. These Intensity 

correlations are dependent on the level of coherence [Gyulassy 79] as well as the dis

tances between sources. They are strongest when the sources are chaotic. While the 

pion wave functions are fixed, phases can be randomly and independently :fluctuat

ing. Average intensities can be assumed either constant in space or fluctuating, but 

spatial modulations are most most pronounced in the absence of fluctuations. Thus 

interferometry reveals not only space time structure but also the degree of coherence 

with which particles are produced. 

4.6.1 Parameterization 

Kopylov and Podgoretskii [Kopylov 73] proposed studying momentum differences of 

pion secondaries to measure the fireball region, the region from which produced secon

daries are emitted rather than the interaction region. A correlation function R(p 1, p2 ) 

is defined so that it is equal to 1 when pions are uncorrelated in momentum space, 

regardless of whether the multiplicity distribution is Poissonian. At large relative 

momenta and for small energy differences, the reliability of R can be checked for 

supposed uncorrelated backgrounds. R should be fl.at, with its fluctuations centered 

about I. When it is not and a rise seems inevitable due to other correlations present, 

a parameterization with a linear term is used to accommodate the rise. 

In practice, the correlation function is determined by the ratio RBE = 
p 1 ,2 / p1f'.~:kground of the measured 2-particle density p1,2 and the background 2-particle 

density pt;kground. The correlation can be studied in terms of Lorentz invariant 4-

momentum differences Q2
, 3-momentum differences q2

, energy differences q~, and 

transverse 3-momentum differences qi. While all of them have been employed and 

display BE effects, 4-momentum differences in the pair ems are ~orentz invariant and 
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give the clearest results. The ratios RBE have been analyzed as functions of the form 

which is a Goldhaber parameterization for which N is a normalization factor, A des

ignates the chaoticity (0 for none, 1 for maximum), 1icf3 is the radius of the emission 

zone by Fourier transform, and 5 accounts for other correlations at large Q by accom

modating the residual slope. 

4.6.2 Reference samples 

When constructing suitable backgrounds with which to calculate RBE, it must be 

remembered that pion correlations can emanate from considerations other than the 

quantum statistics of pions. Constraints from conservation laws and dynamical pro

cesses can produce pion correlations as well. Strong correlations can derive from 

translational and rotational symmetries (conserved energy and momentum) as well 

as internal symmetries (isospin and parity). Produced particles are related kinemat

ically as well as by their multiplicity distributions. Correlations may also occur as 

a results of resonance production and some cluster models see pion production as a 

kind of fireball decay. Long range Coulomb interactions between final state pions also 

contribute to correlations - potentially dominating them at small relative momenta. 

To isolate pion correlations resulting exclusively from quantum statistics, a 

background must be devised which includes conservation and dynamical effects but 

excludes BE effects. There is no unique prescription for building such a background. 

Various methods have been proposed, each with superior qualities as well as serious 

disadvantages. In the process of this analysis, many different reference samples have 

been constructed. These reference samples utilized 

1. same event oppositely-charged pion pairs 

2. same event identically-charged pion pairs with overall shu~ed transverse mo

menta 
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3. same event oppositely-charged pion pairs with overall shuffled transverse mo

menta 

4. same event, identically-charged pion pairs with shuffled tra~sverse momenta 

5. different event, like multiplicity, identically-charged pion pairs 

6. different event, like multiplicity, oppositely-charged pion pairs 

Analyses using all these backgrounds showed some degree of BE enhancement. Two 

of them, numbers 4 and 5, however, showed the clearest enhancement. They also 

have the greatest advantages and the least disadvantages. Because of the potential 

problems of the others, results are presented only for these. 

Using oppositely-charged pion pairs certainly sidesteps the BE effect, but 

also introduces new dynamical correlations associated with p, 17, and w resonance 

production. Thus, simply using oppositely charged pion pairs is not enough to single 

out quantum effects. Neither is it wise to use any of the other oppositely-charged pion 

pair schemes to build a reliable background. Shuffling transverse momenta randomly 

among all particles and pairing the resultant fictitious tracks breaks the BE effect, 

retains momentum and energy conservation, and also destroys resonance correlations 

in oppositely-charged pairs, further reason to avoid using backgrounds built with 

oppositely-charged pion pairs. 

Now longitudinal momentum distributions depend strongly on mass and 

charge and thus cannot be swapped without violating momentum conservation. But 

by restricting swaps to transverse momentum, the problem is largely avoided. But 

energy conservation is better safeguarded by swapping only like-particle pairs (same 

mass, same charge) [Azimov 83]. This approach has been one of the two preferred in 

this study. 

Taking pions from different events to produce fictitious pairs certainly sidesteps 

BE effects but also endangers energy-momentum conservation. There are also haz

ards in mixing events of different proton and pion multiplicity such that internal 

symmetries are violated. To minimize these problems, the data were sorted by light 
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proton, proton, and pion multiplicities. Only events with common multiplicities have 

been mixed to produce backgrounds. Since this restriction in building backgrounds 

necessarily cuts out a number of multiplicity combinations represented in the sample, 

correlated pairs were restricted to multiplicity combinations occurring in the back

ground only. Event mixing was also restricted to events involving the same thickness 

foil since tracks traversing the thicker foil will lose more momentum on the average 

than those traversing the thinner foil. Undoubtedly, these restrictions are tighter than 

necessary in view of the overall multiplicity errors, nevertheless, they have safeguarded 

against unforseen biases. The multiplicities used were corrected only for unmeasured 

tracks but tracks were accepted into pairs only if they passed the cleanest track qual

ity criteria as described in Chapter 2. CRISIS identification of fast forward particles 

was included where available. The reference samples were normalized by requiring a 

vanishing BE effect at large relative distances (.6 GeV2 /c2 <Q2 < 2GeV2 /c2). 

4.6.3 Results 

For the mass-restricted shuffied transverse momentum and the different event back

grounds, BE effects are large enough for estimates of the production region size to be 

made on the basis of Goldhaber parameterization 4-parameter fits. 100 GeV /c beams 

have been combined for the sake of statistics, but essentially the same effects are seen 

for each beam-target combination wilh larger errors. Cuts limited relative momentum 

errors dp/p to less than .8. Fits of data to background ratios in Figure 4.6.1 imply 

estimates of chaoticity between .2 and .3. They also verify the normalization- of the 

background within errors by the fact that N of the Goldhaber parameterization is fit 

to approximately 1. At large Q2 the fits are consistent with RRE oscillating about 

a slope described by 5 ~ -.1, and with /3 associated with emission radii r = lic/3 of 

.3 to 1.2 fm. These emission radii are in pion pair-average momentum rest frames. 

The radial size estimate is higher when utilizing the different events background than 

when utilizing the shuffled PL background, and shows possible.~ dependence when 

the fit is restricted to Q2 < 2. 

The chaoticity estimates, well below 1, may be indicating that some mul-
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tiparticle production is coherent. But until the sample of spike events is significant 

enough to analyze for BE correlations, coherent gluon radiation in spike events cannot 

be inferred. 

The radial size estimates basically agree with original estimates hased on 

average PJ.. but are significantly smaller than the charge radii of participating nu

clei (see Table 1.4.2). They are comparable to emission region radii reported for 

e+e- (r = .7 - .9 fm) [Aihara 85; Althoff 85a], for lh (r = .5 - .8 fm) and for hh 

(r'lr+p,K+p = .77(.03)- .83(.02) fm) [Meijer 87). Some caution must be exercised, how

ever, in comparing radial values with any calculated or experimentally deri-ved values. 

They are expected to be smaller in Lorentz invariant parameterizations ( Q2 ) than for 

Kopylov-Podgoretskii parameterizations (qt and q0 ). But one must also consider the 

rest frame for which the radius is given. Some values are given in sec·ondary particle 

rest systems 5sec; others, in empirically determined systems S0
; others, in the lab; 

others, in the event ems system. DPM calculations for 200 Ge V / c pAu [Ranft 88] 

describe emission regions both in secondary particle rest systems ( r = 1 fm) and in 

empirically determined systems ( r = 5 - 10 fm) related to the lab system by 

Values found in this study, given in the rest frame of averaged pairs (ie. the frame for 

which the average momentum of a pair vanishes), are expected to be smaller than both 

lab values and secondary rest frame values. Single particle laboratory momentum 

distributions peak at lower values than pair average momentum distributions. That 

means secondary particle rest frames have on the average smaller I than pair-average 

rest frames so that secondary particle rest frame values for radial dimensions are 

larger than pair-average rest frame values. 

Whether heavier nuclei show smaller, larger, or comparable emission regions, 

however, has not been conclusively ascertained. A limited region fit on RBE using 

the different events background shows the radius increasing with nuclear mass, but 

the fit on R using the shuffled PJ.. background does not reprociu~e that dependence. 

Instead, the shuffled background result argues for comparable emission regions, and 
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the different events background result, within its errors, corroborates comparable 

emission regions. Thus, the results can only be used reliably to place upper limits on 

the size of the emission regions rather than specifically compari:Q.g emission regions 

for different nuclei. This upper limit ranges from . 71 to 1.17 fm, is comparable to 

that of hh, and does not clearly exhibit a strong dependence on nuclear size. pp, pp, 

pX e, and pX e studies at 200 Ge V / c [de Marzo 84] agree that hA emission volumes 

do not depend on nuclear size. (Note their larger emission radius of about 1.5 fm due 

to their use of a modified Kopylov-Podgoretskii q l.. parameterization.) A comparison 

with pp results at .J8 = 31 GeV (r ~ .8 - 1.0 fm) [Breakstone 86] further confirms 

the comparable dimensions of hh and hA emission volumes, even at higher energies. 

With radial dimensions around 1 fm, QGP is a possibility for large mul

tiplicities. Using experimentally determined average transverse masses (transverse 

momenta measure temperature) to estimate minimum energy densities, the mini

mum produced particle multiplicity (particle densities measure entropy) required for 

QGP energy densities of 1 GeV /fm.3 can be as low as 2 for .5 fm emission zone radii, 

11 for a 1 fm emission zone, or as high as 92 for 2 fm emission zone radii. High 

multiplicity spike events certainly pass under minimum QGP energy density criteria. 

But if QGP is being produced in hA interactions, some difference in emission volume 

might be expected. Thus, BE effects are not signalling QGP phase transitions. 

4.7 Summary 

• 131 events qualify as spike events. Large fluctuations in rapidity density appear in 

hA often enough for quantitative studies of spike events. 

• Maximum local rapidity densities are as high as 136 particles/ unit rapidity in hA 

interactions. Spike events are candidates for QGP. 

• Density spikes of various heights occur in numbers larger than statistically expected. 

Spike events are probably dynamically significant. 
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• Density spike production is strongly correlated to produced particle multiplicity. 

Spike heights are directly proportional to produced particle multiplicity with a 

constant 1 particle per unit rapidity for each particle produced, essentially the 

same as for hh interactions. This linear dependence of maximum rapidity density 

on total produced multiplicity seems to be universal, unaffected by energy, beam, 

or target considerations. 

• Spike events display ring features. The random angular distribution of spike parti

cles is consistent with expectations for coherent production analogous to Cerenkov 

radiation. 

• Seagull effects are observed in both 100 and 320 Ge V / c events but are not consistent 

with FRITIOF. The rise of the beam fragmentation wing cannot be accounted 

for without some large-momentum trans/ ers and gluon radiation. 

• On the basis of Bose-Einstein correlations, the production size in hA interactions is 

estimated to be somewhat less than 1 fm. The emission volume is small enough 

to make QGP possible at spike multiplicities. 

• The pion emission volumes inferred from Bose-Einstein correlations in hA are com

parable to hh interactions and do not indicate a. strong A dependence among 

themselves. Therefore, QGP is nearly as likely {or unlikely) for light as heavy 

nuclei, given comparable multiplicities. 



CHAPTER 5 

INTERMITTENCY 

First introduced in the study of turbulence [Mandelbrot 74; Frisch 78; Shertzer 84], 

intermittency describes the pattern of fluctuations in stochastic distributions which 

occur at different scales and which incompletely populate available phase-space. In 

hydrodynamic frameworks, large fluctuations signal transitions between unstructured 

laminar flow and turbulent flow. Similarly, large rapidity fluctuations may be signal

ing transitions of some kind related to the substructure of hadronic media [Kittel 

87]. By entertaining the possibility that these fluctuations reflect something unique 

about hadronization, current models of the process( es) transforming quarks, gluons, 

and QCD excitations into hadrons can be tested. 

The term intermittency has been chosen to refer to all power-law relation

ships which simplify the complicated patterns of fluctuations over a number of scales. 

These patterns may be of dynamical and/or statistical origin, though some authors 

limit the term to dynamical origins. It has been proposed that fluctuations of ordi

nary dynamical origins can be separated from purely statistical ones by the power-law 

behavior of scaled moments, the higher orders increasingly affected by these fluctu

ations. But both quantum statistical [Carruthers 90] and deterministic cascading 

(Bialas 86] have been demonstrated to display intermittency. At present, models 

dealing with intermittency fall into one of three groups of models: random cascading, 

phase transition, or conventional. Random cascading models propose fluctuations 

in time-development mechanisms; phase transition models propose statistical mecha

nisms akin to spin-glass phase transitions; and conventional m6dels propose quantum 

statistical or BE interference, resonance, and/ or short-range correlation mechanisms 

223 
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to account for intermittent behavior. 

5.1 INTERMITTENCY SIGNAL 

The signal for intermittency is found in log-log plots of factorial moments as functions 

of rapidity bin width. The reason factorial moments signal intermittency stems from 

the fact that cascading introduces new rapidity scales which can be detected by 

factorial moments. If factorial moments saturate with increasing resolution, ie. with 

decreasing interval size, then the fluctuations are behaving in an entirely statistical 

manner. If fluctuations follow a power law, they may be dynamical over a range of 

rapidity scales. Such power laws are characteristic of fractal and multi-fractal systems 

[Mandelbrot 87], discussed in Chapter 6. The recognized signal for intermittency is 

linearity down to the experimental resolution. 

In principle this signal can be looked for in individual events, but an inclusive 

approach is usually preferable, using average factorial moments. Of course, events 

with extremely large multiplicities can be studied individually for intermittency using 

a normalized factorial moment of order q 

Gq = _1 _ I: kbin(kbin - 1) ... (kbin - i + 1) 
Mbin:. bin=l Nprod(Nprod - 1) ... (Nprod - q + 1) 

where kbin is an individual bin's population, ltfbins is the total number of bins, and 

Nprod is the total produced particle multiplicity. But the dispersion of G9 is given by 

where N is the produced particle multiplicity. Thus good resolution requires large 

multiplicities or large numbers of events. But multiplicities are more critical than 

numbers of events. The dispersion as given above is really the first term of an expan

sion whose error increases at small multiplicities. So larger multiplicities give better 

resolution than larger numbers of events. On the basis of multiplicity, hA studies 

may have an advantage over hh studies, but must still rely on .. fl.n.inclusive approach. 

Various forms of scaled moments have been introduced to cope with the 

problems that low multiplicity events incur. It has been shown that factorial moments 
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Fq of order q 
1 Albina 

F9 = ~ I: k:in(k:in - 1) ... (kZin - q + 1) 
Jl'.lbzns bin=l 

where M is the number of bins partitioning the total rapidity width, significantly 

reduce the amount of statistical noise that finite multiplicities introduce. Current 

studies of intermittency have employed one or another form of factorial moment. 

Factorial moments are of ten normalized in some way by F?. However, in calculating 

average factorial moments over a number of events, two{2) distinct methods have 

emerged-the horizontal and vertical averages [Bialas 86]. In the horizontal version, 

the factorial moments are first averaged over all bins for each event and the result 

then averaged over all events: 

1 1\lbina 

Fevl "'"°" kevl (kevt 1) (kevt + 1) 
q,l&oriz = ~ L...,, bin bin - • • • bin - q 

bms m=l 

Fevt 
..J..e11t q,horiz 
'Pq,horiz = (Feut . )q 

1,horu 

1 Ncvtll 

{ </Jq,horiz) = ~ L <P;:i~oriz 
evta evt=l 

In the vertical version, the factorial moments are first averaged over all events for 

each bin, and the result then averaged over all bins. 

1 Neuea 
F bin "'"°" ktmt (kevt 1) (ke11l · + 1) 

q,vert = ~ L...,, bin bin - • • • bin - i 
evta evt=l 

F"in 
..J..bin q,vcrt 
'Pq,vert = (Fbin )q 

l,vert 

While these are not generally equivalent, both have been employed to determine inter

mittency in an inclusive approach. This study uses the horizontal average exclusively. 

5.2 RESULTS 

Figure 5.2.1 shows the average horizontal factorial moments for all events in the 

E597 samples as functions of rapidity bin width 5y. Linearity, in most cases, extends 
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Figure 5.2.1 Normalized factorial moments of orders 2 through 5 function of ra
pidity resolution. Dashed lines are linear fits made in the rapidity resolution region 
extending from 8y = 2.0 (-ln8y = - .69 ) to rapidity resolution by < .4 (-ln5y > .92) 
at which the linear fit gives a correlation coefficient 903 or better. The slopes serve 
to guide the eye when looking for intermittent behavior and serve to measure the 
'strengths' of the intermittencies, when present. Orders q=2 to 5 of (r/Jq)horiz appear 
in ascending order bottom to top. 
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to 5y = .2, though it extends further down to 5y = .1 for pAu and pAu interactions. 

At smaller intervals, the factorial moments level out and drop off. This is pretty 

much the same behavior as for central 200 AGeV SAu interactions, which show a 

similar change i:ri behavior for pseudorapidity intervals greater than .1. Thus non

statistical fluctuations are revealed only down to .1 unit rapidity for both hA and AA. 

[Adamovich 90]. The linear rise at small rapidity widths is due mostly to a few events, 

the spike events (those with 5 or more charged particles in .1 unit of rapidity). The 

rise significantly increases when the sample is limited to these high rapidity density 

events. Slopes f 9 in Figure 5.2.2 for spike events are larger than the slopes in 

Figure 5.2.1 for all events by at least an order of magnitude. (Note the different 

scales used in each figure.) In the sense that intermittency means linearity down to 

the experimental resolution, hA data could be said to display intermittency. While 

the average rapidity resolution is around .03 units, the tails of most rapidity error 

distributions are significant enough at .1-.2 units to be responsible for the leveling off 

behavior. 

The strength of intermittent effects is measured by the slope expressing the 

power relation between factorial moments and rapidity widths. Slopes have been de

termined using the greatest number of points which will still render a 903 correlation 

coefficient. These values are comparable to slopes fitted between rapidity resolution 

lengths 5y = 4 and 5y = 2. The slopes or strengths are larger than those reported 

for hh interactions [Ajinenko 89). However, the larger slopes do not necessarily imply 

larger dynamical interm.ittency until it is clear that intermittency is a valid interpreta

tion of the factorial moments. If it is a valid interpretation, then quantum statistical 

originals must also be ruled out in order to infer a new dynamics. If the E597 factorial 

moments are indeed signalling intermittency, the fact that the slopes are comparable 

or larger for hA interactions than for hh interactions is significant. Generally complex 

systems (e.g. hh as opposed to e+e-) have tended to display weaker intermittencies 

[Dera.do 90]. 
. ... ,. 

Intermittency has been shown to include a possible signal of QGP transi-

tions [Bialas 90]. The anomalous fractal dimension of order q, dq, related to the 
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intermittency strengths or slopes fq by 

is expected to be approximately linear in q for cascading processes but approximately 

independent of q for second order QGP transitions. E597 results show that, though 

a strong correlation exists between slopes fq and orders q (Figure 5.2.3), a similar 

plot of d9 a.s a function of q (Figure 5.2.4) is consistent with dq being independent of 

q. Anomalous fractal dimensions for simple interaction systems, e.g. µp [Derado 90], 

e+e- [Buschbeck 88), have been shown to be very strongly correlated to q. Thus, on 

the basis of anomalous fractal dimension, hA interactions (particularly those known 

as spike events) a.re candidates for QGP transitions. 

Possibly corroborating this conclusion is the fact that a Gaussian approxi

mation in a random cascading model results in the recursive relation 

[Bialas 88) when the number of scales over which the cascades are occurring is large. 

This recursion relation, however, is not valid for the E597 samples as seen by compar

ing 3/fod and ff'od; 6ffod and /f0 d; and 10/fod and f§od in Table 5.2.1. Either 

a random cascading model is inappropriate and/ or the number of scales is small. 

5.3 QUANTUM STATISTICAL DESCRIPTIONS 

A question of great interest is whether the power law behavior of multiplicity fluctua

tions is dynamical or simply a quantum statistical effect. But even if QS is responsible 

for the power law behavior of most events, it may not account for spike event char

acteristics which may be signalling intermittency and/or QGP [Carruthers 90]. 

5.3.1 Bose-Einstein intell"ference 

There is evidence that quantum statistics alone cannot explain intermittency found 

in E597 interactions. It has been proposed that Bose-Einstein (BE) interference 
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Table 5.2.1 lntermittency strengths for charged and negative produced particles. 
These are defined as the slope of lnFq as a function of -ln5y in the range 5y = 2 to 
5y = .4 where F9 is the horizontally averaged factorial moment. The predicted values 
of the higher orders are also given (as multiples of f 2) as per the recursive. relation 
expected between orders based on random cascade models. Correlation coefficients 
R designate the goodness of fit. 

Projectile 320GeV /c lOOGeV /c 
1r - 1r - 11'+ 1r+ p p 11' - 11' - 1r- p p p 

Target Ag Au Ag Au Ag Au Mg Ag Au Mg Ag Au 

1rod .10 .14 .08 .11 .06 .11 .09 .08 .08 .09 .07 .05 
t::..frod .02 .03 .02 .03 .02 .03 .02 .01 .01 .03 .01 .02 
R .96 .99 .95 .98 .91 .95 .99 .95 .99 .74 .95 .92 

J;egprod .10 .12 .07 .13 .07 .12 .10 .08 .07 .09 .08 .05 
t::..J;egprod .03 .04 .04 .05 .03 .04 .04 .01 .02 .04 .02 .02 
R .97 .99 .82 .97 .83 .98 .94 .91 .99 .73 .99 .95 
3grod .30 .42 .24 .33 .18 .33 .27 .24 .24 .27 .21 .15 
t::..3/rod .06 .09 .06 .09 .06 .09 .06 .03 .03 .09 .03 .06 

trod .23 .34 .19 .30 .13 .26 .17 .17 .17 .17 .18 .13 
a trod .05 .07 .06 .06 .04 .06 .06 .03 .03 .06 .03 .03 
R .94 .98 .92 .99 .78 .96 .93 .90 .99 .79 .98 .96 

fnegprod 
3 .27 .22 .23 .15 .23 .17 .20 .14 .23 .16 .22 .15 

fl. t;egprod .08 .09 .10 .10 .08 .10 .11 .05 .06 .11 .05 .06 
R .91 .95 .99 .92 .85 .66 .86 .89 .96 .78 .98 .92 
agrod .60 .84 .48 .66 .36 .66 .54 .48 .48 .54 .42 .30 
ll.aJ:rod .12 .18 .12 .18 .12 .18 .12 .06 .06 .18 .06 .12 

rrod ,, .33 .27 .32 .40 .20 .46 .27 .27 .26 .24 .31 .20 
fl.trod .09 .09 .09 .09 .06 .09 .11 .05 .05 .12 .05 .05 
R .91 .80 .97 .97 .81 .99 .98 .83 .99 .82 .98 .89 

f~cgprod .18 .09 .36 .19 .23 .17 .49 .17 .34 .14 .26 .25 
/l. f~egprod .13 .14 .16 .17 .08 .10 .22 .10 .12 .17 .10 .10 
R .87 .39 .98 .67 .85 .66 .99 .70 .98 .74 .97 .97 

101r
00 1.00 1.40 .80 1.10 .60 1.10 .90 .80 .80 .90 .70 .50 

/l.lO/frod .20 .30 .20 .30 .20 .30 .20 .10 .10 .30 .10 .02 

trod .51 .38 .47 .34 .23 .71 .45 - ~37"' .27 .24 .11 
6.J:rod .13 .17 .18 .14 .07 .14 .18 - .09 .21 .08 .06 
R .92 .80 .93 .97 .56 .99 .95 .62 .98 .73 .80 .36 
FSLOPES.TEX UND /MCKM 4Sep90 
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strengthens the signal for intermittency [Carruthers 89]. It is proposed that inter

mittency slopes should increase roughly by factor of 2 when the factorial moments 

are restricted to identically charged particles. But they do not. In fact, they closely 

parallel the slopes for all charged particles, as can be seen by comparing charged 

with negative produced particle results in Table 5.3.1. Similarly, e+e-, 7r+p, and 

K+p do not show a factor of 2 increase in the factorial moments when restricted to 

positive particle products [Kittel 90]. This provides a strong case against BE origins 

for intermittency [ Gyulassy 90]. 

5.3.2 NBD interpretations 

A natural theoretical relation exists between NBD parameters and factorial moments. 

This is not surprising from a phenomenological point of view since density spikes are 

strongly influenced by multiplicities which in turn are well described by NBD param

eters. Since density spikes are responsible for most intermittency, NBD parameters 

must relate to intermittency. 

Factorial moments of order q are calculated in terms of NBD parameter k: 

In particular, 

(F) _ k(k + 1) ... (k + q 1) 
q NBD - kq 

1 
{F2)NBD = 1 + k 

3 2 
{F3)NBD = 1.+ k + k2 

6 11 6 
(F4)NBD = 1 + k + k2 + kJ 

10 35 50 24 
( F.r;) NBD = 1 + k + k2 + k3 + k4 

These are associated with factorial moments {F;18
) of the rapidity interval centered 

at the center-of-mass rapidity [Buschbeck 88] 

{ncms(ncms _ 1) ... (ncms _ q + 1)) 
(ncms)q 

where ncms is the population of the center-of-mass rapidity bin. 
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Experimentally, NBD parameters have been useful when rapidity informa

tion is not available. Factorial moments have been calculated for e+ e- interactions 

[Derrick 86; Adamus 88] on the basis of NBD fits to the produced particle multiplicity 

distributions in limited intervals of rapidity, centered about the interaction ems. Data 

from hA interactions confirm the relation between (F~ms} and (F9 }NBD and thus the 

feasibility of using NBD parameters. NBD fits are made for multiplicity distributions 

in a central rapidity bin of width 5y to determine the parameter k needed to estimate 

{F9 }NBD· These are then compared in Figure 5.3.1 with the factorial moments cal

culated directly for that central bin. The direct and NBD-based values essentially 

agree in the regions of 5y for which both have been calculated considering the er

rors involved and the fact that (F~8 ) is a direct bin average and (F9 }NBD assumes 

a rapidity plateau not observed in hA interactions. But the link between NBD and 

intermittency parameters is of limited value, particularly for complex targets. The 

best agreement occurs for E597's simplest interactions, hMg. 

5.3.3 Normalized factorial cumulants 

If the power law dependence of (¢9 } on the bin width 5y is due to partially coherent 

systems, then two parameters describe the relative mix of fields in a quantum statis

tical treatment: chaoticity and coherence length. Chaoticity p is the fraction of the 

secondary multiplicity which originates from the chaotic component of the field. The 

coherence length e (assumed to be finite) is ay / f3 where f3 is the available number 

of rapidity space cells available for coherent multiple production. {3-scaling refers to 

the proposal that power-law dependencies are attributable to this number of cells 

changing. 

Both hh and AA intermittency strengths have been successfully fit with 

curves obtained assuming exclusively quantum statistical origins. These fits are con

sistent with reported approximate chaoticity p=.32 and coherence length e = 1 for 

.jS = 22GeV pp data (NA22); with p=.44 and e = 4.0 for .Js .. = 540GeV (UA5). 

In obtaining these results, rapidity windows were centered about Yc:ms = 0 and k=l 

wa.s assumed. However, results are similar when they are obtained individually for 
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rapidity windows of given rapidity width spanning the entire range and averaged over 

the windows. The chaoticity and coherence length for pp at 22 GeV (NA22) [Adamus 

88c] and SAu at 200 AGeV (EMUOl) [Stenlund 88] have been reported to be p = .2, 

e = .9 and p = .015 and e = .2, respectively [Carruthers 90]. So it might be expected 

that hA data falls somewhere between these values. Chaoticities for E597 hA samples 

have been found to be near those for hh. 

The theoretical base for these fits has been developed in terms of cumulant 

factorial moments µi, which are sensitive to dynamical details than normalized facto

rial moments. These cumulant factorial moments are very simply related to standard 

normalized factorial moments </>i [Fowler 88]: 

µl = 1 

JJ,2 = </>2 - 1 

µ3 = </>a - 3</>2 + 2 

µ4 = </>4 - 4</>a + 12</>2 - 3</>~ 6 

P,s = </>s 5</>4 + 20</>J - 60</>2 + 30</>~ - 10</>a</>2 + 24 

In a QS treatment, cumulant factorial moments are related to chaoticity p and the 

effective number of participating cells k, where k plays the same role as it does when 

introduced in the context of NBD as the number of cells or groupings of indistinguish

able, same-state bosons and 1/k is the fraction of identical bosons already present 

which participate in stimulated emission (see Appendix 3A). The parameter k can 

be expressed as the product k=cs, where c is the number of independent charge states 

and s, the number of independent sources. The cumulant factorial moments in a QS 

model are given as follows: 

µ2 = t[P2 B2 + 2p(l - p)B2] 

µ3 = ~2 [2p3 B3 + 6p2(1 - p )B3} 

µ4 = ~ [6p4 B4 + 24p3 (1 - p)B .. ] 
:I 

µs = 1
4 
[24p5 Bs + 120p4 (1 - p)B5 ] 

where B and B are functions of the available number of rapidity cells {3 - 5y/e 
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[Jaiswal and Mehta 70]: 

B _ c-21J +213- t 
2 - 2132 

B _ 3[e-2fJ(,8+i)+.8-1 
3 - 2/.P 

B- _ 2(e-fJ+/3-1) 
2 - 132 

B5 and B5 have been tabulated from a Monte Carlo calculation [Fowler 88]: 

{3 Bs .Bs 
.5 .45110 .52840 

1.0 .22000 .29630 

1.5 .11480 .17530 

2.0 .06320 .10800 

2.5 .03652 .06878 

3.0 .02234 .04536 

3.5 .01428 .03140 

4.0 .00912 .02156 

4.5 .00620 .01542 

5.0 .00441 .01158 

There are several ways to estimate the chaoticity and and coherence length. 

The first uses a small {3 approximation to determine p from the __ ~rp.all rapidity interval 

data, and then fits the large intervals with an appropriate e. Having calculated 

horizontal average normalized factorial moments for decreasing bin size, one compares 
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the very small rapidity width moments with the Glauber-Lachs expression [Glauber 

63, Lachs 65] 

which should be valid when 5y is small or /3 < < 1. In the expression, L!-1 is a 

generalized Laguerre polynomial and ~ = k(p - 1)/p. For E597 samples, the fit for 

coherence has been made at small 5y, using the Glauber-Lachs expression for k=l, 

and q=2. The QS reason for choosing k=l (the one-cell Bose Einstein condition) 

is emphasized when noting that a.t ea.ch k, p=O (total coherence) and p=l (total 

incoherence) form upper and lower bounds, respectively. When fields a.re totally 

coherent, P(n) is Poissonia.n and factorial moments have a lower bound </>q 2:: 0. But 

when the field is totally chaotic, P(n) is negative binomial with normalized factorial 

moments related to order q a.nd the NBD parameter k by 

with an upper bound when k=l 

which can be checked at small 5y. Thus the following limits are expected: 

In t/>2 :S .693 

In tPJ :S 1. 782 

ln tP4 :S 3.1781 

ln t/>s :S 4. 7875 

Within errors, E597 factorial moments stay within these limits. In fact, 

the higher moments a.re considerably below their limits. This is in agreement with 

all other experimental data to date, which have been entirely consistent with these 

limits. But while the limits a.re respected, a very wide range of p is admissable. Thus 

only rough conclusions can be proffered with respect to cha.oticit;i:.P on the basis of 

a. fit of t/>2 to the Gla.uber-La.chs expression. The Glauber-La.chs expression for t/>2 is 

evaluated for k=l and tabulated for convenience in Table 5.3.1. Observed values of 
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Table 5.3.1 Representative values of log normalized factorial moments of order 2 
In </J2 calculated as a. function of chaoticity p by the Glauber-Lachs expression valid 
for /3 < < 1 which is in turn valid at small rapidity intervals. k=l is assumed, so 
</J2 2!p2 Lg fu=!l.. 

p 

p ln<P2 p ln<P2 p ln<P2 
.01 .020 .34 .448 .67 .637 
.02 .039 .35 .456 .68 .641 
.03 .057 .36 .464 .69 .644 
.04 .075 .37 .472 .70 .647 
.05 .093 .38 .480 .71 .650 
.06 .110 .39 .487 .72 .653 
.07 .127 .40 .495 .73 .656 
.08 .143 .41 .502 .74 .659 
.09 .159 .42 .509 .75 .661 
.10 .174 .43 .516 .76 .664 
.11 .189 .44 .523 .77 .666 
.12 .203 .45 .529 .78 .669 
.13 .218 .46 .536 .. 79 .6'71 
.14 .231 .47 .542 .80 .673 
.15 .245 .48 .548 .81 .675 
.16 .258 .49 .554 .82 .677 
.17 .271 .50 .560 .83 .679 
.18 .283 .51 .565 .84 .680 
.19 .296 .52 .571 .85 .682 
.20 .307 .53 .576 .86 .683 
.21 .319 .54 .581 .87 .685 
.22 .330 .55 .586 .88 .686 
.23 .342 .56 .591 .89 .687 
.24 .352 .57 .596 .90 .688 
.25 .363 .58 .601 .91 .689 
.26 .373 .59 .605 .92 .690 
.27 .383 .60 .610 .93 .691 
.28 .393 .61 .614 .94 .691 
.29 .403 .62 .618 .95 .692 
.30 .412 .63 .622 .96 .692 
.31 .421 .64 .626 .97 .693 
.32 .430 .65 .630 .98 .693 
.33 .439 .66 .634 .99 .693 
GLAUB.TAB UND/MCKM 8Sep90 
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Table 5.3 •. 2 Estimated chaoticities p based on average cumulant factorial moments. 
Errors are considered to produce an upper and lower limit. Where the upper limit 
exceeds the theoretical maximum, 'TM' designates the assumption of the limiti11g 
value ln </>2 = .693. 

Projectile 320GeV /c lOOGeV /c 
1(- 1(- ' 'Ir+ 'Ir+ p p 1(- -1r' 1r p p p 

Target Ag Au Ag Au Ag Au Mg Ag ~Au Mg Ag Au 
In q,;11pcrumu TM TM .686 TM .678 TM TM .641 .675 .562 .627 .597 

(ln4'2) .725 .687 .594 TM .605 .631 .615 .584 .618 .458 .571 .545 

In </J~mir•rfimil. .626 .588 .502 .591 .532 .523 .498 .526 .560 .354 .515 .493 
p"pperlmut 1 l .88 l .82 1 1 .68 .81 .50 .64 .57 

(p) 1 .89 .57 1 .59 .65 .61 .55 .62 .35 .52 .47 

" plnrur.rUmif .50 .55 .41 .56 .45 .44 .40 .44 .50 .24 .43 .40 
CHAOT.TAB UND/MCKM 30Aug90 
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4'2 are then compared with the calculated values of Table 5.3.1 from which associated 

values of p are assigned. The observed values of </J2 were averaged over 5y = .05 - .1 

and are listed with their corresponding values of chaoticity p in Table 5.3.2. Its 

value:s ranged generally greater than .40, which is larger than expected from hh and 

AA results (p = .2 for 22GeV pp [Adamus 88] and p = .015 for 200 AGeV SAu 

[Stenlund 88]). AA interaction chaoticities have been much smaller than hh, but the 

present hA factorial moments are fitted with chaoticities not much different from hh 

values at the lower limit. 

Having estimated interaction chaoticity, one then can in principle estimate 

a coherence length by 1) finding {3 corresponding to a. specific µ 2 ( 5y) along the turve 

associated with the chaoticity p in Figure 5.3.2 and 2) calculating the coherence 

length by the relation e = 5y I (3. This approach was used for two samples, 1r- Ag 

and 7r-Au. at 100 GeV /c. The second order cumulant factorial moments for these 

samples appear as horizontal lines in Figure 5.3.3. The dashed lines represent the 

cumulant factorial moments calculated as as functions of (3 for chaoticities consistent 

with the minimum and maximum chaoticity p determined according to the Glau ber

Lachs expression. The horizontal distance between the points where the dashed and 

solid lines intersect represents the range of (3 associated with given 5y. When only the 

maximum chaoticity p.q intersects, /3 = 0 is assigned at the lower end. These lengths 

are then plotted as a function of 5y in Figure 5.3.4. If the {j's were known precisely, 

the inverse slope of the line connecting them is the coherence length e. Given a range 

of /3, an estimate of· the coherence length is made by connecting the origin. with the 

midpoint of the range at 5y = 2 (the most reliable point, regardless of the fact that 

(3 has its largest range there), making sure that all the other ranges are intersected, 

and finding the inverse slope. Thus the coherence length is estimated to be 5.2 and 

4. 7 units for 7r- Ag and 7r- Au interactions, respectively. 

However, as a function of these estimates of p and e, the higher order cumu

lant factorial moments do not agree with the observed values. The calculated values 

overshoot the obaerved values considerably. Presumably the k~ f assumption may be 

invalid. If so, chaoticities would be greater than or equal to those in hh interactions, 
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which they seem to be. But the large values of observed </J2 rule out k=2. Both NA22 

and U A5 studies reached a similar conclusion. So, introducing a greater number k of 

participating cells {i.e. k> 1) does not improve agreement. However, fractional k are 

not automatically excluded and should he studied further. 

In a further attempt to achieve agreement between observed and QS-calculated 

high order cumulants while preserving the agreement at low orders, direct fits were 

made to the full expression of µ,2(/3) using two free parameters. But no single set of 
! '. 

values could be found to describe all orders. However, at each order, the' factorial 

moments could be fitted reasonably well. Throughout, the component coherent and 

incoherent fields have been assumed to have the ea.me frequency, an assumption that 

is also used in quantum optics. The fact that high order µ,9 are poorly described on 

the basis of µ2 may be indicating that this assumption is inappropriate. 

Individual fits for each order have been made for two samples, 100 Ge V / c 

11"- Ag and 1r- Au, and ·appear in Figure 5.3.5. It is interesting to note that the two 

interactions share many of the same parameter values at given q: p ranging from 

.34 to . 70, and e ranging from 1.9 to 3.4. Thus chaoticity seems to be larger than 

expected from comparisons of hh and AA data. But it compares favorably with E597 

Bose-Einetei:o. correlation estimates of chaoticity between .2 and .3. Also, chaoticity 

in hh interadions changes by about .1 when ../8 increases from 22 to 540 GeV. Thus 

100 Ge V / c hA interactions ( ../8 = 13.6 when viewed in terms of hp collisions) are 

in general agreement with chaoticities between .2 and .3. So hA interactions are 

behaving with much the same mix of coherent and incoherent fields as hp interactions 

and may show an enhancement in the incoherent component. 

5.4 SUl\tIMARY 

• A power-law relation exists between horizontal factorial moments and rapidity bin 

widths down to .1-.2 units rapidity in E597 data. Linearity down to the ezptr

imental resolution could be signaling intermittency. 

• lntermittency strengths, the slopes describing the correlation between normalized 
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factorial moments and the rapidity resolution length, are comparable in hA 

interactions to those associated with hh interactions, rather than significantly 

weaker. QGP transitions are not ruled out as an origin of intermittency. 

• A strong correlation exists between the intermittency strengths and order q of 

the factorial moments, but not between the anomalous fractal dimension and 

q. The anomalous fractal dimension is independent of q and thus is consistent 

with QGP second order transition behavior. 

• The intermittency strengths are not recursively related to one another as expected 

in random cascading models assuming a large number of scales. Either the 

random cascading model is inappropriate and/ or the number of stales over which 

the fluctuations occur is not very large. 

• Intermittency is stronger by at least an order of magnitude in spike events as 

compared all average events. Increased intermittency strength is compatible 

with QGP transitions in spike events. 

• Factorial moments are approximated by NBD parameters. lntermittency can be 

studied in the absence of rapidity data. 

t> The factorial moments for small 5y fall within limits set by QS for total coher

ence and total incoherence. A partial stimulated emission view oj multiparticle 

production is consistent with the data. 

• Chaoticity is estimated to be larger than .40. This is consistent with estimates 

based on Bose-Einstein correlations (k=l) and with NA22 pp data fits in a 

partial coherence approach. 



CHAPTER 6 

FRACTAL DIMENSION 

The proposal to study intermittent fluctuations [Bialas 86) was originally made with 

cosmic ray data in mind. Even though cosmic ray data have characteristically high 

multiplicities, their scarcity makes event-by-event studies especia.lly attractive. The 

present hA data are limited to multiplicities under 100. In this range, the validity 

of intermittency results may be statistically marginal. Errors of order 10, 20, 30,40, 

and 503 on the 1st, 2nd, 3rd, 4th, and 5th factorial moments, respectively, seriously 

limit the extent to which conclusions may be drawn. A single-event analysis technique 

which probes fluctuations is needed to substantiate and extend intermittency findings. 

Dimension analysis in a fractal framework has been suggested as a possibil

ity for single-event analysis [Dremin 87). Natural phenomena are often characterized 

by their scaling behavior and it is precisely the scaling structure of hadronic inter

actions that has resisted conventional analysis to date. Like intermittency, fractals 

have fundamental ties with sea.ling behavior. Fractal objects, whose track record in 

the analysis of irregular forms is becoming impressive (simulations of clouds, smoke, 

trees, ferns as well as exotic abstract patterns generated by Julia sets popularized 

by Mandelbrot [Mandelbrot 74]), are particularly suited to the description of scaling 

behavior with chaotic outcomes. However, unlike intermittency, fractals emerge from 

an abstract, sophisticated, and elegant formalism - fractal geometry - which as yet 

has gone largely unimplemented in multiple production studies. 

An entire discipline revolves about the topological behavior of fractal objects. 

As geometrical objects, fractals involve nondifferentiable curves .. and or surfaces and 

thus cannot be described by ordinary differential geometry. They exhibit singularities 
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and are said to contain fractional dimensions. Since these objects manifest infinite 

complexity under magnification, their study probes non-linearities and complexities 

associated with higher order cascading. If interactions are behaving fractally, sim

plicity can be extracted out of chaos and its evolution laws can be extracted from the 

jumble associated with hadron-nuclear interactions, 

Hadron interaction chaos is presumed to involve basically simple evolution 

laws governing competing processes. Deterministic evolution laws are known to lead 

to chaotic behavior. Notwithstanding whatever simplicity they may display, cascading 

over just a few scales confuses patterns which would otherwise emerge independently 

at each scale. This confused pattern is deterministic chaos [Eckman 85]. 

Therefore, some chaotic behavior might be expected to be traceable to de

terministic evolution laws in the context of suitably chosen fractal objects. As a first 

step, inelastic interactions (hh, hA, or AA) are treated as fractal objects. The interac

tion dynamics are directly associated with the geometry of the interaction products so 

the objects are chosen to be 3-momentum point sets corresponding to the end-points 

of all produced particle momentum vectors [Dremin 89b]. 

Scale is crucial in many models. An example of the role of scale in models is 

that of one of several interpretations for the EMC effect [Arnold 84; Aubert 83] which 

links it to changes in scale for a nucleon inside a nucleus [Jaffe 84]. This change in 

scale is thought to result from the swelling of nucleons for which the valence quarks 

are only partially deconfined [Ericson 86]. Total deconfinement characterizes quark

gluon plasma. Thus changes in scale may be signalling a new physics possiblity in 

tandem with the EMC effect. 

In cases of deterministic chaos, definite fractal characteristics are displayed. 

These can be used to classify events, geometrically separating out folded processes. 

This classification of events is helpful in itself 1) to register rare processes, and 2) to 

provide an analytically manageable formalism [Hwa 89b]. But classification schemes 

have often been plagued with theoretical bias and fuzzy borders and no one scheme has 

clearly outperformed all others analytically. To build an unbiased, clear classification 

scheme with an automatic bonus, the primary characteristic of fractals-dimension-
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is used. Dimension expresses the number of scales over which self-similarities occur. 

So in determining dimension, the extent to which different underlying dynamical 

mechanisms might be involved is being probed. Since cascading dynamics involve 

self-similar branching processes, separating out the cascades quite naturally fits into 

fractal avenues of investigation such as dimension analyses. 

6.1 DETERMINING THE FRACTAL DIMENSION 

Dimension, a seemingly familiar notion, is actually a subtle mathematical measure of 

sets. In the case of self-similar objects, dimension expresses the number of scales over 

which self-similarities occur, e.g. a sponge structure embedded within another sponge 

embedded within another sponge, and so forth. In the case of multiple production, 

an event's rapidity set describes a geometric object associated with an interaction 

and may derive from a self-similar object valid for all such interactions. Subdividing 

an event's rapidity distribution into intervals of width 5, dimensions dq of that event 

satisfy the relation 
M 

< nr1 >= :En? '"" ay<q-I)dq 

i=l 

where Mis ll.y I oy =number of intervals spanning rapidity space with ll.y representing 

the full rapidity range and 6y, the rapidity interval size, q is the dimension order, and 

ni is the population of the ith interval. Thus dq is the slope when plotting lnCEr! 1 n?) 

vs. (q - l)ln(5y) and is called the Renyii dimension of order q. 

The fractal dimension D p, otherwise known as the Hausdorff dimension, is 

du. With q = 0, it is calculated by determining the slope relating ln{N') and -ln(5y), 

where N' =the number of non-empty rapidity intervals. Whereas the ordinary notion 

of dimension, topological dimension, counts the number of independent directions one 

can move around a geometric object [Eckman 85], the notion of fractal dimension 

incorporates capacity as well. It measures porosity in a kind of 'box-counting algo

rithm' proposed by Hausdorff [Hausdorff 19] so that it can be described as the power 

to which the inverse length 1/ e of a hypercube is taken in order to cover an object 

with an integral number N'( e) of hypercubes of length e and volume edo. In that 
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sense, it is the inverse ruler spacing power needed to construct a snug covering for 

a geometrical object. Sometimes this object is analogous to a self-similar dust of 

points; 'a sponge within a sponge within a sponge'; or, as Hagedorn [Hagedorn 65] 

envisioned hadronic collisions twenty-five(25) years ago, a fireball of fireballs, which 

in turn consist of fireballs. When an object is sparse in this sense, it will have non

integer fractal dimension and will be called a fractal in that sense. The Cantor set is 

a familiar example of such an object. Its fractal dimension is 2/3. 

Applied to a dynamical system evolving deterministically but behaving chaot

ically, DF estimates the number of independent relevant variables. Thus the number 

of degrees of freedom for the system n I is given by 

where [ ] denotes the integer portion of D F. 

6.1.1 Rapidity distributions 

Inclusive rapidity distributions like those shown in Figure 6.1.l vary smoothly for 

large statistics. They make inappropriate objects for fractal analysis when partitioned 

by varying resolution lengths oy. However, rapidity distributions like those shown in 

Figure 6.1.2 for individual events are any·thing but smooth and could thus lend 

themselves to fractal analysis techniques which by their very nature capitalize on 

fluctuation. Rather than being studied in terms of average features in an effort to 

circumvent dissimilarities between events, events are individually studied with special 

attention to their fluctuations. Irregularities can be expressed in terms of the fractal 

nature of interactions. Individual events are classified in terms of fractal dimension 

and relate otherwise dissimilar topologies without forfeiting the search for unusual 

event features. 

6.1.2 Limiting factors 

Fractal dimension, however, is not considered to be a very good event measure unless 

the multiplicity is large. There are so few particles in a typical hh event at 100· and 
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320 GeV /c, that calculating a fractal dimension has little chance of success. But 

with larger multiplicities, as in hA and AA events, computing the fractal dimension 

makes more sense. With reasonably large multiplicities, hA events are better suited 

for fractal dimensional analysis. Nevertheless, there are a number of potential prob

lems which must be seriously considered. Before attempting to calculate a fractal 

dimension, the limitations which could sabotage the fractal signature of the interac

tions should be addressed. These limitations dictate how the search for a valid fractal 

signature must be conducted. 

Finite multiplicity Numerical experiments involving large number of points of 

order 10'1 have been plagued at times by noise that smears a fractal fingerprint [Car

ruthers 89). An initial set of points will undergo a number of transformations. At

tractors are the points to which initial points transform after an infinite number 

of transformations. Dynamical systems often have attractors. When attractors are 

interesting, they are called strange attractors. 

Noise may be introduced at the level of the initial points used, shifting the 

sequences randomly, or as a consequence of sampling different parts of the attractor 

when the initial points are unknown. The latter has particular pertinence in the 

study of multiparticle production where related events presumably sample different 

portions of a common attractor. Since single events have finite numbers of elements, 

they undoubtedly sample different portions of an associated attractor (with its infinite 

number of elements). This precludes adding up event distributions before computing 

some dimension estimator De since event-specific distinctions, eg. impact parame

ter, leading particle effects, and charge/neutral :fluctuations, will shift the rapidity 

distribution and blur the common fractal dimension among events. Hence, the frac

tal dimension is more appropriately defined as an average of event-by-event fractal 

dimension estimators D F'cvt 

where 
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with N~ as the number of non-empty bins at resolution en, and Ne as the total 

produced particle multiplicity which limits useful resolutions. As Ne -+ oo, estimators 

become reliable measures of fractal dimension. How good the estimators are is tested 

by how stable they are, i.e. whether they fluctuate a lot from event to event and 

from one resolution scale to another. 

Fractional base A convenient way to proceed is to restrict e to integral powers 

of some fraction .A. Ideally, any fraction would do - revealing the constant fractal 

dimension. In practice, however, one's choice of .A when partitioning the rapidity range 

can impact how good the estimator is and whether one can see a fractal [Carruthers 

89]. Not being able to see a fractal does not preclude its existence but it ru.ns contrary 

to the whole point of this investigation. The convergence problems illustrated in 

Cantor-set-generated events studied with .A of 1/2 and 1/3 could easily carry over to 

this study and degrade the quality of the results. Preliminary calculations showed 

that both 1/2 and 1/3 were not suited to the event structures. The location and 

width of the rapidity ranges were better served by larger fractions. Results were 

difficult to test for stability since the bin intervals decreased so quickly as shown in 

Table 6.1.1. In the process of choosing the more slowly varying fractions, a number 

of other factors were taken in consideration: 1) rapidity errors; 2) gap thresholds; 

and 3) saturation thresholds. Obviously .A must be greater than the average rapidity 

error and must take a significant number of values between the gap and saturation 

thresholds. 

Rapidity errors Average rapidity errors in E597 samples are well below .1 unit 

rapidity. The distributions of these errors appear in Figure 6.1.3. To use n powers 

of .A > 1. before running into the rapidity error cutoff, it must be chosen greater 

than 10-t/n. For example, for 15 powers, .A must be greater than .86. On this basis, 

.A = 9/10 is tentatively chosen to explore the small scale features. It is of interest, 

however1 to inapect the transition between small and large scale. features. Thus .A > 1. 

is employed, in particular, .A = 10/9. Subsequently, limitations imposed by the gap 
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Table 6.1.1 Rapidity bin intervals or rapidity resolution lengths e as integr~l powers 
of base fractions .A. 

En= An 
n .A=% .A=; .A - !! - !'i 

.A- i! 
- ,f 

.A- 9 
- in .A= Y' .A - !! 

-~ 
1 .333 .500 .600 .750 .900 1.11 1.33 
2 .111 .250 .360 .563 .810 1.24 1.78 
3 .037 .125 .216 .422 .729 1.37 2.37 
4 .063 .130 .316 .656 1.52 3.16 
5 .031 .078 .237 .590 1.69 4.21 
6 .047 .178 .531 1.88 5.62 
7 .028 .133 .478 2.09 7.49 
8 .100 .430 2.32 9.99 
9 .075 .387 2.58 

10 .056 .349 2.87 
11 .042 .314 3.19 
12 .032 .282 3.54 
13 .254 3.93 
14 .229 4.37 
15 .206 4.86 
16 .189 5.40 
17 .170 6.00 
18 .153 6.66 
19 ~138 7.40 
20 .122 8.23 
21 .109 9.14 
22 .098 
23 .089 
24 .080 
25 .072 
26 .062 
27 .058 
28 .052 
29 .047 
30 .042 
31 .038 
32 .034 
33 .031 
34 .028 
RESOLVE.TAB UND /MCKM ·10Jan90 
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threshold must be considered. 

Gap thresholds The gap threshold is the bin width at which g~ps begin to appear. 

0 bviously, there is not much point in studying rapidity distributions at resolutions 

greater than this threshold since this study depends entirely on the existence of gaps. 

Using ,.\ = 10/9 to partition the distributions, gaps between consecutive rapidity bins 

did not appear on the average above (10/9)7 = 2.09075 (see Figure 6.1.4. But since 

(10/9)8 = 2.32306, the threshold could be somewhere in between. This represents a 

fewer number of scales with which to study the larger scale features, but the purpose 

is to bridge the two scales, and that can be done with 7 orders. The full rapidity range 

per event (i.e. the maximum rapidity distance between charged produced particles 

in one event) averages approximately 4.5 units rapidity for events with more than 20 

charged particles as seen in Figure 6.1.5 in contrast to an inclusive rapidity range 

of approximately 9.5 units. That means gaps begin to appear first for events with 

larger-than-average spans in rapidity. 

Saturation threshold Another threshold of interest is the saturation threshold 

which represents the value of Eat which all particles are resolved. Below this threshold, 

dimensions are expected to vary with the resolution rather than remaining essentially 

constant. Technically, the saturation point, where the number of nonempty bins 

equals the produced particle multiplicity, averages under .01 units rapidity (refer 

to Figure 6.1.6). However, the effects of saturation seem to show up at larger 

resolutions. 

6.1.3 Calculation techniques 

In principle, calculating the fractal dimensions is very straightforward. Having chosen 

some fraction ,.\ (e.g. ,.\ = ~' [0 , or 1
9°), one partitions a given event's rapidity 

distribution with bins of width en = An for each n = 1, 2, 3, ... n. This is illustrated 

in Figure 6.1.7 for an inclusive distribution using E = 9/lOn~ One then counts the 

number N' of populated bins for each resolution width En· Obviously, this is much 
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more interesting and instructive for individual event distributions rather than for 

inclusive distributions since so few if any empty bins characterize the latter. Another 

way to handle the resolution e' is to use the number of bins Mn = llY/ e'n and count 

the number N' of populated bins as a function of n. But, since this paper compares 

results with others employing varying .A and varying rapidity range, N' is expressed 

exclusively in terms of e = 5y = rapidity bin width rather than in terms of the number 

of bins partitioning the rapidity range employed or in terms of a relative resolution 

e' = ~, where 5y is the rapidity bin width and fly the maximum width of the 

inclusive rapidity distribution. 

The endpoints of the partition range are not critical unless the multiplicity 

is very small. Recall that this study has been limited to measured produced particle 

multiplicities of 20 or more. In any case fixing the endpoint has been verified not to 

impact results significantly as long as the partition range spans the inclusive rapidity 

range. In the present calculations the lower limit of the rapidity range has been fixed 

at -2. units rapidity (in accordance with the event minima shown in Figure 6.1.8, 

partitioning the distribution with a convenient 100 bins of width ~. With a minimum 

e of (9/10)15 , that means the partition reached up to rapidities exceeding the largest 

event rapidity maxima shown in Figure 6.1.9. 

In the limit of infinite multiplicity, the slope when plotting In N' vs. In e is 

the fractal dimension. This slope can be determined in a number of ways. Several of 

these have been employed to test the consistency of the results and to connect with 

recent theoretical work. 

Linear regression The most direct approach is to employ linear regression. How

ever, the context of finite multiplicities makes the fit region critical. Most events are 

characterized by a nearly linear rise in ln N' vs. - ln 5y followed by a flatte.c t:::end 

as most of the particles become resolved and the maximum bin population (equal to 

the multiplicity) is approached. Figure 6.1.10 is a random example of this charac

terization. All events were inspected in this regard. Since the ilatter trend reflects 

a finite boundary effect which is exacerbated by low multiplicities, the analysis has 
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been limited to events with multiplicities of 20 or more measured produced particles. 

In addition, linear fits have been made in a limited region e = 0.1 - 1.0 where slope 

distortions seem to be minimal. Averaging the slopes over each interaction type, 

the averaged slopes are interpreted to be the fractal dimensions associated ~ith each 

interaction. 

Four-bin averaging A less direct approach finds slopes over smaller intervals and 

looks for stability averages of these slopes [Carruthers 89]. Caution must be exercised 

to avoid problems stemming from the finiteness of the multiplicities. In calculat

ing fractal dimensions for Cantor-type numerical events to show how optimized a 

search for fractality must be to be valid, Carruthers effectively takes averages of rise 

D.(ln N') over consecutive e intervals. As a compromise between including too few 

intervals (which would introduce statistical distortions) and including too many inter

vals (which would obscure the boundary distortions which must be avoided), each set 

of four( 4) consecutive intervals within the range e = A 1 through e = A 15 was averaged 

and the ensuing fractal dimension D F4 ( e) was assigned to the central value of each 

set of intervals, i.e. to e = A3 through e = A1
:
1

• These four-interval averages were 

calculated event by event. Subsequently these were averaged over the analysis sample 

and the averages plotted against e. The plateau region between the gap threshold 

and the saturation point is expected to signal a valid fractal dimension. 

Hand-picked stabilities A slight variation of this method is to hand pick the 

most stable four-interval average from each event and average these over the sample. 

'Stable' means that the 4-interval average either does not decrease significantly or 

even increases slightly as e decreases. 

6.2 RESULTS 

Fractal dimensions obtained fr.om direct linear fits of }t/' vs. e are distributed between 
... 

. 5 and .8 as shown in Figure 6.2.1. Averages range between .62 and .65 as shown in 

Table 6.2.1 But though the distributions clearly peak near their averages, the dimen-
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Table 6.2.1 Comparing average fractal dimension estimators determined by linear 
regression with various types of simulated data. 

Projectile 320GeV /c 

Target 

Nevts 
Dp 
ll.Dp 

85 
.62 
.04 

1r

Au 

87 
.63 
.04 

lOOGeV/c 
p p 1r

Ag Au Mg 

1r -E597 data with N od >20 
39 46 88 47 10 137 

.65 .65 .65 .63 .64 .62 

.04 .04 .04 .04 .04 .04 

137 
.63 
.04 

p p p 
g Ag Au 

14 165 156 
.63 .64 .65 
.04 .04 .04 

1000 FRITIOF events each with Nprod ~ 20 
Dp .60 .61 .62 .62 . .64 .63 .63 .63 .60 .64 .63 
ll.DF 

1000 Data-like random events each 
Dp .62 .61 .61 .61 .61 .66 .61 .66 .64 .66 .66 .66 
ll.DF .01 .01 .01 .01 .01 .01 .01 .01 .01 .01 .01 .01 

400 Scrambled 11"- Ag events 

Nvrod 20 21 22 23 24 25 . 26 27 
D,.- .53 .56 .60 .59 .63 .64 .63 .60 
ll.DF .04 .04 .04 .04 .04 .04 .04 .04 

1000 Completely random events 

II ~~F I :~: I 
FITFRACT.TAB UND/MCKM 14Feb90 

II 
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the dimensions may be ::fluctuating too much between individual events to be valid. 

Repeating the calculation using A = 10/9, the calculated fractal dimension are cor

roborated. They are continuous with those calculated using A = 9/10. The results 

of three sets of calculations in the four-bin-averaging method do indeed overlap, as 

seen in Figure 6.2.2. But one must optimize the analysis by using ;\ = 9/10 since 

;\ = 3/4 results do not plateau and A= 10/9 results jump around too much. 

6.2.1 Plateau signal 

The plateau region value is taken to be the valid fractal dimension. This relatively 

stable region begins at about E ~ .4 as seen in Figure 6.2.3. Significantly, the values 

of the fractal dimension signalled by these plateaus corroborate results from the linear 

fit method. The closely related method which crudely handpicks the fractal dimension 

estimator by looking for stability and averages them out also gives comparable results. 

6.2.2 Dependencies 

The measurables which modify the values of the fractal dimension should be inves

tigated. Initially dependencies relative to spikes and local rapidity density maxima 

were studied, but as Figure 6.2.4 shows, fractal dimension does not seem to depend 

on event maximum local rapidity densities and thus is not directly dependent on 

spikes. 

Next dependencies relative to the number of light protons associated with 

an event were studied, since there is reason to believe that it is related to the impact 

parameter of the interaction. But fractal dimension does not seem to depend on light 

proton multiplicity, as seen in Figure 6.2.5. Either the fractal dimension is not 

being measured well enough to see the dependence, or indeed the fractal dimension is 

independent of impact parameter, a possibility which is not entirely foreign to sparse 

populations like fractals. It could be that the fractal dimension is determined by 

the bask quark-parton interaction rather than by the number of collisions. However, 

when a scatter plot of fractal dimension as a function of produced particle multiplicity 
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was made, Figure 6.2.6, a clear dependence appears for the lower limit of the fractal 

dimension. Since the upper bound is independent of multiplicity, the average frac

tal dimension increases nearly linearly with produced particle multiplicity. Figure 

6.2. 7 shows this linear rise and also contrasts it with the rise expected from random 

simulated events. 

6.2.3 Simulations 

To determine whether the fractal dimension has anything to do with dynamical rather 

than stochastic mechanisms, comparisons have been made with results from simulated 

data. First, an attempt was made to reproduce results from data in order to set a 

starting point for interpretation. This forms a basis for determining what kinds of 

mechanisms are consistent with experimentally determined fractal dimensions. An 

attempt was subsequently made to produce results which deviate from the observed 

results in order to see what it is that breaks particular fractal behavior and thus 

determines fractal behavior dependence. 

FRITIOF For simulated data, FRITIOF Monte Carlo events were used. 

The fractal dimensions of 1000 FRITIOF events comparable to the E597 samples and 

restricted to produced particle multiplicities greater or equal to 20 were calculated 

event by event. They essentially reproduced the values given in Table 6.2.1. They 

also reproduce the leveling off seen in Figure 6.2.3. A direct comparison between 

the data and the FRITIOF simulation can be made from Figure 6.2.8. 

The fractional value of the dimension and the fact that FRITIOF is a quark 

cascade model makes the interpretation of the fractal dimension as a signal for cascade 

behavior more credible. Cascades are intrinsically self-similar and fractal. 

Broken events It is of obvious interest to investigate the fractal dimen

sion of randomized events. If real data tracks are scrambled among events of equal 

multiplicity, internal relations between tracks as well as event-sp~cific characteristics 

are expected to break. Two(2) of the larger samples ( 1t"- Ag and pAg) were sorted 
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by multiplicity and used to build pseudo-events by randomly selecting tracks from 

common pools of tracks at fixed multiplicities. The ensuing results did not differ 

significantly from the data. The ln N' vs. In e plots were essentially the same and 

the linear fit values for the fractal dimension were nearly the same as for the real 

data (see Table 6.2.1). So the fractal dimension is evidently not subject to excessive 

event-to-event differences. 

Random pseudo-events with data-like inclusive rapidity distribu

tions It is also of obvious interest to study pseudo-event rapidity sets governed by 

real data rapidity probabilities. Thus simulated data were generated randomly whose 

inclusive rapidity distribution reproduces the experimental data. Results were nearly 

the same as for the experimental data in terms of the average fractal dimension values. 

However, it must be noted that the four-bin-average vs. e behavior seen in Figure 

6.2.8 is not at all smooth and does not level off. 

Totally random pseudo-events In a final attempt to break all dynam

ics, the fractal dimensions for totally random pseudo-events were calculated. These 

pseudo-events have tracks distributed across the whole rapidity range with uniform 

probability, clearly violating energy conservation constraints. Results from calculat

ing fractal dimension were significantly below those for real data (Table 6.2.1) and 

Figure 6.2.3). Thus the fractal dimension must be sensitive to the shapes of the 

beam and target regions of rapidity, since that is the only difference between the to

tally random and the data-like rapidity distributions. This is born out by noting that 

in Figure 6.2.9 low produced particle multiplicities exhibit a larger range of rapidity 

widths while the largest multiplicities exhibit a significantly limited range of widths. 

The fractal dimension average increases with increasing produced particle multiplic

ity because the lower limit increases (see Figure 6.2. 7). So large rapidity widths 

are associated with low produced particle multiplicities which in turn are associated 

with small fractal dimensions. Since constant probability random distributions can 

be considered broad, the smaller fractal dimension is expected. In any case, random 
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multiplicity. 



281 

processes certainly are not consistent with fractal dimension results. 

6.3 CORRELATION DIMENSION 

The correlation dimension is relatively immune to event-to-event noise from using bin 

probabilities directly. This is one of the distinct advantages the correlation dimension 

has over the information dimension, whose order is between that of the fractal dimen

sion and the correlation dimension. The correlation dimension d2 has been employed 

in studying 11"+p interactions at 250 Gev/c and can be used as a lower limit on the 

fractal dimension [Dremin 88]. More importantly, it is dependent on event-internal 

relations only, further indicating that it is not subject to the vicissitudes of overall 

event-by- event momentum fluctuations. The correlation dimensions as calculated 

for E597 hA events are comparable to the fractal dimensions. Were the correlation 

dimensions to be significantly different from the fractal dimension, they would signal 

the multifractal nature of hadronic interactions. 

As the third Renyii dimension d2 , the correlation dimension Vn is defined 

m terms of the correlation function Cn(l) which is determined by ·the fraction of 

prodll:ced particle pairs with rapidity differences less than resolution length l: 

1 n 

Cn(l) = ( ) LLB(l - IYi -y;I) ~ zv" 
nn-1 . 1 . ..J,.. •= ,..,... 

where 8 is the Heaviside function and Yi, the rapidity of the i-th particle produced in 

an interaction. As a Renyii dimension of the second order, the correlation dimension 

is less than or equal to the information dimension, which in turn is less than or equal 

to the fractal dimension. The correlation dimensions shown in Table 6.3.1 indicate 

that indeed they are comparable, not significantly different from the fractal dimen

sions, and certainly not significantly smaller than the fractal dimensions. Obviously, 

the fractal dimensions may be a bit low, but they are at least consistent with the 

correlation dimensions to within errors. Thus the fractality of most events seems to 

be homogeneous. 

It has been suggested that events with large rapidity fluctuations have corre

lation functions with characteristically different forms from events more homogeneous 
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Table 6.3.1 A comparison of four-bin~averaged fractal and correlation dimensions 
calculated at e = .4 units rapidity. 

Projectile 320Ge V / c 

Target Au 

lOOGeV /c 
p p 1r" 1r" 

Ag Au Mg Ag 
1r p 
Au Mg 

. 
' J)TO -Dimensions taken at 4 units rapidity· N. d > 20 

Nevts 85 87 39 46 88 47 10 137 137 14 
DF(4bin) .61 .61 .63 .68 .65 .62 .65 .64 .62 .58 
A .02 .02 .02 .02 .02 .02 .02 .02 .02 .02 
d2 .71 .72 .72 .71 .73 .73 .76 .74 .73 .75 
A .05 .05 .05 .05 .05 .05 .05 .05 .05 .05 

p p 
Ag Au 

165 156 
.64 .67 
.02 .02 
.75 .75 
.05 .05 

COMPAREDIM.TAB UND/MCKM 14Feb90 
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in rapidity [Dremin 87] and that this distinctive form could serve as a means to classify 

events. In this scenario, spike events would exhibit something of a plateau in the plot 

of the correlation function 0 1 ( l) vs. the resolution length 1 compared to a steadier rise 

for non-spike events. In Figure 6.3.1 and Figure 6.3.2 this was demonstrated with 

handmade events [Dremin 88] and with 400 Ge V / c pp events [Dremin 89b]. However, 

in the hadron-nuclear reactions of E597, spike events do not show this kind of clear 

difference. Figure 6.3.3 shows the correlation dimension as a function of normalized 

resolution width l, tagged for the maximum number of particles within any region of 

width .1 rapidity unit, for all 100 GeV /c pAg interactions with Nprod ~ 20. Clearly 

the spike events (selected on the basis of 5 or more tracks populating any one rapid

ity bin of width .1) sometimes, but not always, manifest correlation functions with 

plateau features. Even when they do, the plateaus are not very marked. Further

more, some events with 3 or 4 tracks populating a .1 rapidity region do show a marked 

plateau. Thus looking for plateaus is not a. reliable way to characterize spike events. 

What we do see, however, is the tendency for events with greater numbers of 

tracks in a .1 units rapidity width to have smaller correlation dimensions, i.e. smaller 

slopes, on the average at some fixed resolution length. This is clearly seen in Figure 

6.3.4 which plots the correlation dimension evaluated at .4 units relative rapidity 

resolution length as a function of the maximum number of tracks found in a .1 unit 

rapidity width. The correlation dimension definitely decreases with increasing maxi

mum track density. Now it has been suggested that low correlation dimensions relate 

to very inhomogeneous quark-gluon plasmas exhibiting high internal dimensions of 

parton motion [Dremin 88J. Hwa [Hwa 89] agrees that this is not too far-fetched con

sidering the enhanced probability of turbulent motion when latent energy transforms 

to kinetic energy. But, even so, only some of the collisions may be involving phase 

transitions so that averaging over events must be done with extreme caution in order 

to preserve the integrity of the signal. If the averaging is not distorting the signal ex

cessively, the dependence of the correlation dimension on the maximum track density 

of individual events could be interpreted to be a signal for quark-gluon plasma. 
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Figure 6.3.4 Correlation dimension evaluated at rapidity resolution length .4 units 
as a function of event maximum number of produced secondaries within any single 
rapidity window of .1 units. 
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6.4 SUMMARY 

• The average fractal dimension of hA events is nearly constant, with values between 

.62(.04) and .65(.04) as calculated by direct linear fits of N'vs.e. hA events have 

a fractal dimension comparable to that of Cantor sets. 

• Analysis for the fractal dimension is optimized with the base fraction A = 9/10 for 

the resolution length. The fractal dimension reaches a relatively stable region 

ate~ .4. 

• Fractal dimension does not seem to depend on event maximum local rapidity den

sities. Fractal dimension does not directly depend on spike-ness. 

• The lower limit of the fractal dimensions depends on produced particle multiplicity 

Nprod· Average fractal dimensions increase nearly linearly with Nprod· 

• FRITIOF essentially reproduces E597 fractal dimensions. Fractal dimensions could 

be a signal for cascading. 

• Broken events yield fractal dimensions comparable to those from the original pool of 

events. Fractal dimension is not subject to excessive event-to- event differences. 

e Pseudo-events randomly generated from experimental inclusive rapidity distribu

tions yield fractal dimensions comparable to those from the original pool at 

e = .4 but without a characteristic plateau feature. Pseudo-events randomly 

generated from ezperi.mental inclusive rapidity distributions do no.t yield a sta

ble fractal dimension. 

• Totally random simulations produce much lower values of the fractal dimension 

and no characteristic plateau feature. The fractal dimension must be sensitive 

to the shapes of the beam_ .and target regions of rapidity. 

o The correlation dimension as a function of rapidity resolution e can be classified 

into three(3) different modes: straight, humped, and stair-step or plateau. The 
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stair-step is not a reliable signal for spike events. Stair-step behavior occurs in 

both spike and non-spike events. 

• Quark-gluon plasma (QGP) phase transitions would be expected to manifest low 

correlation dimensions. The data shows decreasing correlation dimensions for 

increasing rapidity density fluctuations. QGP is more likely with increasing 

rapidity density. The low correlation dimensions of E597 hA interactions with 

high rapidity densities are consistent with an interpretation which includes QG P 

phase transitions. 



CHAPTER 7 

CONCLUDING SUMMARY 

The various analyses show that the occurrence of anomalously high rapidity density 

events (spikes), the scaling of factorial moments down to very small rapidity res

olutions ( intermittency), and the fractional dimension of hA interactions (fractals) 

present enough evidence to justify entertaining new physics when supported by more 

conventional lines of analysis. New dynamics have been shown to be plausible in 

density spike events. These events feature large rapidity density maxima which 

• occur in numbers larger than statistically expected [22], 

• are linearly dependent on total produced multiplicities [23], 

e are independent of energy, beam, or target composition [23], and 

• are not necessarily signalled by a stair-step correlation dimension mode 

[44]. 

New dynamics may also be plausible by virtue of intermittency which 

• is inferred from the linearity of horizontal factorial moments down to 

the experimental resolution [28], and 

• may signal phase transitions [29]. 

Fractality in hadron-nucleus interactions could also be associated with new physics. 

Hadron-nucleus interactions, treated as fractal objects, are 

c comparable in dimension to Cantor sets [36], 

• sensitive to beam and target regions of rapidity [43], 

• incompatible with random simulations {42; 43), 
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• relatively stable [37; 41], 

• independent of an event's maximum rapidity density [38], and 

• linearly increasing with charged produced multiplicity (39). 

7.1 IN THE BIG PICTURE 

The importance of this study's conclusions can be measured in terms of its addressing 

the big picture of multiple production in hA interactions. This big picture includes 

multiple collisions, partial stimulated emission, clustering, cascading, short and long 

range correlations, and quark-gluon plasma. While each of these elements has been 

addressed in this study and its results summarized as shown below, no single, consis

tent picture emerges. 

Multiple collisions are indicated by 

•produced particle multiplicity dependence on ii [1], 

• light proton multiplicity [2], 

• cuts on leading particle rapidity and total charged produced particle 

multiplicity consistent with single collision Andersson model predic

tions [3], 

e the success of an NBD parameterization of slow proton emission [5], 

• extrapolation of 1/k to one collision consistent with hp [8,] 

• evidence of FBC slopes sharply decreasing and going negative when 

gaps are introduced and when energy is partitioned unequally among 

collisions [16], 

• FBC slope increases with ii coupled with some A-dependent mechanism 

[18], and 

• FBC slopes particularly dependent on the number of proton collisions 

[19]. 

Partial stimulated emission is consistent with 

•energy dependence of the NBD parameter 1/k [8], 
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• factorial moments at small 5y [34], 

• chaoticity larger than .40 [35], 

• Bose-Einstein correlations [26; 35], and 

• ring features [24]. 

Clustering can be inferred from the NBD of multiplicities. The data are consistent 

with clusters characterized by 

• rapidity widths of 4 units, comparable to hp results [9], 

o cluster overlaps [12], 

•occurrence frequencies averaging between 1 and 7 [12] independent of the 

numbers of collisions [11] but dependent on beam quark composition 

[13], 

• cluster populations averaging between 1 and 4 depending on the number 

of collisions [ 11] as well as the energy [ 10]. 

Cascading is 

•implied by a cascade cluster interpretation of NBD applied to intermit

tency [33], 

•limited due to lack of a recursion relation between intermittency strengths 

[31] either because of an inappropriate random cascading model, or 

because the number of scales is not large, and 

• signalled by fractal dimensions consistent with those for FRITIOF sim

ulated data [40]. 

Short range correlations are 

• largest for particles of opposite charge except for the very short range 

BE correlations (13] and 

• maximized at rapidity distances less than 2.5 units [15] 

while long range correlations are 

• largest for particles of opposite charge [13) and 

• characterized by anticorrelations [17]. 



Quark-gluon plasma projections are consistent with the 

• frequencies of occurrence of spike events [21] which are dynamically 

significant [22] and are numerous enough for quantitative studies [29], 

e ring features of spike events interpreted in terms of gluon coherent pro-

duction [24], 

• rise of the beam fragmentation wing in seagull effects (25], 

• pion emission volume at spike multiplicities [26], 

• A-independent processes [27], 

• large maximum rapidity densities (up to 136 particles/unit rapidity) 

[21 ], 

• increased intermittencies for spike events [32], 

• an anomalous fractal dimension independent of order q [30], 

• intermittency strengths comparable with those for hh interactions [29), 

and 

•low correlation dimensions associated with high rapidity densities [45]. 

7.2 PROPOSED FOLLOW-UP 
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Having studied multiple collision, spike, intermittency, and fractal dimension phe

nomena individually in this study, an appropriate follow-up study would emphasize 

the interrelations between each of these. Spikes, intermittency, and fractal dimensions 

already share a closely common ground - rapidity fluctuations. As such they have 

been shown to be consistent with one another: 

1) SPIKE vs. INTERMITTENCY Since spike events are conjectured 

to include some QGP, it is entirely expected that intermittency would be more pro

nounced in that sample. The data are consistent with this expectation. Intermittency 

is stronger for spike events than for non-spike events. 

2) SPIKE vs. DIMENSION The correlation dimension has been shown 

to decrease with increasing local rapidity density or more pronounced spike charac

teristics. 
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3) INTERMITTENCY vs. DIMENSION The value of the fractal di

mension at about .6 is consistent with expectations for the intermittency which is 

evident in hA interactions. Intermittency is believed to occur only at fractal dimen

sions less than or equal to 3 [Paladin 87]. It is conjectured that Renyii dimensions 

decrease as intermittencies increase [Dremin 89]. Since spike events, which have 

smaller dimensions, show stronger intermittencies, then stronger intermittencies are 

associated with smaller dimensions. 

Having experimentally verified some consistencies between spike phenomena, 

intermittency, and fractal dimension, the question remains how the number of colli

sions 11 can be interpreted in terms of these conceptually related measures of rapidity 

fluctuation and self-similar processes. Thus a study of spikes, factorial moments, and 

fractal dimension as functions of 11 is an obvious sequel to this study. Since 11 is a 

measure of the impact parameter, then a corroborating study should also be made in 

terms of the role of P.l.. and E.i in spike, intermittency, and dimension results. 

7.3 COMPILATION OF CONCLUSIONS 

MULTIPLE COLLISIONS (Chapter 3) 

1 Produced particle multiplicities are linearly correlated to ii(hA). Multiple produc

tion involves multiple collisions. 

2 Ih..1 ( 11) distributions can be calculated geometrically by Monte Carlo. Andersson 

and Verbeure model predictions of light proton multiplicity probability distri

butions, based on such rrhA(11) distributions, are generally consistent with E597 

data. Light proton multiplicity is an indicator of the number of multiple colli

sions undergone in an interaction. 

3 Events with customized cuts on leading particle rapidity and total charged multi

plicity are consistent with the Andersson model predictions for single collisions. 

Data samples of hA events may be enriched for single collision events by apply

ing leading particle rapidity and total charged multiplicity cuts. 
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4 Andersson model estimates of 11 on the basis of N1iohtp have a smaller dispersion 

than ii( hA). 11.-tndersson ( N1ightp) is a better measure of the number of multiple 

collisions than ii ( hA). 

5 Proton multiplicity distributions can be described adequately by NBD in phase 

space regions associated with black, grey, and light velocity designations. Mul

tiple collision models can use NBD parameters to prescribe the way multiple 

collisions affect slow proton emission. 

6 Andersson model estimates of 11 on the basis of Ntightp are not significantly improved 

by Verbeure modifications which include the shape of the Ntightp distribution 

(described by NBD parameter k) as well as its average value as parameters. 

However, a simple approach used by Ledoux et al. estimates 11 on the basis 

of J N1ightp and produces a more linear correlation than either Andersson and 

Verbeure models can between produced particle multiplicity and the number 

of collisions inferred from N1ighfp· II Ledoux ( Nlightp) = J N1iglitp may be a closer 

estimate of 11 than Andersson and Verbeure estimates. 

7 Produced particle multiplicities are not correlated to Andersson and Verbeure es

timates of ii(N1ightp) in the same way that FRITIOF's produced particle multi

plicities are correlated to its simulated numbers of collisions. Deviations mainly 

occur at large 11. Produced particle multiplicities are correlated, however, to 

Ledoux estimates of ii( N1ightp) very much like FRITIOF's produced particle 

multiplicities are correlated to its simul~ted numbers of collisions. FRITIOF's 

simulated events are more consistent with Ledoux's simple model than the An

dersson and Verbeure models. 

8 The inverse of NBD parameter k is energy dependent and strongly correlated to 

the number of collisions sustained. When extrapolated to one collision, 1/k for 

hA is the same as for hp. The energy dependence of 1/k is in agreement with 

partial stimulated emission interpretations of NBD. 
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9 In the cluster model interpretation of NBD parameters, clusters in E597 hA inter

actions extend. about 4 units in -£apidity. In the cluster model interpretation, 

hA clusters extend about the same in rapidity as clusters in. pp interactions. 

10 The number of particles in an NBD-based cluster increases with energy. In the 

cluster model interpretation, cluster populations are energy dependent. 

11 In the cluster model interpretation, the particle content of NBD clusters increases 

with additional numbers of collisions, while the number of clusters does not. 

12 NBD clusters in E597 hA interactions contain an average number of particles 

between 1 and 4 particles in 1 to 7 different clusters. In the cluster model 

interpretation, considerable overlap exists between clusters. 

13 The number of NBD clusters is not energy dependent in E597 interactions. How

ever, the number of clusters tends to be is smaller for meson beam interactions 

than for baryon beam interactions. In the cluster model interpretation, the 

number of clusters seems to be beam dependent. 

14 The short and long range correlations observed for charged particles are due pri

marily to correlations between particles of different charge. 

15 For central rapidity intervals of varying width, FBC slopes bB reach maximum at 

about 1.25 units half-width except for p interactions (pMg and pAg) for which 

they steadily increase into a kind of plateau. Short range correlations have a 

range of about 2.5 units. 

16 FBC slopes bB sharply decrease and become negative when a gap is introduced 

between forward and backward sectors. The sharpness of the decrease cannot be 

accounted for by multiple collision models that partition energy equally among 

collisions. 

17 The differences between FBC results for total charged and. negative charged pro

duced particle multiplicities as a. function of increasing gap size between forward 
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and backward sectors which are seen in hp interactions are not seen in hA in

teractions. In hp interactions a positive correlation peak appears in the charged 

mode but not in the negative charged mode. In hA interactions, no positive 

correlations appear beyond the gap size at which the minimum occurs. FBC 

slopes reach minimum values at about 1.25 units and come back up to zero, but 

never becomes positive again as they do for hp interactions. Anticorrelations 

dominate long range hA interaction phenomena up to the /cinematic limit. 

18 FBC slopes b8 tend to increase with the number of collisions ii in target .. dependent 

sequences. With an A-dependent shift of v, FBC slopes can be unified to show 

a single v dependence for all targets in agreement with pp results. Multiple 

collisions must be coupled with some other A-dependent mechanism to produce 

FBC effects. 

19 The tendency for b8 to increase with the number of collisions ii is strongest 

and most pronounced for positive/forward-negative/backward charge modes, 

suggesting a proton collision mechanism. FBC slopes are dependent on the 

number of proton collisions in approximately the same way for all target nuclei. 

FBC effects show more correlation with the number of proton collisions than 

with total number of collisions. 

SPIKES (Chapter 4) 

20 131 events qualify as spike events. Large fluctuations in rapidity density appear 

in hA often enough for quantitative studies of spike events. 

21 Maximum local rapidity densities as high as 136 particles/unit rapidity are ob

served in hA interactions. Spike events are candidates for QGP. 

22 Density spikes of various heights occur in numbers larger than statistically ex

pected. Spike events are probably dynamically significant. 

23 Density spike production is strongly correlated to produced particle multiplicity. 

Spike heights are directly proportional to produced particle multiplicity with a 
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constant 1 particle per unit rapidity for each particle produced, essentially the 

same as for hh interactions. This linear dependence of maximum rapidity density 

on total produced multiplicity seems to be universal, unaffected by energy, beam, 

or target considerations. 

24 Spike events display ring features. The random angular distribution of spike 

particles is consistent with expectations for coherent production analogous to 

Cerenkov radiation. 

25 Seagull effects are observed in both 100 and 320 GeV /c events but are not con

sistent with FRITIOF predictions. The rise of the beam fragmentation wing 

cannot be accounted for without some large-momentum transfers and gluon ra

diation. 

26 On the basis of Bose-Einstein correlations, the production size in hA interactions 

is estimated to be somewhat less than 1 fm. The emission volume is small 

enough to make QGP possible at spike multiplicities. 

27 The pion emission volumes inferred from Bose-Einstein correlations in hA are 

comparable to those in hh interactions and do not indicate a strong A depen

dence among themselves. Therefore, QGP, if it occurs, is nearly as likely (or 

unlikely) for light as heavy nuclei, given comparable multiplicities. 

INTERMITTENCY {Chapter 5) 

28 A power-iaw relation exists between horizontal factorial moments and rapidity 

bin widths down to .1-.2 units rapidity in E597 data. Linearity down to the 

experimental resolution could be signaling intermittency. 

29 Intermittency strengths, the slopes describing the correlation between normalized 

factorial moments and the rapidity resolution length, are comparable in hA 

interactions to those associated with hh interactions, rather than significantly 

weaker. QGP transitions are not ruled out as an origin of intermittency. 
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30 A strong correlation exists between the intermittency strengths and order q of 

the factorial moments, but not between the anomalous fractal dimension and 

q. The anomalous fractal dimension is independent of q and thus is consistent 

with QG P second order transition behavior. 

31 The intermittency strengths are not recursively related to one another as expected 

in random cascading models assuming a large number of scales. Either the 

random cascading model is inappropriate and/ or the number of scales over which 

the fluctuations occur is not very large. 

32 Intermittency is stronger by at least an order of magnitude in spike events as 

compared all average events. Increased intermittency strength is compatible 

with QGP transitions in spike events. 

33 Factorial moments are approximated by NBD parameters. Intermittency can be 

studied in the absence of rapidity data. 

34 The factorial moments for ·small 5y fall within limits set by quantum statistics 

for total coherence and total incoherence. A partial stimulated emission view of 

multiparticle production is consistent with the data. 

35 Chaoticity is estimated to be larger than .40. This is consistent with estimates 

based on Bose-Einstein correlations (k=l) and with NA22 pp data fits in a 

partial coherence approach. 

FRACTAL PROPERTIES (Chapter 6) 

36 The average fractal dimension of hA events is nearly constant, with values between 

.62(.04) and .65(.04) as calculated by direct linear fits of the number of non

empty bins as a function of rapidity resolution length (N'vs.E). hA events have 

a fractal dimension comparable to that of Cantor sets. 

37 Analysis for the fractal dimension is optimized with the ba~e ~action A = 9/10 for 

the resolution length. The fractal dimension reaches a relatively stable region 

at E ~ .4. 
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38 Fractal dimension does not seem to depend on event maximum local rapidity 

densities. Fractal dimension does not directly depend on spike-ness. 

39 The lower limit of fractal dimensions depends on produced particle multiplicity 

Nprod· Average fractal dimensions increase nearly linearly with Nprod· 

40 FRITIOF, which includes QCD cascading, essentially reproduces E597 fractal 

dimensions. Fractal dimensions could be a signal for cascading. 

41 Broken events yield fractal dimensions comparable to those from the original 

pool of events. Fractal dimension is not subject to excessive event-to- event 

differences. 

42 Randomized pseudo-events with data-like inclusive rapidity distributions yield 

fractal dimensions comparable to those from the original pool at e = .4 but 

without the characteristic plateau feature. Pseudo-events with data-like inclu

sive rapidity distributions do not yield a stable fractal dimension. 

43 Totally random simulations produce much lower values of the fractal dimension 

and no characteristic plateau feature. The fractal dimension must be sensitive 

to the shapes of the beam and target regions of rapidity. 

44 The correlation dimension as a function of rapidity resolution e can be classified 

into three(3) different modes: straight, humped, and stair-step or plateau. The 

stair-step is not a reliable signal for' spike events. Stair-step behavior occurs in 

both spike and non-spike events. 

45 Quark-gluon plasma (QGP) phase transitions would be expected to manifest low 

correlation dimensions. The data show decreasing correlation dimensions for 

increasing rapidity density fluctuations. QGP is more likely with increasing 

rapidity density. The low correlation dimensions of E597 hA interactions with 

high rapidity densities are consistent with an interpretation w~ich includes QG P 

phase transitions. 



APPENDIX lA 

NDBC AND NDBASIC COORDINATES 

The origin of NDBC resides at the center of the inside face of the camera side bubble 

chamber glass window, i.e. at Fiducia.I 1. Its x-axis points approximately in the 

beam direction (NORTH ). The NDBC y-axis points up; and its z-a.xis points into 

the chamber away from the cameras (EAST ) • It is defined specifically by the FN AL 

survey positions of the bubble chamber fiducials in Table lA.2.1. 

The NDBasic origin lies on the NDBC y-z plane. Its x-axis is defined with 

reference to the centers of four( 4) upstream proportional wire chamber (PWC) planes: 

PWC2 and PWC3 far upstream, and PWCS and PWC9 close to the bubble chamber. 

The y- and z-axes make a right-handed system with y pointing up, parallel to PWC3s 

wires; and with z pointing EAST . 

To relate bubble chamber measurements with spectrometer data, spectrom

eter data in a local device coordinate system are transformed to ND Basic and then to 

NDBC. Figure lA.2.1 visually relates local PWC coordinates with NDBasic. The 

same applies to drift chamber (DC) coordinates and NDBasic. PWC/DC positions 

and orientations (in NDBasic) are specified in terms of x (distance of the plane center 

from the origin along the beam direction); f3 (the angle that the sense wires make 

with the y-axis in the direction of increasing wire number), pitch (the wire spacing), 

and Po (the distance from the x-axis to the fictitious wire number 0 located one wire 

spacing before wire number 1. 

A rotation to NDBC is then applied as illustrated in Figure lA.2.2. The 

transformation (xNDBasic,yNDBa$ic,zNDBaaic) --+(xNDBC,yNDBC,zNDBC) is effected in 
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Table lA.2.1 FNAL 30-inch bubble chamber :fiducial coordinates measured in the 
January 1982 survey. 

Fiducial No. x y z 
(cm) (cm) (cm) 

1 0.0000 0.0000 0.0000 
2 20.3055 20.2687 0.0000 
3 10.1261 20.2731 0.0000 
4 -.0095 20.3409 0.0000 
5 -20.3290 20.2599 0.0000 
6 20.3175 .0520 0.0000 
7 -20.2775 .0127 0.0000 
8 20.3182 -20.2306 0.0000 
9 10.1629 -20.2472 0.0000 

10 .0260 -20.2573 0.0000 
11 -20.3074 -20.2522 0.0000 
12 -.0232 0.1086 37.7093 
13 20.2675 20.3825 37.7180 
14 -.0287 20.3895 37.7152 
15 -10.1691 20.4008 37.7138 
16 -20.3294 20.3882 37.7124 
17 20.2763 .0981 37.7121 
18 -20.3344 .0998 37.7065 
19 20.2627 -20.1917 37.7062 
20 -.0224 20.2071 37.7033 
21 -10.1788 -20.2096 37. 7019 
22 -20.3255 -20.1980 37.7005 

BCSURVEY.TAB UND /MCKM 30Apr87 
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YNDBaalc 

Figure lA.2.1 Orientation convention of NDBasic with respect to PWC and DC 
devices. 
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four( 4) steps: 

• rotation by {3 about yN DBasic_axis to_ (:L',y' ,z') 

• rotation by a: about x'-axis to ( x" ,y" ,z") 

• rotation by -y about z" -axis to ( x"' ,y"' ,z"') 

• translation by YT and z1· along y"' - and z"' -axes, respectively 

Specific values of transformation parameters /3, a, and 1 are tabulated in Table 

lA.2.2. 

The rotation matrix R relating the two systems in the general expression 

NDBC 

y =R y 

z z 

is calculated with the matrix product R 

ND Basic 

0 

+ YT 

COS"( Sin"( 0 1 0 0 cos/3 0 -sin/3 

R = -sin1 cos1 0 0 cosa sin.a 0 1 0 

0 0 1 0 -sina cosa sin/3 0 cos/3 

Example values for the matrix elements a.re given by [Elcombe 82]: 

.999998331 .001690022 .000810936 

RRo112133 = -.001690255 .999998569 .000286138 

-.000810451 -.000287509 .999999702 

.999997079 

Rnoll215B = - .001666307 

.001664774 .001690921 

.999998033 .000905419 

-.001689411 -.000908236 .999998152 

When cross-handling code from different institutions in the collaboration or 

comparing with Monte Carlo results, however, it may be important to note discrep

ancies between different coordinate systems. They differ as shown in Figure lA.2.3. 
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Figure lA.2.2 Rotations and translations relating NDBC and NDBasic coordinate 
systems. 

t. 
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Table lA.2.2 Rotation and translation parameter values required when transform
ing between NDBC and NDBasic coordinate systems. 

Parameter Roll 2133 Roll 2158 

13 (rad) .00081 ± .00007 .00169 ± .00005 
a (rad) .00029 ± .00002 .00091 ± .00001 

I (rad) -.00169 ± .00002 -.00166 ± .00001 

YT (cm) -6.248 ± .002 -6.270 ± .001 
ZT (cm) 19.404 ± .002 19.419 ± .001 
TRANSFORMPAR. TAB UND /MCKM 14Mar89 
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Figure lA.2.3 Coordinate conventions adopted by participating groups in the E597 
collaboration and FRITI 0 F, the Lund Monte Carlo. 



APPENDIX lB 

FNAL E597 SPECTROMETER 

lB.1 BEAM SYSTEM 

The beam system provided mixed hadron beams in :five(5) modes with relative com

positions as given in Table 1.4.1. These beams were selected from projectiles emerg

ing from collisions between 400 GeV /c protons from Fermilab's main ring (Figure 

lB.4.1) and copper targets in the N3 beam line. The fraction of K+ was enhanced 

by :filtering beams through polyethylene and p's were produced at p: 1r- ratios up to 

403 using a halo technique on A decays [Neale 74]. 

Be&m particles were bunched into 4-6 groups (pings) of 5 .. s particles each. 

Each ping spanned 3 ms, but necessary time delays in the data acquisition systems 

restricted beam ·utilization to the latter portion of each ping. Since the bubble ·cham

be! was inherently non-triggerable, it underwent expansion at every ping and tracks 

in the bubble chamber volume were recorded photographically. The gross nuniber of 

pings, or bubble ch.amber exposures, are given for each mode in Table 1.4.1. 

lB.2 TAGGING SYSTEM 

The upstream tagging system used in conjunction with the 30 inch BC hybrid spec

trometer is shown in Figure lB.4.2. A telescope of three(3) scintillator paddles (Sl, 

S2, and S3); three(3) Cerenkov counters, two(2) with inner and outer rings, (C116I, 

C1160, C1181, C1180, and CDoghouse); and three(3) proporHonal wire chamber 

(PWC) triplets (A, B, and C) composed the beam tagging system. It provided data 
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Figure lB.4.1 Plan view of Fermilab. 
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Figure lB.4.2 Plan view of the E597 upstream beam tagging system. 
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by which to distinguish and identify individual projectiles in the mixed hadron beam. 

Mass separation schemes were based on PWC track reconstruction and five(5)-digit 

IOIOD codes reporting the presence or absence of light in the Cerenkov counters. 

Matching a beam track in the BC with IOIOD information was made by 

determining the master gates associated with beam track reconstruction in the up

stream PWCs. 3 ms master gate signals were formed by the coincidence of signals SI, 

52, and S3. The master gate controlled the function of both the bubble chamber and 

all the electronic data devices. Upon receiving the master gate signal, the. upstream 

proportional wire chamber (PWC) electronics strobed their data into memory and 

the rest of the devices began gathering data. 

Signals from 48 sense wires spaced 2 mm apart and flanked by field wires 

maintained at a potential difference of -3.2 kV in a 70.83:253:4%:.2% gas mix of ar

gon/isobuta.ne/methylal/freon constituted the data for each of the nine{9) upstream 

PWCs. Figure lB.4.3 displays the details of PWC placement and relative orienta

tion as verified in post-run alignments of reconstructed tracks. Each plane is rotated 

approximately 120° with respect to other planes in its respective triplet so Dalitz 

conditions could be employed. 

U p6tream PWC data were used to reconstruct beam paths correlated by time 

to the various mastergates occurring during each BC frame exposure. These were each 

compared with beam paths determined in BC stereographs but extrapolated back to 

the upstream PWCs. When the BC- and the PWC-determined paths overlapped 

sufficiently, the master gate number with all of its associated electronic data was 

assigned to the BC event frame. 

Signals from upstream helium- and/or nitrogen-filled Cerenkov counters made 

it possible to separate particle velocities on the basis of the presence or absence of 

Cerenkov light in the inner and/or outer rings of the counters as a function of varying 

gas fills and pressures. At known momenta, the separation distinguishes between 

beam masses. The specific separation scheme is summarized in Table lB.4.1 with 

fi.ve(5)-digit IOIOD codes. In high to low order, the digits reported, respectively, 

the detection (1) or non-detection {O) of light in the counters C116(Inner ring), 
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Device Angle Plane 0th Wire Spacing ! 

Position PoRition 
/3 )( ,, .. 

('') (m} (cm): (cm} 
PW Cl 240 -56.403 -4.9281 : .2±.0004 
PWC2 300 -56.371 -4J)000 I .2±.0004 
PWC3 0 -56.339 -4.9000 .2±.00IJ4 
PWC4 330 -16.033 -6.4866 ! .H.0006 
PWC5 270 -16.001 -6.1102 .2±.000G 
PWCG 210 -15.969 -4.6843 .2±.000G 
PWC7 150 -2.553 -4.6894 .2±.0005 
PWC8 90 -2.521 -4.9000 .2±.0005 
PWC9 30 -2.489 -4.9000 .2±.0005 

ZNDBaslc 

Figure lB.4.3 Placement and orientation of upstream proportional wire chambers 
(PWC s 1-9). 



Beam 

f'/ tr 
LOO.Ge\' /c 

p 
lOOGeV /c 

Tr+ 11<+ 
lOOGeV /c 

-11" 

320GeV /c 

-- --

Table lB.4.1 Upstream Cerenkov counter running conditions and tagging criteria. 
IOIOD (116 Inner, 116 Outer, 118 Inner, 118 Outer, and Doghouse) code digits are 
read vertically. O's and 1 's signify the absence and presence, respectively, of light. 

Rolla Cerenkov Cerenkov Gu Pren.ure Certain Tr Probable 7r Certain p Probable p C<irt11in I< 
Encloaure Ring Fill ( 1ni) IOIOD* IOIOD* lOIOD* WIOO* 10100"' 

2042- 116 Inner He 2.78- 011 0011011 0 00011 
2076 116 Outer 2.88 101 0101101 0 00101 

118 Inner N2 '2.23- 000 0000000 1 11 ll l 
ll8 Outer 2.53 ill 1000111 0 01000 
Doghouae He 4.44· 111 l111000 0 10000 

4.80 
2011. 116 Inner He 3.99-
2098 116 Outer 4.83 SAME AS ABOVE 

118 Inner N2 2.30-
118 Outer 2.75 
Doghouse He 4.50-

&.00 
2148- 116 Inner He 3. 74-
2200 ll6 Outer 3.87 SAME AS ABOVE 

118 Inner N2 '2.30-
118 Outer '2.34 
Doghouse Doghouse He 3.06-

3.46 
2099- 116 Inner He 4.02- 0 00011 
2121 116 Outer 4.lL 0 00101 

118 Inner N2 2.30- l 111 ll 
118 Outer 2.3& 0 01000 
Ooghouae He 4.30· 0 10000 

4.70 

2122· 116 Inner He 4.11 Oll OOOll 11 
2126 116 Outer 101 OllOOll 

118 Inner N2 2.32 000 0000000 
ll8 Outer 111 1010101 
Doghouae He 3.02· 111 1101010 

3.20 
2127- 116 Inner He &.88· 011 0011011 01 l 
2147 116 Outer 7.06 101 0101101 101 

118 Inner He 9.36- 000 0000000 111 
118 Outer 9.86 111 100011 000 
Doghouse He 3.10- 111 1111000 000 

3.30 

2201- 116 Inner He .16· 011 0 
2233 116 Outer .19 101 0 

118 Inner He 1.6· 111 l 
118 Outer l. 7 000 0 
Doghouse He ,4. 111 1 

.6 
. -- •• ., •• .,. w. 1t1••.#a • ""'a. A• 

CA) 

""""" CA) 
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C116(0uter ring), C118(Inner ring), C118(0uter ring), and CDoghouse(or CLabD). 

lB.3 TARGET SYSTEM 

General features of the bubble chamber and magnet are displayed in Figure lB.4.4. 

The placement of the target bracket in the chamber is displayed in Figure lB.4.5. 

The bubble chamber underwent 4-6 consecutive expansion/compression cy

cles concurrent with as many pings in each accelerator cycle. Each ping coincided 

with a flux of five(5) to eight(8) beam particles whose identity was established in 

the beam tagging system upstream of the chamber. Four( 4) cameras stereoscopically 

photographed bubbles forming along individual particle paths. This vieual record of 

track and vertex information subsequently formed the basis for reconstructing par

ticle trajectories from digitized film images. All BC data were referenced to fiducial 

markings on the front and back chamber windows as illustrated in Figure lB.4.6 

and placed according to the survey positions given previously in Table lA.2.1. The 

production run in the spring of 198.2 produced 192 4-roll sets of film (each with about 

3000 pictures per roll per camera) for a total of 582,439 bubble chamber exposures 

in 4 views, each exposure identified by a frame number in binary code displayed by a 

data box and appearing adjacent to the fiducial volume on film. 

An analyzing magnet with a magnet current of 11.39772 kA (shunt voltage 

of 28.5 m V) produced a central field of 19.956 kG in the fiducial volume of the bubble 

chamber. The effective bend plane of the fringe field was 59.89 cm downstream 

from the bubble chamber center. The magnetic· field was essentially the same as 

that reported in an early but reliable parameterization of both the fringe and central 

fields [Shephard 73]. At the bend plane the azimuthal angle effectively changed by 

.32° /(track momentum in GeV /c). The curvature of outgoing tracks, seen directly 

in the bubble chamber or inferred from downstream detector information determined 

their momenta. One and a half rolls of film correspond to data taken with the magnet 

off. This zero field data makes it possible to determine beam momenta, to align the 

tagging and the DPI systems, and otherwise to facilitate reconstruction. 

As a particle identifier, the bubble chamber served to distinguish particle 
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Figure lB .4.4 Horizontal and vertical sections of the FN AL 30-inch bubble cham
ber. 



31:6 

Figure lB.4.5 Target bracket placement in the FNAL 30-inch bubble chamber. 
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Figure lB.4.6 FNAL 30-inch bubble chamber camera views, fiducial positions, and 
reference conventions. 
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masses, particularly 7r from p. For tracks of known momentum less than 1.3 Ge V / c, 

their masses could be determined by visually inspecting bubble densities proportional 

to 1//32cos>.. as a particle traverses the liquid hydrogen. Particle identities are distin

guished on the basis of how dark tracks appear compared to minimum ionizing tracks 

and the consistency of this comparison with expected relative bubble densities for var

ious mass hypotheses at given momentum. Running conditions of the chamber and 

camera systems produced bubble densities between 10-15 bubbles/cm for minimum 

ionizing tracks, and bubble size to gap ratios between 60:40 and 75:25. Chamber 

conditions varied within the limits below: 

pressure P=67-70 psi 

stroke .6.P=41-44 psi 

temperature T=50-51 psi vapor pressure 

flash delay 5t=2 ms 

As a target device, the bubble chamber's liquid hydrogen (essentially pro

tons) was complemented by thin metal foils configured as shown in Figure lB.4.7. 

This combination of parallel target options uniquely suits the experimental data for 

direct comparative studies in A, unbiased by differing operating conditions and anal

ysis streams. The atomic numbers were chosen to span a wide range in A and their 

thicknesses were chosen to produce for comparable numbers of events for the various 

A. The thick gold and silver targets have inelastic interaction lengths of the order 1 % 

and radiation lengths of the order 203. The thin targets have inelastic interaction 

lengths of the the order .53 and radiation lengths of the order 103. The difference in 

thickness between foils of the same A was intended to make it possible to extrapolate 

to zero thickness. Specific values for interaction and radiation lengths as well and 

physical thickness are tabulated in Table 1.4.1 for each nuclear target. Values for 

the nuclear radius from electron scattering data are also included for comparison with 

subsequent results in our analysis. 

lB.4 DOWNSTREAM PARTICLE IDENTIFIER 

Figure lB.4.8 shows the plan view of the the data recording, target, and downstream 
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Figure lB.4. 7 Target schematic. 
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OSIRIS 
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DOWNSTREAM PARTICLE IDENTIFIER 

Figure lB.4.8 Detailed plan view of the E597 data recording, target, and down
steam particle identifier (DPI) systems. 
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particle identifier (DPI) systems. Particles entered the downstream particle identifier 

system after passing through the target system proper and the analyzing magnet's 

fringe field. The clearance through the analyzing magnet itself is shown in Figure 

lB.4.9 with a 16° horizonal span symmetric about the beam axis and a 37° vertical 

span asymmetric to the beam axis. 

lB.4.1 Proportional wire chambers 

The downstream PWCs had 2 mm wire spacing (the same as the upstream PWCs), 

but each pla.ne, with its 512 sense wires, subtended a larger solid angle than the 

upstream chambers. The gas mix with which they operated wa.a the same ao the 

upstream PWCs in content and proportion. The applied voltage was kept at approx

imately -3 kV. Device positions and orientations, verified in post-run analyses, are 

summarized in Figure lB.4.10. 

lB.4.2 Drift chambers 

The downstream drift chambers had 5.08 cm (2 inch) spacmg with a total of 24 

sense wires each. With a time least count of 2 ns, accuracies of .Imm could be 

achieved. The gas mix in the DCs was argon/carbon dioxide/methane mixed in an 

86.9%:12.0%:1.13 ratio. Anode voltages were kept at about -4 kV; cathode voltages, 

at about 1.tl kV. Device posiiions and orientations, verified in post-run analyses, are 

summarized in Figure lB.4.11. 

CRISIS 

The logarithmic rise in the ionization loss ( dE/ dx) as a function of momentum at 

relativistic momenta for given media may be used to determine particle mass. Once 

ionization loss and momentum are determined, the mass is determined for specific 

gas running conditions. Figure lB.4.12 shows the calculated rise in the momentum 

range .1to400 GeV /c superposed on ISIS data. Indeed the distributions of ionization 

charge data for particles at 200 GeV /c, clearly distinguish between p's and 1I"'s. 
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Figure lB.4.9 Track clearance through the analyzing magnet into the downstream 
particle identifier (DPI). 
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y HDBaslc 

ZNDBaolc 

Device Angle Position 0th Wire I Spacing 
Position I 

f3 x p"- i 
(" cm) cm) I {cm} 

PWOlO 89.95 188.4 -50.139 .200±.004 
PWOll 270.00 194.9 -39.837 .200±.005 
PW012 321.97 248.9 -46.411 I .2Q0±.005 
PW013 199.83 261.9 -52.571 l .200±.006 
PW014 230.20 276.4 -53.709 .200±.007 
PW015 345.20 290.9 -44.816 .200±.006 XNDBulc 
PW016 275.17 301.5 -51.298 .200±.006 I 

Figure IB.4.10 Placement and orientation of downstream proportional wire cham
bers (PWC' s 10-16). 
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Figure lB.4.11 Placement and orientation of downstream drift chambers (DC s 
1-9). 
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Figure lB.4.12 Ionization loss as a function of momentum. 
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Figure lB.4.13 Distribution of ionization charge produced by 7r's, K's, and p's at· 
200 GeV /c. 
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Figure lB.4.14 Schematic representation of 'CRISIS. 
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However, with large fluctuations in ionization loss (see Figure lB.4.13), a 

large number of ionization measurements are needed. So the Considerably Reduced 

Identification System by Ionization Sampling (CRISIS), patterned after the detector 

ISIS operating at CERN, was fitted with 384 cells of width 1.6 cm. These were divided 

between upper and lower sections with total dimensions of 1 m x 1 m x 3 m as shown in 

Figure lB.4.14. In a nearly atmospheric pressure gas mix of argon/carbon dioxide 

in an 803:203 ratio, CRISIS is capable of taking 192 samples of ionization loss for 

any given track traversing its volume. 

The first of four( 4) contiguous DPI components, CRISIS resided within the 

bubble chamber area separated from the rest of the DPI by a wall and accessed 

through an airlock. Placement of CRISIS and three(3) succeeding DPI components 

is tabulated in Table lB.4.2 in NDBasic coordinates. 

In many respects, CRISIS is simply a compendium of drift chambers with 

drift velocity 4 cm/ µs (or 80 microns per clock tick of 2 ns) and two sense planes for 

a maximum drift distance of 25.4 cm. Raw data included drift times as well as total 

deposited charge. The average charge was expected to be accurate to 8.13±.183 

fwhm (7.83 for a full length traverse, 11.73 for a partial length traverse). Early 

estimates of the accuracy were 8.4% fwhm. With such accuracy, ?r's, K's, and p's 

could be separated in the range 5 to 40 GeV /c. 

As a drift chamber device by default, CRISIS data supplemented track re

construction data. Pseudo-visual tracking, with ambiguity with respect to top and 

bottom sections, could be directly produced for tracks traversing CRISIS 's volume, 

as shown in Figure lB.4.15. 

lB.4.4 OSIRIS 

Further particle identification can be achieved with data from OSIRIS, the second 

component of the contiguous DPI. A 2m x 2m x 5m helium-nitrogen atmospheric 

pressure Cerenkov counter with eight(8) cells, OSIRIS' function was to identify fast 

protons up to 100 GeV /c. Its eight(8) mirrors and associated photomultipliers are 

shown in Figure lB.4.16 and its threshhold momenta and response characteristics 
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Table lB.4.2 CRISIS, OSIRIS, OSIRIS hodoscope, and neutral hadron calorimeter 
placement. 

Device Component Position 
x 

(cm) 
CRISIS front 389.2 

1st wire 403.9 
last wire 716.9 
back 749.1 

Wall 756.1 
OSIRIS front 885.8 

mirrors 1335.4 
back 1373.5 

OSHOD 1392.5 
Calorimeter Cal 1 1446.5 

Cal 2 1451.5 
Pb 1 1462.0. 
Pb 2 1465.4 
U Hod 1467.7 
Z Hod 1468.4 
Y Hod 1469.0 

DPIPLACE.TAB UND/MCKM 10Apr87 
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Figure lB.4.15 Early example of CRISIS data showing pseudo-visual tracking. 
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Table lB.4.3 OSIRIS threshhold momenta. and response characteristics. 

Rgaa (n-1)~106 rm1u: p Pf hreah N(p) 
Gas mix Index of refraction Max light cone radius Momentum Thresho d momentum Number of photoelectrons 
(% :% ) (cm) (Oe\'/c) (UcV/c) 2.4.(n -1)[1 - (P1J.--.1t/P)2 ]L 

7l" K p 7l" K p 
100.0: o.o 32.70 4.0 100 17.3 61.0 116.0 3.2 2.1 o.o 

60 2.9 
20 .8 

95.5: 4.5 44.02 4.T JOO 14.9 52.6 100.0 4.4 3.2 o.o 
50 4.0 
25 2.8 
20 2.0 

TT.5: 22.5 89.83 6.T 100 10.4 36.8 70.0 8.9 7.8 4.6 
&O 8.6 4.1 
26 7.4 
15 4.T 

55.3: 44. 7 145.& 8.5 100 8.3 29.0 &5.0 14.5 13.4 10.2 
50 14.2 9.7 
36 13.8 4.6 
20 12.l 
10 4.6 

0.0:100.0 285.00 11.9 100 5.9 20.T 39.3 28.4 27.3 24.1 
ao 28.1 28.6 10.9 
25 27.0 9.0 
15 24..2 
10 18.8 

7 8.6 
C>SIRISRESP.TAB UND/MCKl\1 l2Mar89 

(I.) 
(I.) 
~ 
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are tabulated in Table lB.4.3. Protons can be identified in the 39-116 GeV /c range; 

kaons in the 21-61 GeV /c range, and pions in the 6-17 GeV range. Thus, OSIRIS 

complements CRISIS, extending proton identification to 100 GeV /c. 

lB.4.5 Neutral particle calorimeter 

The neutral particle calorimeter, furnished data with which to identify neutrons, anti

neutrons, and gammas from 7r
0 decay. The basic configuration of this 31 inch x 31 

inch x 88 inch device, Figure lB.4.17, contains 4 radiation lengths of Pb;, a 3-plane 

hodoscope, Figure lB.4.18; 26 sections of steel-scintillator sandwich; and a 3-paddle 

muon counter. The first 11 sections (Call-Calll) contained 1 inch steel plate and 

.5 inch scintillator plastic slabs; the last 15 sections (Cal15-Cal29) contained 1.375 

inch steel plate and .5 inch scintillator plastic slabs. With S114 upstream, two(2) 

additional scintillation paddles (Muonl and Muon2) functioned as muon counters 

behind the calorimeter. The hodoscope carried 21 diagonal channels, 15 horizontal 

and 15 vertical channels. Light produced in the sandwiched paddles and the ho

doscope elements and converted into analog signals by their attendant phototubes 

was subsequently converted into digital signals and recorded for each master gate. 

Particles of given energy travel characteristic distances in the sandwich as

sembly before they interact and produce a shower of charged particles. Those dis

tances are marked by the dramatic increase of scintillation light in the paddle ensem

ble. Photons and electrons deposit the majority of their energy in the first five( 5) or 

six(6) plates while hadrons generally produce showers further downstream in the en

semble. Photons, electrons, an~ hadrons can be distinguished with a. 903 efficiency. 

Studies on test calibration data verified clean separations between hadrons, muons, 

and electrons, on the basis of ratios of energy deposition in the front and back portions 

of the calorimeter. A comparison of the forward-backward distribution of summed 

pulse heights (Call-Cal9 vs. Cal10-Cal28) for 25 GeV /c electrons and pions in Fig

ure lB.4.19 illustrates how clearly one may distinguish between.electromagnetically 

and hadronically induced showers in the calorimeter. 
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Figure IB.4.1 7 Schematic view of the neutral hadron calorimeter. 
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Figure lB.4.18 Schematic representation of the neutral hadron calorimeter ho
doscopes Y, Z, and U. 
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Figure lB.4.19 Distinguishing between electromagnetic and hadronic showers by 
comparing energy deposition in the forward and backward portions of the neutral 
hadron calorimeter. 



APPENDIX 2A 

MULTIPLICITY CORRECTIONS 

A number of inherent experimental limitations distort proton and produced 

particle multiplicities in E597 data. These limitations can be categorized in terms 

of 1) tracks which are unobservable, 2) tracks which are unmeasureable, 3) tracks 

whose identity cannot be determined by ionization techniques, and 4) tracks pro

duced in secondary interactions. Estimates have been made of corrections for the 

attendent distortions incurred to average multiplicities. Corrected multiplicities have 

been compared with FRITIOF simulated results. 

2A.1 UNOBSERVABLE TRACKS 

All secondaries lose momentum as they travenie a portion of the foil target after 

they are produced in a single beam-nucleus interaction. Figure 2A.1.1 shows the 

momentum loss expected as a function of momentum for pions and protons traversing 

thicknesses of the six E597 foil targets. At some point low-momentum tracks stop 

within the foil thickness and are unobservable. For the tracks ·that survive their 

traverse through the foil, the measured momentum is not the true momentum at which 

the track is produced in the primary interaction, but rather a 'leftover' momentum. 

The thickness of the foil introduces a significant momentum uncertainty dependent on 

track momenta. Faster particles will sustain smaller degradations than slower ones. 

2A.1.1 Stopped tracks 

To estimate the average stopping momentum for secondaries, interaction points were 
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assumed to occur halfway through the foil target thicknesses since the foils were too 

thin to make experimental determinations feasible. It was also assumed that secon

daries traversed the foil at an exit polar angle fJ with respect to .the beam direction 

equal to cos-1 «t/c~aO)) where (1/ cosfJ) is experimentally determined. The· average 

intrafoil ps.thlength (.5t)/cos8 and associated angle are tabulated in Table 2A.1.1 

Then, though momentum is not linear with pathlength, an average stopping mo

mentum is estimated for secondaries using momentum-range plots [Trower 66] and 

assuming the average intrafoil pathlength to be the average stopping range. The av

erage stopping momenta are tabulated in Table 2A.1.2 as well as the momentum 

losses for 2 Ge V / c p and 11' secondaries traversing & -half thickness of each target. 
·' 

Particles with momentum less than the average stopping momenta (.1-.2 GeV /c for 

protons and .04-.06 GeV /c for pions} could be expected on the average to stop within 

the foil and thus escape detection in this experiment. However, event-by-event, mo

mentum corrections cannot be made without knowing the exact pathlength through 

the foil from the interaction point. Low momentum particles will suffer the highest 

losses, but the scale by which most observed momenta are smeared is estimated by 

the momentum loss of 2 Ge V / c pions through half target thicknesses. 

2A.l.2 Angular depletion of protons 

Since each secondary's pathlength L is equal to the distance along the beam direction 

from the interaction point to the surface of the foil times 1 / cos8, L explodes as 

(} -+ goo. Thus depletions at angles nearly parallel to the foil surface are expected 

beyond those stemming from reconstruction difficulties when A -+ goo. The depletion 

as(}-+ 90° is particularly noti<'.eable when production is isotropic. Production angles 

for secondaries other than protons are very forward peaked and thus little affected 

by the 90° depletion. But proton production angles significantly span the 90° region 

with obvious partide density depletions near cos8 = P:r:!P = 0 in Figure 2A.1.2. 

This dip in the distribution is almost entirely attributable to black protons. The go" 

region for black protons is noticeably vacant in Figure 2A.1.3 but less significantly 

so for the grey and shower protons of Figures 2A.1.4 and 2A.1.5, respectively. 



Table 2A.1.l Average pathlengths in target foils assuming secondaries are produced 
at one-half the target thickness with momenta directed along the exit angle. 

THICK FOILS 
Projectllc 320GaV/c lOOGeV /c 

ft' - ft - ft-t 71'-t ,, 
" ft - ft - ,,.- fJ fJ fJ 

~Target i¥0 Ag ~~·Au !~1:1Ag ~: 1 Au l~1:1A17 ~:r Au ~:Ala l~IS Ag ~:•Au ~!Mg !7o Ag ~~r ,\u 

OTC 61 64 131 114 141 144 176 171 17' 186 181 l84 

N-··--•· 1H 127 118 128 308 110 120 604 OT 76 439 '277 

t ( alcm:l) l.8H l. 716 l.894 l.116 1.894: 1.116 l.9:U 1.89'1 1.116 1.931 1.894 1.716 

«;:;~'iiJ )p 2.1115 2.28 3.0S 2.28 2.40 2,28 3;T6 2.63 2.41 2.29 2.49 '2.45 
.o1 .:11 .14 .30 .14 .11 .12 .87 .11 .09 .23 .11 .12 

(~)prod l.U l.31J l.U 1.38 1.1.11 1.43 1.22 l.43 1.34 I.:H l.&3 l.31i 

.o1 .08 ,06 .06 .04 .05 .06 .O! .03 .03 .10 .Oli .0'2 

coa-1 ( r.::::t;)>P 67° t14° 110 64° 63° 64° 75° 680 68° 84° 88° 06° 
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Table 2A.1.2 Approximate minimum momenta (stopping momenta) at production 
assuming tracks emerging from target foils originate at one-half the target thick
ness. Also the momentum loss for 2 GeV /c secondaries traversing one-half the target 
thickness. 

Mg Ag Au 

II 25.473 8.720 5.945 

Target# 6 5 1 2 4 3 
t (g/cm2) 1.931 .645 1.894 .640 1.716 ~578 

.5t (g/cm2
) .966 .323 .947 .320 .858 .289 

p,,min (MeV /c) 225 165 205 145 180 130 
PKmin (MeV/c) 142 108 130 92 115 79 
p'lrmin (MeV/c) 59 42 53 38 48 34 
Pe min (MeV/c) .600 .400 .530 .360 .480 .330 

.dpp(2Ge\' /c) (MeV/c) 1.80 .55 1.40 .45 1.00 .35 

.dp'lr(2Gel·/c) (MeV/c) 2.00 .70 1.70 ~so f.40 .40 
RANGETRAP.TEX UND/MCKM 30Aug88 
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Figure 2A.1.2 Distribution of cos (J for all proton secondaries emanating from any 
interaction. £J is the track angle with respect to the beam. 
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Since nuclear breakup or evaporation is modeled to be a truly isotropic pro

cess with low momentum products, and black protons show the angular depletion 

characteristic of isotropically produced particles as well as an only .slightly anisotropic 

distribution, black protons are most likely produced in a predominantly evaporative 

process. 

Based on the isotropy oi such a process, evaporation protons observed in 

the backward hemisphere should have a corresponding distribution in the forward 

hemisphere (forward and backward refer to the lab reference frame). Thus the number 

of observed evaporation protons is estimated to he twice the number of backward 

protons. Similarly, the number of observed recoil protons (those produced in non

eva.porative processes) is estimated by the difference between the total number of 

protons and the number of evaporation protons. While many grey protons appear in 

the backward hemisphere, only a few shower protons do. Although this study does 

not investigate these shower protons, they could be of considerable interest. 

To begin calculating corrections for angular depletion in proton multiplic

ities, average proton densities in the range -1. < cos8 < - .3 (backward protons 

per unit cos8) were calculated, shown by the dashed horizontal lines in Figure 

2A.1.6). Each average density was then assigned to the rest of the backward range 

- .3 < cos8 < 0 in order to estimate the total number of backward protons. (This 

amounts to filling in the ~dips' due to angular depletion near 90°.) The difference 

between this estimate of total number of backward protons and the experimentally 

measured number of backward protons produces an estimate of the angular deple

tion in the backward lab hemisphere. Because most of the depletion is aBsumed to 

occur among the ieotropically produced black protons, the angular depletion in the 

forward iab hemisphere is expected to be comparable. Nease, the total number of 

unobserved protons emerging at nearly 90" to the beam direction, is estimated to be 

twice the number of protons depleted from the backward lab hemisphere. Values of 

this estimate, Ncos£J, appear in Table 2A.1.3. 

Of course, some of these missing protons could very vfell have been included 

in the number of unmeasured protons, discussed in a later subsection. This number 
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Table 2A.1.3 Estimates of corrected proton multiplicity values for tracks ob
structed by the target surface, i.e. track angles at or a.round 90 degrees to the beam 
direction. 
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predominantly represents black, extremely short proton tracks, just the variety eligible 

for angle-dependent depletion. In this study, however, unmeasured protons have been 

assumed to be isotropic themselves. Consequently, some doubl~-counting could be 

taking place. 

To calculate the average number of isotropically produced protons, ( NPev0;peorr}, 

the correction Ncos8 is added to the average number ( NPevap} of measured evaporation 

protons estimated. by the sum of twice the measured backward proton multiplicity 

and the unmeasured proton multiplicity, ie. 2(NPbae1r}+(Np}um. But since the sum 

2( N,,bae1t) + N cosB can be construed to be the measured isotropic proton multiplicity 

(NPiaotrop} with its depletion dip filled in, and since the unmeasured proton multiplic

ity {Np}um is presumed to be isotropic, the average number of isotropically produced 

protons can be expressed by the sum {NPiaoerop) + {Np}um. Table 2A.1.3 shows 

the corrected number of isotropically produced protons (Nevap}corr broken down in 

terms of these two(2) equivalent sums. In most cases, targets with heavier nuclei have 

larger evaporation multiplicities, as expected. But these results also show a greater 

number of evaporation products from thin foils than for thick foils. While data were 

treated separately for the various thicknesses, corrections were made on the basis of 

angular considerations alone, not thickness. They did not consider the fact that low 

momentum evaporation products are less likely to emerge from thick targets than 

from thin ones. Thus the fact that evaporation multiplicity is lower for the thick 

targets is reasonable. 

2A.1.3 Slow protons 

Slow, beam-directed secondaries, unobservable when they stop within the target 

thickness, also contribute to the number of evaporation products. Although cor

rections have been made for depletions arising from an angle-dependent thickness, 

there remains an overall depletion associated with the beam-direction distance from 

the interaction point to the foil surface. This overall depletion becomes particularly 

important for isotropic evaporation which predominantly produces low momentum 

particles. Black proton multiplicities can be expected to be significantly lower than 
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those reported in emulsion experiments since they detect secondaries much closer to 

the interaction points and thus detect secondaries at much lower momenta. A com

parison of E597 data in Figure 2A.1. 7 shows that blacks are suppressed to a larger 

extent in the thicker targets. A comparison of Figure 2A.1. 7 with Figure ·2A.1.8 

for 67 GeV /c pEm and 200 GeV /c7rEm data (Stenlund 82b] confirms the fact that 

thickness effects have severely inhibited our observation of black tracks. The emulsion 

is comparable to the Ag foil targets since it included AgBr as well as CNO. Including 

protons close to the vertex, emulsion data exhibit an average of 12 or 13 blaclc tracks 

for events with 10 grey tracks while E597 data, inhibited by the thickness of its foils, 

shows only 2 or 3 blaclc tracks for events with 10 grey tracks. Many of the blaclc are 

being lost. This loss of blaclc protons distorts the expected relation between average 

grey proton multiplicity and blaclc proton multiplicity. Figure 2A.1.9 displays this 

relation for emulsion events. But because of the severe depletion of blaclc protons, it 

is quite different from its counterpart for E597 samples in Figure 2A.1.10. 

Corrections for individual track momenta and overall depletions in blaclc 

protons multiplicity are not made. Only corrections for foil-pathlength-dependent 

depletions of a global nature are made similar to those for the angular depletion of 

protons. 

2A.1.4 Small radii of curvature 

Even if particles survive their intrafoil traverse, low-momentum tracks will be unob

servable if their initial radii of curvature R in the bubble chamber proper approach 

the radius of the bubbles marking their passage. The radius of curvature can be 

calcula.ted by the well-known relation 

pcos).. 

R = (300)(B) 

where the radius R is expressed in cm; the magnetic field Bis expressed in gauss; and 

pcos).., the momentum perpendicular to B, is expressed in eV /c. With bubble radii of 

under .5 mm, track momenta must be greater than 1 Me V / c in order for that track 

to be distinguishable from the bubbles that mark its path. This becomes a problem 
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Figure 2A.1.8 Average black proton multiplicity as a function of grey proton mul
tiplicity from emulsion data [Stenlund 82b]. 
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only in treating delta rays, or knock-on electrons. In a subsequent correction for 

misidentified fast electrons, delta rays are counted and must be adjusted to include 

unobservable ones. 

2A.2 UNMEASURED TRACKS 

Correcting for tracks visible but unmeasureable is much easier than correcting for 

unobservable ones. The measuring technicians annotated the measurement record 

with code specifying what type and how many tracks they were unable to measure 

when any of the following were encountered: 

1. Tracks which could not be measured because they could not be adequately 

traced through the clutter of a high multiplicity event. Another track or the 

foil target itself might obscure the track. 

2. Tracks too short or with too small a radius of curvature for the measurer to 

digitize enough points for reconstruction. Slow protons and particles undergo

ing secondary interactions accounted for most of the short tracks while slow 

electrons accounted for the tracks with small radii of curvature. 

3. Tracks with such large radius of curvature that determining the momentum 

associated with the reconstructed nearly-straight track becomes a problem. 

4. Tracks invalidated by random measurement errors. This was uncommon since 

remeasurements were routinely made at the time of the initial measurement. 

5. Tracks which did not not pass the on-line reconstruction routine after repeated 

measurement attempts. This only occurred a small fraction of the time. When 

it did, the measurer treated that track as unmeasureable and made the proper 

annotation. 

6. Tracks failing reconstruction failed in the off-line processing of the digitized 

data. At this point the track was manually :flagged with a kill code in the 

measurement record and the unmeasurable count augmented. Only a few dozen 

events contained tracks that did not reconstruct off-line. 
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Separate counts were kept for unmeasureable protons, 1r+, 1r-, e+, and e-. 

Unmeasured protons were identified based on the occurrence of smooth, dark tracks 

(i.e. black tracks with /3 < .3). So visible, very slow protons were accounted for 

despite their unmeasurably short lengths. 

Slow electrons, identified by by small, decreasing track curvatures (spirals) in 

the momentum range .005 GeV /c < p <.2 GeV /c can also be accounted for. Here .2 

GeV /c is the limit at which an electron can be distinguished from a pion by ionization. 

A .2 Ge V / c electron also has a radius of curvature 33.33 cm, just under the chamber 

radius of 38.10 cm, so that the spiral could be easily detected unless it heads well 

toward the side to which it bends. 

All other unmeasured tracks were designated as pions by default and are 

included in the ambiguous multiplicities N:f' and N:'!!'. These so-called unmeasured 

pions actually include an admixture of fast protons (p > 1.3 GeV /c), pions, and fast 

electrons (p > .2 GeV /c). They could also include short proton tracks with momenta 

below 1.3 Ge V but whose ionization might have been hard to estimate over such a 

short length. Tables 2A.2.1 summarizes the average unmeasured multiplicities for 

black protons, positive ambiguously identified particles, negative ambiguously iden

tified particles, electrons, and positrons. These are respectively labeled {NP,,zae1c}um, 

{Na+ }um, {N0 -}um, {Ne+ }um, and {Ne-}um. 

2A.3 LIMITED IDENTIFICATION 

Consideration is also given to the limits within which particles can be reliably identi

fied by ionization. The major limitation is one's inability to distinguish ionization or 

bubble densities which differ from minimum ionizing densities by a factor less than 

1.5 or greater than 4. This ratio for particles of the same momentum is a function of 

their relative velocities /31 and /32: 
R= /3i 

/3r 
Figure 2.4.1 shows how protons are distinguishable from pions only for p ~ 1.3 

Ge V / c; pions, from electrons only for p ~ .2 Ge V / c; kaons, from protons only for 

p :::; 1 Ge V / c; and kaons, from pions only for p . 7 Ge V / c. Fast protons (p > 1.3 



Table 2A:2.1 Unmeasured particle multiplicities. 

THICK FOILS 
l'rojcchlc 3200eV /C lOOGc\' /c 

'II' - 11' .... , ti' -
;rargee !';o .4g ~~' .·lu !':ft .-lg ~~I .·\U !~K .-lg ~~' .-lu ~~J\lg !':a .-lg ~:'Au 
UTl. 61 04 131 1:'14 l41 JH I TO lTl l14 
N ....... ,. 184 127 118 128 808 110 120 604 01' 

(Npblaclc )urn .223 .t2& .241 ,•Ult .290 .ll09 .ov2 .auo .002 
A .038 .084 .04.8 .ora .0-12 .087 .020 .Oil .OU' 

{Na.+ )um .12& .268 .082 .126 .104 .127 .0&8 .108 .142 
A .030 ,096 .024 .OU .o:u .OfH .024 .016 .020 

(N
4

_)um .092 .181 ,096 .09-1 .078 .118 .083 .089 .163 

~ .025 .070 .02T .028 .013 .OH .036 .Ol& .029 

(N
0
+ )um .049 .087 ,045 .0.611 .062 .073 .008 .060 .092 

A .018 .02& .016 .02& .OlG .028 .008 .010 .01& 

(Ne_ )um .076 .118 .079 .070 .101 .118 .008 .123 .133 

A .021 .048 .020 .023 .020 .038 .008 .015 .019 --~ -- .. -~ .. - --· 

THIN FOILS 
ProJectlle 320GeV Jc lOOOeV/c 

71' 11'1' 1 -"' 'i:rargeC !¥0 Ag WAu W'.-1.g ~~ 1 Au 1¥15 Ag i:1 Au ?~Mg !~o ;lg ~~ 1 Au 
DTC 62 63 132 133 112 143 116 172 173 
N--·--•· 131 135 124 112 HUI 129 224 406 403 

(Npblaclc )um .• 467 .726 .282 .511 .491 .705 .183 .&42 .824 
A .081 .101 .0&8 .003 .068 .lU .039 .0-19 .068 
(N4 +}um .ose .lH .OT:t .089 .OH .132 .049 .014. .en 
.11 .028 .OH .026 .030 .018 .042 .016 .017 .023 

(N
0

_)um .058 .110 ,(l32 .089 .089 .124 .016 .113 .130 
~ .020 .033 .OIO ,032 .031 .035 .021 .030 .026 

(I\,+ }um .f.1:111 .O:H ,1)1{1 .0:111 .O:!I .o:m .00.1 .0&7 .Q6$ 
~ .019 .016 .021 .022 .012 .013 .00-1 .012 .OU 

{Ne_ )um .o:n .050 .07!1 .027 .059 ,(l31 .013 ,(l1! .01'0 
~ .012 .023 .028 .OU .018 .010 .008 .016 .010 

IJNJ\fJ•_ .\ "1111 l"ll '1'11''\'. 

D 

~:Alg !~o Ag ~gr .lu 

1A6 l81 184 
ra 439 271 

.113 .au • J.10 

.068 .oaa .on 

.o:n .144 .lH 

.019 ,023 .028 

.0&3 .103 .191 

.032 .018 .030 

.040 .112 .162 

.023 .020 .021 

.160 .102 

.O~ll .026 -·-·-- -· .~--... - - - .~ 

f) 

?~JUg !¥0 .4g ~~I Au 

lH 182 183 
181 216 280 

.171 .598 .882 

.036 .063 .083 

.066 .098 .111-1 

.023 .024 .029 

.061 .118 .121 

.019 .02.( .121 
-,(11)11 .f)liill ,n111 

.0011 .Ot.l .ou 

.0!13 .OIU .082 

.013 .01·1 .010 
• ,._, r'I. ·1 • • • ,JI a I' • • •" .. ~• n .I'll 

Colo) 
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GeV /c), fast kaons (p > .7 GeV /c), and fast electrons (p > .2 GeV /c thus contaminate 

secondaries said to be pions. Because produced particle multiplicities include default 

classified pions as well as unambiguously identified pions, it is important to estimate 

the degree to which this contamination drives up the positive and negative produced 

particle multiplicities and depresses the proton multiplicities. 

2A.3.1 Fast electrons 

The number of fast, misidentified electrons(positrons) emerging from target foils can 

be estimated in two series of calculations-one for an estimate based on e+ e- produc

tion, the other for an estimate based 5-ray production. e+ e- production is anticipated 

from 11"0 's decaying into ;'s and Dalitz pairs, with some of the ;'s subsequently con

verting into additional e+e- pairs near the interaction point. 5-rays from simple 

knock-on collisions between produced secondaries and atomic electrons in the foils 

are also anticipated. Most 5-rays, identifiable by their characteristically tight spirals 

in a direction consistent with that of negative particles, were generally not measured. 

However, hard single 5-rays might have been mistaken for produced tracks. This 

over-representation among the negative produced particles must be corrected. 

In what follows is a detailed development of estimated e+e- - and 5-ray-based 

corrections. Each step is discussed and the correction calculated in tables paralleling 

each step. 

e+ e- Contamination Produced particle multiplicities are expected to include some 

degree of contamination from fast, misidentified e+ e- products. An outline of steps 

is given in detail below for estimating e+e- contamination in produced particle mul

tiplicities. This outline is followed by short discussions of each step and references to 

values calculated and tabulated at each step. 

1. Estimate 11"0 multiplicity Nrro, assuming 11"
0 production is comparable to 11"+ and 

11"- production: 

1 
( N TCO) ~ 2 ( ( N;'+ ) + ( N:J) + { N;'::) + ( N;_) + ( N::'-) + { N~';!')) 
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To estimate e+ e- production, the 1r
0 multiplicity must first be estimated. The 

average between 1r+ and 1r- multiplicities is probably a good estimate even if 

the multiplicities are corrected only for unmeasured tracks:. 

2. Estimate e+ e- multiplicity Ne+e--rro from 1r
0 decay: 

(a) considering only the two(2) most probable decay channels with probabili-

ties 

~"Y"Y - 98.8023 

~-ye+e- - 1.1983 

(b) calculating the gamma conversion probability for a particle traversing one

half target thicknesses at angle 8 so ::c = .5t/ cos8 

where X 0 is the radiation length. 

?r
0 's will predominantly decay in the two-gamma and Dalitz decay channels. 

Gammas subsequently convert to e+e- pairs as they traverse thickness x of the 

target .. Assuming the gammas traverse one-half the thickness of the foil, on 

the average, the number of observable e+e- pairs from 1r0 decay is expected to 

be 

Ne+e- - ~-ye+e- + 2~"Y"Y~"YCOnt1crsion(t,2X0) + 1~-ye+e-~-yconversion(t,2X0 ) 

- 2.00000 - 1.98802e-'777781io 

3. Estimate the fraction Fe± of e:l:'s that emerges, after traversing one-quarter 

target thicknesses, with sufficient momentum to be mistaken for pions: 

(a) estimating 1r
0 momentum distribution P,,.o(p) ~ HPrr+ +Pa++ Pr+ P0 -). 
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(b) approximating the e± momentum distribution by 

( c) assuming the average 11"0 is produced at one-half thickness, and· the av

erage e± is produced at 3/4 thickness, and determining the momentum 

p·'topping ( .25t)) at which e::I:: 's stop in the one-quarter thickness remaining, 

and the minimum momentum p:~:fabeled(.25t) = pstopping(.25t) + .2 GeV /c 

at which e's will emerge and be mistaken for 11"'s. 

( d) determining the fraction 

JP':i~fabefed(.25t) Pe± dp 
!f'e± = roo p d 

Jo e::I: P 

of the momentum distribution Pe±(p) that falls above pmislabeled(.25t). 

Not all of these e+ e- pairs can be expected to be observable. Some will stop 

within the foil, depending on their range and momentum. The e+ e- momentum 

distribution can be crudely estimated by one-fourth the 11"0 momentum distribu

tion (adding the 11"+ and 11"- momentum distributions, normalizing, and dividing 

by four( 4)). This is an underestimate since low momentum e+e- can occur even 

when the 11"0 distribution divided by four( 4) is not small. From momentum-range 

tables [Trower 66], the minimum momentum at which an electron is expected to 

emerge in association with interaction points at the center of the foil target can 

be estimated for each foil as summarized previously in Table 2A.1.2. Since 

it was assumed that the 11"0 's were produced on the average at one-half the foil 

thickness, then the conversion electrons will, on the average, traverse a little 

more than one-fourth the foil thickness. So the minimum electron momentum 

at which an electron is expected to emerge is assumed to be the momentum at 

which an electron is stopped in one-fourth the foil thickness. 

4. Calculate expected e+e- multiplicity Nf:;::_n;,e;ging from 11"0 decay which should 

be visibly emerging from the foil targets at momenta of'.2 .. GeV /c 

N /ast emerging ,.._, {N ) {N ) F. 
e+e--1ro l"V 1r0 e+e-+--rr0 e:I:: 
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5. Verify the plausibility of (N!;;i_e:;,ging} by comparing with the observed sum of 

'pseudopa.ired' e+e- a.nd 'unpaired' e± multiplicities: 

? 
N !:;t__ ::~rging ~ ( N rr") (Ne+ e- _11"0 ) Fe± ( N; ;,;.cudopr} + ( N; unpr} + (fr; unpr) 

~ 

where 'pseudopaired' e+e- multiplicity is thee+ multiplicity which has compa

rable e- multiplicity, and vice versa; a.nd where 'unpaired' e± multiplicity is the 

e+ or the e- multipicity in excess of the 'pseudopaired' multiplicity, namely 

N m pseudopr 
e+e- -

N m unpr 
e:I: = 

(Note tha.t 5-rays could also be involved, probably but not necessarily when 

Ne- >Ne+•) 

The calculated number of identifiable electrons is consistent with the observed 

e+ e- pseudopair multiplicity added to twice the observed unpaired e+ multi

plicity. It is a.lso consistent with the observed e+ multiplicity. 

6. Estimate the number of mislabeled ?r±: 

(Nmislabeled} = (Nfn.itt emerging} _ (Nplteudopr} 
71":1:: e+ e- e+ e-

This number of mislabeled ?r:l::'s is the correction term subtracted from pion 

multiplicities for final adjusted values. 

Of course, these corrections a.re all foil thickness dependent. Ideally one 

should extrapolate to zero target thickness, especially for heavy targets where the 

thickness plays a larger part. However, this is not feasible with the magnitude of our 

statistics. Only overall corrections on multiplicities for each of the foils a.re made and 

displayed in Table 2A.3.1. 



Table 2A.3.1 Estimates of the number of observable e+ e- pairs associated with 7r" 

decays. The 7r
0 multiplicity is approximated by Nr:oest = H (Nfl'+) + (Nfl'+) ). 

THICK FOJl,,S 
l'rojr.ctile 320GeV /c lOOGe\' /c - - 71''1'" 71'+ - - tJ " 11' 11' p p 71' Tl' 71' 

-;rargd !~"Ao ~~1 • .\u !~" .•\g ~~l ,.\u !~8 .-lg ~~ 1 Au ~~Alg !~ti .-lg ~~I .·\ti ~~ J\I g !~"..lg 
Xo 8.720 5.946 8.720 .i;.945 8.720 5.945 25.4 73 8.720 &.1H5 25.4 73 8.120 

t 1.89•1 . l.716 1.894 1.116 1.894 1. 716 l.93l 1.894 1.116 1.931 1.894 

Cr.osO,prod 1.41 l.33 1.44 l.38 1.5l l.43 1.22 1.43 1.34 1.34 um 
a .06 .06 .06 .04 .05 .06 .05 .03 .03 .10 .05 

-~ I - e 9 o .112 .139 .LU .144 .120 .148 .035 .lH .140 .039 .121 
'1 .004 .006 .005 .004 .004 .006 .001 .002 .003 .003 .004 

UTC 61 64 131 134 141 144 116 111 l 14 186 181 

N--···-•· 184 127 178 128 308 llO 120 604 457 75 439 

Nrror.r.t 7.829 8.229 5.959 6.699 6.589 6.818 4.425 6.051 6.458 r..:u;n 7.388 
a .236 .252 .215 .231 .193 .219 .138 .11 T .120 .163 .urn 

Nlfnest ide 2.046 2.063 1.907 2.238 2.20& 2.45& .90-l 1.890 2.056 1.280 2.522 
~ .OT& .090 .073 .094 .060 .106 .061 .040 .047 .cnn .054 

Nf;Jo eatide 
.265 .258 .324 .340 .339 .367 .208 .318 .326 .211 .3'17 

rroeat 
a .011 .013 .014 .016 .011 .018 .015 .008 .009 .019 .009 

Pr.+e- .23464 .28831 .24060 .29825 .25054 .30621 .08156 .23861 .29030 .08051 .25253 

A .00089 .00166 .00114 .00115 .00095 .00177 .00007 .00041'; .00083 .00023 .00096 

Nr.+e_c,dc t.837 2.373 1.434 1.998 1.651 2.088 .361 1.444 1.875 .•179 1.866 

'1 .0"19 .075 .045 • 069 .037 .on .016 .024 .035 .024 ,034 . 

Ne+c_cak ide .480 .595 .459 .067 .552 .752 .074 .451 .501 .ll5 .631 

A .OLB .026 .018 .028 .015 .033 .005 .010 .014 .008 .014 

(Ne+e-> .152 .307 .180 .211 .162 .273 .008 .200 .256 - .257 

~ .029 .049 .032 .041 .023 .050 .008 .018 .024 - .024 
(Ne+ }unpr .158 .102 .14.6 .180 .l95 .10 .on .141 .100 .067 .180 
'1 .029 .028 .029 .038 .025 .036 .019 .015 .020 .030 .020 

(Ne_ )unpr .364 .402 .202 .203 .253 .300 .117 .300 .337 .093 .355 

A .044 ,056 .034 .040 .029 .052 .031 .022 .027 .035 .028 

(N +e-) 
+2f Ne+ )unpr .468 .511 .472 .571 .55'2 .563 .092 .482 .636 .1:M .Gl 7 

A .050 .063 .052 .068 .042 .071 .028 .028 .037 .042 .061 

(Ne+ )m+um .571 .591 .500 .602 .533 .764 .066 .565 .124 .107 .704 

A .056 .068 .053 .069. .(1.12 .')A:I .n:?3 .031 .CHO .031'\ .0·10 
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TlltN FOILS 
l'rojechle :120Ge\· /c 

'IT - 7T rrT 

~1'argct !~8 . .\g ~:r . .\u ~~".-lg 
Xa 8.720 5.945 8.720 

l .6'101 .5784 .6401 

Cr.0110,prnd l.2R 1.36 1.43 

~ .0-l .06 .06 

-~ I - c 9 o .031'.i .050 .040 
A .001 .002 .002 

BTC 62 63 132 
N •• ,.,,.,. 137 135 124 

N,.,.oe11l 7.635 8.563 5.772 
A .236 .252 .215 

Nwnest ide l.807 2.296 1.766 
A .081 .092 .084 

J\' ... oclltide 
Nrroc3t 

.239 .272 .312 

A .012 .012 .011 

1',.+ e- .08156 .11138 .09150 

.l. .00007 .00020 .00016 

Ne+e_calc .623 .954 .524 

A .019 .028 .020 

N r:+ e- c11lc ide .lH .256 .162 

.4 .007 .OlO .008 

('Ne+ e-) .073 .052 .081 

A .023 .020 .026 
(Ne+ )unpr ,(\80 .141 .073 

A .02-1 .032 .024 

(N _ )unpr .168 .156 .145 
e 

.03·1 .03·1 A .035 

(Ne+r.-) 
+2Nc+ )unpr .233 .33·1 .227 

A .041 .049 .0-13 

(Ne+ )m+um .255 .3-11 .298 

.l. .04:1 .050 .OHJ 
.. ... '"' .............. --·· 

Table 2A.3.l Continued. 

IOOGe\' /c 
11'+ p ,, 11' 'II' -

~gr . .\u !~8 Ag i~ I • .tu ~~Alg ~~8 .lg 
5.945 8.720 5.945 25.4 73 8.720 

.5784 .6401 .5T84 .6453 .6401 

l.52 l.42 1.:12 1.25 1.46 
.10 .05 .03 .03 .05 

.056 .040 .049 .012 .041 

.004 .001 .001 .0003 .001 

133 142 143 115 172 
112 169 129 224 406 

5.995 6.272 6.206 4.248 5.579 
.231 .193 .219 .138 .ll 7 

l.91 l 1.973 1.950 .953 l.667 
.092 .076 .087 .046 .045 

.324 .318 .321 .228 .304 

.018 .014 .016 .012 .009 

.12331 .09150 .10939 .03584 .09349 

.00045 .00008 .00010 .00001 .00008 

.739 .&74 .679 .un .&22 

.029 .018 .024 .005 .011 

.236 .181 .213 .034 .156 

.Ol 1 .007 .010 .002 .004 

.116 .059 .0&4 .004 .076 

.032 .019 .020 .004 .014 

.098 .089 .l 24 .021 .099 

.034 .023 .031 .011 .016 

.l9B .lM .1s.i; .076 .190 

.042 .030 .035 .018 .022 

.31? .1<18 .302 .058 .27·1 

.0.58 .038 .0·18 .016 .027 

.420 .472 .:102 .058 .301 

.ORI .053 .IMA .OIR .027 

ft' 

~~' .lu 
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5-ray Contamination 5-rays were not generally measured. However, should they 

occur (however unlikely) at high momenta, they cannot be distinguished from pions in 

the bubble chamber and are erroneously measured and identified as pions. Since 8-rays 

are electromagnetically produced when a charged particle passes in the neighborhood 

of an atom, all primaries and secondaries passing through a foil target can produce 

electrons which, if they are produced inside the target and emerge at momenta greater 

than .2 GeV /c, are construed to be produced particles. An outline of steps is given 

in detail below for estimating 5-ray contamination of produced particle multiplicities. 

This outline is followed by short discussions of each step and references to values 

calculated and tabulated at each step. 

1. Determine minimum kinetic energies for 8-ray electrons emerging from the tar

get with enough momentum to be mistaken for pions, assuming 

(a) they were produced at one-quarter target thickness by a beam particle 

(b) they were produced at three-quarter target thickness by produced secon

daries 

For this estimate of fast, emerging 5-ray production, it is assumed that the 

average event occurs at one-half the foil thickness, that 5-rays associated with a 

primary will on the average travel three-fourths of a foil thickness, and that the 

5-rays associated with a secondary will on the average traverse over one-fourth 

of a foil thickness. The latter is adjusted by a factor of 1/ cosB to take into 

account the greater path in the foil when the emergent angle is greater than 

zero. 

Using standard range-momentum distributions, minimum momenta P':ni:irnfon 
are determined for 5-rays associated with primaries and 5-rays associated with 

secondaries emerging from the foils. Of course, most 8-rays are ignored in the 

measurement process. They generally have small radii of curvature. Measurers 

only measured spiralling tracks with radii of curvature substantially greater 

than those normally associated with 5-rays. Tracks were not to be measured 
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with radii of curvature less than one or two centimeters. The average minimum 

momentum {Pmin) ~ .005 Ge V / c is consistent with a radius of curvature of .833 

cm. 

2. Determine maximum 5-ray kinetic energies which can be produced 

(a) by a beam particle 

(b) by produced secondaries 

Maximum 5-ray momenta are calculated according to 

2 2 2 2 T. _ mec Psecc 
max - 2 4 + 2 4 + 2 2E mec msecc mec sec 

which expresses the maximum kinetic energy as a function of the secondary 

momentum and energy Psec and Esec [Rossi]. 

3. Calculate the numbers of 5-rays N/ast emerging with kinetic energy between the 

minimum and maximum observable in E597 data for 

(a) beam velocities f3bm 

(b) produced secondary velocities f3sec 

(Repeating this calculation using .2 GeV /c for a maximum, makes essentially no 

difference since 5-ray production is abundant only at subrelativistic velocities.) 

The number of 5-rays with kinetic energy between T{ and T~ produced as a 

result of the passage of a secondary with kinetic energy T through a thickness 

t (in our case, tis the 1/4 or 3/4 foil thickness divided by cos8) is 

1'' 
t ( 

2 ~co1(T, T')dT' = 
JT' I 

_l_ln T~ 
T:,.a:r T{ 
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(7.4) 

where c represents the total 'area' covered by one gram of electrons, each with 

the classical electron radius re, and is calculated according to 

Pion calculations do not include the 1/ E 2 term. 

To calculate the total number of 6-rays, the contributions of all primaries and 

secondaries in each event are simply summed, calculating each track's contribu

tion over an energy range consistent with the minimum and maximum momenta. 

The values for the calculated delta-ray contribution, consistent with both modes 

of calculation, are tabulated as N6calc in Table 2A.3.2 

4. Verify the plausibility of the previous result by 

{b) inspecting the momentum distribution of N:;.l. - N;_ 

Observable 5-ray production can also be estimated by the difference in e+ and 

e- production below .2 GeV /c (N.sexp) and the difference between unpaired 

multiplicities ( (Ne-} - (Ne+}). A comparison of these estimates in Table 

2A.3.2 reveals reasonable agreement in most cases between the calculated 6-

ray multiplicity and these two other estimates. 

Futhermore, the difference momentum distributions Figure 2A.3.1 are consis

tent with what is expected for 5-rays. The difference distribution shows only 

significant contributions at very low momenta and a tapering off from the max

imum towards the radius-of-curvature cutoff. 

5. Calculate the multiplicity of fast 5-rays mislabeled 11"-: 



THJCK FOILS 
I' rojccltle 

·J. Target 
x () 

t 
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N,._u.,.nllf 

N 6 cnlc 
.u 
N6exp 
dNAexp 

Nun11r di/ J 
.u 
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Table 2A.3.2 Calculated and experimental estimates of the number of observable 
delta rays in the momentum range .005 GeV /c < p < .2 GeV /c. The calculated 
estimates N6calc are determined as described in the text. The experimental estimates 
N6exp are simply the multiplicity differences (Ne-,p<.2 ) - (Ne+ ,p<.2). 

320GeV /c lOOGe\' /c 

1T - - 1T;- 11'+ JJ p 11' 1T 11' fJ 1T 

!~"Ag UH ..\u 
TQ • !¥ts Ag ~gr A.u !~"Ag i~1 .4 u ~~Mg !~s Ag ~~ 1 Au nl\1g 

8.720 5.945 8. 720 5.945 8. 720 5.945 25.'I 73 8.720 5.945 25. 1173 

1.894 1. 716 1.894 l. 716 1.894 l. 716 1.931 1.894 l. Tl6 l.931 

61 : 64 131 134 141 144 176 171 114 186 
184 127 1 T8 128 308 110 120 604 457 75 

.213 .193 .194 .100 .184 .143 .141 .174 .142 .166 

.010 .014 .019 .014 .015 .008 .008 .006 .004 .009 

.190 .306 .051 -.024 .059 .127 .100 .132 .107 .013 
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Figure 2A.3.1 l\fomt>nt.um distributions for positron and electron secondaries in all 
100 Ge V / c hA int.era.ctions. Also the momentum difference distribution, the positron 
distribution subtracted from the electron distribution, which is consistent with the 
expected O·ray momentum distribution. 
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Total fast electron correction The total corrections due to misidentified fast 

electrons are simply the sums of e+e-- and c5-ray-based corrections 

Ncorrection __ Ncorrection _ NmiRlabeled + N 
e- - 11:'- - e+ e- 6mi11labeled 

while the total correction due to misidentified fast positrons is just the e+ e--based 

correction 

N correction _ Ncorrection _ Nmialabeled 
e+ - - n-+ - e+e-

The corrections increase electron(positron) multipliciti~s and reduce 11"-(11"+) and thus 

produced particle multiplicities. In Table 2A.3.3, the contributions to these correc

tions are tabulated and summed. 

2A.3.2 Fast protons 

A significant number of protons are produced with momenta too large for identificaton 

by ionization in the bubble chamber. Thus protons with momenta greater than 

1.3 GeV /c were classified as default pions, contributing to the ambiguous particle 

multiplicities N0 + and N0 - and thus to the produced particle multiplicities Nprod+ 

and Nprod-. Because the production and hadronization mechanisms for these protons 

are of so much more interest than slow evaporation protons, a correction for these 

fast protons should be found. This correction is based on CRISIS identification of 

fast protons in a momentum region of 4-100 Ge V / c and on smoothly connecting the 

momentum distribution for protons identified in CRISIS with those identified in the 

BC. 

CRISIS region CRISIS corrections are applied to the momentum region above 4 

Ge V / c up to the beam momentum. Collaborators at PSU have distinguished fast 

protons(pbars) from pions with momenta greater than 4 GeV /c using CRISIS of the 

DPI for all beams with efficiencies between 40 and 50%. At the time this correction 

was made, fast proton identification included only three(3) beams: p, 'Jr-, and p. 

Thus estimated corrections for only these beams are included. 
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Table 2A.3.3 . Total fast electron corrections made on the basis of average mea
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Table 2A.3.3 Continued. 
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1. Estimate the number of fast protons that would have been identified at 1003 

CRISIS efficiencies from 4 GeV /c up to the beam momentum using CRISIS 

efficiencies cited elsewhere [Whitmore 89]: 
Nlast - Nf RISIS id 

p - llp>4 GeV/c • 
e CRISIS 

2. Check for charge bias in CRISIS by comparing N~RISIS id - Nf RISIS id with 

N no CRISIS id _ Nno CRISIS id 
a+ a- • 

For each of the interactions with CRISIS identification the total number N 11:;f.ia of 

fast protons(pbars) is estimated at 100% efficiency in Table 2A.3.4. It is cal

culated by the number of fast protons(pbars) identified by CRISIS, NP9m.c;_1~ , 
1denh/ted. 

divided by its efficiency of about 60 ± 5%. 

The additional net charge contributed to the p+p multiplicity beyond that which 

was actually CRISIS-identified, can be compared with the charge excess for all 

ambiguous particles CRISIS was unable to identify. In the p and p samples, 

the use of the efficiency to estimate the total proton and pbar contributions is 

consistent with the assumption that the charge excess in the ambiguous particles 

is attributable to unidentified protons and pbars. In the 7r- beam samples, using 

the efficiency underestimates the charge excess in the ambiguous particles. 

Intermediate-region Corrections CRISIS identification was feasible only for mo

menta greater than 4 Ge V / c. That means an identification gap exists between 1.3 

GeV /c where bubble chamber identification leaves off and 4 GeV /c where CRISIS 

identification picks up. Protons with momenta between 1.3 and 4 GeV /c are as a 

rule mislabeled 'TC'+. But CRISIS efficiency did not plateau until 10 Ge V, and the BC 

identification is most efficient below 1 Ge V / c, so a correction should cover an even 

larger intermediate region extending from 1 Ge V / c to 10 Ge V / c. An estimate of 

this correction is outlined below in steps. Table 2A.3.5 summarizes the resultant 

values. 

1. Estimate number N;onnecting p<t.3 GeV /c to p>IO GeV/c of pr~tons in the momen

tum gap between 1and10 GeV /c by 
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Table 2A.3.4 Estimates of the number of fast protons(pbars) among the ambiguous 
particles in the C~ISIS momentum region: p > 4 Ge V / c. 
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Table 2A.3.5 Estimates of the average number of fast protons(pbars) 
(NPirii }corr( (NPint )corr) among ambiguous particles essentially outside the BC and 
CRISIS momentum regions, i.e the intermediate momentum region: 1 GeV /c < p 
< 10 Ge V / c. Corrections are made in terms of (NPint )est( (Npin, )est), the number of 
protons( antiprotons) expected in the region, and (NPerid;ine )( (N;;e,.id;inr) ), the number 
detected in CRISIS. The charge excess (lae,.id:int) of particles remaining ambiguous 
after CRISIS identification attempts is compared to the charge excess estimated by 
(NPint)corr and (Np1n1)corr, and pion beam charge 7rbmch, and the charge excess 
(lsurp) of identified protons(pbars ). 
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dj CRISIS P.CRISIS 
(a) adjusting the CRISIS distributions for efficiencies PP0 = -1 ...... e1--

e cn1.-;1s 

(b) smoothly connecting the .1-1.3 GeV /c region (BC identification) and the 

10-100 GeV /c region (CRISIS identification) in an 'eyeball' approximation 

favoring regions of greatest efficiency (10-100 GeV /c and .1-1.0 GeV /c) in 

Figure 2A.3.2 

(c) estimating the average number of fast protons in the 1-10 GeV /c region 

by determining the area under the curve connecting the BC and CRISIS 

regions 

2. Calculate the correction term N;0 BC/CRISIS due to protons missed by BC and 

CRISIS identification in the intermediate region: 

Nno BC/CRISIS =Nconnecting p<l.3 GeV /c to p>lO GeV /c _ NCRISIS4 GeV /c<p<lO GeV /c 
p p : p 

3. Verify that this correction accounts for net charge excesses I = N;+ - N;'- + 
N;' - N;;' + N;RISJS id - Nff RJSIS id by comparing with the ambiguous net 

charge excess 1ambiguou11 = N:~ CRISIS id_ N:!!. CRISIS id 

Table 2A.3.5 compares the measured net charge (including the known pion 

beam charge where necessary as well as the leftover charge excess from the CRISIS 

estimate) with the net charge of the ambiguous particles which could not be identified 

by CRISIS in the 1-10 GeV /c momentum region. Essentially all the excess charge 

among the ambiguous particles has been accounted for. Assuming that positive net 

charge is primarily attributable to misidentified protons and pbars , a hand drawn 

momentum-based estimate and a net charge-calculated estimate are consistent with 

one another. 

(Note that particles are initially designated ambiguous when their track mo

menta are greater than 1.3 Ge V / c. When, the momentum is less than 4 Ge V / c, there 

is no chance of losing this ambiguity by using CRISIS information. Thus the inter

mediate region particles contribute to the net charge of ambig~ous particles which 

remain ambiguous after an attempt has been made to identify them with CRISIS 

information.) 
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Figure 2A.3.2 Momentum distribution of protons(pbars) for the purpose of con
necting the CRISIS region with the BC region to estimate the· corrections for the 
intermediate region which is not observable with the DPI. 
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Total fast proton corrections 

1. Find the total number of fast protons( anti protons) in the CRISIS and interme

diate momentum regions: 

Nfast _ Nconnecting p<l to p>10Ge\.fc + Nadj CRISIS p>lOGe\.fc 
p p p 

N/ast _ N;onnecting p<l to p>lOGel./r: + N;dj CRISIS p>lOGe\"fc 

2. Determine the fast proton correction by subtracting out CRISIS identified pro

ton multiplicity· Ncorrer:tion = NfrJ!ft - Nrn p>lGel"/c - Nid CRISIS 
• p p p p 

3. Compare the previous correction with total fast proton correction estimated 

from maximum net charge: 

(a) Defining /3p as the minimum velocity for which protons are identified in 

CRISIS 

(b) Plotting the net produced particle charge 

( 
1\T 1\T + Nf3</3p N/3</3p 
J.Yprod+ - J.Yprod- p - p 

as a function of {3p 

( c) Determining the charge excess smoothly approached as faster and faster 

protons are excluded. This minimum excess charge probably accounts for 

unidentified proton and pion beam charge. N;nidrmtif ied ~ I min 

Table 2A.3.6 summarizes the corrections for all the interactions under 

study. These corrections are consistent with estimates of the total fast proton and 

pbar corrections based on net charge of produced particles with f3 < /3,,. Overall net 

excess positive charge increases with A, suggesting that it is primarily due to nuclear 

breakup or multiple collisions, in any case target-dependent processes. That excess 

smoothly approaches a minimum as faster and faster identified protons are taken out, 

ie. as the maximum identified proton momentum increases. T1.i:is is well illustrated 

in Figure 2A.3.3 which displays (N+ + N_ + NPfJ<fJp - NPfJ<fJp) or the net produced 

particle charge as a function of {3,,, the relative velocity limit up to which protons are 
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Table 2A.~.6 Continued. 
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Figure 2A.3.3 Produced· particle excess charge plus the multiplicity of protons 
at relative velocities less than /3p as a. function of /3p· The minima. a.re reasonable 
estimates of the unidentified proton multiplicity. 
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identified and beyond which protons are counted into the produced particle multi

plicity. The minimum net or excess charge is reasonably associated with protons that 

were not identified. Since the pion beam charge is not taken into account, the pion 

beam charge must be subtracted off before this minimum net charge can be compared 

with the net charge of the fast proton and pbar corrections. When these adjustments 

are made, excellent agreement is found. 

2A.4 SECONDARY STRONG INTERACTIONS 

In the finite thickness of foil targets, primary interaction products undergo subse

quent strong interactions with small but non-negligible probability. The produced 

particles from these secondary interactions become confused with those from the pri

mary interaction. In the measurement process, all measured ~racks, other than those 

with visible secondary interaction points, are presumed to emanate from a primary 

interaction. A certain fraction Frc of the produced j-type tracks observed, however, 

is associated with secondary strong interactions. Only the remaining fraction Fjm is 

associated with the primary-induced strong interactions of interest. This fraction is 

the ratio 
lnn (Nj"'} 

Fj = (Nj+urn} 

where (N'j} is the primary-induced, j-type multiplicity and (Nj+um) is the experi

mentally observed, average j-type multiplicity including both measured and unmea

sured tracks. An estimate of this fraction is outlined in the following steps. 

With the probability <Ti that an i-type primary interaction product undergo~s 

an interaction as it traverses one-half the target thickness, ui(Ntm) is the average 

number of secondary interactions attributable to i-type primary interaction products, 

and E i<Ti(Ntm} is the average number of secondary interactions attributable to all 

types primary products. However, since both u; and (Ntm) are angle and momentum 

dependent, either an averaging or a Monte Carlo approach must be introduced to 

implement the final form of this estimate. An averaging a.ppr~~i:h. uses an average 

<Ti taken over all i-type, primary-induced tracks, while a Monte Carlo method sums 

track by track contributions to the ratio. For simplicity, it is assumed that the 
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averages taken over observed tracks will not differ significantly from averages over 

only primary-induced tracks. Both approaches have been taken using the cleanest 

track criteria to avoid momentum error distortions. 

A final form for the estimate is reached by noting that 

(NJ6c) =(#secondary interactions) (secondary interaction j-type multiplicity). 

But to first order, each secondary interaction is assumed to produce multiplicity 

distributions comparable to those for primary interactions at the same energy. Thus 

the multiplicity of j-type particles emanating from secondary interactions is 

(Ntc} = ( L tTi(Ntm} }(Njm} 
i 
~ 

#sec interactions 

Since any experimentally determined j-type multiplicity (Nj+um) can be expressed 

as the sum of primary and secondary interaction products with an adjustment for the 

number of secondary interactions which reduce the number of primary interaction 

products observed, 

(Nj+um) = (Nj'11) - u;(Njm) + (N;ec) = (Njm} u;(Nj'11) + L tTi(Ntm}(Njm) 
i 

This makes it possible to estimate the primary portion of any average multiplicity 

with the relatively simple relation 

bm (Nj'11) 1 
F; = (Nj+um) = 1 - tTj +Li tTi(Ntm) 

The probability u; that a j-type product of a primary interaction will sustain 

a secondary interaction at given angle and momentum is calculated by 

A - \ N Aa-1 - (p(.5t))N Aa-1 
tTj = L - --A- - " .4tTo - cosfJ AlTo 

interaction _N_...,._A_°' 
110'0 

where .:\ is the surface density, Lis the interaction length, u0 and a are cross-section 

parameters interpolated from [Carroll 79), and tis the target thickness. The average 

u; is about 13. 

The factor (NF} is also momentum dependent. Th~s .~597 event averages 

cannot be used. Instead, an indirect estimate must be made employing hA:hp multi

plicity ratios with empirical momentum relations for hp multiplicities as a function of 
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momentum (Meijers 87]. For hp multiplicities, only two relations are used, dividing 

secondary interactions into only meson and baryon categories: 

Having determined average hp multiplicities for the j particle type distributions of 

track momenta the ratios R :1:: = (Nch)v:l:A 'R = (Nc:h)p..t and R- = {Nch)p..t are 
' 'If (Nc:h)'ll'p ' ... ...,, (Nc:h)pp ' P (Neh)pp 

calculated for A = 24, 108, and 197 at 100 and 360 Ge V / c. These ratios in principle 

vary with momentum but probably do not vary much more than .3 [Fredriksson 84]. 

For purposes of this estimate, R is assumed constant: 

Values for average u;(Njm) are shown in Table 2A.4.1. ranging between 

.02 and .10 secondary products per primary product. Since the average track's prob

ability of sustaining a secondary interaction is about 1 %, an average primary product 

produces between 2 and 10 secondary interaction products if and when it sustains a 

secondary interaction. 

Between 91 and 983 of the observed produced tracks are estimated to em

anate from primary interactions. 

2A.5 CORRECTED MULTIPLICITIES 

In Table 2A.5.1 corrected multiplicities for protons are presented. Corrections 

include unmeasured protons multiplicities (Np)um, angular depeletion corrections 

(Ncoso), CRISIS momentum range corrections (Ncrisp), and intermediate momentum 

range corrections (Nint)· The designations black, grey, and shower correspond to (3 in 

the ranges .15-.30 ( .15 is a de facto experimental minimum, not an imposed cutoff), 

.30-.70, and .70-.83, respectively. Unmeasured but identified protons are assumed to 

be black. The designation heavy corresponds to the union of ~.lack and grey; light, 

to the union of grey and shower. The designations forward and backward are with 

respect to the lab reference frame. The number of evaporation protons is estimated 
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Table 2A.5.1 Summary of corrected proton multiplicities. These include correc
tions made on measured ( m) and unmeasured (um) multiplicities of black, grey, and 
shower protons as well as light and heavy multiplicities. Corrections are based on esti
mated angular depletions (Np)cos8, fast proton multiplicities (Np}corr, and estimates 
of primary ( (Np}prim) and secondary ( (Np)sec) contributions. 
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Table 2A.5.1 
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by twice the backward, and the number of recoil protons by the difference between 

the total number of protons and the number of evaporation protons. 

In Tables 2A.5.2 and 2A.5.3 corrected multiplicities for positive and neg

ative produced particles are presented. Produced means all particles NOT identi

fied (by measurement or by default) to be protons or electrons. Corrections are 

made for unmeasured ambiguous and electron multiplicities (N0 :1: )um and {Nc:t: )um, 

unidentified fast electrons (Ne+ )corr and (Ne-)corr, unidentified fast protons and 

anti-protons (N,,)corr and {N;;)corr, and secondary interaction ·products (Nproc1+}sec 

and (Nprod-)sec. 
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APPENDIX3A 

NEGATIVE BINOMIAL DISTRIBUTIONS 

3A.1 BASICS 

The negative binomial distribution (NBD) 

P( n m k) = k( k + 1 )- · · ( k + n - 1) ( k ) k ( m ) n 

' ' n! m + k m + k 

( 
k + n 1 ) ( k )k ( m )n 

= k-1 m+k m+k 

is so named because the probabilities P( n, m, k) can be extracted from successive 

terms from an expansion of the negative binomial 

[
m + k _ m]-k = f ( k + n - 1 ) ( k ) k ( m ) n = 1 

k k n=k k-1 m+k m+k 

NBDs are 'built' mathematically to give the probability of having to wait n + k trials 

until outcome A occurs k times and outcome B occurs n times, assuming that only 

the two(2) outcomes, A and B, are possible and that the probability for each at any 

one trial is constant. So, the NBD can be said also to give the probability of obtaining 

outcome A k times while waiting for outcome B to occur n times. However, NBD 

can be better understood if they are obtained in terms of the probability of obtaining 

outcome A in a single trial. If the probability of obtaining outcome A in one trial is 

constant and equal top, then the probability q of obtaining the outcome B in a single 

trial is 1 - p if events are dichotomous and p is assumed constant. To determine the 
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total probability P( u, N) of obtaining outcome A u times in N trials, a. number of 

factors must be included: l)the probability of obtaining outcome A u - 1 times in 

N - 1 trials 

a.nd 2)the probability of obtaining outcome B (N -1) - (u -1) = N - u times (i.e. 

the rest of the times) in N - 1 trials 

(1 _ p)N-u 

a.nd 3)a. permutation factor 
(N - 1)! 

(u - l)!(N - u)! 

to include a.11 possible orderings since it doesn't matter how the outcomes A a.nd B 

a.re ordered in the ( N - 1) trials as long a.s there are ( u - 1) outcomes A and ( N - u) 

outcomes B, and 4) the probability p of obtaining outcome A on the Nth trial. Thus 

the probability takes the final form 

P( N) (N - 1)! u(l )N-u ( N - 1 ) u(l )N-u 
u, = (u-l)!(N-u)!p -p = u-1 p -p 

Para.meters k, m~k, n, m~k, and n + k correspond to u, p, N - u, q, and N as follows: 

k u the number of occurrences of outcome A 

k/(m + k) p probability of outcome A in a single trial 

n N-u the number of occurrences of outcome B 

m/(m + k) q the probability of outcome Bin a. single trial 

n+k N total number of trials 
Since n is the produced particle multiplicity, outcome B is associated with multipar

ticle production, and n + k is associated to the total number of trials necessary to 

obtain multiplicity n. 

To clarify the roles of NBD parameters in multiplicity distributions, a number 

of potentially significant measurables such a.s expectation values a.nd variances of the 



n and N should be considered. The expectation value of n 

(n) = L~=0 nP(n,m,k) 

n-+n+l 

pulling k out, 

under summation k-+ k 1 

pull q and p out 

summation = 1 

't""' (k+n-1)! k n 
- ~ n (k-l)!n! P q 

_ L(n + 1) (k+(n+l)-l)!pkqn+J 
(k-l)!(n+ l)! 

k 't""' (k+n)!pkqn+l 
- LI k!n! 

k 't""' (k+n-1)! k-l n+I 
- ~ (k-l)!n! P q 

!!J. 't""' (k+n-l)!p/cqn 
- p L.J (.k-l)!n! 

= !.9. 
p 

where p = m:k and q = m~k in this study so that {n) = k(m~k)(mtk) = m 
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The expectation value for the number of trials which give k outcomes A, and 

consequently n outcomes B, can be determined by noting that 

so 

( N) = ( k + n) = { k) + ( n) 

since k is a constant as a fit parameter, 

kq 
(N} = k + - = k + m 

p 



To get the variance of n, (n2) - (n) 2 , the expectation value of n 2 is needed: 

(n2) 

factorial manipulation 

n-+n+l 

pulling q out 

e~panding (n + l)(k + n) 

n-+n+l 

collecting (n2
) terms 

so the variance is 

"'""'n2 (k+n-J)!pkqn 
- LI (k-l)!n! 

't'""' (k+n-l)(k+n-2)! k n 
- L..J n (k-l)!(n-t)! P q 

"'""'( + l)(k+n)(k+n-1)! k n+I 
- L..J n (k-l)!n! P q 

q '°'(n + l) (k+n)(k+n-I)!pkqn 
- LI (k-l)!n! 

k 't'""' (k+n-1)! k n + k 't'""' (k+n-1)! k n 
- q L..J n (k-l)!n! p q q L..J (k-l)!n! p q 

+q"'""' n2 (k+n-l}!Jqn + "'""'n(k+n-l}!pkqn 
L..J (k-l)!n! P L..J (k-l)!n! 

- l~q(q2k(k + (n)) + q(k + (n) )) 

- (k + (n) )92~+q 
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In finding another expression for the variance ( N 2
) - ( N) 2 of N 

(N2
) - (N) 2 

- ((n + k)2
) - (n + k) 2 

(n2 + 2nk + k2
) - ((n) + (k))2 

- (n2
) + 2k(n) + k2 

- (n) 2 
- 2k(n) - k2 

- (n2) - (n)2 

- (n) 

- m 

When k = 1, 

P(n m k) - (1 + n - 1)! 1 n - n - 1 m )n - mn 
' ' - (1 - l)!n! p q - pq - m + 1m+1 - (m + l)n+l 

and the distribution is Bose-Einstein for a single state. That implies a simple recur

rence relation: 

(n+l)P(n+l) ( l)(l+n+l-1)! 1 n+t (1-l)!n! ( l) """'----------'------ = n + p q = n + q 
P(n) (1 - l)!(n + 1)! (1 + n - l)!ln 

When k ---+ oo, 

e-mmn 
P(n,m)---+ P(n) = 

1 n. 
(Poisson distribution) 

The probability p will be small as well as constant while the probability (1 - p) will 

be infinitely close to 1. The mean value of n as well as its variance is simply NP , thus 

(n) = m± rm 

3A.2 INTERPRETATIONS 

3A.2.1 Recurrence 

A general recurrence relation between P(n) and P(n+l) is simply 

(n+l)P(n+l)=(k ) m =N( _) 
P(n) + n m + k 1 

p 

This recurrence relation can first of all give us a means to characterize NBDs. The 

function 

( ) 
_ (n + l)P(n + 1) 

g n - P(n) 
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is introduced [Giovannini 86a] assuming linearity in n: 

g(n) =a+ bn 

This function provides the relative probability for the addition of an ( n + 1 )th particle 

to the already n existing ones. The idea is to explore the specific dependence of this 

relative probability on n in order to unfold possible properties of the production 

mechanisms. Now when k--+ oo, as it does for independent emission of particles, i.e. 

Poissonian distributions with p --+ O, 

g(n)--+ m = (n) 

a result notably independent of n. This result makes sense since the production of an 

additional particle was assumed not to depend on n particles already present - i.e. 

independent emission of particles. When k = 1, as it does for identical bosons emitted 

in the same quantum state, the production of an additional particle is enhanced by 

a factor of n + 1 when n particles are already present, 

m 
g( n) = ( n + 1) 

1 m+ 

This is consistent with Bose-Einstein statistics. It can then be assumed that each 

of the two terms, a and bn, stem from processes distinct from one another (one 

n-independent, the other n-dependent ). 

3A.2.2 Partial stimulated emission 

The interpretation of NBD in terms of stimulated emission begins with Bose-Einstein 

statistics for identical bosons emitted in a common quantum state. The probability 

for emission of an ( n + 1 )th boson is enhanced by a factor of n + 1, i.e. 

g(n) = a(n + 1) 

but, in general, 
m 

g( n) = a + bn = k ( k + n) m+ 
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with a = m~t and b = :+k so obviously k = i = 1 And of course, when k = 1, 

the NBD is the Bose-Einstein distribution of identical bosons in a single state. Now 

in hh or hA interactions, all bosons are not generally expected .to be identical and 

in the same state, so groupings of bosons identical to one another and in the same 

state might be expected but with the type and state of the bosons varying from group 

to group. Thus a Bose-Einstein enhancement in the group growth is expected, i.e. 

production of new members in a given group, but n-independence in the growth of the 

number of groups, i.e.production of new groups. Since Bose-Einstein enhancement 

would only occur on the level of the individual groups and not on a global level, the 

enhancement is attributed to partial stimulated emission. The groupings will occur at 

a number of levels in a cascade. Involving parameters (such. as time, effective mass of 

a fragmenting parton, or an energy variable) which describes depths of cascade makes 

the model stochastic. This is the view of the stochastic cell model of k identical cells 

which convolutes k Bose-Einstein distributions, each with mean multiplicity ¥ [ ]. 
The basic difference is that the stochastic cell model assumes identical cells (and thus 

integer k) while non-identical cells (and thus continuous k as found experimentally) 

are of interest. But consider the characteristic function 

g(n) =a+ bn 

in terms of the Bose-Einstein enhancement that comes only from the second term since 

it is the only term that depends on the number of particles. Using the cell model 

idea of k as the number of cells or groupings of indistinguishable same-state bosons, 

n particles can be said to be already present, so the average number of particles per 

cell is r. That means that the ( n + 1 )th particle will be the ( r + 1 )th particle of 

an average cell, which means the probability for that particle's production will be 

enhanced by the factor r + 1 over that of independent emission. It is already known 

that for the case of independent emission, g( n) = a, so in this case of stimulated 

emission within cells which are independently produced, 

n 
g( n) = a( k + 1) 

Since it can be seen that ~ is the average number of particles per cell, and thus the 
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average number of particles per cell that contribute to the Bose-Einstein enhancement, 

f can be interpreted to be the fraction of all n particles already present which will 

participate in stimulated emission. Practically speaking then, assuming only partial 

stimulated emission for all particle production, specific trends with varying energy 

and phase space intervals can be expected. Were energy to be kept constant with 

widening phase space intervals, the Bose-Einstein enhancement can be expected to 

to weaken. The enhancement range in phase space was presumed to be finite so that, 

on the average, particles will not be as close in the wider interval. So ~ is expected to 

decrease, or k to increase. However, if the phase space interval is fixed and the energy 

increased, more and more particles will be crowded into the same interval and thus 

will encounter more and more Bose-Einstein interference. That means f will increase, 

or k will decrease. Even if phase space is not limited, more and more particles will be 

crowded into unit phase space as the energy is increased, so k will generally decrease 

as energy increases in any case. 

3A.2.3 Cascading 

Another way to interpret the NBD of produced particles is to assume no stimulated 

emission, only cascading as the production mechanism. By cascading is meant par

ticles emitting additional particles, changing their original momentum and quantum 

numbers as they do so. The idea is that ancestor particles produce clusters of par

ticles. Presumably, ancestors are produced independently in collisions while cluster 

devel~pment depends on the number of particles resident in the cluster. Looking 

again at the function 

g(n) =a+ bn 

it is reasonable to associate a with the production of an additional particle as an ad

ditional one-particle cluster, and bn with the production of an additional particle in 

an existing cluster assuming that its production is proportional to the total number 

of particles n which have already been produced. The idea is similar to partial stimu

lated emission where grouping or cell production is n-independent, while production 
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of cell members is n-dependent. The difference lies in no specific Bose-Einstein effect. 

If the phase space interval is widened keepiI.J.g energy constant, the n-dependence is 

expected to weaken since the density of particles in phase space decreases, i.e. the 

number of particles per cell, ~, decreases and k will increase. There is no straightfor

ward prediction for increases in energy while phase space intervals are held constant. 

Properties for clusters have been extracted iteratively assuming the Poissonian dis

tribution or independent emission for the number N of clusters and n-dependent 

emission for the population of existing clusters [Giovannini 86]. One is the average 

size of the clusters, i.e. the number of particles which populate the average cluster 

I b 
nc = - ( 1 - b) In( 1 - b) 

Once the average size of a cluster is known, then the average number of clusters is 

and the variance is 

N'= m 
n' c 

nrz 
c 

Iif phase space is limited to domain D of rapidity or pseudorapidity, the 

domain boundaries could exclude members of a cluster. Since it is the number of 

members in a cluster that determines the strength of the n-dependence, a decrease of 

the number of members of clusters is associated with a decrease in b. So when domains 

are small, (n} <: k and b <: 1. And since n~2 would then approach n~ which would 

approach 1, then the number of clusters approaches the number of particles in a clear 

case of predominantly single-particle clusters. On the other hand, when domains are 

large, there exists a higher probability of clusters attaining within the limited domain 

the size they normally have in the full domain. The parameter (n} < k and b ~ 1. 

So the clusters should be large with large dispersion: 

I m 
nc:::::: k ln !!! 

k 
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