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Abstract

A MEASUREMENT OF THE BOSE-EINSTEIN CORRELATION FOR TWO
PIONS IN PROTON-ANTIPROTON COLLISIONS AT CENTER OF MASS
ENERGY 1.8 TEV

Theodoros Alexopoulos
Under the supervision of Professor Albert R. Erwin, U.W.-Madison

The intensit& interferometry or the Bose-Einstein correlation between two like
charged pions produced in high energy pp collisions at /s = 1.8 TeV was mea-
sured using data collected with the E735 detector at the TEV collider complex
at Fermilab. The method used for this measurement was that of the Hanbury-
Brown and Twiss (HBT) phenomenon. Spatial and lifetime sizes of pion source
are measured as a function of the charged particle multiplicity, n.x, and as a
function of the total momentum of pion pair. The results from this thesis are
compared with the results from the CDF and UAl experiments.

In addition, a new method for identifying particle resonances is presented
using a Neural Network (/VN) pattern recognition technique. This method uses
a feed-forward VNV in order to construct an efficient mapping between certain
observed kinematical variables of a resonance and a background event. This NNV
method was applied to a series of different types of resonances, like K°, p°, K*°,

and A°.
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INTRODUCTION

The measurement of the size and lifetime of the interaction region using pion
Bose-Einstein correlations has been a fruitful and interesting pursuit for the last
10 years. It is well known that Hanbury-Brown and Twiss showed that the
detection of two-photon correlations makes it possible to measure the angular
diameters of stars [1]. At a fundamental level the pion source is analogous to a
star emitting photons, and there must exist some analog of the Hanbury-Brown
and Twiss method, which makes it possible to measure the diameter of the region
of pion generation. It was shown [1] that such a method does exist. It is called
the Bose-Einstein correlation or HBT (Hanbury-Brown and Twiss correlation).
Use of the Bose-Einstein correlation makes possible the measurement not only
of the size R but also of the shape of the interaction region from which identical
particles are emitted and, in addition, the lifetime of the generation process r.

This Bose-Einstein correlation method is the basis of a new and rapidly devel-
oping direction in elementary-particle physics. Many detailed theoretical studies
have appeared, and a very large number of investigations have confirmed the
actual existence of the correlations and provided information about the space-
time parameters of the interaction region. This thesis reports on a study of the
Bose-Einstein interference effect of two charged pions produced in pp collisions
at /s = 1.8 TeV using the E735 detector at the CO intersection region of the
Fermi National Laboratory’s Tevatron.

E735 was designed to measure soft p, (transverse momentum) physics in



order to search for the deconfined QGP state (Quark-Gluon Plasma) [2]. The
list of E735 Collaboration members is given in Appendix E. The goals of E735
were complementary to CDF (Collider Detector at Fermilab) which is primarily
interested in high p, processes (3.

A first order phase transition between the hadron and the QGP phase of
nuclear matter is expected as the temperature increases. Lattice Monte Carlo
QCD calculations [4] are used since perturbative QCD methods cannot be ap-
plied due to the fact that the involved momentum transfers are small [5]. The
equation of s.pa.ce-time (EOS) evolution of a QGP state can be described by using
phenomenological models.

An example is the hydrodynamic model by Bjorken [6]. It assumes that the
processes involved are invariant with rapidity, y [7], and the system is in local
thermal equilibrium. This model relates the energy density, €, at the time of
the collision to the charged particle density, dN/dy, and the average hadronic

transverse energy in the final state:

3dN /< pt > +m?
il ‘ (0.1)

€g = ———

2 dy T()A k

where m, is the pion mass, A = 7r? is the overlapping area between the two col-
liding beam particles, and the initial proper time 7o = 1 fm. Applying Bjorken’s
formula to pp collisions at /s = 1.8 TeV yields an energy density of the order
of €¢g=4 GeV/fm?>. This is in the region of the expected phase transition (2 — 3
GeV/fm?®) [5].

There is no convincing observational evidence for QGP formation yet. It

is believed [5] that information on the possible QGP can be gained by study-



ing ultra-relativistic nuclear collisions or very high multiplicity fluctuations in

hadron-hadron collisions. Potential experimental probes are [5,8,9]:
1. Correlation between < p; > and dN/dy, where < p, > is related to the
temperature of the interaction, and dN/dy is related to the energy density

€9.

2. Strangeness enhancement for K/7, A/7 as a function of dN/dy.
3. Di-lepton production like ¢ + ¢ — [T + (.
4. Direct gamma production.

5. Resonance melting, studied by measuring the J/¥ production rate.

6. Enhancement of the production of ¢ mesons.

7. Pion correlations using the Hanbury-Brown Twiss effect. Using the HBT phe-

nomenon, the space-time evolution of matter produced can be estimated.

The basic analysis of the Bose-Einstein correlations using quantum mechan-
ics is reviewed in the first chapter. Chapter Two gives a description of the E735
detector, which is used to perform this measurement. The TEV collider complex
is also briefly described. In describing the E735 detector, special attention is
given to the z-chamber vertex detector, a subcomponent of the E735 detector
which has been particularly useful in the analysis and was built by the Univer-
sity of Wisconsin-Madison. Chapter Three gives a review of the different trigger

configurations used to enhance multiple track events in the spectrometer of the



E735 detector. Chapter Four describes the single charged particle reconstruc-
tion event finding algorithms using the z-chamber vertex and the data reduction
chain of the E735 detector. The experimental single track momentum resolution
is discussed using three different methods. In chapter Five, a new technique
based on the Neural Network (IVN) method is presented in order to search for
resonances. Chapter Six describes the analysis procedure used in forming the
two-pion correlation function, C, and the different systematic biases that affect
this correlation function. Finally the space-time parameters of the interaction
source are studied as functions of the charged particle multiplicity, n.s and total
momentum. P, of the pion pair.

Some of the more technical subjects such as the Monte Carlo studies, relations
between the various variables used in the Bose-Einstein analysis, Bose-Einstein

Monte Carlo studies and z-chamber electrostatic potential studies are included

in appendices.



Chapter 1

Bose-Einstein Correlation Review

In this thesis a new type of experimental approach, essentially different from
the “barometers”, “speedometers”, and “thermometers” that measure quanti-
ties which are well-defined only for the macroscopic systems in local equilibrium,
will be described. This type of experimental approach, called “interferometric
microscopy”. or “second-order interference”, can also be used for non-equilibrium
systems. It provides detailed information about the space-time evolution of the
system being studied. The term “second-order interference” describes the inten-
sity correlations between two identical particles emitted by a source [1].

First, a simplified presentation of the “interferometric microscope” will be

given. This will be followed by a more detailed description of the two boson

intensity correlation.

1.1 Hanbury-Brown and Twiss Effect

The main idea of the “second-order interference”, or Bose-Einstein correlation
was first suggested in radioastronomy by R. Hanbury-Brown and R. Twiss [1,10]

in 1954 as a method of measuring the radii of distant stars. The Bose-Einstein



phenomenon is caused by the ambiguity in the path of two identical boson par-

ticles (photons) considered:

o The direct amplitude due to the particle produced by source 51(S,) hitting

detector D,(D), respectively and,

¢ The exchange amplitude due to the particle produced by source 5;(S:)

hitting detector D,(D,), respectively.

The above two amplitudes overlap, and the probability of detecting a coincidence
between the signals in D, and D, contains an interference term which depends
on the dimensions of the source. This can be seen as follows:

Consider two points S; and S; on a source as shown in Figure 1.1, each of
which emits an infinitely long train of monochromatic photons with momenta
p1| = |p2f = k, and two detectors, D, and D,, measuring the intensity of the
photons at distant points. The total amplitude A of this experiment can be
written as a sum of the two above described amplitudes, (direct and exchange
amplitude):

" kb 5 .
A ~ el alet R e:kazetkbz’ (11)

where k is the momentum of the monochromatic photons, and a,,as,b;, and
b, are the lengths of the four possible paths: a; = |[f] — 71|, a2 = |73 — 77|,
by = |73 — 3|, and by = |r] — £3|. After some algebra the probability of observing

the two photons is given by:

|A|? ~ 1 + cos(kR9), (1.2)



where R is the separation distance between the two source points 7, 73, and 4
is the angular separation of the two detector points z; and £3. A measurement
of this probability or correlation function, |4|?, as a function of the angular
separation, ¢, will be maximum at:

kRO
e o 0 L @i B8 (1.3)

Thus, by measuring the the angular separation, 6, of the two detector points z;
and Z; an estimation can be made of the separation distance between the two
source points r;, and 73, as shown in Figure 1.1.

The extension of the above phenomenon to high energy physics was confirmed
by Goldhaber, et al. [11]. This first experimental evidence for Bose-Einstein
correlation in particle physics goes back to 1960, when an enhancement at small
angles in like-sign pion pairs was observed in pp annihilation at 1.05 GeV/c in
a hydrogen bubble chamber. No similar effect was found in unlike-sign pairs.
This enhancement was in contradiction with the statistical model, which could

not predict this correlation in the opening angle of a pion pair. The reactions

studied were of the form:
p+p—ntrt +n7r" +nn°, (1.4)

where n*, n~, and n° are the number of produced positive, negative, and neutral

pions, respectively.
In order to explain the above observed result, Goldhaber et al. [11] had to

symmetrize the wave function that characterized the production of the n-pion

state.



In the Fermi statistical model [12], the wave function of an n-pion state can

be expressed as:
v, ~ e Z:"=1P-i"'-;, (15)
where p; is the momentum vector of the i-th particle. The probability of observ-

ing the n-pion state created in an interaction region {2 is given by:
Po~ [ |WafdF...dr. (1.6)

By using Equation 1.5, P, ~ Q".
The only modification required by Goldhaber et al. in order to explain the

observed angle of the like-sign pion pair was the explicit symmetrization of the

wave function:
¥, ~ Y e LT (1.7)
where o(1) is the i-th element of the permutation o on n objects.

Many people followed Goldhaber et al. in studying the correlation of the
opening angle of pion pairs [13].

An enhancement in the production of pairs of like charge and similar mo-
mentum has been observed in a variety of experiments including hadronic re-
actions [14,15,16], heavy-ion collisions [17], e*e™ interactions [18,19,20], and u-
hadron collisions [21]. As the energy of the interaction increased, more compli-
cated dynamics created limitations on the direct application of the Goldhaber et
al. resuits. The difficulty was created by the inability to calculate the probability
P.. For the case of the two-pion state, Kopylov and Cocconi [22,23,24| derived

probability P;. They used the fundamental work of R. Hanbury-Brown and R.
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Twiss (1,10 as a guide in their work. The derivation of the probability function

is given in the next section.

1.2 Review of Two-Pion B.E. Correlations

In this section some of the basic properties of a 2-7 state arising from a pion
source distributed in space and time will be reviewed. Suppose the density of
this source is given by p(r#), with r* = (¢,z,y,z). Consider two identical pions
created in the same event, as shown in Figure 1.1. A pion with 4-momentum p
is detected at the space-time point z/ in the detector. At the same time a second
T with a 4-momentum p5 is detected at the point z5 in the same detector. One
7 was created at the source position r{ and the other at r5, however since the
particles are identical, it is impossible to determine which = was emitted from
r{ and which from r%.

Suppose that these two pions can be described by a free particle wave function
after their last strong interaction. then the wave function ¥, that describes this
2-m state is a symmetric state according to Bose-Einstein statistics and is given

by [25]:

eP1F17r)giP2(=27m2) | oiP1(m1-r2) giPa(22-r1)), (1.8)

2

‘1’2(151,1‘2;1'1)7‘2) = 7(
After some modifications this wave function can be written as:
LRI Dy SR NS o
Uy(zy,T2;T1,72) = ﬁ(e i=1Pi%i Z e =15 anld] ), (1.9)

r=1
where o, (i) denotes the :-th element of a permutation x of the set {1,2} and

the sum over ¢ denotes the sum over all 2! permutations of the set {1,2}. For

.o
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example the 2! permutations o, for the set {1,2} are:

a1(2) = (1,2), (1.10)
and
73(i) = (2,1). (1.11)

The probability of observing the two m’s at the points z{ and z% is given by

Fy= /;, "I’pppz(zhzz;”1,7‘2)|2P(7'1 )o(r2)d*ryd r,. (1.12)

After performing the integration over the whole space-time of the pion source,

the probability, P,, can been written as:

2!
P, = Z Fl.ﬂx(I)Fz.Un(Z) = F 1Fp+ F1,F,,, (1.13)

=1

where F;; is the Fourier transform of the source density p(r#) in space-time
iq/.".xu 4
Fy= [ %™ p(a#)d's, (1.14)

and ¢;; = p; — p;, with indices ¢ and j running over the set {1,2}.

F,, =1 and F,; =1 for a normalized source density, so:
Py(gi;) =1+ Fi2Fa,. (1.15)

F;; = F};, where F}; is the complex conjugate of F; ;. Under this, the probability

of observing the two =’s is:
P2(q;',j) =1+ IFl,le- (116)

Some examples of the probability P, for the different existing parameterizations

will be given.
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1.2.1 Gaussian Parameterization

Gaussian Time Parameterization

Suppose a Gaussian distribution [26] of the spatial part of the source is consid-
ered:

— 222 2y, 222

p(f) =e 0 ¥ %o, (1.17)
Then a Gaussian distribution of the time of emission from the source with mean
lifetime 7 is,
42 a2

o(t) = et/ (1.18)

From Equation 1.15, the probability of observing two ='s is:

gl g2 2.2 2.2
Py =1+ e %0 W 25", (1.19)

In the case in which the source is distributed in a Gaussian characterized by a
standard deviation ¢ = A, and where zo = yo = zo = R, the probability assumes

the form:

Py= 1+ iR - (1.20)

¢ = p1 — p2 and qo = E; — Es.
Exponential Time Parameterization

Suppose the same Gaussian distribution of the spatial source part is:

- iy
p(r) =e 20 Wy 2% (1.21)
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but the time distribution of the source must be expressed as an exponential with

mean lifetime T,

p(t) = et (1.22)
The probability P, in this case can be written (assuming o = Yo = z9 = R) as:

(1.23)

1.2.2 Uniform Sphere

In this model a density p(7) (keeping only the spatial part of the density) as a

uniform sphere [11] of radius R was assumed:
3_ s
p(F) = Z-rrR . (1.24)
Fy ; then takes the form
R pr» p2m .
Fip= / / / e=i9m <8012 () sin 8 dr 4 dp. (1.25)
o Jo Jo
Carrying out the integration, the probability, P;, becomes
P, =1+|I(¢R) (1.26)
where I(z) = 3(sinz — z cosz)/z°.
In the special case where ¢R < 1, I(z) can be expressed as a Gaussian

function

I(z) = e==*/5, (1.27)
and the probability function has the form
Py=14 R8s (1.28)

which is practically identical to the Gaussian parameterization.
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1.2.3 Ellipsoid Source Shape

In this model [27] a source density p(7) (again keeping only the spatial part of
the density) as an ellipsoid with semi-axes A, B, and C along the three spatial

axes z, ¥, and z was assumed. This case is a generalization of a uniform spherical

source by changing ¢R to \/(qf,A2 + ¢2B? + ¢?C?), where ¢, ¢, and g, are the

three cartesian coordinates of q.

1.2.4 Spherical Uniform Shell

In this model [28] n's are emitted from the surface of a uniform spherical shell
of radius R. The density p(7) (keeping only the spatial part of the density) is a

uniform hollow sphere of radius R:

8(r — R)
=T (1.29)
F| 5 can be written as:
+oo » 2 ,
F 3 =/ /‘; /(; e~ <292 () sin 6 dr d6 d . (1.30)
0

Carrying out the integration, the probability P, becomes

sin(gf) ,
P =1+ |——=|°
2 + | 9B |

(1.31)
1.2.5 Gaussian Source in the Rest Frame of 2 7’s

Suppose a Gaussian distribution [11] for the source density in the rest frame of

the two m’s is considered. P, can be expressed as:

Py =1+ R9% (1.32)
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where Q2 is given by Equation B.12.

This parameterization appears very attractive for a couple of reasons:

e It is Lorentz invariant.
e It involves only one kinematic variable, but it is not directional.

¢ One may treat any correlations of any multiplicity from a common point

of view.

For example, the n-particle correlation, P,, can be written as:
202
P,=1+¢ R0, (1.33)

where (), is the invariant momentum difference of the nm system (Equation B.28).
Note that relations 1.20 and 1.32 are identical if one chooses the two energies

E, and E, of the two identical particles to be equal, i.e.,

Ey, = E,. (1.34)

1.2.6 Uniform Disk of Radius R

In this model [22], assume that the single-particle source uniformly fills a disk of
radius R, oriented perpendicular to the total momentum % of the two m’s. The
spatial part of the source density, p(7), can be written in cylindrical coordinates

p, ¢ and z as:

o7 = =2, (1.35)
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where 6(z) is the Dirac delta function and # is the total momentum of the two

n’s (Equation B.10). F;, can be expressed in cylindrical coordinates as:
R p2x p+4oo -
Fi, =/; /0 /; e """ p(F)pdp d dz. (1.36)
Carrying out the integration, the probability P, becomes:
P, =1+ 2Ji(q:R)/ @ R|?, (1.37)

where Jy(z) is the first order Bessel function and ¢, is given by Equation B.5. To
a sufficiently good approximation of the Bessel function J;(z) the probability P,

can be expressed as a Gaussian function:

P,=1+exp 777, (1.38)

1.2.7 Weiner Parameterization

Lately another approach to two-particle correlations was suggested by

R.M. Weiner [29]. It is based on quantum statistical considerations only. He
discusses a possible problem with the previous relation (the one that involves
one exponential 1.20) for the two particle Bose-Einstein correlation function, C,,
used in many experimental studies.

Weiner maintains the apparent coherence observed in the data (A # 1) is
probably due to long-lived resonances, hydrodynamical expansion, and other
specific strong interaction effects. It seems that this coherence has been ignored
in the past. The parameterization of the correlation function, Cs, is incomplete,

and under certain circumstances, totally wrong according to quantum statistical
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methods. One must take this coherence into account by superimposing a chaotic

field with a coherent field,
V=", + Ven (1.39)

where ¥, is the coherent field and ¥., is the chaotic field. The intensity is
defined as I = |¥|? and is related to the number of particles n by < n >=< T >,
where the brackets <> define the ensemble average. The correlation function,

C,, for a Gaussian source is expressed as:
—lel2R2 —2lal2R2
Cr =1+ 2p(1 - p)e "R 4 ple "R (1.40)

where p (chaoticity factor) is defined by

< Mep >
= ns (1.41)

<N >=< N > + < ey >, and < 1 >= |¥,,|%. < n, > is the mean value of
the multiplicity distribution for the coherence part of the source.

It is clear that for p = 1 the above equation reduces to Equation 1.20. There-
fore, for p # 1 Equation 1.20 has no quantum statistical meaning. This consid-
eration has a further interest, as the new formulation connects the Bose-Einstein
correlation function to the multiplicity distributions. This connection between
the correlation function, C3, and the moments of the multiplicity distribution is

displayed in the relation:
<n(n-1) >= [ Ca(p1,p2)dpmdps. (1.42)

In this case the parameters that characterize the correlation function, C3, (p and

R), determine the multiplicity behavior as well.
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Note that there are many different models representing quite different phys-
ical and geometrical interpretations of the observed correlafions. In practice
most experimenters make use of the Gaussian (Section 1.2.1), Podgoretsky (Sec-
tion 1.2.6), and the Weiner (Section 1.2.7) parameterizations, so that for direct

comparisons with the other experiments the following analysis has made use of

these three models.

1.3 Review of N-Particle B.E. Correlations

Because the produced number of particles increases with energy, it is possible
to study identical particle correlations of high n., multiplicities. The extension
to n-particle correlations can be made by generalizing the two-particle wave
function (Equation 1.9) to the case of n-particles [25]. Suppose there are n-single
particle sources at space-time points r{’,r5,...,r% producing identical particles with
4-momenta pf,p5,...,p4, and they are detected at space-time points z},z5,...,z4.
The n-particle state detected with p; at z; Vi € {1,2,3,..,,n} is symmetrized
under the interchange of n particles:
Wl @5 Doy Bug ey Brd 11 3 T2 Thpnss T | =
. ! :

_1\/5(66 Y ey Pi%i :;l R Piton(i)), (1.43)

where o.(t) denotes the i-th element of a permutation x of the set S:

§=1{1,2,3,..,n}. (1.44)

The sum over o denotes the sum over all n! permutations of the set S.
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The probability P, of observing these n particles with momenta p,, p,, and

D3, .., Pn at the space-time points z1, z2, and z3,...,Z, i3 given by:

Pn = /‘; I‘I’n(zhzhz%"-9271;7'1,7'2,7'3,...,Tn)|2

p(r1)p(r2)p(ra)..p(rn)d ridiradirs...d'r, (1.45)
or
P" = Z Fl,an(1)F2,dn(2)F3,an(3)'"Fn,an(n)7 (146)
r=1

where F); is the Fourier transform of the source p(r#) in space-time as given by

Equation 1.14.

In the case of equal momenta :

PI = P2 =:-y=Ph, (1.47)
all the F;; = 1 so the probability function P 3 . . is :

P, =nl (1.48)
The probability Py, p,,.pn can be written as :

P, = perm{F;;}, (1.49)

where perm{F; ;} is the permanent of the matrix F; ;.
In the case of an n-fermion state (i.e. n identical electrons) the wave function

(Equation 1.43) is anti-symmetric and the probability of observing this n-fermion

state 1s :

P, = det{F,;}, (1.50)

where detF;; is the determinant [30] of the matrix Fj ;.
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Nijenhuis and Wilf [31,25] give the Perm{F;;} ofan n x n F,-,j matrix as:

perm{F;;} = 2(- "“Z 1)'S'H ; _u +3 F;),  (151)

i=1 JES

where S =subsets of the set 4 = {1,2,3,...,n — 1}, namely :
S = {{0},{1},{2},...,{n},{1,2},...,{1,2,...,n = 1}}, (1.52)

and the number of elements of this set S is 2”1, |S| is the number of elements
in a given subset of the set 4. The number of computations needed to estimate

the F;; using this algorithm is n2""! in contrast to the nn! required if one uses

Equation 1.46.
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Figures for Chapter 1

source detector

Figure 1.1: Two pions emitted from a pion source.



Chapter 2

The Experimental Apparatus

2.1 Tevatron

The data for the Bose-Einstein correlation studies performed and analyzed in
this thesis wére collected at the TEVatron collider located at the Ferm National
Accelarator Laboratory (FNAL) in Batavia, Illinois, USA between June 1988
and May 1989.

The TEV storage ring [32], shown in Figure 2.1 is six kilometers (3.9 miles)
in circumference. It is used to study high energy collisions between protons (p)
and antiprotons (). The TEV is composed of six straight sections. Four of these
six sections have interaction halls (B0, C0, DO, and EO0). Figure 2.1 shows the
features of the TEV Ring (as well the Main Ring, antiproton Accumulator, etc.).
The E735 experiment shown in Figure 2.2 is located at the CO interaction hall.

Throughout this experiment, each beam of particles had an energy of 900
GeV giving a total center of momentum energy of /s = 1.8 TeV. The p are
produced by bombarding 120 GeV protons from the main ring on a copper
target. This interaction produces 8 GeV p. They are not produced in large

quantities and must therefore be accumulated. This is achieved by storing them

22
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in the Accumulator Ring. Once enough 7 were available to constitute a bunch,
typically 0.5 to 1.5x10'° particles, they were extracted froni the Accumulator
Ring and injected into the Main Ring which was then ramped to 150 GeV, and
there were subsequently dumped into the Tevatron in six bunches. The limitation
of the luminosity was the intensity of the antiprotons that can be produced. The
limitation of the intensity of the antiproton comes from the antiproton production
cross-section, the collection efficiency of antiprotons produced from the target,
and the transfer efficiency from the Accumulator Ring to the TEV. Six pbroton
bunches were extracted to the Tevatron from the Main Ring through a similar
process. A sﬁaﬂ frequency offset was introduced into the proton radio-frequency
cavities relative to the antiproton radio-frequency cavities, in order to establish
collisions at the proper places within the interaction regions around the ring
(Figure 2.1). The Tevatron is then ramped to 900 GeV giving a total center
of momentum energy of /s = 1.8 TeV. This whole process, that is, to inject
antiprotons and protons into the TEV in order to produce collisions is referred
to as a “shot”. After stabilizing the proton and antiproton beams in the TEV,
the Main Ring returns to its production cycle producing antiprotons for the next
shot. The average lifetime of a shot was 12 hours. The antiproton stack rate was

of the order of 1.2x10!°/hour.

A useful measure of the performance of the accelerator is the luminosity
L [33]. The connection between physics (o: cross section for the reaction under

consideration) and accelerator technology (L: luminosity) is given by the reaction
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rate R (number of events of interest per second):

R =Lo. (2.1)

2

The luminosity (measured in units of cm™?sec™) is given for the case of two

oppositely directed beams of IV relativistic particles that are circling the storage
ring with frequency f. The luminosity L at the intersection point is:

N%f

=25,

(2.2)

where A is the effective cross-sectional area of the beams, assuming them to

overlap completely. If two unequal Gaussian beams are bunched with k£ bunches
per revolution in each beam, the luminosity is:

kNN,
- 47‘rO'hO'u,

L (2.3)

where N; and N, are the number of particles per bunch and o4, o, are the
rms horizontal and vertical dimensions. The horizontal beam dimension o) de-

pends on the amplitude of the horizontal beta function (8,) and the horizontal

emittance (e,) of the beam as:

Oh = \/ €nSh. (2.4)

Similarly, for the vertical beam dimension, o,,

Ty =/ fvﬁvy (2‘5)

where ¢, is the vertical emittance of the beam and 3, is the amplitude of the

vertical beta function (3,).
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During the above mentioned running period, the average number of protons
per bunch was N; = 5x10!°, while the average number of a.ntiprotons per bunch
was N,=0.5-1.5%10'°. The number of proton and antiproton bunches was six
and their crossing rate was 280 kHz. The average luminosity L at B0 (location
of CDF experiment) was 1x10%. The luminosity at C0, which is a high 8(= 75
meters) point in the accelerator complex, is down from the peak luminosity of
the TEV (at the B0 interaction hall) by a factor of 1/75.

I should also point out that the CO experimental area was a high radiation
environment due to the presence of the TEV and main ring abort pipes (Fig-
ures 2.1 and 2.3 ). The Main Ring is located 56 cm above the TEV ring. During
the 1988-1989 period the radiation monitors at CO measured total radiation loss
equal to 8958 R. The radiation loss rate was of the order of 1 R/hour. Operation

of the TEV at the center of mass energy was /s = 1.8 TeV.

2.2 The CO0 Coordinate System

In this thesis the following coordinate system (Figure 2.4) was used:

e The positive z-axis is along the proton (p) beam and the negative z-axis is

along the antiproton () beam.
e The positive y-axis is vertically upward.

e The positive x-axis is horizontally pointing away from the Tevatron Ring

into the E735 spectrometer.
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o The polar angle 6 is defined from the positive z-axis:

8 = cos™'(p./p). (2.6)

o The azimuthal angle, ¢, is defined in the x-y plane perpendicular to the

beam. 0° is along the positive x-axis.
¢ =tan"'(py/p:). (2.7)

The transverse momentum, p;, of a particle in this coordinate system is

defined as the cartesian component of the momentum p perpendicular to

the z-axis:

pe = \/P: +pi. (2.8)

2.3 An Overview of the E7T35 Detector

In this section the various parts of the E735 detector are described. Essentially,
the E735 detector, shown in the top view of Figure 2.2, measured the multiplic-
ity of charged particles and simultaneously measured a sample of time-of-flight
identified charged particles with momenta below 3 GeV/c near § =90 degrees

with respect to the beam.

The ET735 detector has the following main capabilities:

1. It measures the charged multiplicity.

2. It measures the charged particle momenta over 0.5 ster solid angle.

3. It identifies charged particles up to a momentum of 3 GeV/c.
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The measurement of the charged particle multiplicity n., was carried out by:

e A segmented plastic scintillator hodoscope (HODO) with a pseudo-rapidity

range —3.25 < 7 < 3.25. (n = pseudorapidity = —In(tan %))

e A central tracking chamber (the CTC) covering a pseudo-rapidity range

—1.5 <7 < +1.5 to measure multiplicity.

e Two delay line based drift chambers (the END-CAP chambers) covering
a pseudo-rapidity range +1.5 < |g| < +3.25 to measure the forward and

backward charged multiplicity.

The measurement of the charged particle momentum p was done by using a
one side arm magnetic spectrometer over a solid angle of 70° (40° < 4 < 110°)
opening angle in polar and 20° (0° < ¢ < 20°) opening angle in azimuthal angle.

The magnetic spectrometer components are:

o A three plane vertex multi-wire proportional chamber (Z-chamber) to pro-

vide the determination of the event vertex is 15 cm away from the beam
line.
e A four plane drift chamber (the PRE-MAGNET chamber) at the entrance

of the magnet to measure the initial direction of the charged particle. The

position of the first plane of the pre-magnet chamber is 56.5 cm.

e A dipole magnet (MAGNET) provides the magnetic field necessary for

signed momentum measurement at 75 cm from the beam pipe.
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e A four plane drift chamber (the POST-MAGNET chamber) at the exit
of the magnet measures the final direction of the charged particle. The

position of the first plane of the post-magnet chamber is 86 cm.

e A 14 plane straw drift chamber (the STRAW drift chamber) at a distance of
104 cm away from the beam pipe gives an estimation of the final trajectory
of the charged particle.

The identification of the charged particles with up to 3 GeV/c momentum

was done by using a time-of-flight (TOF) system consisting of:

e Proton (antiproton) trigger counter, TOF, (TOF;) to measure the inter-

action time, to, and the vertex of the event.

e A system of seven horizontal scintillator counters (TTOF)) 2 m away from

the beam pipe used to identify the mass of the charged particles.

e A system of 32 vertical scintillator counters (TTOF;) 4 m away from the
beam pipe to identify the mass of the charged particles and to get a better

differentiation of the pion, kaon, and proton masses.

In the next sections the various components of the E735 detector will be reviewed

and described.

2.3.1 Z-Chamber

The particles from the interaction region (event vertex) emerged from the 2 mm
thick aluminum vacuum pipe (whose inner radius is 10 cm) to enter the E735

detector.
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In this experiment the position of the vertex of pp interactions was located
along the beam line with the aid of a one meter long low-mass mini drift cham-
ber [34] (MDC) comprised of three planes. The goals of the experiment made
necessary a low mass for the vertex chamber. This was achieved through the
use of plastic materials in the construction. Details of the plastic construction
of this chamber and its operation are reported below. In addition, the chamber
performance obtained in tests with sources and cosmic rays is compared with
related data collected during the 1988-89 pp collider run.

The requirements of the vertex chamber were threefold: Firstly, the rms spa-
tial resolution along the z-axis had to be better than 700 um per wire for tracks
accepted by the spectrometer. Secondly, in order to reduce the production of
secondary particles the entire vertex chamber had to be built of low-mass ma-
terials and had to have its read-out electronics outside the hodoscope detector.
Finally, the dimensions of the sensitive gas volume were dictated by the distri-
bution of the pp interactions (¢ = £30 cm) along the beam line (z-axis) and the
given vertical aperture of the magnetic spectrometer of 20 degrees. The limited
space between the beam pipe and the inner radius of the CTC allowed only three
planes with sufficiently thick sensitive gas volume per plane.

The average number of charged particles traversing the vertex chamber per
pp interaction was estimated to be less than one track per cell. This assumed
that dN./dn < 50 (maximum value observed was about 30 charged particles/unit
pseudorapidity), that the particles were uniformly distributed in 7 and in ¢, and

that the drift chamber plane was located at z = 13.1 cm with a cell width of
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1.10 cm. The sensitive portion of the sense wires was 10 cm long in the vertical
direction. |

Practically, the vertex chamber was not accessible during the one year run
period. This demanded a reliable construction. Radiation bursts were expected
from Main Ring (MR, see Figure 2.3) activity during p production and abort
activity at CO [35]. (CO was the abort section for both the MR and the Tevatron
system.). Thus, the high voltage of the vertex chamber could be expected to trip
off frequently. The gas mixture used should not contain hydrocarbon molecules in
order to prevent carbon whisker growth during frequent high voltage breakdown.
Eigh voltage breakdowns in chambers with hydrocarbon gas mixtures accelerate
the deposit of various substances on chamber wires. Carbon whiskers render a
chamber inoperative more quickly than some other deposits (see [36] for further
discussion). The selected gas mixture Ar(85%) — CO,(15%) at atmospheric

pressure was used throughout this report, unless otherwise stated.

Construction

The frames of the vertex chamber were cut out with a diamond saw from 0.50
cm thick kevlar reinforced Rohacell 71 panels [37]. Each plane surface of a panel
was clad with two layers of 0.13 mm thick kevlar fabric attached with a two-
component epoxy resin. The weaves of one layer were inclined by 45 degrees
with respect to the weaves of the other layer to minimize warping of the final
composite panels.

Due to the limited mechanical strength of the keviar reinforced frames, the
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number of sense and field wires of the drift cells, as well as the applied wire
tensions, were limited.

As indicated in the previous section, the spacing between the sense wires was
1.1 cm, the field wires were located midway between sense wires. The distance
between adjacent planes was also 1.1 cm (Figure 2.5). The electrode windows
and the field wires were held at the same potential. These conditions give a
favorable aspect ratio for reducing charge collection time [38] and [39).

The equipotential and electric field maps are shown in Figure 2.6. An ana-
lytic expression for the potential and electric field was derived. The isochrones
(Figure 2.6) were derived from the electric field map and from the electron drift
velocity in the used gas mixture as a function of the electric field E [40] (c.f.
Appendix D).

Pairs of frames (see Figures 2.7 and 2.8) were glued together with a flexible
two component epoxy resin [41] resulting in a frame module (Figure 2.9). Be-
cause Rohacell is permeable to moisture, all sides not covered with the kevlar
reinforcement were sealed with Epolite resin [42] which has a high dielectric
strength and is easy to machine. Great care was given to embed all ends of
the cut kevlar filaments with Epolite resin. Otherwise these might have been a
source of corona during operation of the chamber. After curing, the resin was
sanded with sandpaper of various grades resulting in a smooth surface.

The holes for the dowels and the Delrin rods used to fasten frames together
were drilled oversized into the kevlar reinforced Rohacell frames. The holes were

" filled with Epolite resin and redrilled with the desired precision. A template
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ensured the proper alignment of the holes for all the frames.

The frame modules were prestressed with the expected a.moﬁnt of wire tension
using a set of spring loaded clamps. After about a one week waiting period,
waiting for plastic creeping to stabilize, the wires were attached to the frames.
On the average, the deflection under load at the center of the long side was 1
mm. The possibility of a long term creep in the frame material had to be taken
into account when selecting wire tensions and mounting the cathode planes.

Wire planes were constructed by simultaneously winding sense and field wires
onto an oversize aluminum frame with a stepping motor and precision screw.
The wire tensions were 0.96 N for the field wires (gold plated coin-silver [43], 125
pm diameter, Young’s modulus = 7.72 x 10!° N/m?) and 0.2 N for the sense
wires (gold plated tungsten, 25 um diameter, Young’s modulus = 3.9 x 10
N/m?), respectively. The tensions were chosen to produce comparable amounts
of elongation in the sense and field wires, about 0.02 cm for a 20 cm long section
of wire. Spacing between successive sense wires was controlled to better than
0.007 cm and to better than 0.01 cm over a length of 100 cm. An effort was
made to maximize the free length of the wires inside the gas volume so that wire
elongation might compensate for any long term mechanical creep of the frames
(see Figure 2.8).

While still under stress, each frame module was aligned with the wound sense
and field wires. The clearance between the field wires and the surface of the frame
module was adjusted to about 0.2 mm. Epolite resin was applied to the wires

at the outer flat portion of the frames (Figures 2.8 and 2.9). Plugs of white
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RTV [44] prevented the resin from flowing into the mounting holes. A 125 pm
thick Mylar sheet with the appropriate holes for the RTV plugs was put over the
resin to ensure a flat surface with the wires embedded.

During application of the Mylar sheet onto the Epolite resin, one could not
entirely avoid shifting some wires out of position. The maximum displacement of
a sense wire was less than that of the field wires because their smaller diameter
allowed the sense wires to restore more readily to their original positions. The
estimated maximum displacement was less than 0.01 cm for the sense wires and
less than 0.05 cm for the field wires.

Curing the Epolite resin at a temperature of 40° C for several days increased
the electric strength of the glue substantially. Both the Mylar sheet and the
prestressing devices were removed only after the glue was completely cured.

[t is worth mentioning that the vapor of the Epolite resin was observed to
initiate the growth of alum crystals on goldplated aluminum field wires in a sim-
ilarly constructed chamber. The crystals, whose size was of the order of the wire
diameter, penetrated and damaged the gold plating. The growth of these crystals
could be prevented by covering the resin during the curing process. Nevertheless,
goldplated coin silver was used in the final vertex chamber construction instead
of goldplated aluminum field wires. No such crystal growth was observed in the
case of gold plated tungsten wire.

The cathode planes consisted of a composite of 13 pm aluminum on both
sides of a 250 pm thick FR4 panel [45]. The sufficiently stiff cathode planes had

to accommodate some small deformation (e.g. due to the wire tension) of the



34

frames without changing the spacing to the two adjacent wire planes. Each panel
was attached with silicone sealant at only one point on the upper edge of the type
2 frames on the side opposite to the wires. Kapton feathers, embedded in the
Rohacell of the accompanying Type 1 frame (Figures 2.7 and 2.9), held the panel
flat and parallel to the wire planes while still permitting movements parallel to
the frame surface. The cathode electrodes on both sides of the FR4 panels were
attached to a flexible fine wire with a small screw in one of the corners to avoid
sparking to the sense wires under high voltage.

The silicone rubber sheets [46] used as gaskets (thickness = 0.794 mm) were
cleaned with ethanol and water to remove talcum powder residuals. Baking
the cleaned rubber sheets at 50° C for a 24 hour period increased the electric
impedance tenfold.

All frames and rubber sheets were stacked and clamped together with threaded
delrin rods (0.3 cm diameter) and nylon nuts (Figure 2.9). The torque used was
about 0.01 Nm. Delrin was preferred over aluminum due to its electric insulation
and low Z composition. This technique provided a sufficient mechanical stability
and an adequate gas seal over more than one year of operation.

The cathode panels, while not being completely gas tight, presented a rela-
tively high impedance to gas flow between adjacent gas volumes. The first and
the last of the cathode panels were buffered from the outside with one more
gas volume which was sealed from the outside atmosphere. The outer windows
were not flat but were curved towards the outside to minimize the force on the

frames tangential to the wires which would reduce wire tension with increasing
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gas pressure (Figure 2.9).

Each of the five gas volumes had its own inlet and outlet Eonsisting of teflon
tubing inserted in 0.32 cm diameter through holes in the narrow sides of the
frames and sealed with flexible two component epoxy [41]. The five gas tubes
were fed in parallel by using sixfold Omnifit connectors [47]. The parallel gas
supply was preferred over a serial one to minimize effects due to any leakage
into some of the gas volumes from the outside. The total gas flow rate was
about 4 cm®/sec. No corrections were made for fluctuations of gas density due
to temperature or atmospheric pressure changes. The gas passed through a two
stage micro-fiber filter (48] before entering the vertex chamber. One filtered
moisture and the other hydrocarbons out of the gas stream.

The mounting of the chamber in the CTC consisted of two lucite-delrin feet
which provided vertical adjustment and two lucite clamps at the top which pro-
vided horizontal adjustment with nylon screws. Rohacell pedestals were attached

with epoxy to the inside surface of the CTC to support the chamber’s feet and

clamps.

Readout Electronics

The signals from the 288 sense wires were carried away from the chamber on 18
transmission lines 270 cm long (Z=38 ) composed of 16 strips above a ground
plane separated by a Mylar dielectric (Figures 2.8 and 2.10). Cu cladding of
the Mylar was chosen for simplification during manufacturing and for durability

reasons. A minimum strip width of 0.064 cm and 270 cm length were chosen so
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that lines could be produced reliably using simple in-house facilities.

In an effort to reduce mass an attempt was made to use a.lu;m'num clad Mylar
transmission lines. However, it proved to be difficult to control the etch rate for
aluminum as well as the quality of the copper plating required on the ends
for soldering to external connections. A long time test demonstrated that the
aluminum strips developed cracks from bending the lines. During high voltage
tests this resulted in sparks and break through of the Mylar insulation.

The transmission lines were terminated outside the detector region in a tran-
sition board (Figure 2.8) which capacitively coupled the fast signals to the am-
plifier and simultaneously provided D.C. high voltage biasing to the sense wires
through the signal strips. In this way noisy wires, or shorted sections due to wire
breakage, could be selectively disabled from outside of the detector. In practice
this proved to be unnecessary.

The transmission lines were glued with a two component flexible epoxy onto
the handle of the type 2 frames (Figures 2.8 and 2.9). All sense wires were
soldered to the strips and all field wires were soldered to the ground side. The
entire length of a transmission line was electrically isolated with one layer of 50
pm thick Mylar film and another layer of 1 mm thick foam sheet.

The strip-over-ground geometry of the transmission line presented a 500 pf
capacitance to the amplifier input, resulting in a relatively large input noise
charge. This configuration, while not optimal from the point of view of noise
considerations, was chosen in order to reduce the possibility of RF pick-up. Nev-

ertheless a small amount of pick-up, characteristic of SCR (Silicon Controlled
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Rectifier) firing, was present in the Tevatron tunnel. In addition, pick-up from
the scintillation hodoscope was present in very high multipiicity events. Both
of these effects necessitated setting the discriminator thresholds a factor of two
higher than desired (c.f. Collider Performance). The cross talk amplitude be-
tween adjacent channels on the transmission line was of the order of 2%-3%.

A schematic of the amplifier and its interconnection with the transition board
are shown in Figure 2.11. The standing current of the input transistor was chosen
to match the dynamic emitter impedance to the transmission line impedance in
order to have efficient transfer of charge without reflections. The transfer gain of
the amplifier was measured to be 3 mV /{fC (differential) for an impulse input of 4
nsec FWHM. The rise and fall times (10%-90%) of the preamp output measured
at the end of a 10 meter length of twisted pair ribbon cable (Z = 100Q) were 7
nsec and 40 nsec, respectively. An equivalent input noise charge of ~ 16,000e
due to the transmission line capacitance was estimated using the technique of
Jarron and Goyot [49].

The amplifier output traveled on 10 meters of twisted pair ribbon cable to
a discriminator. The discriminator used for the Tevatron run is shown in the
schematic of Figure 2.12. In this circuit the discriminated signals of two sense
wires are combined after a relative delay of ~ 400 nsec (more than twice the
expected maximum drift time of the first arriving electron) and sent to a single
multi-hit TDC channel. This reduced the cost of the readout and was permissible

due to the relatively long time between pp bunch crossings.
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Source Tests

The efficiency of a drift cell along the length of a sense wire was measured with
a collimated electron beam (1°® Ru source, Epn.p = 3.55 MeV) 1 mm in diameter.
The electrons were recorded with a 1 x 10 mm? scintillator, located on the
opposite side of the plane. The 1 mm edge was held parallel to the sense wire.
The threshold of the scintillator signal was set above the gamma radiation of 0.51
MeV in order to suppress the background stemming from Compton scattering.
This measurement was performed on a test chamber with the same dimensions
as the vertex chamber except that it had only 16 sense wires and only one plane
covered witﬁ two 0.8 mm thick aluminum windows.

The efficiency along a sense wire dropped from 95% at 0.6 cm from the frame
edge down to 50% at the frame edge. The efficiency at distances greater than 1
cm from the cell edge is defined as 100%.

The nominal gas filling was an analyzed mixture of Ar(85%)+ C02(15%). A
source of *® Fe was used to determine that the gas amplification doubled for every
increase of 80 V at a sense wire H.V. of about 1800 V. This gain measurement
was repeated with the gas mixture of Ar(70%) + C'O3(30%). For the same gas
amplification, the high voltage had to be 300 V higher than that for Ar(85%) +

C0,(15%).

Cosmic Ray Tests

The trigger counters consisted of two scintillators S1 and S2 covering about 30

drift cells per plane of the vertex chamber with a solid angle of 0.12 steradians.
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Only tracks which were at least 2 cm away from the frame edges were sampled.
The time jitter of the coincidence S1-52 was better than 1 nsec(rms). The wire
planes of the vertex chamber were horizontal during all the cosmic ray tests.
The sense wire amplifiers were the same as those used in the Tevatron run
(Figure 2.11). The discriminators were similar to those used in the Tevatron run,
but they did not merge pairs of direct and delayed signals. Their output pulse

width was 50 nsec with a dead time of about 10 nsec.

Plateau Measurements
The plateau of the vertex chamber was measured with cosmic ray tracks hav-
ing an S1-S2 coincidence in the telescope. The plateau begins at a high voltage
of about 1650 V using a discriminator threshold of 40 mV. The high voltage

started to break down above 1970 V.

Spatial Resolution

A sample of 75K triggers was recorded at a high voltage of 1900 V. The sam-
ples at other high voltages consisted of 25K events each. There was no additional
external reference for the tracks crossing S1, S2, and the vertex chamber.

A track candidate was considered to consist of hit cells forming a tower struc-
ture throughout the three planes (see Figure 2.5) and having times selected in
the following way. Since slanted tracks may traverse more than one cell in the
same plane and lead to clusters of several adjacent hit drift cells [50], only those

times were selected in a cluster which were the minimum times with respect to



40

their two adjacent cells.

The drift velocity of the electrons was estimated from the distribution of se-
lected times. Under the assumption of uniform illumination, dN/dt = (dN/dz) x
(dz/dt), with dN/dz = constant. The time distribution d/N/dt of the track can-
didates was parameterized with a sequence of linear approximations.

For all used tracking algorithms the isochrones in Figure 3b were assumed to
be circles around the sense wire and only the projections onto the z — z plane
were considered. All four possible tangents to the ‘drift circles’ with radii r; in
planes i = 1 and i = 3 were calculated yielding four different slopes m;.

A minimum was found for the quantity (di2s = 2z; + z3 — 2z;), with z; =
zcell; + 7; \/‘l_-f-_m_i, t = 1,2,3. zcell; is the z position of wire ;. This was
assumed to determine the track.

The drift time to distance conversion was reevaluated by using tracks with
|m;| < 0.075. The criterion for a better conversion was that there should be
no correlation between the drift distance r, and d,,3. The same correlation also
yielded the corrections for the individually displaced sense wires (c.f. section on
construction). Note that with this method only the correction of the z location
in plane 2 relative to the outer two planes could be obtained.

The intrinsic spatial resolution of a drift cell, o;ns, was calculated for normal
tracks (|m; < 0.075]) as oine = 1"/(2.354\/6), where I' was the FWHM of the
d123 distribution. Only tracks with 0.15 < 7, < 0.4 cm were accepted in order to

avoid boundary effects [39].

This method limited the accuracy of the time to distance conversion which
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is dictated by the lack of an external track reference, available statistics, and
the influence of unavoidable asymmetry in the drift cell construction. These
limitations were less serious for normal tracks than for slanted ones.

For a high voltage of 1900 V and a threshold of 20 mV, the best obtainable
spatial resolution is around 140 pm (rms) if all 30 cells are included and 90 xm
if one selected cell with presumably well defined geometry is used (Figure 9).

The lower the high voltage or the higher the threshold, the worse the spatial

resolution.

Collider Performance

During the collider run, the high voltage of the sense wires was set to +1750 V

instead of +1900 V and the threshold was set to 50 mV for the following reasons.

e The background radiation stemming from losses in the Main Ring of the
proton accelerator and the halo of the p and § beams in the Tevatron caused

the high voltage to trip off frequently when set above +1750 volts.

e Due to the effect of spurious late pulses the high voltage should be as low

as possible and the discriminator threshold as high as possible.

o There was electronic cross talk from other apparatus in E735, especially
radiation from the coaxial cables of the scintillator phototubes to the elec-
tronics of the vertex chamber. Additional shielding of accessible portions
of the cables reduced this cross talk but was not sufficient to eliminate

it. This effect was more serious for larger multiplicity. The later times of
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most induced signals helped distinguish them from prompt chamber sig-
nals. Nevertheless, the threshold of the discriminators had to be set to 50

mV to avoid the effect as discussed under the second point.

e Even at 1750 volts and the higher threshold the obtained spatial resolution

was within the required limits.

During the last months of the run period, the loss rates of the Tevatron stores
were more than five times higher than in the preceding months. This demanded
further reduction in the high voltage, down to 1730 volts.

The injection losses of the Main Ring beam (Figure 2.3) used to produce p’s
dictated gating down the vertex chamber high voltage by 10% every 2.6 seconds
for a half second of the acceleration cycle in order to avoid tripping off the high
voltage supplies. It was necessary to insert a large resistor (180 k{2) in series with
the power supply to provide critical damping of the chamber recharge in about
150 msec. This gating procedure, together with not running the vertex chamber
at all when the collider beam loss rates were high at the CO0 intersection, limited
the integrated z-chamber wire current. During the 11 month running period
when this chamber was used, the collected charge, averaged over all sense wires,
was approximately 0.025 Coulombs/cm, almost an order of magnitude below the
amount which might be expected to result in some performance degradation for

an Ar — CO, gas mixture [51].

Resolution During The Tevatron Run
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The tracks stemmjngAfrom p — P interactions were defined by the spectrom-
eter arm using all drift chamber planes except those of the vertex chamber.
The spatial resolution of those tracks was of the order of 1 mm (rms) at the
vertex chamber. That was not precise enough to correlate drift-times with drift-
distances with the desired accuracy.

Practically, the time to distance conversion was obtained with the same
method as with cosmic rays except that the tracks were selected by the spectrom-
eter and that the projections of their:slopes into the z —z plane were used instead
of m; (c.f. cosmic ray section). The intrinsic spatial resolution of i, = 440 um
was derived for normally incident tracks with 0.15 mm< r, < 0.4 mm (Fig-
ure 2.13). The nominal locations of the sense wires were used instead of the
unknown actual ones. This and the use of tracks with externally defined slopes
appeared to have made the resolution almost two times worse at 1750 volts than
the resolution obtained with the method used for cosmic ray tests.

Tracks were reconstructed, using the method discussed later, and the residu-
als were studied as a function of the track slope in the £ — z plane with respect to
the z-axis. From these residuals, the measured z-chamber resolution is a function
of the track slope as shown in Figure 2.14. In this figure the measured z-chamber
resolution for 1988 data where the H.V. of the sense wires was at 1750 volts and
for 1989 data where the H.V. of the sense wire is at 1730 volts was plotted. It
is clear that the z-chamber resolution is worse for the 1989 data (600 pm). Also
note that the resolution is better at slopes of the order of 0.4 to 0.5. This is due

to the fact that the 0.5 slope tracks are the ones that traveled through a well
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defined drift area of the cells from all three planes, as shown in Figure 2.5.

2.3.2 Central Tracking Chamber

e Charged particles are tracked in the central tracking chamber [52] (CTC), shown
in Figure 2.3. It measures the charged particle multiplicity, n.s, of an event in
the pseudorapidity (n) range —1.7 < n < 1.7.

The primary design considerations were that the chamber have good two-
track separation so that high-multiplicity events could be measured accurately,
that it consist of as little material as possible in order to minimize the production
of secondary particles, and that it be capable of operating for an extended period
in the high-radiation environment at the CO interaction hall.

The CTC was a 2 m long cylinder with an inner radius of 22 cm and outer
radius of 42 cm. The chamber was made in two lengthwise halves so that it
could be quickly installed around the beam pipe at C0. The CTC consists of 24
15% sectors each containing 24 sense wires. The sense wires were 0.5 cm apart
with a double row of potential wires as shown in Figure 2.15 (one cell of 24).
The whole drift cell was tilted 5° with respect to the radial direction in order
to resolve left-right ambiguity of tracks. The field wires forming the boundaries
of the drift region are also shown in Figure 2.15, too. All wires are horizontally
oriented, paralle] to the beam pipe, along the z-axis. The potential wires near
to the sense wires were run at -1975 Volts, and the field wires, which formed the
boundary were held at -4200 volts. The sense wires were at zero potential.

The chamber was filled with a gas mixture of 95% argon 4% methane and
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1% CO, at atmospheric pressure. The drift velocity in this gas mixture and in
the drift field of 480 V/cm was 3.15 cm/pus (a relatively slow velocity which helps
in the resolution of multiple hits). This gave a maximum drift time of 1.6 us
which was less than the 3.5 us bunch crossing time interval when the collider
was operating with 6 proton and 6 antiproton bunches.

Charged particles passing the chamber ionize the gas, and the ionized elec-
trons cascade toward the sense wire. Near the sense wire, due to the large electric
field gradient, electrons form an avalanche. This produced a pulse, which was
read out at each end of the sense wire. This charge from both the left and right
side of the sense wire was digitized by 100 MHz FADC (Flash Analog to Dig-
ital Converter). These FADC’s measured the position along the sense wire (z
coordinate of the hit) by this charge division technique. Namely, this z is given
by:

z=20+9L/2(Q, - Q)/(Qr + Q1), (2.9)
where z; is an offset due to differences in preamplifier input impedances and Q,
and Q; are the integrated FADC counts correspoding to the charge on the right
and left ends of the sense wire. L is the length of the chamber and g is a scale
factor depending on the preamp input impedances and the wire resistance.

The CTC provided hit information with hit resolution in the (x,y) plane of
250 pm averaged across the drift cell and provided two-hit separation with 60%

efficiency for hits separated by 3 mm.
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2.3.3 Hodoscope

The scintillator hodoscope [53] system measures the charged particle multiplicity,

Neh. It consists of three parts as shown in Figure 2.2:
e The barrel hodoscope.
e The up-stream endcap hodoscope.

o The down-stream endcap hodoscope.

The barrel hodoscope covers the pseudorapidity range —1.64 < n < 1.64 and
consists of 96 counters arranged in two 48-counter secti;:ms up-stream and down-
stream of the interaction point. The counters are arranged in slats (5.4 cm
wide, 97 cm long and 0.635 cm thick) running parallel to the beam pipe and
spanning 7.5° in azimuth. There is a window in the barrel hodoscope matching
the spectrometer window. This window reduced the total hodoscope solid angle
coverage by about 2%. The counters in the barrel are at a radius of 42.4 cm
from the beam line and cover the outside surface of the CTC (central tracking
chamber).

Each up-stream and down-stream endcap hodoscopes is divided into three
rings of 24 counters. Each counter spans about 0.5 units of pseudorapidity and
15° in azimuth. The endcap hodoscope extends the pseudorapidity range to
-3.25 < 7 < +3.25. The total number of counters in the whole hodoscope is
240.

The scintillation material used in the hodoscope was polyvinyitoluene (PVT)-

based Bicron BC-408. The PMT used for all counters is the 28.5 mm diameter,
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ten-stage Hamamatsu 1398 tube with UV glass window. The anode signal was
split into two outputs. One splitter output was used for pulse height analysis
while the other went to a discriminator in order to feed the trigger processor,
TDC’s and scalers.

The hodoscope was used not only for on-line triggering but also in the off-
line analysis to determine the true primary charged particle multiplicity, n.,
of the collisions from the number of hodoscope hits, nsy. Monte Carlo studies

determined this conversion factor as described in reference [54].

2.3.4 Pre- and Post-Magnet Chambers

The only difference between the pre- and post-magnet chambers is the size,
so the general characteristics of one of these two chambers will be described.
Each chamber was constructed of a rectagular, aluminum reinforced, window
and contained four wire planes. The post-magnet chamber (at the exit of the
magnet) was graduated in size so that the active area subtended approximately
the same angle with respect to the interaction point as the pre-magnet chamber
and the rest of the spectrometer as shown in Figure 2.2,

A magnet chamber cell (Figure 2.16) was defined by a sense wire of 25 um
diameter gold-plated tungsten wire between two field shaping wires of 125 um
gold-plated copper in the z-direction. This sense wire was also guarded by two
guard shaping wires of 125 um gold-plated copper in the x-direction as shown in
Figure 2.16. The distance between the sense wire and the field wire is 2.5 cm

forming drift cells 5 cm wide in the z-direction. The distance between the sense
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wire and guard wire is 0.95 cm forming drift cells 1.9 cm in the x-direction. The
magnet chamber delimiters, or windows, in the z-y plane wére aluminized 50
pm Mylar foil with 25 ym aluminum and 25 um Kapton with 13 ym aluminum.
All the wires in both the pre- and post-magnet chambers were perpendicular to
xz-plane and parallel to the two windows of each chamber (y direction).

Each pre-magnet chamber plane has 25 sense wires and each post-magnet
chamber has 30 sense wires spaced 5 cm apart along planes parallel to the z-axis.
Planes 1 and 3 are staggered by 1 mm with respect to planes 2 and 4 in order
to resolve left-right ambiguities. The first sense wire in the pre-magnet chamber
is at -30.3 cm and the 25th sense wire is at 89.7 cm in z-direction. The location
of the first plane in the pre-magnet chamber is at 56.45 cm while the location of
the first post-magnet plane is at 85.96 cm from the pp TEV beam line.

The sense wires were held at ground. The field shaping wires were at —3900
volts, while the guard shaping wires were at —900 volts and the windows were at
—1800 volts through a 1.2 MQ/2W resistor in order to sensitize outside cellsclose
to the windows. The chambers were filled with an Ar(85%)+C0:(15%) gas
mixture. The equipotential and electric field maps with the isochrone lines are
shown in Figures 2.17 and 2.18, respectively. The equipotential lines are drawn
every 150 volts for a range of -3800 Volts to -800 volts, and the isochrone lines
are drawn every 50 nsec. This calculation was done using GARFIELD [55] (a
drift chamber simulation program developed at CERN by R. Veenhof).

Because of the complexity of the electric field in the pre-magnet chamber,

the drift velocity of electrons is different in planes 1 and 4 from the drift velocity
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in planes 2 and 3. Using magnet-off calibration data, it was found that the drift
velocity also depended on the slope of the track in the £ — z plane with respect
to the x-axis. For example, the measured drift velocity of electrons, produced by
charged particles passing the drift cell, for each of the 4 planes in the pre-magnet
chamber is given by Figure 2.19 for a track slope of 0.5 in the z — z plane with
respect to the x-axis. Figure 2.20 shows the dependence of the drift velocity as a
function of the track slope in the z — z plane with respect to the x-axis.It should
be pointed out here that the drift velocity depended on both the slope and which
side of the sense wire a track passed.

A study of the pre- and post-magnet chambers resolution was made by re-
constructing real tracks in the pre- or post-magnet chamber only. The residuals
were calculated as a function of the track slope in the £ — z plane with respect to
the x-axis. Figures 2.21 and 2.22 show the measured residuals for normal tracks
(—0.1 <slope< +0.1) in the pre- and post-magnet chamber, respectively. Fig-
ure 2.23 shows the dependence of the pre- and post-magnet chambers resolution
as a function of the track slope.

Each drift chamber sense wire signal was amplified using a homemade ampli-
fier and passed through a discriminator. The resulting logic pulse was passed to
a PSL TDC (time to digital converter) (Section 2.3.4) where the time difference
between a reference pulse, generated by the TOF, and TOFj (trigger) scintilla-
tion counters, and the chamber pulse was digitized. By studying the actual time
distribution of the arriving times a ty, can be defined when a charged particle

passed by a sense wire (when a charged particle “hits” the wire). The drift time
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was defined as the time taken by the ionization electrons (freed by the passing

charged particles) to reach the sense wire:
ta = trpc — to, (2.10)

where t4 is the drift time, ¢7pc is the time digitized by the TDC’s and tq is the
reference time. From this, the drift distance of the charged particle from the

sense wire is given by:

Z4 = vdtdv (2.11)

where z4 is the drift distance and v, is the drift velocity of the ionization electrons.
An attempt was made to calculate the average measured efficiency per plane
for the pre- and post-magnet chamber as a function of the angle  of the particle

meas

with respect to the x-axis. The measured efficiency, ¢ , was defined for each
plane of a chamber as the ratio of the number of times a sample of reconstructed
tracks had a hit in that plane of the chamber to the number of reconstructed
tracks. These tracks were taken from a sample of one track magnet-off events
tracked by our tracking program, the same one used in the magnet-on events.
The accepted tracks were accepted only if they had a good TOF1 hit and came
close (3 cm) to the vertex of the event defined by the z-chamber. Figures 2.24
and 2.25 show the measured efficiency, ¢™***, for all 4 planes in the pre- and post-
magnet chamber, respectively, over a range of —40° < 8 < 60°. The efficiency

for all four planes in the the pre- and post-magnet chambers was the same, of

the order of 90%.
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PSL TDC

The PSL TDCs [56] (time to digital converter) used in this experiment for the pre-
magnet, post-magnet, and end-cap chambers were built by the Physica.l Sciences
Laboratory of the U.W.-Madison (PSL). Each TDC is a single width FASTBUS

board with 8 units of 12 inputs each and can record 96 input wires. The features

of this TDC are:

e It is linear so the integer recorded for each pulse is proportional to the

elapsed time for some arbitrary early common initial instant.

e [t runs continuously and records hits for later readout after a very slow

trigger. This permits “slow triggers”, for example, slow moving particles.

e It has a resolution of 1 ns.

e It has the ability to record multiple hits on individual wires. A total of 16

pulses can be recorded from each group of 12 inputs.

e It is read out to computers via a FASTBUS system and has a readout

speed matching that of FASTBUS.

e [t cannot measure signals from wires which are very busy. The difference
between two input hits in one of the 8 TDC units must be greater than

~ 13 nsec.

o It cannot handle all types of pulses.The standard input pulse expected is

20 to 50 ns long.
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The PSL TDCs are completely digital using counters and RAMs with a clock

frequency of 100 MHz. The time for each event hit is derived from two compo-

nents:

e A binary counter of 12 bits which rolls over each 40.96 us and which is

incremented each 10 ns.

e A vernier which consists of a 15 ns delay line with 16 taps and a 16 input

RAM which can be written to each 10 ns.

2.3.5 Magnet

The momentum of a particle in the ET35 spectrometer was found from its mea-
sured curvature through the E735 magnet. The magnet has a dipole configura-
tion at x=75 cm (center of the magnet) in the C0O coordinate system as shown
by the top and side views in Figures 2.2 and 2.4, respectively. The measured
B,(z,z) (y-component of field B as function of x-axis and z-axis) at y=15 is
displayed in Figure 2.26. The strength of the magnet in the z — z plane at the
middle of the magnet is fairly uniform (3.8 KG) and provides a 50 MeV/c effec-
tive momentum kick to charged particles ([ B.l =50 MeV /c). The magnetic
field was measured using the ZIPTRACK [57] and Hall probe measuring devices
at Fermilab. The components of the magnetic field (B, B,, B,) were calculated

by linear interpolation between adjacent measured grid points of the field map.
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2.3.86 Straw Drift Chambers

The straw chamber [58] was a 14 plane drift chamber located behind the post-
magnet chamber 100 cm away from the beam pipe as shown in Figure 2.2. It
was a part of the spectrometer used to measure the final direction of a track.

There were seven straw drift chamber boxes with different sizes ranging from
75 cm high x 220 cm long to 110 cm x 340 cm. Each straw drift chamber box
had 2 planes of staggered wires. Each plane contained 60 to 90 tubes with sense
wires. Four of the seven straw boxes had wires vertical to the z — z plane and the
remaining three boxes had wires slanted at 4° with respect to the vertical axis
for stereo reconstruction. Boxes with vertically oriented tubes were alternated
with boxes with slanted tubes.

The main features of the straw chamber are:

e Modularity: if a sense wire breaks, it is easy to isolate a straw tube and

remove it.
e Crosstalk: because of the electrical isolation, crosstalk is less of a problem.

e The electric field and potential maps are uncomplicated. Tthere is no need

to do any slope correction in the time to distance conversion.

e However the straw drift chamber is massive, creating multiple scattering

and interactions.

Each straw tube was constructed of a 5 cm diameter aluminized Mylar cylin-

der. In detail, the wall of the tube includes 0.018 mm of aluminum, 0.075 mm
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paper, and 0.075 mm of Mylar. Aluminum plates on the top and bottom of the
chamber hold the tubes in place. In the center of each tube is a 50 um gold
plated copper-beryllium wire at a tension of 0.25 Kg. The tubes were filled with
a 90% Argon 10% Methane gas mixture. The wall of the straw tube was at zero
volts and the centered sense wire was at +200 volts. The output of each sense
wire was connected to an amplifier-discriminator mounted on the top of each
straw drift chamber box. The signal was read by LeCroy single hit 4299 TDCs.

The resolution of the chamber during the 1988-1989 run period was measured
by studying the residual of the fitted tracks. It was found to be 500 um. The
measured chamber efficiency was studied per straw chamber plane for the straw
drift chamber. The measured straw plane efficiency is defined the same way as it
is defined for the pre and post-magnet chambers in Section 2.3.4 by using tracks
reconstructed in the magnet-off mode. Figure 2.27 shows the measured chamber
efficiency for the first two normal (tubes are vertical to the z — z plane) and two

titled planes as a function of the track angle 8 defined as:
= tan™'(p,/p.). (2.12)

There seems to be an inefficiency at small angles due to the geometric topology

of the tubes.

2.3.7 TOF System

Here the four arrays that make up the Time of Flight (TOF) counters will be
reviewed. The TOF system includes the two trigger counters TOF, and TOF;

and the TOF;, TOF; counters [59]. Two of these are in the TEV tunnel upstream
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and downstream of the interaction point ('O F,, T O F} trigger counters) as shown
in Figure 2.2, and two are part of the magnetic spectrometer (TOF; and TOF,
counters). The TOF; was set at ¢ =1.96 m and TOF, was put at z = 4.0 m
away from the beam pipe as shown in Figure 2.2.

The purpose of the TOF; and TOF}, system is to provide pion, kaon, and
proton identification and to separate pion, kaon, and proton up to momenta
of about 3 GeV/c. There were seven TOF, and 32 TOF; counters. Each of
the seven TOF, counters was placed horizontally, forming a vertical wall in the
z — y plane. Each of these counters was 3 m long, 10 cm high, and 5 cm thick.
Each of the 32 TOF;, counters was 1.5 m long, 15 cm wide, and 5 cm thick,
placed vertically in the £ — z plane. The purpose of the TOF,, TOF; system
was to provide the interaction time and provide a second piece of information
on the vertex of the interaction (the first vertex information was given by the
z-chamber). There were 15 TOF, and 15 TOFj trigger counters. Each bunch
of protons or antiprotons in the TEV had a longitudinal spread of about 40
cm, which introduced an uncertainty of 2 ns in the timing of the beam-beam
interaction. Hence Beam pickups could not be used to determine the time of the
interaction. The TOF, was located about 2 m downstream of CO with respect
to the proton bunch, while the TOF}; was located 2 m upstream. These counters
were used to measure the flight times of particles with highest momenta.

The layout of the TOF, and TOF; trigger counters is shown in Figure 2.28.
The thickness of each trigger counter was 2.5 cm. They covered a region of

3 < |n| < 4.5. To obtain good time resolution, at least one minimum ionizing hit
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was needed in each of the TOF, and TOF; trigger counters. The segmentation
of TOF,, TOF} trigger counters was determined by Monte Carlo studies [59].

The scintillator for all counters was Bicron BC-408 with a measured attenua-
tion length A = 210 cm (next section). The counters were wrapped with opaque
anti-static material. Plastic light fibers were mounted on each counter in order
to monitor and calibrate the system during the collider run. The light guides
for TOF,, TOF; trigger counters were made out of Bicron nonscintillating PVT
plastic to withstand high doses of radiation. The TOF;, TOF, counters were
made out of UVT lucite as these were placed further away from the beam pipe.
The photomuitiplier tubes (PMT’s) were Amperex XP-2020. The PMTs were
used at each end of each scintillator counter. The PMT’s were shielded from
magnetic fields with y-metal and soft iron shields. The anode at each end of the
TOF, and TOF, counters was fed to various types of TDC’s (Time to Digital
Converter’s) in order to measure the hit time and the signals received from two
different dynodes (DY-9 and DY-12) were fed to ADC’s (Analog to Digital Con-
verter’s) in order to measure the charge as shown schematically in Figures 2.29
and 2.30 .

The interaction time and the event vertex were defined through the following

relations:

to = (5 + tp)/2 — d/2c, (2.13)

and

2o = elly—1,)/2, (2.14)

where d is the separation between TOF; and TOF, counters, t5 and ¢, are the
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time walk [59] corrected values from the TOF; and TOF, counters.
The time of flight for TOF, and TOF; are given by: |

t1 = tror — to, (2.15)

and
ta = tror2 — to, (2.16)
where ty is the interaction time (Equation 2.13) and tror1, tror2 are the TOF,

and TOF; times, respectively.

By using the time difference at the two ends of the TOF, or TOF; the z

coordinate of a hit can be determined:
z = (tl - i,)v,;;/Z + Zof faety (217)

where ¢, is the left TDC time for a counter, ¢, is the right one, v.s is the effective
velocity of light in a counter, and z,44,e is the calculated time offset for the TOFy
or TOF, counters. This time offset was determined by comparing the calculated
time of flight of pions using the tracked momentum and the flight path from
the time determined by the counter. The experimental time resolution of TOF;
and TOF, was calculated by determining the mass width of the pion, kaon and

proton as a function of momentum (Section 4.6).

Attenuation Length A\ of TOF,

The attenuation length of the TOF| counters, by using minimum ionizing par-
ticles (MIP) hitting the TOF} counters, was determined. Namely the MIP was

determined as a particle which obeyed the following cuts:
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e Momentum of the particle was 0.3 < p < 0.5 GeV/c.

Mass of the particle, determined by TOF, was 0.10 < M < 0.17. (The

previous two conditions define a MIP particle.)

Xiap < 8.

-

the beam intercept of the particle at the beam line was within 5 cm of the

z-chamber vertex.

Figure 2.31 shows the z dependence of the light (I) deposited by the MIP particle,

where I is given theoretically by:
Iy = I{z)e~*/*P,/ P, (2.18)

where I is the total released light when a charged particle crosses the scintillator,
P./P is the x direction cosine of the particle, z is the hit position of the track
given by the tracking program, and ) is the attenuation length of the counter.
By fitting the z dependence of I(z)P,/P the attenuation length, A = 212 + 30
cm was calculated, (for counter number 5 in TOF; system) which is close to the

attenuation length (A = 210 cm) value given in the spec sheet of Bicron BC-48.

2.3.8 Endcap Chamber

The endcap chamber is a delay line drift chamber. A delay line drift chamber
measures the transit time of signals induced in a delay line that runs parallel to
the sense wire. The difference in arrival times of signals at the two delay line

ends yields the radial coordinate of the hit p (the dimension parallel to the delay
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line). The sum of the times yields the usual drift coordinate d. Delay line drift
chambers have been used before in an actual experiment [60].

There were two endcap delay line drift chambers deployed upstream and
downstream of the interaction point. They measured the charged particle mul-
tiplicity in the region 1.5 < [7| < 3.25, as shown in Figures 2.2 and 2.32. An
endcap chamber has 32 pie-shaped segments, each divided by a delay line into
ha.lf-segmentg Figure 2.33 shows the top view of an endcap segment. As shown

in the figure, the main components of an endcap segment were:

e four delay lines running radially from the beam pipe defining 4 chamber

cells.

e eight 1 mil tungsten gold-plated ambiguity sense wires, 2 mm in front of

each side of the delay line.
e four 1 mil gold plated tungsten regular sense wires.
e eleven 5 mil aluminum gold-plated field wires.
e two 5 mil copper-Kapton field planes parallel to the delay lines, and
e two 5 mil copper-Kapton field-planes normal to the delay lines.

The delay lines were held in tension by a mechanical construction using a spring.
The tension on the delay line was adjusted to 250 g. The delay line consisted of a
copper pattern etched on each side of a 4 mil thick Mylar strip 1.05 cm wide and
41.5 cm long. The computer generated pattern was a square wave displaced by a

half wavelength on opposite sides. Conductor width and spacing were each 250
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pm. The impedance of the delay line was about 120 (2. Inverse signal velocity of
the delay was 1.67 ns/cm. Because the signal was taken direcfly from both sides
of the delay lines, it was convenient to keep these lines at ground potential. The
ambiguity wires were held at 41350 volts through a 1 MQ resistor by-passed
to ground by a 0.001 pF capacitor, and the regular sense and field wires were
held at 0 volts. The tension on the ambiguity-sense and regular-sense wires was
60 g, while the tension on the field wires was 120 g. The voitage on the copper
Kapton windows was varied across the cell by using a resistor voltage divider
held at -5000 volts at the top line of the voltage divider. It was ordered to
produce a uniform electric field from the edges of the drift cell to the sense wire.
The endcap chambers were filled with an 85% Ar-15% CO, gas mixture. The
potential and drift fields were studied using GARFIELD [55] (the drift chamber
simulation program). Figure 2.34 shows the equipotential lines of a drift cell
including a delay line, the two ambiguity-wires, two regular-sense wires to the
left and right of the delay line and four field wires. Figure 2.35 shows the drift
lines to the ambiguity and regular sense wires. The equipotentials are separated
by 244 volts plotted from -4800 to 1300 volts. The indicated isochrones are
separated by 100 ns and omitted for £ > 1 us.

An electron avalanche on an ambiguity sense wire is recorded independently
(by a separate PSL TDC) and the signal it induces on the delay line is recorded by
2 other PSL TDC’s at its top and bottom. The delay line amplifier, Figure 2.36,
uses standard ECL logic with symmetric DC feedback. Matching the delay

line impedance (120 §2) is accomplished by the use of a pair of grounded base
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transistors at the input. Four amplifier channels were built per card. The ECL
discriminator, Figure 2.37, was designed to fire on either a positive or negative
pulse. Pulses from one side of the delay line are positive and from the other
are negative. The delay line signal recorded by the TDC’s, for either the top or

bottom end of the delay line, consists of three components:

e The drift time of the produced ionization electrons, t4., produced from the

passing charged particle through the endcap drift cell.

e The pulse induced on the delay line which requires a transit time, #., to

reach the end (top or bottom) of a delay line.
e Tle time that the signal needs to travel from the amplifier to the TDC.

The radial coordinate, p, from tle induced delay line signal is given by:
0=ty — 15)/2, (2.19)

where v; is the signal velocity in the delay line and t,, and t, are the TDC times
relative to the interaction time recorded at the top and bottom of the delay line,
respectively. The coordinate p is measured from the center of the delay line.

The drift coordinate d is given by:
d=dwﬁ:(to ——t,/2—(tt +tb)/2)vg, (2.20)

where #; is the total transit time for a signal along the delay line, v, is the gas drift
velocity, to is the earliest time a signal can arrive at either end of the delay line,

and d,, is the coordinate relative to the delay line of the sense wire responsible
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for inducing the signal in the delay line. This d coordinate can have left-right
ambiguity, but this can be resolved by using the signal of the ambiguity-sense
wires next to the delay line.

Figure 2.38 shows an endcap event resulting from a pp collision. A top and

side view of the same track are plotted in the figure.

Cosmic Ray Tests

The trigger counters for the cosmic ray tests consisted of two scintillators S1 and
S2 covering the two sides of an endcap chamber segment. The wires and the
delay lines of the endcap chamber were horizontal during the cosmic ray tests.
The ambiguity-sense wire amplifiers and discriminators were the same as those
used for the Tevatron running. The signals from delay lines and sense wires were
read with the PSL TDC’s.

The plateau of the endcap chamber was measured with cosmic ray tracks
having an S1- 52 coincidence. The plateau of the delay lines was studied as a
function of the ambiguity-sense wire voltage. The voltage divider was held at
-5000 volts. The plateau begins at a voltage of about 1300 volts and the chamber
begins to break down above 1400 volts. However, as the operating point, 1350
volts for the sense wire high voltage was chosen.

A sample of 1,000 triggers was recorded at an ambiguity sense-wire high
voltage of 1350 volits.

A triple coincidence (top + bottom + sensewire) in a half-segment thus over-

determines the space coordinates for a hit. Signals from the 4 possible ambiguity-
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sense wires in a segment are used to determine which side of the delay line the
top and the bottom signals refer to. These 4 points, proba.bly belonging to a
track, were fitted using a straight line with p as a function of z, where p is the
radius of a hit on the delay line from the beam line and z is the coordinate of
the hit along the z-axis. Plotting the track with the best x* (because sometimes
more than one hit on the delay line was recorded) shown in Figure 2.39, the
straight line fit of the obtained spatial resolution for p was 0.44 £+ 0.04 cm. This
is close to the theoretical limit of 0.42 cm imposed by the TDC least count. The

fit in the above figure is the x? distribution for 2 degrees of freedom
dn/dy? = de X' 1%}, (2.21)

where A is a normalization factor, and o, is the delay line resolution. Four data
points with a two parameter function (straight line) was fitted. The limit in the p
spatial resolution is defined by the resolution of the PSL TDC'’s. In principle the
PSL multihit TDC’s have a resolution of 1 ns which yields a theoretical spatial
resolution for the delay lines of o, = 0.42 cm.

An attempt was also made to determine the spatial resolution of the delay
lines, o,, and ambiguity-sense wires, oy, using the 1988-1989 Tevatron data [61]
for hodoscope charged multiplicity, n., < 60. The obtained spatial resolution

was o4 = 0.065 cm for sense wires and ¢, = 0.6 cm for the delay lines.
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Figure 2.1: Fermilab accelerator layout. The C0 experimental hall is also shown.
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Figure 2.3: Cross section of the E735 detector at CO showing the position of the
vertex chamber and magnet chambers. Each magnet chamber contained four
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Figure 2.4: CO coordinate system.
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Figure 2.5: The dimensions of the drift cells showing an example of the tower
structure produced by track hits. The middle drift plane is displaced by half a
drift cell width with respect to the outer two planes. (“x”=sense wires, “o” =field

wires, solid lines = cathode planes.) s=1.1 cm. L=0.55 cm.
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Figure 2.6: Equipotential and electric field map with the field wires and cathode
planes at ground potential and the sense wires at a high voltage of U=+1900
voits. The equipotentials are separated by 50 volts and omitted above 750 volts.
The sense wire is at z=0, x=0. The two field wires are at z = 0,z = £0.55 cm
from the sense wire. The cathode planes are parallel to the x-axis at z = +0.55.
The isochrones are obtained by using the gas mixture of Ar(85%)-C02(15%).

The indicated isochrones are separated by 20 nsec and omitted for ¢ > 300 nsec.
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show the aperture of the adjoining type 2 frame.
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Chapter 3

Data Acquisition and Triggers

In this chapter the flow of the data from the various parts of the E735 detector
will be discussed, and the different kinds of trigger logic schemes constructed in
order to enhance the various physics objectives will be described.

During the 1988-1989 collider period 15x10° events were recorded on tape
at center of mass energies of Vs = 0.3, 0.54, 1.0, and 1.8 TeV. The maximum

2 —3

luminosity of the accelerator at CO was 1x10?® cm™%sec™! and the integrated

luminosity 62] was 20 nb~".

3.1 Data Acquisition

If any of the various trigger requirements (will be discussed in next section) set
by the physics goals were met, data collection from all E735 detector components
began.

For online data taking and monitoring, two computers, a PDP 11/45 and a

PDP 11/50, were used. The data were then transferred to a VAX 750 and from

there to tape.

Data from the z-chamber, pre-magnet, post-magnet, and endcap chambers
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were read through FASTBUS by the PDP-11/50 computer. The rest of the E735
detector components were read through CAMAC by the PDP-11/45 computer.
The above processes were done simultaneously. When the PDP-11 readout was
completed, the data were read out over a DR11-W communication line to the
VAX 750, which was dedicated to data acquisition. Once the two parts (PDP-
11/45 and PDP-11/50) of an event were recorded in the memory on the VAX
750, merging was achieved by comparing the event time clocks of these two
event parts. Diagnostic routines provided information during a run to help spot
hardware failures and various other problems. All triggered events were written
to magnetic tape for later offline analysis.

Each tape contained one run with about 10,000 events. The recorded time
of a typical “spectrometer trigger” tape (see next section) was 20-30 min. Qur
detector was inactive 20% of the time due to gating out the first 0.5 second of the
2.4 second main ring cycle. High voltage supplies for the chambers, trigger, and
multiplicity hodoscopes were lowered for this period in order to avoid damage

from high doses of radiation associated with the Main Ring proton injection.

3.2 Triggers

The trigger scheme was designed by taking into account the physics to be studied
as well as the individual detector components. A bunch crossing occurred every
3.5 us. This long time interval between the bunch crossings can be used for the
trigger logic. In principle, new information becomes available for each bunch

crossing and hardware logic must determine whether the event is to be accepted
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or rejected. If the event is rejected all the logic elements are reset to prepare for
the next bunch crossing.

In order for an event to get recorded onto tape, it had to satisfy a type of
trigger based on the trigger hodoscope ('O F,, TOFj;) or the TOF; counters, or
the pre and post-magnet chambers. A review of the different types of triggers

will be given in the following sections.

3.2.1 TO0 Trigger

The T0 trigger, the most basic trigger used in the E735 experiment, was used
to study unbiased interactions between protons and antiprotons. This trigger
occurred whenever a main proton bunch and a main antiproton bunch crossed
the CO interaction region. The signal produced by this beam crossing (refered to
as T0) was provided by the Tevatron Beam Synchronous clock (TBS). This TO
signal generated the appropriate TDC start, ADC gates, FC (fast clear) signals,

etc. for all detector components.

3.2.2 PT Trigger

The trigger hodoscopes (TTOF,, TOFj;) were responsible for this trigger. An
event was recorded as a PT trigger if hits were detected in both trigger ho-

doscopes were in coincidence with the beam crossing signal 70 under the appli-

cation of the following vetos:

e The ETV (Early Time Veto) removes events in which the TOF, or TOF;

trigger hodoscope had a counter hit before the bunch crossing T0. This
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veto excludes background events that occurred before the proper trigger
hodoscope time by the main bunch interacting either with gas particles
inside the beam pipe or with beam satellites (£20 nsec either side of the

main bunch).

e The SBG (Satellite Beam Gas) veto removes events in which TOF, was hit
14 ns before the TOF; trigger hodoscope. (The time-of-flight difference of
TOF, and TOF; was 14 ns.). This veto excludes events resulting from the

trailing satellite part of the beam interacting before reaching the trigger

array.

These events constitute our “minimum-bias” sample. In order to avoid beam-gas
interactions (between the proton beam and a molecule inside the beam pipe or the
wall of the the beam pipe) in low luminosity events. the number of TO F} hits had
to be greater than 1 (TOF}; > 1). This trigger was called a standard trigger (ST).
High multiplicity events were enhanced with an online trigger processor which
scaled events in different multiplicity regions. Some data were taken with the
magnet turned off in order to study off-line chamber calibration, resolution, etc.
Furthermore, some data were collected with the magnet in its opposite polarity in

order to study possible acceptance asymmetry for positive and negative particles.

3.2.3 TOF; Trigger

In order to insure one or more tracks in the spectrometer, a TOF] trigger was
imposed. This required at least one hit in the seven TOF] scintillator counters.

The TOF; trigger was used together with the PT trigger. Many times a hit in
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the TOF, counter was not due to a real track in the spectrometer, but rather
was due to the electronic noise in the TOF) system. In order to enhance the
number of events with one or more tracks in the spectrometer, a trigger based
in the pre- and post-magnet chambers was built, called a spectrometer trigger.

It will be described in the next section.

3.2.4 Spectrometer Trigger

The spectrometer trigger formed on from charged tracks traversing the drift
chambers. The only components used for this trigger were the pre- and post-
magnet chambers. The purpose of this trigger was to take a large percentage
of events with one or more tracks in the spectrometer arm in order to increase
the statistics of the two-track events for Bose-Einstein correlation or resonance
studies, like A’s, K%’s, etc.

The enhancement of the multiple track events in the spectrometer was ob-
tained by requiring that at least three out of a possible four planes in each magnet
chamber record one or more hits. This was the one-track spectrometer trigger.
The spectrometer trigger idea is shown schematically in Figure 3.1.

A two-track spectrometer trigger was implemented by requiring two tracks
in both the pre- and post-magnet chambers. A track in either the pre- or post-
magnet chamber consisted in hits three of the four planes of the magnet chamber.
Figure 3.2 shows the logic of the two-track spectrometer trigger. The two-track
trigger was not used because it added too many events with background clutter.

The spectrometer trigger consists of the following:
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o The Pre- and Post-magnet chambers (Section 2.3.4).

e The Current Summing Unit per chamber plane which sums up all con-

tributions from the sense wires of a magnet chamber plane (Figures 3.3

and 3.4).

o The Gating Unit which enables the Current Summing Unit (Figures 3.3

and 3.5).

e The Discriminator Spectrometer Unit which discriminates the total current
from the Current Summing Unit, thus providing information about the

number of hits per plane. as shown in Figures 3.3 and 3.6.

3.2.5 dE/dx Trigger

The purpose of the ionization density trigger, or dE/dx trigger was to generate
a signal which was proportional to the ionization density dE/dx produced from
a single charged track which passed through one of the seven TOF; scintillator
counters. The goal was to search for heavy ionization particles produced at the
interaction point: ie. tritium (¢), a, Hellum (He®), Helium (He*), etc. since
these particles have a relatively high dE/dx. For example, fast a particles have
a dE/dz = 4 X minimum, where minimum is the ionization density of a MIP
charged particle (minimum ionization energy for a particle of charge le).

A signal was generated which was proportional to the ionization density
dE/dx, seen for single charged tracks which pass through the scintillators. A

trigger was generated when any of the seven scintillator signals exceeded a com-
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mon threshold (dE/dz = threshold), where the threshold was set at about five

times minimum. The attributes of the trigger were:
¢ The seven circuits (for each TOF) counter) were identical.

¢ A common QR at the end gave a NIM level trigger if any of the seven

circuits indicated dE/dz > threshold.

¢ A produced particle passed through a scintillator at an angle which varied
from about -20 degrees to 55 degrees relative to the normal of the scintilla-
tor plates and thus, cos @ correction was formed ranging from 1.0 to 0.57.
The light was also attenuated exponentially as it traveled each direction in
the scintillator by as much as a factor of e(= 2.72) over the 3 m length of

the TOF]_.

e Each of the seven scintillators produced two signals (one from each end)
called P, (upstream side of the counter) and P; (downstream side of the
counter). Using these signals, the necessary cos# and exponential correc-
tions were calculated in order to produce the best estimate of the actual

ionization density, dE/dz, of the passing charged particle.

e The decision to determine whether dE/dz > Threshold was carried out

with about 10% accuracy for a threshold of five times minimum to clearly

separate 4.0x, 5.0, 6.0x minimum.

¢ The trigger was produced within 300 ns of pulse arrival.
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The ionization density was derived using the upstream P, and downstream

P, signals of a TOF; counter. Suppose a charged particle crosses a TOF; counter

(with attenuation length X at distance z;) at a position z and with angle § with

respect to the x-axis (see Figure 3.7). The light produced by the charged particle
1s:

Iz(%)/cosf?. (3.1)

The two signals P, and P, are given by:
dE

P, = G Je A = G e~/ (== / cos 4, (3.2)
dz)
and
{ dE
Py = Gule™tm=9/A = Gde_(m-’)/x(g)/ cos 8, (3:3)

respectively, where [ + m is the total length of a TOF; counter G, and G4 are

the gains of the upstream and downstream analog electronics systems, which are

defined by the following equations:

Gy = co8 By, (3.4)

and

G4 = cos 8y, (3.5)
where the 6, and 6; are the upstream and downstream angles, as shown in
Figure 3.7. It was assumed that each pulse height was measured in units of the
pulse height seen by the MIP particle passing at the expected angle next to the
photocathode. By dividing P, by P; the z position and cos# correction factor

can be derived. Namely:

PGy
P,G,

z=(m—1—\ln( ))/2, (3.6)
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and the cosé correction term is given by:

cos = z,/\/z} + 22. (3.7)

By multiplying P, by P; the ionization density is:

dE/dz = \/P,P;cos? felt+m)iX |G, G, (3.8)

Equation 3.8 gives an estimate of the produced ionization density as a function
of the measured upstream, P,, and downstream, Py, signals.

The dE/dx trigger consists of:
o Seven TOF) scintillator counters. (Section 2.3.7.)
o Fourteen PMT’s (photomultipliers). (Section 2.3.7.)

e Two NIM analog modules with 14 stretching or integrating modules. One

integrator circuit is shown in Figure 3.8.

e Four NIM trigger modules with eight trigger circuits (used only seven cir-
cuits of the trigger modules) and a “control module”. These trigger circuits

were built by the U.W.-Madison PSL [63].

The P,, P; signals were passed to integrating modules in order to stretch
the signal over a range of 0 to +2 Volts. This stretched signal was accepted
by trigger modules via an internal series 50 () resistor and a parallel 40 pF
capacitor to smooth any high frequency noise picked up on the cables between
the integrator and the trigger module. Input signals above 2 volts were treated

as 2 volts. Two 8 bit flash ADCs (ADC, and ADCj inside the trigger module)
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measured the stretched P, and P; signals. After the flash ADCs, two subtractors
obtained the difference between the flash ADC outputs before and after the pulse.
They expressed the differences as 7 bit integers. The calculation of Equation 3.8
was done for all permutations of the above subtractor outputs and the results
were stored in a ROM which gave a 7 bit output value which was proportional

to dE/dz. An 8 bit comparison compared the ROM output with an 8 bit preset

threshold.

-
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Figures for Chapter 3
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Figure 3.1: Spectrometer one-track trigger logic.
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ouput trigger
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Figure 3.2: Spectrometer two-track trigger logic.
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Figure 3.5: Gating unit for the spectrometer trigger.
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Figure 3.6: Discriminator spectrometer trigger.
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Figure 3.7: Description of variables used in the dE/dz trigger.
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Figure 3.8: Integrator circuit used in the dE/dz trigger.



Chapter 4

Event Reconstruction

The raw data were written on data tapes, and a reconstruction program processed
these data in order to create the data summary event record or the so-called DST
tapes. Because of the large number of events, the processed event information
is heavily compressed to yield the smallest event record while still retaining
all relevant event information that might be needed in later event analysis and
selection.

Several other record types were produced from the DST record. For example,
a DSL record duplicates the most relevant information carried on the DST record
in a much smaller record size. The DSL record only carried the parameters
of the reconstructed charged tracks, the event vertex, event number, charged
multiplicity, and particle mass calculated from the TOF;, and TOF, devices.
The size of the DSL record is approximately one-tenth of the corresponding
DST record. From the DSL a DSLDBL record was written including only
events with more than one track in order to study the HBT phenomenon and
resonance search.

Before a reconstruction of the data was performed, detector calibration was

performed including pedestal subtraction for the hodoscope ADC’s and TDC’s
121



122

and the time to distance conversion for each drift chamber hit. The reconstruc-
tion of an event includes the calculation of the initial momentum (at the beam
line), final momentum (at the final point of the track), initial point (at x=0 cm),
final point, x? per degree of freedom, momentum error of the fit, etc., of each
track. The vertex of an event was calculated using the z-chamber. The mass
of each particle and the vertex of an event were calculated with the use of the
time-of-flight system (TOF,, TOF;,TOF,,TOF}). The multiplicity of an event

was calculated using the multiplicity hodoscope.

In summary, the event reconstruction procedure was divided into several

steps:
e The transformation and decoding of the raw data.
e Tle calibration of various parts of the detector.
e The event vertex calculation using the z-chamber.

e The pattern recognition algorithm that reconstructs the particle trajecto-

ries.

e The packing of the resulting information into a DST data record that is

stored for subsequent analysis.

In this chapter the track reconstruction will be described via the different
components of the E735 detector. The vertex finding algorithm used in this
reconstruction method will be described. Off-line data selection criteria used in

this analysis will be given in order to remove background events and tracks. In
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addition, three different ways of calculating the experimental momentum error

of a track will be discussed.

4.1 Event Vertex

Because of its proximity to the beam line and its relatively long z dimension, the
vertex cha.mbex; or z-chamber almost always contained hits from several tracks
per recorded event. Through a succession of steps the chamber was initially used
to obtain an approximate vertex derived from global hit information without
explicit tracking. Ultimately a constrained vertex was calculated using a sample
of the best quality track fits. Two different methods (both based on one Global
idea) allowed one to construct distribution functions for the determination of the

vertex position without the previous reconstruction of all trajectories.

4.1.1 Global Method 4

As a first step, a z coordinate along the beam line, z,, was estimated for a vertex
using the vertex chamber hits in a global method without benefit of tracking.
The method is a variation of one suggested by Yatsunenko [64|. Namely, one
defines a distribution function G(z) which is derived by first dividing the vertex
range (—100 < Z < +100 cm) into 1 cm bins. Beginning from one end of the
vertex range, a track is formed between a z-bin and a hit in the outermost layer
of the z-chamber. The residuals between the track and all hits in the other two
latyers are found (including both left-right possibilities for every hit). Similarly,

the residuals are found for all other tracks between the z-bin and the remaining
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of the hits in the outermost layers. The negative of the sum of the squares of
these residuals is entered into an exponential whose value is assigned to that
z-bin. This process is repeated for all other z-bins. Mathematically one defines

zg as the z-coordinate which maximizes the summation over all hits in the vertex

chamber:
G(Z) = Z gk,l,m,n’ (4.1)
k,{m,n
where
Grtmn = exp(—[(z — zer3)(Ts — Zn)/T3 + Zeks — Zimn)?/20%). (4.2)

The quantity o defines the sharpness with which one expects to resolve hits.
In our case a value of 0 = 0.5 cm, about a half cell width, gave satisfactory
results. The subscript m (m = 1,...Mmqez(n)) is the number of a hit sense wire
in plane n (n = 1,2,3), and ¢ denotes each of the two ambiguities used. The
coordinate of plane n is z, cm from the beam line at £ = 0. The index k steps
through the hits of plane three only (Figure 4.1).

The global algorithm typically locates z, to within +1.2 cm (rms) relative to
the vertex along the beam axis as found by the whole spectrometer ( Figure 4.2).
Two maxima in G(z) having the same magnitude within 10% constitute good

evidence for the presence of a second vertex in the event (Figure 4.3).

4.1.2 Global Method B

In this second global method, the hit position was used to reconstruct the event
vertex. For any pair of hits (both hits in different z-chamber planes), the in-

tercept of the line that connects these two z-chamber hits with the beam line is
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reconstructed (Figure 4.4). This intercept, z,, is given by:
z, = (zi(n)z;(m) — z;(m)zi(n))/(z;(m) — zi(n)), (4.3)

where (z;(n),zi(n)), (z;(m),z;(m)) are the coordinates of hit n, in plane i, and
hit m in plane j, respectively. This also takes into account the z-chamber resolu-
tion for these two hits. Thus, a smearing (AB) of the intercept z, can be defined

as shown in the above figure.

(AB) = 20(z;(m) + zi(n))/|z;(m) — z:i(n)], (4.4)

where o is the z-chamber hit resolution. A Lorentzian function L;;(n,m) is

constructed for these two z-chamber hits:
Lij(n,m) =1/((z — 2,)* + ((4B)/2)?), (4.5)

where 2, and (AB) are defined as above. This procedure was repeated for each
pair of hits which were in different planes of the z-chamber. By summing all
contributions, L; j(n,m), for all possible pairs of hits, a global function G(z)
which is the probability of the vertex point is defined :

3 N N

J

6(x) = L5 Lig(nym), (4.6)

1

where V; and N; are the number of hits in the z-chamber plane (: = 1,..,3),
(7 =1,..,3), respectively. The maximum of the global function G(z) defines the
vertex of an event z,. Figures 4.5, 4.6, and 4.7 show the reconstruction of the
event vertex (using z-chamber points, via method B, as described in the text)

for three high charged track multiplicity events.
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The determination of the vertex point, z,, on the beam line was studied
using Monte Carlo methods. In this Monte Carlo simulation, a number of pion
tracks are generated uniformly in azimuth and rapidity range following a Poisson
distribution, with mean particle multiplicity three and originating at a common
vertex point, zgen. Each particle is followed through the z-chamber to simulate
z-chamber hits. The vertex z,.. is reconstructed from the simulated z-chamber
hits (assigning ambiguity hits too) using global method B. Figure 4.8 shows
the zgen — zre. distribution for a radial hit resolution of ¢, = 0 cm. It seems
this method reconstructs the vertex point, z,, very well. Figure 4.9 shows the
Zgen — Zrec fOr a radial hit resolution of o, = 500 pum. From this Monte Carlo
study, one could conclude that the vertex z, or z... can be located to within +0.6
cm (rms) relative to the generated vertex point.

A final vertex coordinate, z4, was determined for an event by using all of
the selected track candidates (which will be described later in Section 4.2) in
a constrained fit to a common origin along the beam axis. The following x?
function was minimized to find a new set of track slopes, B;, and a common

intercept, z4, at the beam line.

X>= 2 D (zj — 24 — Bjzy;)?, (4.7)

1=1,3 5=1,N

where IV is the total number of selected tracks used. The coordinates z;;, z;;
belonged to the ambiguity-resolved hit of the j-th track in the ¢-th plane. Namely,

the minimization of the x? function was carried out with respect to the z4 and

B; parameters:

8x*/0z4 = 0, (4.8)
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0x*/6B; = 0 Yj=1,..,N, (4.9)
or
3Nz4 + ZBJ'CC,']' = Zz;_,-, (4.10)
%] %]
3 3 3
24 Z Tik T Bk Z a:,?k = Z Zik Tk, (4.11)
i=1 =1 =1

where £ = 1,...,.N and NV is the total number of z-chamber reconstructed tracks.
By solving the above NV + 1 system of equations, the z4 and B; parameters were

calculated.

4.2 Track Reconstruction

Due to the geometry of a z-chamber cell and the resulting isochrone configuration
(Figure 2.6), a hit produces a drift circle around a sense wire. Tracks in the z-
chamber are located by forming 0.5 cm wide roads using paired combinations of
hits in planes one and three. Since the magnetic field is low at the z-chamber,
only straight tracks were considered. Four possible roads were formed from the
tangents to the drift circles in the first and third planes, as shown in Figure 4.10.
These roads were used to select the best hit ambiguity in plane two in order to
form a three-point track candidate. The selection of a track candidate was based
on the y? of the fit and on the distance of closest approach to z, obtained above
with the global vertex calculation. The same tracking idea was applied in the
reconstruction of straw chamber tracks.

For each wire hit in the pre-magnet chamber, a left and right ambiguity hit is

considered. Tracks in the pre-magnet chamber were located by forming four 0.5
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cm wide roads using paired combinations of hits in two of the four planes and by
using the left right ambiguity hits. The first pair hit combination tried was from
plane one and four. In case, plane one or four was inefficient, the rest of the pair
combinations were considered out of the four planes. These roads were used to
select the best hit ambiguity in the remaining planes in order to form a three or
four-point track candidate. The selection of a track candidate was based on the
x? of the fit and on the distance of closest approach. Only straight tracks were
formed. The same tracking idea was tried in the post-magnet chamber as well.
When track reconstruction is complete three classes of tracks, based on the

number of track segments involved for each track, were created. These three

classes are:

RCT1. These tracks are the ones which traverse all chambers in the spectrom-
eter arm. They are formed from track segments found in the straw, pre-

magnet. post-magnet, and z-chamber.

RCT2. These are tracks which formed track segments in the pre-magnet, post-
magnet. and z-chambers and used hits in the first three straw chamber
boxes (six first straw chamber planes). These tracks arise either from par-
ticles which do not traverse the entire spectrometer arm due to low energy
or from inefficiencies in the straw chamber as studied, in the following

paragraph.

RCT3. RCT3 tracks are formed from unused straw chamber track segments

and any hits found near a physical trajectory which aligns with the track
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segment in the straw chambers and also passes through the event vertex

found using the z-chamber.

The RCT2 tracks, as mentioned above are the ones which arise either from
straw chamber inefficiencies or from missing track segments within the entire
track. Figure 4.11 shows the z-coordinate distribution at TOF; for extrapolated
tracks in the spectrometer. Within the distribution of tracks obtained from the
tracking algorithm, RCT1 and RCT3 show large gaps at around z = +30 cm
and z = -40 cm. The fact that the RCT2 tracking algorithm shows a surfeit of
tracks in the same region implies that the straw chamber planes were suffering
some losses in this region (as shown in the middle plot of Figure 4.11). RCT1
and RCT3 were unable to reconstruct some of the tracks corresponding to z =
+30 cm and z = -40 cm, however RCT2 was able to reconstruct many of these
missing RCT1 and RCT3 tracks as well as the wide angle tracks, as shown in
Figure 4.11.

Figures 4.12, 4.13, and 4.14 show some typical events with tracks in the
spectrometer. The curves drawn are from the track reconstruction fit. The track
reconstruction efficiency was studied by scanning 2000 real events and compared
with the results of the reconstruction program. The reconstruction efficiency was

about 94% on average.

In this thesis all classes of tracks were used for the resonance studies. In
the Bose-Einstein correlation studies, RCT1 and RCT2 were used as well as
RCT1, RCT2, and RCT3 tracks in order to increase the statistics of two track

events especially for the studies of the Bose-Einstein correlation function as a
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function of the charged multiplicity, n.s, and total momentum, P,,, of the pair.

In order to avoid poorly reconstructed low momentum RCT3 tracks a 0.100

GeV/c momentum cut was applied ([p] > 0.100 GeV/c).
Each recognized track was fit using an iteritive least-squares algorithm based
on Bock’s [65] work. The five initial track parameters were determined from a

fit of the straw track segment. These parameters were:
e The slope of the track in z — z plane, tané.
e The z-coordinate of the track at the TOF; system, z,.

The curvature of the track k/p, where p, k are the momentum and the

charge of the fitted track, respectively.
e The slope of the track in ¢ — y plane, tan o.

The y-coordinate of the track at the TOF; system.

For the track momentum calculation p Runge-Kutta integration method [66] was

performed through the magnetic field E(z,y,z).

4.3 Event and Track Selection

The first step in data reduction is done via off-line analysis for all raw data.
Events and tracks are subjected to a list of cuts in order to remove background
events. This selection was carried out in two steps: (1) the event selection and

(2) the track selection.
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4.3.1 Event Selection

The events recorded in our interaction region are not only from pure pp collisions,
but may also result from beam-gas interactions. Background tracks could come
from the interaction of the beam (proton or antiproton) with the wall of the beam
pipe and the magnets. These background events were referred to as beam-gas
events. The study of beam-gas events was done by using missing $ bunches in
the collider or by using proton beam only. In order to remove these background

events, a list of cuts (called LBG cuts) was applied to the data:

e N, > 1 and N; > 1, where IV, and N; are the number of hits in the
upstream and downstream trigger hodoscope, respectively. These were
found by studying the number of hits per event in the up-stream and
down-stream hodoscope triggers for two classes of events: the beam-gas
events. where no p bunches are present in the collider, and beam-beam

events. where both p and p bunches were present in the collider.

e Endcap upstream-downstream asymmetry cut |A| < 0.6. For statistical
reasons, the asymmetry cut is used for the events with n. > 80. The
symmetry cut removes most beam-gas events that are fixed target interac-
tions, and thus produce most particles along the projectile direction. The
asymmetry variable A4 is defined as:

Nu = Nd

= —Nu N, (4.12)

where N, and Ny are the number of hits in the upstream and downstream

multiplicity hodoscope, respectively. Figure 4.15 shows this asymmetry
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variable for a set of minimum bias triggers with charged particle multiplic-
ity greater than 80 (n.x) as measured by the hodoscope multiplicity coun-

ters. As shown there is a good separation between the beam-gas events

and the pp events.

o Averaged time cut on the hodoscope, upstream and downstream endcap
multiplicity hodoscope. This timing cut was derived by studying the hit
- time of the upstream endcap multiplicity counter versus the downstream
endcap multiplicity counter hit time. The timing cut removed beam-gas
events which occurred not only outside the E735 detector, but also between

the trigger hodoscope and the multiplicity hodoscope.

e The event vertex calculated from the TO F' system was required to be within

—40 < Zpertez < 60 cm in order to remove events that occurred outside the

detector.

4.3.2 Track Selection

After the reconstruction of all RCT1, RCT2, and RCT3 tracks a list of quality
cuts was applied in order to reject the poorly reconstructed and background
tracks. Background tracks in our data come from secondary interactions in the

3 mm Aluminum pipe width, in the magnet yoke, and inside each chamber.

e The reconstructed momentum of each track had to have p > 0.100 GeV/c
in order to reject electron tracks and poorly reconstructed tracks. By
studying the mass identification of low momentum track data (p < 0.100

GeV/c), it was found that these were mostly electron tracks.
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e The x* per degree of freedom, x?/dof, of each track was required to be
less than 8. This cut eliminates most poorly reconstructed RCT3 tracks.

RCT1 and RCT?2 tracks were almost unaffected.

¢ The momentum resolution of each track dp/p is given by:

dp
;—- = POy /p, (4.13)

where o,/,, is the curvature (1/p) error of the fitted track given by the

tracking program, was limited to dp/p < 10%.

e The single charged track intercept at the beam line (z = 0 cm) was limited

to |Zintere.| < 50 cm in order to remove upstream and downstream low

momentum tracks.

e Single charged tracks were required to come from the identified event ver-
tex. (This requirement was not imposed in the search of the various reso-
nance studies, as will be discussed later). Figure 4.2 shows the difference
between the event vertex reconstructed by the z-chamber, zyeptez, and the
track intercept, zintere., along the beam pipe. The RMS error of this plot
is 1.2 cm. A 5 cm cut was imposed on this zyertez — Zintere. distribution

(accepted tracks with |zyerez — Zintere.| < 5 cm).

e For events with more than one track (in the study of Bose-Einstein correla-
tions) the relative intercept of a pair at the beam line, z; — z;, was studied.
Figure 4.16 shows the difference between the two track intercepts at the

beam line. The RMS of this distribution was 3 mm after using a Gaussian
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fit to the peak of this distribution. Notice the deviation of the tail of the
above distribution from the Gaussian fit. A 3 cm cut was imposed to this

z; — z, distribution (accepted tracks with (z; — z;| < 3 cm).

In the study of the Bose-Einstein pion correlation, all particles which are
not well identified kaons or protons are assigned the mass of a pion. Well
identified kaons or protons are defined as follows: 0.4 < Mrom < 1.5
GeV/c? or 0.4 < Mror: < 1.5 GeV/c?, where Mrop: and Mror, are the

masses calculated using TOF) and T'OF, systems, respectively.

4.4 Multiplicity Calculation

The true charged particle multiplicity, n.s, of the pp collisions was calculated
using the 240 scintillator hodoscope counters (Section 2.3.3) that determine the
number of hodoscope hits. ns, for pseudorapidity range 3.25 < n < +3.25,
The determination of the relation between the true charged particle multiplicity
and the hodoscope hit multiplicity, ns, was done by studying the number of
tracks accepted by the spectrometer as a function of hodoscope hit multiplicity
as described in Section 2.3.3. The conversion from the measured number of hits
in the hodoscope, n4, to the true charged multiplicity, n.,, produced in a pp

interaction was parametrized, as described in references [8,67]:
nen = 0.875n5 — 0.608 x 107°n? 4 0.141 x 10™*n3, (4.14)

for 0 < nx < 200, since the hodoscope is affected by background tracks as well

as by saturation effects due to the finite number of the hodoscope counters. All
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of the above problems were taken into account in a Monte Carlo simulation of

the hodoscope counters, as described in reference [54].

4.5 Particle ID and Mass

Particles were identified by measuring the time-of-flight between the interaction
time, ¢9, and the arrival time at the TOF) system or the TOF, system as de-
scribed in Section 2.3.7.

The corresponding time for a track was found by extrapolating the track in
the spectrometer to TOF; or TOF;. By comparing the predicted position on
TOF; or TOsz from tracking to the position calculated from the time measure-
ment from each end of the scintillator counter, the corresponding time-of-flight
of the track was considered. Figures 4.17 and 4.18 show the distribution of
Yirk = Yror: and Zie — ZT0F1, Tespectively, of each track in the spectrometer for
all the possible TOF; hits. Y., YTor) are the y-spatial component of the ex-
trapolated track to the TOF system and the y-spatial component of a hit on the
TOF, system, respectively. Similarly, Z;.x, ZroF1 are the z-spatial components
of the extrapolated track to the TOF system and the z-spatial components of a
hit on the TOF) system, respectively. There is a long tail in the distribution of
Yirk, YTOoF1 due to poor y track reconstruction as well as the lack of y informa-
tion within a TOF; counter width. Studying the above figures, the y-intercept
of a track at TOF) must be within 25 cm of the hit position reconstructed from
the TOF, timing information while the z-intercept of the extrapolated track at

TOF, must be within 15 cm of the reconstructed hit position reconstructed via
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the TOF; timing. The above cuts for the y-intercept and z-intercept are plotted

on Figures 4.17 and 4.18.

By matching each track to a TOF; hit, the velocity, 3 = v/c, is determined.
B = s/tc, (4.15)

where s is the arc length from the intercept of the track at the beam line to the
TOF counter, t is the corresponding time provided by the TOF system, and c

is the velocity of light.

The mass of the track now was defined by using the reconstructed momentum

of the track:

m? = p* /8%, (4.16)

where m is the mass of the particle, and v = 1/y/1 — 2.

4.6 Single Track Momentum Resolution

The single track momentum error was due to measuring and multiple scattering
errors. [t is expected that each contribution is independent and thus adds in

quadrature to form the momentum error ép. §p/p can then be written as:
(é6p/p)* = (ap)® + (b/B)?, (4.17)

where a and b are the coefficients that characterize the contribution of the mea-

suring and multiple scattering errors, respectively.

In finding the coefficients a and b, four independent calculations were used:
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o The m? widths were measured as a function of momentum for pions (r),
kaons (K ), and protons (p), using TOF1 and TOF2. All three m? widths

were combined into a single fit from which the coefficients were extracted.

o The K° — n*m~ mass width which was obtained by studying K° decays

in the E735 detector was compared with the Monte Carlo A'° mass width.

o The A° — pr~ and A° — pr* mass widths were measured and compared

with the Monte Carlo A° mass widths.

e Spectrometer points in magnet-off runs were tracked using the same track-
ing program as used in tracking the magnet-on runs. These produced a
momentum spectrum for hits which matched TOF1 hits and used all three
z-chamber points. This momentum spectrum was compared to a simple
model for multiple scattering of pions with a fixed measuring error, 6z, in
each plane. From this comparison, assuming a momentum error with the

form of Equation 4.17, the coefficients a and b can be extracted.

4.6.1 Pion, Kaon, and Proton Mass Widths

An effort was made to study the m? widths as a function of momentum for =’s,
K’s, and p’s and to fit the momentum dependence of these widths with a form
suggested by TOF errors, multiple scattering errors, and drift chamber errors.

The functional form of the width dependence on momentum was assumed to

be that obtained from the differential of m?:

m? = p*/(B7)?, (4.18)
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where p is the momentum of the particle, § = L/T (L is the distance that

the particle traveled, and T is the corresponding particle time of flight), and

v = 1/+/1 — 32. The above differentiation gives:
(6m? /m?) = 2(8p/p) + 22*(5T/T), (4.19)

where §(1/3%y%) = (2/3*)(6T/T). Independent contributions from measuring
error and multiple scattering add in quadrature to form ép/p (Equation 4.17).
Similarly, random values of §7/T should add in quadrature to those of §p/p,

Thus, the functional form for the momentum dependence of m? can be expressed

as:

sm? = 2m*\/(ap)? + (b/B)? + g*74, (4.20)

where g = (§T/T) is the TOF system timing error. The first term in the square

root refers to position measurement error, the second to multiple scattering, and

the third to time-of-flight errors.

The data used in this calculation were subjected to the following cuts:

e Beam gas cut was applied for each event.

Tracks reconstructed in RCT1, RCT2, and RCT3 methods.

The m? values were calculated using TOF1.

The track originated within 5 cm of the constrained z-chamber vertex.

The z-intercept with the Tevatron beam line was between -50 and +50 cm.

The x24 < 8.
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e Positive and negative tracks were plotted together without distinguishing

charge in order to increase statistics.

All widths were obtained from Gaussian fits to the data. Sometimes these
were multiple Gaussian fits, as in Figures 4.19 and 4.20. These plots cover
the 1.3 < p < 1.4 GeV/c and 0.4 < p < 0.5 GeV/c, respectively. In other cases,
the Gaussian fits were used in combination with assumed forms for the local
background. Each m? was obtained several ways over each momentum interval,
and various m? intervals were included or excluded from the fits tried. The range
of answers for the widths was noted and used to estimate the systematic error to
be a.ssocia.ted with the answer finally selected as best for a particular momentum
interval.

Figure 4.21 shows the momentum behavior of the pion, kaon, and proton
widths. The three m? widths are combined into a single fit and the resuits are
plotted in Figure 4.21. There is an upturn in the widths at low momentum for
protons which can be accommodated by the expected functional form. For some
reason the proton widths appear smaller at intermediate momenta than the other
points would imply. The combined fit is not especially good, but it follows the
trend of the data. The extracted values of errors to a, b, and g are a = 5.8%,
b=4.4%, and g = 2.55%. These are shown in Figure 4.21.

The m? widths as a function of momentum calculated using the TOF2 sys-
tem were studied [68]. The data used in this calculation were subjected to the

following cuts in order to get a cleaner sample of tracks:

e Tracks reconstructed via RCT1, RCT2, and RCT3 methods.
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e The m? values were calculated using TOF2.
e The track originated within 3 cm of the constrained z-chamber vertex.
e The z-intercept with the Tevatron beam line was between -35 and +35 cm.

e Azimuthal angles were between 5 to 15 degrees in order to avoid magnet

pole tips.
[ ] The ’Cf;df S 8.

e Positive and negative tracks were plotted together without distinguishing

charge in order to increase statistics.

Figure 4.22 shows the momentum behavior of the pion, kaon, and proton widths.
All three m? values were combined into a single fit, and the results are shown in
Figure 4.22. The extracted values of a, b, and g errors are a = 4.4%, b = 4.3%,
and g = 1.25%, as shown in the Figure 4.22. Note that the error coefficient g
for TOF1 (Equation 4.21) is twice as big as the TOF2 result (Equation 4.22)
because of the geometric position of the TOF1 and TOF2 systems. The feature
to note is that the TOF1 (Figure 4.21) data points do not have the upturn in
width at low momentum which was observed in the TOF2 widths (Figufe 4.22).
This anomalous low momentum upturn is characteristic of all TOF2 widths. [t
is presumably a manifestation of dispersion in the threshold for reaching various
TOF2 counters after passing through a trajectory-dependent thickness of TOF1.
This upturn for kaons and protons at the momentum cannot be explained by the

assumed functional form of Equation 4.20. However, by excluding these points,
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one can find a fit that is not completely unreasonable. If the coefficients a, b,
and g are interpreted literally, our best momentum resolution is not quite as
good as we might expect, and the time resolution is 67" ~ 165 picoseconds. The
momentum error is multiple scattering limited at low momentum tracks and is

limited by the measuring error at high momentum.

4.6.2 K° Mass Width

An experimental estimate for the value of ép can be obtained from the observed
width of the K° decay to m*x~. Figure 4.23 shows the invariant mass M of

unlike-signed pions in our spectrometer under the following list of cuts:
e ouly events with two or more tracks are accepted.
e each event should satisfy the Beam Gas cut.

e only RCT1, RCT2, and RCT3 tracks are accepted.

e all particles which are not well identified as kaons or protons by TOF1
or TOF2 are assigned the pion mass. Well identified kaons or protons
are defined as follows: 0.4 < M7op; < 1.2 GeV/c or 0.4 < Mgors < 1.2
GeV/c, where Mror1, MToF2 are the identified masses of a charged particle

using TOF; and TOF, system, respectively.
e the momentum of each track should be [p] > 0.100 GeV/c2.
° Xfm‘f <8.

e dp/p < 0.1, where dp (momentum error) is calculated from the error matrix.
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e opening angle of a pair should be > 10° in order to eliminate misidentifi-

cation of eTe” pairs from 7 conversion.

total momentum of a pair P > 0.8 GeV/c.

¢ < 0.350 GeV/c, where ¢, is given by Equation B.5.

|py — p2| > 0.4 GeV/c. (The above four cuts are calculated from a Monte-

Carlo study of K° decays in our spectrometer.)

e 0 < zo <55 cm, where z, is the decay point of a pair in ¢ — z plane.

|zvertex - z,| < 10 cm.

|zinterc| < 50 cm for each track in the observed pair.

The zvertex is the reconstructed vertex of the events using the z-chamber, while
zinterc is the z-intercept of the individual track at the beam line, and z, is the
vertex point of the pair at z = 0.

A clear K° mass peak is found around 0.500 GeV/c? in the invariant mass
plot (Figure 4.23). The invariant mass of like-signed pions under the application
of the same list of cuts is shown in Figure 4.24. There is no indication of a fake
K° near 0.500 GeV/c?. Suppressing the K° background by applying a cut of
Pt >1.3 GeV/c? (Pt is the total momentum of a pair), a clearer K° peak
(Figure 4.25) was observed. The experimental mass resolution is obtained from
the fit to the A® peak (Figure 4.26) and is estimated to be AMyo = 0.017+0.002
GeV/c?. This is close to the predicted value, (AMyo = 0.016), from the K°

Monte Carlo (Figure 4.27) using the momentum error of Equation 6.24 with
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a = 4% for the measuring error and b = 4% for the multiple scattering error.
Finally, the measured mass of the Ky is 0.4964 GeV/c?, in excellent agreement
with the accepted mass reported in the Particle Properties Data Booklet [69)].

In Figure 4.28 the proper decay length (Lo = L/B7) of the K° is plotted,
where L is the space intercept of the two n’s. Since a K° cannot be identified on
an event-by-event basis, we plot separately the proper decay length distribution
of events both from the signal and background mass distributions, as defined
above. In addition, a mass cut of 0.460 < M < 0.540 MeV/c? was applied. The
background decay length distribution was normalized to have the same number
of background events found within the A° mass cut under the K° peak. This
normalized distribution was subtracted from the K°® decay length distribution to
obtain the final distribution shown in Figure 4.28.

The exponential curve drawn is the fit curve through the experimental points.
The extracted decay length (¢ = 2.51 £ 0.3 cm) is within the expected decay

length (cr = 2.67 cm) from the Particle Properties Data Booklet [69].

4.6.3 A° Mass Width

An experimental estimate for the value of §p can be obtained from the observed
width of the A? and A° decay to pr~ and pr*, respectively. Figure 4.29 shows the
invariant mass, M, of pr~, pr* pairs (signal) superimposed with the invariant
mass, M, of pr*, pr~ pairs (background) after appropriate scaling and under

the following list of cuts:

e only events with two or more tracks are accepted.
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e each event should satisfy the Beam Gas cut (LBG cut 4.3.1.)
e only RCT1, RCT2, and RCT3 tracks are accepted.

e one particle in the pair should be either a proton, p, or an antiproton, p, as
identified by the TOF1 or TOF2 system. A proton or antiproton is defined

by 0.650 < Mror < 1.4 GeV/c?. Particles not identified as protons or

antiprotons are assigned the pion mass.

e the momentum of each track should be [p] > 0.080 GeV/c in order to
eliminate low momentum electrons.
° szxif <8.

e dp/p < 0.1, where dp is calculated from the error matrix.
e g, <0.350 GeV/c, where ¢, is given by Equation B.5.

o The pion momentum is required to be less than that of the proton and less

than 1.0 GeV/c.

e The production vertex calculated from the extrapolation of the decay ver-
tex to the colliding beam axis is required to be within +10 cm of the event

vertex calculated from the z chamber.

The above three cuts were the result of a Monte-Carlo study of A® and A°

decays in our spectrometer.

o —5 < zg <55 cm, where z, is the decay point of a pair in the z — z plane.
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A clear A° and A° peak is found at 1.115 GeV/c? in the invariant mass plot
(Figures 4.29 and 4.30, after subtracting background from signal). The exper-
imental mass resolution is obtained from the fit to the A° peak (Figure 4.30)
and is estimated to be AM,o = 0.006 GeV/c?, close to the predicted value
(AM,o = 0.0055 GeV/c?) from the A° Monte Carlo (Figure 4.31) using momen-
tum error of Equation 6.24 with @ = 4% for the measuring error and b = 4%
for the multiple scattering. The measured mass of the Ag is 1.115 GeV/c?, in
excellent agreement with the true mass reported in the Particle Properties Data
Booklet [69]

The number of A’s is taken as the number of entries above the background
for the mass range between 1.100 < M < 1.130 GeV/c2. There are 10,800+ 500
A% + A% and in our sample and the ratio of A° to A is 1.03+0.05.

In Figure 4.32 the proper decay length (Lo = L/3v) of the A° and A is plot-
ted, where L is the space intercept of the pm~ or pr~pair. Since the A° cannot
be identified on an event-by-event basis, the proper decay length distribution of
events, both from within and outside the lambda mass cut, was plotted again
separately. The latter distribution is normalized to the same number of back-
ground events found within the A° and A° mass cut and under the A° peak.
This normalized length distribution was subtracted from the A° decay length
distribution to obtain the final distribution shown in Figure 4.32.

The exponential curve drawn is the fit curve through the experimental points.
The extracted decay length (c7 = 8.3 £ 0.3 cm (stat.)) is close to the expected

decay length (¢r = 7.9 cm) in the Particle Properties Data Booklet [69].
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The transverse momentum distribution p; (Equation 2.8) of the lambdas was
studied. To get the momentum distribution of lambdas, the proton-pion invariant
mass (pr~ and prT, signal distribution) was found for 11 p, intervals, from 0.5
GeV/c to 3.0 Gev/c. The background invariant mass of a proton-pion (pr*
and pr~) was plotted for the same 11 p, intervals. The number of lambdas was
calculated by subtracting the signal distribution from a normalized background
distribution. The number of lambdas was corrected by the acceptance correction
curve of Figure 4.33, which was derived using Monte Carlo A + A decays in
the E735 detector. Figure 4.34 shows the corrected momentum distribution,
dn/dp?, for the lambdas. The < p, > was derived by fitting the dn/dp} using
an exponential function, ezp(—bp;). From the above fit, b = 2.58 + 0.05, which
corresponds to a < p, >= 780 £ 16 MeV/c for lambdas. The above mean
transverse momentum value is not calculated from minimum biased data, but

it is expected than the corrections to minimum bias experiment will yield 5%

lower.

4.6.4 Magnet-Off Data

Spectrometer points in magnet-off runs were tracked using the same tracking
program used in tracking magnet-on runs producing a “momentum spectrum”.

The data used in this calculation were sub jected to the following list of cuts:

e Beam gas cut was applied for each event.
e Tracks reconstructed in RCT1 and RCT2 methods.

e BFach track matches with a TOF} hit.
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o The track originated within 5 cm of the constrained z-chamber vertex.
o The z-intercept with the Tevatron beam line was between -50 and +50 cm.

o The x24 < 8.

Each track uses all three z-chamber hits.

Tracks using z-chamber points have an obvious difference in the character of
their momentum spectrum from those without z-chamber points. This appears
to be true for the magnet-off spectrum (Figure 4.35 a, b, and c). Differences
appear to exist at the low momenfum end as well as at the high momentum end
of the spectrum. Use of the z-chamber points tends to eliminate many of the low

momentum electron tracks.

Field-Off Monte Carlo

A Monte Carlo was run for pion tracks using simple models to describe “de-
flections” generated by multiple scattering and measuring errors. For simplicity
the spectrometer was assumed to be symmetric about a magnet at x=1.0 meter
midway between the origin and TOF1. For later reference, the steps that were

used to generate an apparent momentum spectrum will be outlined below.
1. Obtain a pion with “true” momentum p, from a spectrum generated by
dN/dp, = Ap, e /T,

T = 0.16 GeV throughout this study. This temperature parameter, T, is

close to the observed one in E735 experiment (Reﬁ;rence (2]).
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2. Calculate an rms scattering angle for the spectrometer arm over its entire

length. Express the length as a fraction of a radiation léngth, z/zg . The

rms angle 6, is a function of p, and velocity 3.
8 = [14.1(MeV)/Bps) Zine\/z/R(1 + 0.1110g10(z/R)].
(éw the Particle Properties Data Booklet [69])
3. Choose a 4., in the xz plane from a Gaussian distribution
AN /db,, ~ e%:/26%

Keep track of the sign of §.,. Use geometry to estimate an effective deflec-

tion angle 2a from 6... (2a ~ 6../2).

4. Choose a measuring error, 3,, centimeters, from a Gaussian distribution with
mean value s,. Compute a deflection angle, 6., using 8,, = tan™!(s,,/X)

and X=1 meter. (This will be justified later.) Keep track of the sign of 4,,.

5. Combine the two theta’s with signs. 8 = 6,, + 2c.
Compute an apparent momentum p = 50(MeV /c)/4.

8. Return to 1. to generate another event.

Models for Momentum Errors

Two sources of errors are assumed, the projected rms scattering angle, .., and
a z-coordinate measuring error per chamber plane, s,,. For a Monte Carlo track,

each of these is generated from a Gaussian distribution and used to construct
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an apparent magnet deflection. It is necessary to understand how the apparent

deflection is estimated in order to relate the Monte Carlo result to a predicted

momentum error for the real data.

e 8.,: Figure 4.36(a) shows a field-free track which is bent along a “circular”
path through an angle ... The tracking program effectively fits a chord
(translated for best fit) to each half of the path and computes the deflection
angle at the center, 2a, between the two chords. The apparent momentum
returned by the tracking program is approximately p = 50(MeV/c)/2c.
With simple geometry one finds tan & = (1 — cos 8)/sin 6 from which
tan 20:. = 2tan a/(1 — tan® a). For small deflections 2a = §.,/2, as one

expects.

e Measuring Error s,: Figure 4.36(b) shows two tracks whose slopes are
effectively determined by clusters of points at each end of a track with
each point having the same measuring error, s, = éz. The errorsin the end

points at z4 and zg are reduced by averaging the cluster of measurements so

that for seven data points ay = (§2/X,)\/(1/N4) + (1/Np) = 0.76(52/ X, ).

In desperation only, three points are assigned to the straw chamber to
compensate for the reduced effectiveness of internal points in determining
the lever arm for the slope. Then 2a = (§z/X)4/2(3/4)? = 1.06(6z/X) ~

30/(1.0 meter).

Admittedly, this is not a correct argument because the fitting program does
not allow the two track segments to be independent of each other. However,

almost any argument, even a units argument, will suggest parameterization of
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the deflection angle 66 due to measurement error should be of the form 68 =
tan~!(s/X). This seems to work well in the Monte Carlo and allows us to

estimate the effect of measuring the error on the momentum once we determine

a value for s,.

Comparison of Monte Carlo to Data

Figure 4.37 shows the Monte Carlo p; spectrum compared to a transverse mo-
mentum (pr) spectrum from the magnet-off data which uses the z-chamber in
tracking. In the remaining figures, real data are always represented by a smooth
curve. For this figure the Monte Carlo assumes the spectrometer has 0.052 ra-
diation lengths (e.g. 2 grams of IV;) of material after the beam pipe and before
TOF1. The measuring error, $,, is assumed to be 500 microns. The match
between the Monte Carlo and data is not so good for such crude assumptions.
The cumulative matter in the spectrometer after the aluminum beam pipe is
0.04 radiation length. The distribution is not uniform in x [70]. About 3/4 of the
scattering material appears in the sturdily constructed straw chambers. A guess
is that the effective spectrometer length might be somewhat shorter than the full
extent of the straw chambers, hence 0.030 radiation lengths was the number used
in the Monte Carlo. The comparison of the p; (generated) and pr (measured)
distributions appears in Figure 4.38. The abscissa, and subsequent ones, are
simply labeled with a generic P, but transverse momentum is being examined.
The agreement in Figure 4.38 is as good as we might hope to get with such

methods. No particle types other than pions were tried.
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Estimate of Momentum Error

Momentum p = 50 (MeV/c)/6, where 6 is the deflection angle found by the

tracking program was assumed. This implies ép/p = 66/6.

e a) For multiple scattering 66 = 2a = 6,/2 (6, defined above). From the
Monte Carlo we found the effective radiation length of the spectrometer to

be ~ 0.030, so we use this to calculate 66 = 6,/2 = 0.0203/(28p). Then

ép/p = (1.015/8p)(1/8) = (1.015/8)(1/50.0) = 0.02/8.
The above momenta are all in units of MeV/c.

e b) For measuring errors, the Monte Carlo agreed with 68 = s,/X =
0.05/100. Since the tracking program finds 0.05 cm to be the approxi-
mate error per plane, we use this even though “error per plane” may not

be quite the correct interpretation for the parameter s,. Therefore,
ép/p = 66/8 = 0.0005/6 = (0.0005/0.05)p (GeV/c), (4.21)
ép/p = 0.01p (GeV/c). (4.22)

e If the errors in parts (a) and (b) combine quadratically,

§p/p = \/(0.01p)? + (0.020/3)2. (4.23)

Sensitivity of the Method

Some idea of how sensitive the method is to the two types of errors can be

seen in the Monte Carlo data plotted in Figures 4.39 and 4.40 which use 0.03
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radiation lengths and 500 micron measuring error. Figure 4.39 shows the no-field
momentum spectrum to be expected if only the multiple scatteﬁng error is turned
on. Only about 10% of the particles would appear to have momentum above 20
GeV/c. Figure 4.40 shows the no-field momentum spectrum to be expected if
only the measurement errors are turned on. In that case most particles would
appear to have momenta above 20 GeV/c.

Unless the real no-field momentum spectrum has tracks above 20 GeV/c,
our measurememnts cannot be very sensitive to the measuring errors. The real
no-field transverse momentum spectrum of Figure 6 shows that around 10% of
the no-field tracks are above 20 GeV/c, and there are still many tracks (~ 1%)
at 100 GeV/c. Thus we can have some sensitivity to the measuring errors.

Variations in the radiation length also change the Monte Carlo spectrum with
respect to the field-off data. The range of 0.025-0.038 radiation lengths corre-
sponds to the multiple scattering error [70] range of (0.018/8)% to (0.023/3)2.
The mechanical length of the spectrometer is more like 0.038 radiation lengths.

The Monte Carlo used above assumed no true magnet-off spectrometer parti-
cles below 50 MeV /c could reach TOF1. By changing this lower limit assumption
to 80 MeV/c, a better fit to the data is achieved by changing the radiation length
from 0.030 to 0.024 or 0.026. giving a momentum error term of ~ (0.018/3)? in-
stead of (0.020/3)%.

We have also studied how the variation of the measuring error parameter, s,
affects the Monte Carlo spectrum. Monte Carlo spectra are plotted for measur-

ing errors that range from 0.025 to 0.40 cm. For s, below 1 mm the multiple
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scattering error is so large that changes in s, do not affect the spectrum shape.

Using s, = 1 mm changes our momentum error formula to

5p/p = 1/(0.02p)? + (0.020/8)2. (4.24)

Values of s, larger than 1 mm rapidly become more difficult to accept when the
Monte Carlo is compared with real data. Tracking residuals imply s, could not
be significantly below 0.5 mm.

Best Estimate of Momentum Error Formula

If the momentum error formula has the form

§p/p = \/(ap)? + (b/B)? (4.25)

then the above Monte Carlo comparisons suggest a = 0.015 + 0.005 and b =

0.020 £ 0.003.

This can be compared to the formula derived using the other two previous

methods of

§p/p = \/(0.04p)? + (0.04/5)2.
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Figure 4.1: Example of the vertex reconstruction. For the G(z) definition see

the text. The tracks indicated are those which were selected and constrained to

a common vertex coordinate z4.
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Figure 4.2: The distribution of the difference between the event vertex found by
the z-chamber z,erce- and the track intercept at the beam line z;,rc., also shown

is a superimposed Gaussian fit of the peak part of this distribution.
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Figure 4.3: Example of two-vertex reconstruction. For the G(z) definition see

the text. The tracks indicated are those which were selected and constrained to

a common vertex coordinate z4.
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Figure 4.5: Z-chamber points used to reconstruct the event vertex of a typical

high muitiplicity event using method B.



159

€ =
e ]
- E
=
E 3
0 P
L A =
§ % ‘\ 3
b
= C
g
o L | , .
-50 0 50 100
Z lcml

Figure 4.6: Z-chamber points used to reconstruct the event vertex of a typical

high multiplicity event using method B.
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Figure 4.7: Z-chamber points used to reconstruct the event vertex of a typical

high muitiplicity event using method B.
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Figure 4.10: Four possible tangential lines are defined for two circles created by

two corresponding hits in the z-chamber for first and third planes.
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A superimposed Gaussian fit of the peak part of this distribution also is
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Each track in this plot uses at least one z-chamber hit.
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Figure 4.27: Invariant mass distribution of pion pairs using Monte Carlo K°

decay data in the E735 detector.
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Figure 4.31: Invariant mass distribution of A® + A® using Monte Carlo decays in

the E735 detector.



185

X 2.426
Constant 7.077 + 0.5243E-01
103k Iiope -0.1216 + 0.4283E-02 |
Eda = —
B
ro l
: ’,exp(—Lo/(S.ZtO.i cm)) |
[
102_'—
~ F
£
5 [
N
-~ L
[7p]
= r
(¢h] —
W |
10 - r N
F - |
- i I ‘.‘7 L
i (I
I | |
| ‘ ‘
1 L Y —— Y — - l . L - L L | ke .l J
) 10 20 30 40 50

“roper Decay Length Ly=L/8y (cm)
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(b)

Figure 4.36: (a) Field-free track which is bent due to multiple scattering. (b)
Two tracks whose slopes are effectively determined by clusters of points at each

end of a track with each point having the same measuring error, §z.



190

NO-FIELD P,0.052=X/XR, 0.5 MM ERR

loooo = T T T 1 [ K 1 1] T [ 1 { | T i 1] T T [ 1 1 T T 2
- 0.052 RADIATION LENGTHS :
5000 - HIST=0.5 MM MEAS. ERR. 4
[ CURVE=DATA WITH ZCHAM 7
e
A
= 1000 H
g i
z I
= 500 H
- |
@) L
-—
100 —
50
0

P (GEV/C)

Figure 4.37: Monte Carlo p; spectrum compared to a transverse momentum, Pr,

spectrum from magnet-off data.



191

NO-FIELD P,0.030=X/XR, 0.5 MM ERR

10000 r1||f1.11[.!T||11ﬁ1’1|7‘—
0.030 RADIATION LENGTHS
HIST=0.5 MM MEAS. ERR.
CURVE=DATA WITH ZCHAM

LI

5000

T N T I B

[

1T

0
o
g 1000 | -
=) ] ]
Z ]
s 500 | 1
S I i
Q 1
100 b
[ e
50 I g & | - | 14 H [ O | A L | [ L l 1 | R L ]
0 20 40 60 80 100
P (GEV/C)
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to a transverse momentum Pr spectrum from magnet-off data.
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Chapter 5

Resonance Search Using Neural Network

Method

In this chapter a neural network method for identifying particle resonances is
studied. A feed-forward neural network is used to construct an efficient map-
ping between certain observed kinematical variables and the resonance and back-
ground characteristics. The technique is applied to A°, p°, K*° and A° resonance
searches revealing strong peaks in the invariant mass distributions. Due to our
limited spectrometer acceptance, the search for the above mentioned resonances
is quite a difficult problem. Figure 5.1 shows the invariant mass distribution of
n+7~ pairs after track selection cuts. There is no indication of a K° or p° peak.
The neural network method provides a way to eliminate the background events
by selecting track pairs with the correct signal characteristics.

A short description of the feed-forward Neural Networks (NN) method will
be presented in the next section and the so-called “backpropagation” technique
will be analyzed. Furthermore, a series of resonance searches will be performed

in order to test the NN method.
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5.1 Neural Network Method

Neural Networks (N N) have come into use lately on a wide variety of pattern
recognition applications in high energy physics such as track reconstruction, elec-
tron identification, B-jet recognition, problem of correctly pairing photons from
7%, 1, and higher resonance decays in the presence of a high background of pho-
tons resulting from many simultaneous decays [71] etc. Here a Neural Network
method for identifying resonances in the presence of a high background envi-
ronment is examined. Using a feed-forward network structure, it is possible to
obtain an efficient mapping between certain observed kinematical variables of res-
onance (signal) and background characteristics. The network analysis technique
presents a promising alternative to the problem of identifying resonances through
conventional cuts for various characteristic variables for the specific decay.

The Neural Network analysis gives a method of constructing a mapping, f,
between a set of observable input quantities, £ = (zy,...,Zx,...), and output
variables, ¥ = (y1, ..., ¥i, -..), such that § = f(&). This is done by fitting f(Z) to a
set of M known training patterns (:cip);yfp)), p=1,...,M. Once the parameters
in f(Z) are fixed, one uses this parameterization to find the features of test
patterns not included in the training set.

The existence of this mapping is stated for the first time in “Kolmogorov’s

Mapping Neural Network Existence Theorem” [72].

Kolmogorov’s Theorem: Given any continuous function f : [0,1]* — R™,
f(Z) = v, f can be implemented exactly by a three-layer feedforward Neu-

ral Network having n fanouts processing elements in the first (z-input)
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layer, (2n + 1) processing elements in the middle layer, and m processing

elements in the top (g-output) layer.

The proof of this theorem given by Kolmogorov in the 1950’s is not constructive,
so it does not tell us how to determine transfer functions between the various
layers. It is simply an existence theorem. Kolmogorov’s theorem was a first
step towards determining the mapping problem. Robert Hecht-Nielsen showed
in 1978 that the backpropagation network (which will be discussed later) could
implement any function of practical interest to any desired degree of accuracy.
The backpropagation theorem is given 72| as follows.

Backpropagation Approximation Theorem: Given any € > 0 and any

square-integrable function f : [0,1]* — R™, there exists a three-layer back-

propagation Neural Network that can approximate f to within ¢ mean

squared error accuracy.

The ¢ mean squared error accuracy of a function f(Z) given by:

/m]n F(8) - FF)dE < e, (5.1)

where f(f) is the output of the Neural Network for an input vector Z.

In this analysis a three-layered feed-forward Neural Network architecture with
analog-valued neurons, shown in Figure 5.2, was used. Our Neural Network
consists of seven input neurons. zx; one hidden layer with six neurons, A;; and

one output y; that can take a value between 0 and 1. The equations governing

the state of the network are [73] :

hj = f(a;), (5.2)
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and

Ui = f(ai)a (5.3)

where f(z) is the standard sigmoid function
flz) =(1+e72/T) (5.4)
and a;, a; are given by the expressions:
7
aj = Z wjka:;, - 0]', (55)
a = Z“’w - (5.6)

Finally wj, are the synapses between layers k and j, while §; are the threshold
potentials of the hidden neurons. and §; are the threshold potentials of the output
neurons (¢ = 1 in this application). Training the network means that we demand
that the synapses and threshold potentials be chosen for p patterns in the data

such that the output deviation function,

D(wtjvgnwjk, ZZ (p) t(P) (57)

(p)

becomes as small as possible, where ¢, is the desired target output for a specific

pattern p and an output neuron :.

A very successful method. usually referred to as error backpropagation, is
used to search for a minimum of the error surface defined by the above relation.
For this purpose one computes the gradient of D with respect to every parame-
ter and then changes the value of the parameters according to steepest descent

method [74]. In the first step, the only synaptic connections defined are those at



198

the output neurons:

6‘wij = —-776— =7 Z 5§p)h§p) + aéwf;d, (5 8)
YJ p
and
oD
§6; = -0 =15 6" + 06674, (5.9)
06; >
This makes use of the abbreviation
5% = (7 — f(aP)f (a{?), (5.10)

where 77 is a learning strength parameter, a&w?}d is the so-called momentum term

used in order to damp out oscillations and f’(aS”)) is the first derivative of the
function f. The learning parameter, 7, should be chosen sufficiently small [73].
Correspondingly in the second step, the synaptic connections from the input

to the hidden layer neurons are as follows:

oD
= — (p) (p) | old
dwje = —-nawjk —nzp:éjp zy + adwl?, (5.11)
and
oD
66; = ~nzp- =126 + b6, (5.12)
J p

with the abbreviation

5? = (Z éfp)w.J)fl(agp)) (513)

i

n = 0.001 is the learning strength parameter and o = 0.5 is the so called mo-
mentum term parameter. The procedure is repeated for each pattern p until
the netv,vork has “learned” all patterns to a satisfactory level (as decided by the
experimenter). The calculation of the weights of the neurons using the backprop-

agation technique was done by using the JETNET-1.1 software package [75].
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5.2 K®— ntr~ Signal

The above Neural Network technique was tested by searching a series of reso-

4

nances. The first test was be the K° — w77~ search.

5.2.1 Training the Neural Network

Monte Carlo K° — r*r~ events and background =*=*, 7 =7~ pairs through the
ET735 detetctor were used. (A complete description of the Monte Carlo simulation
is given in Appendix 4.)

Each K° event was created from a momentum distribution

dn
— = /T 5.14
dpt € ) ( )

where the transverse momentum p, = |/p% + p2 and T' = 0.250 GeV/c?. In this
simulation A'?’s were generated uniformly in azimuth and rapidity within the
range 0 < © < 20% and —2.1 < y < 2.1, respectively. The vertex distribution of
the generated K° comes from a Gaussian distribution with mean z, = 0 cm and
a standard deviation o, = 35 cm. Each K° decayed according to the following

decay distribution:

d
d_z_ = ¢~ Lo/2Tem (5.15)

where Lo is the proper decay length of K° given by L, = L/37,

and Pgo, Myo are the total momentum and mass of the K°, respectively. Each

Monte Carlo K° event, (7% and 7~ tracks) was followed through the E735 spec-
g
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trometer. To each track a momentum error,

1
dp = 4%p,/p* + 5 (5.17)

was assigned, where 3 = p//p* + m2. Each background event was generated by

two tracks coming from a momentum distribution given by:

d
= = emnlT (5.18)

== )

where the transverse momentum of the produced pion p. = |/pZ +p? , and

T = 0.150 GeV/c?. Both tracks were again followed through the entire E735
spectrometer. To each background track a momentum error given by Equa-
tion 5.17 was assigned. Each A° or background event represents a pattern that
has to be learned by the Neural Network with the output neuron forced to be
the desired as 1 or 0, respectively.

The input variables of the Neural Network are

(21,932, T3,T4yL5,Tg, 1:7) = (pi9p11ppi’ pi&l’;’pi, zv)’ (5°19)

where pz1, py1, and p,; are the three cartesian components of the momentum
of the positive pion of the #*7~ pair, p.2, pyz, and p., are the three cartesian
components of the momentum of the negative pion of the 7#*7~ pair and z, is the
vertex of the pair at the beam line. The output target value was assigned to be
t(?) = 1 for a K° pattern and 0 for a background event. The weights in the Neural
Network are initialized at random with values in the interval [—1, +1]. For every
pattern the connections and biases éw;;, 66;, dwjr, and §6; are computed using

the above expressions (Equations 5.8, 5.9, 5.11, and 5.12).
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Figures 5.3 and 5.4 show the network performance vs training epoch. One
training epoch is defined when the network has seen the entire training set once.
It is clear that the Neural Network learns to recognize the features of a pattern

after only a few epochs. If the output is greater than 0.5 a K event was defined.

5.2.2 Test of K° Decays Using the Neural Network

Figures 5.5 and 5.6 show the invariant mass distribution of #*7~ (signal, real
data) pairs identified as K° superimposed with the mass distribution of #*7+
and 7”7~ pairs (background, real data) identified as K%s for output neuron
greater than 0.7 and 0.8, respectively. It is clear that the mass peak of the
identified A is around 500 MeV/c®. By subtracting the background from the
signal distribution, a clean Gaussian mass peak of K° was observed (Figures 5.7

and 5.8 ) with M = 496 MeV/c’.

5.3 p° — 777~ Signal

Another example of a resonance search made using the Neural Network method

is the p° — 7t 7~ decay.

5.3.1 Training the Neural Network

Monte Carlo p® — 7*7~ signal events and background n*7r*, 7~ 7~ pairs were
used. For this study, decays coming from K° — 77~ constituted part of the

background.

First p° events from a delta function mass distribution centered at My =
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0.770 GeV/c? were generated by

dn

o = 6(M = M), (5.20)

where M, = 0.770 GeV/c? was the p° mass. (Subsequent reference to this

analysis is Trial 1.)

A different Neural Network was studied for p° events created from a Gaussian

mass distribution
dn —(M—Mpo)z/ajo,

- s =€

Vi (5.21)
(where Mo = 0.770 GeV/c? was the p° mass, oo = 0.065 GeV/c? was the
intrinsic mass width of the p° decay). (Subsequently refer to this analysis as

Trial 2.)

The transverse momentum distribution of the p° is assumed to be given by:
— = P/T (5.22)

where p, = \/;)i—-{—}g and T = 0.300 GeV/c?. In this simulation p° events were
generated uniformly in azimuth and rapidity within the range 0 < ¢ < 20°% and
—2.1 < y < 2.1, respectively. Each p° was generated from the beam line with
a Gaussian vertex distribution with mean z, = 0 cm and a standard deviation
o, = 35 cm. Each of the (7% and 77) tracks was followed through the E735
spectrometer. To each track a momentum error given by Equation 5.17 was
assigned. Each background event was generated from two tracks coming from
a momentum distribution given by Equation 5.18. Again, both of these tracks

were followed through the E735 spectrometer.
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Each p° or background event represents a pattern that has to be learned
by the Neural Network as in the previous example. Using the signal and back-
ground events, the network is “trained” to discriminate the p° pattern from the
background pattern.

Figure 5.9 shows the network performance vs training epoch for trial 1. One
training epoch is defined as one run through the complete data Monte Carlo set
as in the case of the K training section. It is clear that the Neural Network

learns to recognize the feature of a pattern after only a few epochs.

5.3.2 Test of p° Decays Using the Neural Network

Figures 5.10 and 5.11 show the mass distribution of #*w~ (signal) pairs of the
pairs identified as a p° superimposed with the mass distribution of w*r* and
7w~ n~ pairs (background) identified as p°’s for output neuron greater than 0.8
and 0.9, respectively. (Figure 5.14 shows the distribution of the output neuron of
Trial 1.) It is clear that the mass peak of the identified p° is around 770 MeV/c2.
By subtracting background from the signal distribution a clean mass peak of p°
(Figures 5.12 and 5.13) was observed.

Figure 5.15 shows the distribution of the output neuron of Trail 2. Figure 5.16
shows the subtracted background mass distribution of #* 7% and m~ 7~ pairs from
the signal mass distribution of 77~ pairs. Again, a clean p° mass is found for
output neuron greater than 0.7. A K° peak also appears in this plot. The K°
in the p mass plot appears as a consequence of the large overlap of the K° and

p° patterns. Requiring a greater value of the network output neuron (shown in
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Figure 5.15) reduces the magnitude of the K° peak.

5.4 K* — 7K Signal

One more example of resonance searches made using the Neural Network method

is the K*° — 7K decay.

5.4.1 Training the Neural Network

Monte Carlo K*® — 7~ K+ and K*® — 7 K~ were used for signal events and
7t K+, K~m~ pairs for background events.

K~° events from a delta function mass distribution were generated, centered
at My.o = 0.892 GeV/c?

dn
of = O = M), (5.23)

where My.o = 0.892 GeV/c? is the K*° mass.
The transverse momentum distribution of the K™ is assumed to be given by:

5—; = e P/T, (5.24)
where p, = \/;§_+p_§ and T = 0.250 GeV/c?. In this simulation K*® events were
generated uniformly in azimuth and rapidity within the range 0 < ¢ < 20° and
—2.1 <y < 2.1, respectively. Each K*° was generated from the beam line with
a Gaussian vertex distribution with mean z, = 0 cm and a standard deviation
o, = 35 cm. Each of the (K and w) tracks was followed through the E735

spectrometer. To each track a momentum error of Equation 5.17 was assigned.

Each background event was generated from two tracks coming from a momentum
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distribution given by Equation 5.18. Again, both of these tracks were followed
through the E735 spectrometer. To each background track a momentum error
of Equation 5.17 was assigned.

Each K or background event represents a pattern that has to be learned
by the Neural Network, as in the previous example. Using the signal and back-

ground events the network is “trained” to discriminate the K*° pattern from the

background pattern.

5.4.2 Test of K™ Decays Using the Neural Network

Figure 5.17 shows the subtracted signal mass distribution of K*7~  K~77 pairs
from the background mass distribution of K*#* and K7~ pairs. A clean K*°
mass is found for output neuron greater than 0.7. The width of the K= is close
to the one predicted by the convolution of the intrinsic mass width with the the

mass width obtained from the momentum resolution.

5.5 A° — mp Signal

Finally, A° — 7~ p*™ resonance search was made using the Neural Network

method.

5.5.1 Training the Neural Network

Monte Carlo A° — 7~ p™ and A® — 7% for signal events and p*=*, pr~ pairs
for background events were generated.

A° events from a delta function mass distribution were generated centered at
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Mo = 1.115 GeV/c?.
dn

M (M — Myo). (5.25)

The transverse momentum distribution of the A® is assumed to be given by:

dn
— = P/T, 5.26
T (5.26)

where p, = \/png;", and T = 0.400 GeV/c?. In this simulation A° events were
generated uniformly in azimuth and rapidity within the range 0 < ¢ < 20° and
—2.1 < y < 2.1, respectively. Each A° was generated from the beam line with
a Gaussian vertex distribution with mean z, = 0 cm and a standard deviation
g, = 35 cm. Each of the (p and =) tracks was followed through the E735
spectrometer. To each track a momentum error of Equation 5.17 was assigned.
Each background event was generated from two tracks coming from a momentum
distribution given by Equation 5.18. Again, both of these tracks were followed
through the E735 spectrometer. To each background track a momentum error
of Equation 5.17 was assigned.

Each A° or background event represents a pattern that has to be learned by
the Neural Network, as in the previous example. Using the signal and back-
ground events the network is “trained” to discriminate the A° pattern from the

background pattern.

5.5.2 Test of A° Decays Using the Neural Network

Figure 5.18 shows the subtracted signal mass distribution of p*n~, pr* pairs
from the background mass distribution of p*7* and p~7n~ pairs. A clean A°

mass is found for output neuron greater than 0.5. The number of lambdas found
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with this method is 8,000. Note that the number of lambdas found with the
conventional method of Section 4.6.3 is 10,000. This can be easily explained due
to inefficiency of the neural network. Examination of the learning curve reveals

for Monte Carlo lambda events an identification efficiency of only 80%.
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Figure 5.16: Invariant mass distribution of p° coming from 7+7~ after subtract-

ing the background invariant mass distribution of 7¥7*, =7~ pairs with the

Trial 2 neuron output value greater than 0.7.
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Chapter 6

HBT Data Analysis

In this chapter the structure of the Bose-Einstein effect will be studied in detail
using two pion events from the E735 detector at a center of mass energy of
Vs = 1.8 TeV using the HBT method pointed out by Kapylov, Podgoretsky [23]
and, independently, Cocconi [24]. The space-time structure (radius and lifetime)
of the pion source will be studied as a function of charged particle multiplicity,
Teh.

The pure interference Bose-Einstein correlation of two like-sign charged par-
ticles can be distorted by other correlations which are present in hadronic pro-
duction or by correlations resulting from the acceptance of the detector or re-
construction of the non-interference sample (background sample). In order to
isolate the above biases a series of studies using Monte Carlo and real two-pion

events was performed.

6.1 Measurement of the BE Correlation

The Bose-Einstein correlation function, C5, is defined as the probability for ob-

serving correlated pairs of real bosons relative to uncorrelated pairs. This corre-

226
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lation can be expressed (following Kopylov formalism [23]) as a function of the
energy difference, go, of the two particles and ¢, (Equation B.5) the projection of
the three momentum difference (§ = p; — p») onto the plane normal to the sum
of the momenta p = py + p» (Figure 6.1). Experimentally, C; is presented as a

ratio between actual distributions of pairs S(g¢;,qo) (signal) and a corresponding

uncorrelated distribution B(g:,q0) (background):

S(qtqu)
C, = ST Bl
*~ B(g )

(6.1)
where B(q., o) is normalized to S(q,qo)-

In the case of no correlation this ratio should be flat over all g, and go. If there
are correlations present, identical particle statistics imply that there should be
deviations from the flat value when ¢, and go are small (when the two particles
that form the pair are close in phase-space).

An ideal background distribution is a copy of the signal distribution with the
absence of the Bose-Einstein correlation. It is a rather difficult to construct an
ideal background distribution due to problems analyzed in the following sections.

Before analyzing the correlation function, C,, the functional dependence of
the S(|ql,qo) distribution is studied. Figure 6.2 shows the accepted momentum
distribution, dn/dq¢*, (¢* = (qo,q)) observed over the spectrometer acceptance of
the E735 experiment. It is clear that only a limited region of the relative phase
space (qo,q) is available in the diagonal region of the phase space due not only
to spectrometer acceptance but also due to the kinematic constraints of the pion
pair system (Equation B.15).

One consequence of the above study is that fixing go restricts |] to a narrow
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band, a slice of go (go <0.200 GeV) had to be considered. In this case we define

the two projections:

Zq0<0.2 S(m,%)

Calq) = , 6.2
{2 = 5 on Blidh ) (6.2)
for the determination of the radius A, and
S(lql,
Calqo) = Zqéo.z (141, 90) (6.3)

Zq,<o.2 B(lq, 90)’

for the determination of the lifetime of the source 7, or the depth of the source.
It should be pointed out here that the determination of the lifetime, 7, can

be done using g0 = |E; — E;| (where E, and E, are the two energies of the two

outgoing particles), but the depth of the source is related to ¢ (Equation B.4).

Because go and ¢ (Equation B.4 and Figure 6.3) are almost the same for fast

moving particles (Equation B.30), it is impossible to distinguish between them.

From Equation B.3, |¢] can be written as:

\ql =& +df, (6.4)

which for small g (go <0.200 GeV, ¢ small too) is |¢] = q.. The invariant
momentum difference, @, (commonly used to express the correlation function,

C,) given by Equation B.11 and B.13 is almost the same as ¢, (Figure 6.4 and

Equation B.35).

6.1.1 Pairs from Different Events

The most common prescription used to generate the uncorrelated distribution
or background distribution, B(q,qo), is that of different-event mixing, as first

suggested by Kopylov [23]. This technique attempts to use the data directly
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to obtain the expected phase space distribution for like-charged particle pairs
in the absence of Bose-Einstein correlations. In our case, this background, B,
is constructed of like-sign pairs mixed from two different events of the same
multiplicity and vertex location while the signal, S, consists of like-sign pairs
from the same event. By so constructing the background, the same geometrical
acceptances and experimental biases as seen by the signal were incorporated,
except those induced by BE correlations. Hence, there is little need to make any
bias corrections to the background distribution.

It should be pointed out here that in this different-event mixing algorithm,
the backgro-und distribution is free of resonances such as K° — 7w*r~ (see
Section 5.1), p° — wTm~ (see Section 5.1), w — atr 7% 2% — xtr x0
n' — mwtrn° etc. These resonances distort the phase space of the unlike-
charge pairs and may introduce further correlations. The use of #*#n*, 7=~
mixed from different events may be complicated by the lack of four-momentum,
p* = (E.p ), conservation in the overall event. This could be a problem in an
experiment. where the small number of produced particles can lead to strong
kinematic constraints. In our case the outgoing energy of the 7’s {of the order
of 0.2 GeV) is a small fraction of the total available energy (/s = 1.8 TeV), so

there appears to be no problem with strong kinematic constraints.

6.1.2 Pairs from the Same Events

Another technique, attempting to make direct use of the data, to obtain back-

ground distributions free of the Bose-Einstein correlation consists of using 7w~
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pairs from the same event. In this case 7™~ pairs from the same event do not
obey a symmetrization requirement. Unfortunately, the #¥7~ pairs are domi-
nated by the above series of the resonances. Furthermore, there are two more

hidden assumptions in this method:

o All geometrical acceptances should be the same for both #*7~ and n*r™*,
7w~ w~. This is not the case for our spectrometer. Our data are not charge
symmetric and the two-particle distributions #*7* and 7~ 7~ are different.
A common background distribution for both would introduce biases (see

Section 6.2.1).

o All the detection efficiencies for two-track 77~ and # ™7™, # =7~ should be
equal or at least well understood. It shall be shown that this is certainly
not the case for our spectrometer due to the different two-track detec-
tion efficiencies of the z-chamber and straw chamber for both #"7~ and
wTwT, m~m~ because of the way particles bend in the magnetic field (see

Section 6.2.5).

6.2 Systematic Biases

All possible systematic biases influencing the correlation function, C,, will be
reviewed and studied in this section. Systematic biases are due to the limited
acceptance of the E735 detector. finite resolution of the drift chambers, and the

final state interaction of the pions.
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8.2.1 E735 Aperture Problem

A Monte Carlo method (Appendix A) is used to generate two track events in
the E735 spectrometer. It uses a flat rapidity distributioﬁ for —2.1 <y < +2.1
and a flat azimuthal distribution for 0.0 < ¢ < 20°. The transverse momentum
spectrum is taken to be dV/dp} ~ exp(—p,/0.15) (Equation 6.14). The Monte
Carlo introduces no deliberate correlation between the two tracks of an event.
The same list of cuts we have applied to the data analysis were applied in the
Monte Carlo study.

Figure 6.5 shows the z-coordinate vertex distribution of real events accepted
by the ET35 acceptance model just described. There are observable differences
between m~7~, #*rt, and 777~ events.

Figure 6.6 shows the g, distributions for the three possible sign combinations.
The HBT variable ¢, is the component of the momentum difference that is per-
pendicular to the total pair momentum (Equation B.5. Also see Figure 6.1 for
vector diagrams defining ¢;.). All three distributions are different.

The next three figures present the usual HBT plot using Monte Carlo events
with no Bose-Einstein correlation. Figure 6.7 shows the ratio of distributions ‘
for (w*#*)/(7*m~) vs q, and Figure 6.8 shows the ratio of (7= 77)/(7*7™) vs
¢:- This ratio is used because only pairs of identical sign can exhibit the HBT
effect. For completeness, Figure 6.9 is the sum of the two Figures 6.7 and 6.8.
To be useful, however, the denominator of the ratio must experience the same
acceptance bias as the numerator. This equivalence appears to be insufficiently

true for the E735 spectrometer. In fact, for the case of either sign in Figures 6.7
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and 6.8, the Monte Carlo enhancement at low g, is a significant fraction of the
maximum value of 2.0 allowed for the HBT effect. It can be demonstrated that
the Monte Carlo events alone introduce a dominant correlation. For the above
fits the Gaussian parameterization of the source was used (Equation 6.38).
From the above study, when the ¢, distribution for like-sign pairs is divided
by the g, distribution of uniike-sign pairs, an apparent HBT enhancement oc-
curs which implies an interaction radius of 1-2 fermi with a substantial (~ 0.5)

chaoticity factor (Equation 1.40 for the Weiner representation) being indicated.

6.2.2 Fake Background Correlations

The Bose-Einstein correlation modifies the phase-space density of single pions,
which in turn modifies the phase space of both the unlike-charge pion pairs
and the different event background distribution. This has the effect of inducing
a Bose-Einstein correlation which is applied in both of the above background
calculation methods. Mathematically, this may be formulated by the following
argument. as first described by W.A. Zajc [25]: The correlation function, Cs,
(Equation 6.1) can be expressed as the ratio of the two-particle inclusive cross

section to the product of the single-particle cross sections, so that:

d®n d*n d*n

Cigya) = K== —— 6.
g &) d3P1d3pz/d3p1 d*p; (8:5)
where the normalization factor K involving the pion multiplicity, n, is:
K =<n.>?/ <np(ne—1)>. (6.6)

The background distribution B(g:,qo) is normalized to the signal distribution

S(qt,90) (Equation 6.1). The definition of the single particle inclusive momentum
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distribution normalization is given by:

da
d3"d P =€ By s (6.7)

and the two particle inclusive momentum distribution normalization:

[ St Aeh =< el =1) > 63)

From quantum mechanics (Section 1.2), the correlation function can be ex-

pressed as:

Ca(ge, @) = 1 + pr(ge; @1, 90), (6.9)
where pr(q:,qi, qo) is the square of the Fourier Transform of the pion source in
space and time (from the formulation of Section 1.2), pr(q:, qt,90) = |F|®. This
is the essential result of intensity interferometry (Section 1.2). Equation 6.5 may
then be written, using Equation 6.9, in the following form (for a normalized

background to signal distribution):

d®n d®n dn

m =11+PF(QtaQIaq0)]d3_. d3p2 (6.10)

The single pion background momentum distribution dn/dp; is given by in-

tegrating the two-particle momentum distribution over all p3, so that:

danb
v [
d*py n d*p1d’p;
d3n . d3n
= 5 A[l +PF(Qe,QI,QO)JE-)-;d352
d*n .
—=1 + 8p1; pr(ge, @1y 0)))s (6.11)

d:’ﬁL
where () is the region of integration which depends on the acceptance of the

spectrometer and &(py1; pr( ¢, 1, Qo)) is expressed as:

8(Prs pF(ges 91y 90)) /PF(Qth(Io)ds.. P2 (6.12)
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The single pion background momentum distribution, dny/dp;, is thus mod-
ified by a correction term, 6(pi;pr(g:,q1,490)). Similarly the single pion back-
ground momentum distribution, dny/dp>, is modified by a correction term 1 +

6(p2; pF(qe, @1, g0)). The correlation function, C, thus becomes:

Cy = C[1 4 6(p1; pF(es @1y 90))][1 + 8(2; pF(qe, @1, 00)))- (6.13)

Monte-Carlo calculations show that the magnitude of this residual correlation
§ is of the order of 3 — 4% using the following calculation. This calculation
assumes one had a priori knowledge of the correlation function. A C, of the
form, Cr, =1+ /\e_azqz__,zqg’ with chaoticity factor, A = 0.5, lifetime 7 = 0.5 fm
and radius of the source R = 1 fm, was assumed. To estimate this percentage,
it was also assumed that the momentum distribution of the single particle was

dn

ey £ 3

(6.14
o (6.14)

’

where p, = V‘pi + p2, T = 0.150 MeV and the distribution was flat in rapidity,

y, and in azimuthal angle, o.

6.2.3 Gaimow Corrections

It is well known that the Coulomb interaction of two like-charged particles mod-
ifies the phase space density in relative momentum via the Gamow [78,20] factor
G(n). For like-charged and unlike-charged pairs, the inclusive momentum distri-
butions in the presence of Coulombic interaction are given by (dn/dp;dps); and
(dn/dp1dp>)., respectively.

dn dn
—=h=G ——
dp1dp> h () dp1dp,

( )s (6.15)
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dn dn

indg = G,

)s (6.16)

where dn/dp,dp; is the pair inclusive distribution in the absence of the Coulomb

force, and:
2T ey, T
Gum = 7=¢ (4 hvrn)’ (6.17)
2mn ten, T
- = 1
Gl(’?) 1 — e-2mn € (sin hﬂ'T])’ : (6 8)
wdla (6.19)
n= ) ’
v @*Qu
= .1%’ Q*Q, = M? —(2m,)? M is the invariant mass of the pion-pair, and m,

is the pion mass.

The corrections for Coulomb effects are made by weighting each like-pair by
1/Gi(n) and each unlike pair by 1/Gy(n). The correction factors for like-charged
and unlike-charged pairs are small except for very small Q#Q,, as shown in
Figure 6.10. If the background distribution is calculated from an unlike-charged
pair from the same event, then in order to calculate the corrected correlation
function, C,, (the ratio of like-charged to unlike-charged pairs from the same
event) in the absence of the Coulomb final-state interaction, the observed C,
must be multiplied by the factor G,/G;. This ratio is shown in Figure 6.10 by
the dashed line which is still small except in the region of very small Q*Q,.

If the background distribution is calculated from like-charge pairs from dif-
ferent events, the correlation function, C,, (the ratio of like-charge (signal dis-
tribution) to like-charge pairs from different events (background distribution))
in the absence of the Coulomb final-state interaction is multiplied by the factor

1/Gy, the solid line, which is in fact smaller than the dashed-line.
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It is important here to note that the induced Gamow correction may be
applied to the background events via the method in Section 6.2.2. This can
be seen mathematically through the following argument: The single pion back-
ground momentum distribution, (dn,/dp; )i, generated by different-event mixing

is calculated by integrating Equation 6.5 over all ps, so that

dny dn dn dn
— Gi(n)—=——=dps = —
(dpl b= / dn )dfl dps P dp v (6.20)

where d®/d*p; (1=1,2) is the single particle distribution from different events, and
€1 is given by

=/ Gi(n —d .
€ = / i dPZ D2 (6.21)

Similarly, the single pion background momentum distribution, (dny/dps), is

modified by a correction factor. ¢,,

dn )
- =/(]G1(77)d—ildp1. (6.22)

The correlation function, C, (the ratio of like-charged (signal) to like-charged
pairs from different events (background)) in the absence of the Coulomb final-
state interaction should be multiplied by the factor €;¢,/G,;. This effect is proba-
bly negligible, but cannot be totally removed by combining tracks from different

events.

6.2.4 Momentum Error

The final systematic error in this analysis is the broadening of the Bose-Einstein

enhancement due to the finite-momentum resolution. To study this effect, we
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simulate the Bose-Einstein enhancement in the Monte Carlo data by weighting

each like-charged pion pair (see Appendix C) by

Cy =1+ e BPdt, (6.23)

gen,s genb

with A = 1 and source radius, R = 1 fm. The distributions of ¢/*™* and ¢/*"" are
made for weighted and non-weighted like-pion pairs, respectively. At the same

time, a Gaussian momentum error with a mean value p and standard deviation

o was assigned to each track:

1
dp = 4%p, [ p* + il (6.24)

where 3 = p/v/p? + m? and m is the pion mass. A new set of distributions of qu"'

obs

and ¢**® background are made for weighted and non-weighted like-pion pairs.

For both ¢ and ¢/ distributions a correlation function, €, was calculated

and analytic functions were fit. Namely,

. dn dn
Colg”") = ——=/—=; 6.25
2 ( q; ) dq:bs,: dq;)bo,b ( )
and
dn dn
Ca(gi™") = =T e 6.26
2( 9t ) dqtg » / dqtgen,b ( )

Comparing the fitted values of A°** and R for C5(¢?®*) with the fitted values \9°"
and R9" for C,(q/""), a systematic error of the order of 2-3% was assigned to R
which is small compared to the observed statistical error (Table 6.1). Figure 6.11
shows the correlation function. C5(g?®*), after applying the momentum error.
The relative error (§ R/ R) of the calculated radius, R?*", due to the momen-

tum error, (Equation 6.24) was studied. Figure 6.12 gives this calculated relative
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radius error (§ R) versus radius (R?"). Figure 6.13 shows the relation between
the observed radius, R, of the source as a function of the generated radius

Rgen

Radius Resolution of the Source

In addition, the two-track momentum resolution determines how small of a Q
can be resolved, which in turn limits the maximum size, R, of the source that
can be measured. The resolution AQ can be calculated from the definition of
@ (Equations B.12 and B.13) via Monte-Carlo calculations, provided enough is
known about the spectrometer resolution. An experimental estimate for the value
of AQ can be obtained from the observed width of the A decay (as described
in section 4.6.2) to wtm™.

From the observed K° mass width the Q resolution is
A= ﬂfonﬂ/fko/lQKo = 0.020 GeV. (6.27)

Given Equation 1.32, the ability of this experiment to measure the radius, R,

deteriorates above

R =hc/AQ =10 fm. (6.28)
This value is much larger than the value from a typical pp collision experiment
(1 fm).
6.2.5 Opening Angle Problem

The effect of experimental biases in the opening angle in the x-z plane, 4.,, of

a pair was studied by examining S (signal) and B (background) independently
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(C; = S/B). Figure 6.14 shows tracking data taken in the magnet-off configu-
ration. The plotted variable is the opening angle of the pair at the origin in the
¢ — z plane (62,). It appears that the two-track resolution is not 100% efficient
at angles less than 10 — 15° . This is due to the limited two-track resolution
of z- and straw chamber. Figures 6.15 and 6.16 show tracking data taken in
the magnet-on éonﬁguration. As can be noticed, first of all, the difference in
the two-track efficiency between like-charged (Figure 6.15) and unlike-charged
pairs (Figure 6.16) below 15°. This is due to the different way the m¥n+ + 7~ 7~
and m*7~ bend in the magnetic field. In the calculation of the two-particle

correlation function,
_ i)

Cy = (1) ) (6.29)

or

like — charged — pairs (6.30)

Gy = unlike — charged — pairs’

The above difference must be removed in order to avoid self-generating the corre-
lation. One may avoid the problem all together by requiring 2 minimum opening
angle 82, cut for both like-charged and unlike-charged pairs. Figures 6.17 and
6.18 show the opening angle 62, at the origin (x = 0) for like-charged and unlike-
charged pairs, respectively, (each particle in a pair coming from a different event).
It was noticed that there is no two-track inefficiencies for either like-charged or
unlike-charged pairs from different events. In this study we will not try to correct
for the like-charged pair (from same events) inefficiency, but a minimum opening

angle, 82, cut of 12° (see Section 6.3.1) will be required in the calculation of the

xz?
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two-particle correlation function

Cy = s ) y (6.31)

or
like — charged — pairs — same — events

Cr

(6.32)

~ unlike — charged — pairs — different — events’
It will be shown that this does not especially limit our ability to measure large

values of H.

8.2.6 Vertex Problem

In order to {rerify that the observed Bose-Einstein correlation is a resuit of the
Bose-Einstein effect and not a result of any hidden systematic errors, a sample of
Monte Carlo pairs without any Bose-Einstein correlations (++)s + (——)s were
generated. From this Monte Carlo sample, a mixing sample from different pairs
was created in order to construct the background distribution (++)p + (——)p.
The Monte Carlo events were analyzed in the same way as the real data. It was
observed that the mixing technique does introduce an artificial correlation.

Figure 6.19 shows the calculated correlation function for Monte Carlo events,

_{tris+{—Is
ey gy S8

as a function of ¢;, while Figure 6.20 shows the same correlation function, (5, as
a function of the invariance difference Q. These two variables (¢, and Q) behave
the same way for energetic pairs (Equation B.35).

This artificial correlation is a result of the vertex distribution of the mixing

sample. Figure 6.21 shows the Monte Carlo event vertex (average z-intercept of
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a pair) distribution of the (++)s + (——)s sample (tracks from the same event).
Figure 6.21 also shows the vertex distribution of the (++)p + (——)p sample
(tracks from the mixing algorithm). The difference between the two vertex dis-
tributions is clear. This is due to the fact that the vertex distribution of tracks
from the mixing algorithm, (dn/dz,)p, is a function of the vertex distribution of

tracks from the same event, (dn/dz,)s. Namely,

dn dn ,
i )b = (dz,, ) (6.34)

(

In the case of a Gaussian vertex distribution, the standard deviation of (dn/dz,)p,
differs from the the standard deviation of (dn/dz,)s by a factor of v/2.

In order to correct this systematic error we have accepted only mixing pairs
that form a vertex distribution similar to the same-event pair vertex distribution.
Figure 6.22 shows the vertex (average z intercept of a pair) distribution of the
(++)s = (——)s sample (tracks from the same event) superimposed with the
modified vertex distribution of the (++)p + (——)p sample (tracks from the the
different event mixing algorithm). There is no difference between the two vertex
distributions. Likewise, the Monte Carlo correlation function, C,, as a function
of ¢ (Figure 6.23) and invariance difference @ (Figure 6.24) no longer has any

artificial correlations like that in Figures 6.19 and Figure 6.20.

6.3 Control Experiment

A number of different “control” (test) experiments were performed using real

data and the same analysis used in the like-sign charged correlation studies in
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order to verify the nature of the like-sign charged correlation. Unlike-sign K

combinations [79] as well as +— combinations were considered as test experi-

ments.

6.3.1 Unlike-sign +—, K, etc., Correlations

A way, other than Monte Carlo studies, to test any artificial correlation or other
systematic errors is to study charged K, pm, Kp combinations identified by
the TOF1 and TOF2 systems. Using uniquely identified 7%, K%, p, and p; the

correlation function was formed.

(r=K* + prK* + ﬂ.ipi)D'

Cy = (6.35)

Despite the fact that one of the particles is identified as a kaon or proton, we have
assigned the m mass to both particles and analyzed them in the same way as pion
pairs. Figures 6.25 and 6.26 show the correlation function, Cy, (Equation 6.35)
versus g, for all go and go < 0.200 GeV, respectively. It is clear that there is
no significant enhancement in the correlation function at low g, for these non-
identical particles.

Yet another way to verify the nature of the Bose-Einstein correlation is to
study 7= pairs from the real data in the same way as we have analyzed m*n™,
7~ 7~ pairs. Again, Figures 6.27, 6.28, and 6.29 show there is no evidence

of an enhancement in the correlation function, s, at low ¢,, as a function of

multiplicity ncs.

02=(+—k (6.36)
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where the pairs (+—)s come from the same event and (+—)p come from the
different event mixing algorithm.

The opening angle cut was varied from 12° to 20° for these events. No Bose-
Einstein enhancement was observed in the correlation function. Figures 6.30, 6.31,
and 6.32 show the correlation function, as a function of ¢, for opening angle
6., > 20° It is clear there is no correlation for 8., > 12° as well as 4., > 20°.

It is known that many two body resonance decays exist which result in unlike-
sign pairs. Some of these were studied in Section 5.1. One might expect some

effect of these decays on C;(+—) but there were only minimal contributions near

qt=0'

6.4 Radius and Lifetime Measurement

In this section the space-time characteristics of the pion source will be studied
using like-sign charged particle correlations as a function of the charged particle
multiplicity, n.,. The spatial shape of the region in which pion generation occurs

will also be analyzed.

6.4.1 Correlation C, versus ¢,

The correlation function, C,, is studied as a function of the charged multiplic-
ity, n.p, taken from the Hodoscope in a region of pseudorapidity |7 < 3.25.
All information for this analysis was obtained from reconstructed charged tracks
measured in a region of pseudorapidity —0.36 < n < 1.0. All data were analyzed

for fixed intervals of charged particle multiplicity, n.,. The uncorrelated back-
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ground reference sample was obtained from like-sign track pairs mixed different
events, thus avoiding the artificial analysis correlations, as discussed in previous
sections. Coulomb corrections are not applied. For small opening angles (< 1°)
of equally charged particles, the Coulomb interaction between the particles will
influence the correlation function, C, (see Section 6.2.3). Our experimental re-
quirement of 6., > 12° will make such Coulomb corrections to the correlation
function negligible.

The correlation function

Cg= < : (6.37)

for all data was normalized to be equal to unity in the region 0.6 < ¢, < 1
GeV/c. The above vertex correction (Section 6.2.6) and the minimum opening
angle cut 62, > 12° were applied. Figures 6.33, 6.34, and 6.35 show that there
is little difference in the correlation function for a cut of 42, > 10°, 82, > 15°, or
§°. > 20°. Figure 6.36 shows the observed radius as a function of the above 62,
cut in the Gaussian representation (Equation 1.19 or Equation 6.38).

The normalized data in the region go < 0.2 GeV were fitted with a Gaussian

of the form (Equation 1.19)
Cy = A(1 + re P%), (6.38)

where A4 is a normalization factor and A is the ad-hoc incoherence or chaoticity
factor.(Note in the case of the Weiner (Section 1.2.7) parameterization, this

chaoticity factor is denoted as p). The radius of the source is calculated by the

parameter J: R = heB.
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Before we study the correlation function (Equation 6.37) as a function of the

charged multiplicity, n.s, we study the the following correlation functions:

_ (++)s
and
A il (6.40)

(==)p’
separately. Figures 6.37 and 6.38 show that there is no difference in the de-
termination of the radius R within the errors. The source radius, R, for the
wtat pairsis 1.04 £ 0.1 fm and 1.08 £ 0.1 fm for 7”7~ pairs for mean charged
multiplicity < n.s >= 97. The chaoticity factors, A, are about the same.

Figures 6.39, 6.40, and 6.41 show the observed correlation, C,, vs ¢, for
three multiplicity bins 0 < n., < 60, 60 < n. < 100, and 100 < n.,, < 240
(Table 6.1). Figures 6.42, 6.43. and 6.44 show the observed correlation, vs ¢
for three multiplicity bins 0 < n.;, < 80, 80 < n. < 120, and 120 < n., < 240
(Table 6.4).

Figure 6.45 shows the source size as a function of the charged particle den-
sity, dn.x/dn, (where n is the pseudorapidity) in the Gaussian representation
(Equation 1.19). Figure 6.45 the UA1 [80] and CDF [81] data points, were plot-
ted for comparison. We noticed a small disagreement between the two sets of
data. Comparisons with other investigations on the same topic should be made
cautiously because of differences in the types of reactions considered, the energy
range, difference in phase space studied (for example in our limited spectrometer
acceptance the available phase space, Figure 6.46, is only a part of the whole

space), etc.
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Figure 6.47 shows the chaoticity factor, A, as a function of the mean charged
multiplicity < nen >. The chaoticity parameter seems to decrease with increasing
< nes >. This effect has been previously observed by UA1 [80] at center of mass
energy /s = 640 GeV.

Figure 6.48 shows the dependence of the source size as a function of the
charged particle density, dn.,/dn, in the Podgoretsky representation, (Equa-
tion 1.37, Table 6.3). The relation between the two radii is plottt;,d in Figure 6.49.

For comparison with the previous parameterizations, Figure 6.50 shows the
dependence of the source size on the charged particle density, dn.,/dn, in the
Weiner representation, (Equat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>