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ABSTRACT 

Allen, Charles Cameron. Ph.D., Purdue University, December 1991. Multiplicity and Pseu­
dorapidity Distributions from Proton-Antiproton Collisions at Center of Mass Energy 
1.8 TeV. Major Professors: Andy Hirsch and Rolf Scharenberg. 

Charged-particle multiplicity and pseudorapidity distributions produced in proton-

antiproton collisions at center of mass energy 1.8 TeV and measured in the Central Track-

ing Chamber are discussed. The data were taken using a minimum bias trigger at E-735 at 

Fermi lab. 



1 INTRODUCTION 

Particle production has been a fruitful field for both theoreticians and experimental-

is ts over the last two decades. QCD and the electroweak theory have been very successful 

in describing much of the observed phenomena. The existence of quarks and gluons is now 

an accepted hypothesis. 

Without direct observation of free quarks and gluons, indirect methods for probing 

the inner structure of hadrons have arisen. Several theories predict a phase transition from 

hadrons to a quark-gluon plasma at sufficiently high temperatures or densities (Figure 1) . 

Tc 
= 200 MeV 

. . 

Hadron Gas 

Deconfined Quarks 
and Gluons 

Pnm >- 2Pnm >-5-10 Pnm 

Net Baryon Density 

Figure 1: Phase diagram of nuclear matter. 
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If a plasma is formed, it may be long-lived enough to "obey" statistical thermodynamics. 

Several experimental signatures have been proposed to look for this quark-gluon plasma. 

Assuming that the average transverse momentum (P,) corresponds to temperature, and the 

charged particle multiplicity in the central region ~NI corresponds to entropy density, 
y y- 0 

then a first order phase transition would be evidenced by a plateau in the (P,) versus dN 
dy 

plot (Figure 2). Most papers talk about this phase transition in the context of heavy ion col-

lisions. Proton-anti proton collisions off er only 6 initial quarks as constituents, but to date 

the Fermilab Tevatron pp collider offers the highest possible energy density. 

Multiplicity and pseudorapidity distributions are useful not only for the above-men-

tioned reason. Both distributions are a source of information about underlying particle pro-

duction mechanisms. This thesis presents analysis aimed at determining the multiplicity 

and pseudorapidity distributions from data obtained from E-735 at the Fennilab Tevatron 

pp collider. 

Quark-Gluon Plasma 

/ 
Hadrons 

dN E ---dy T 

Figure 2: First order phase transition for nuclear matter. 
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2 EXPERIMENTAL OVERVIEW 

This experiment took place at the Fenni National Accelerator Laboratory (FNAL) 

Tevatron collider. Basic detector elements of experiment E-735 are a scintillator hodoscope 

for triggering and multiplicity counting, a single-arm spectrometer with particle identifica­

tion, and a central tracking chamber for measuring event multiplicity and track distribution. 

This chapter discusses the accelerator and elements of the E-735 detector other than the 

CTC, which is discussed in its own chapter. 

2. 1 FNAL Tevatron Collider 

The Tevatron is a symmetric pp collider. During the time E-735 was on-line, the 

Tevatron operated at a maximum center of mass energy offs - 1.8 TeV. 

An overview of the Tevatron is shown in Figure 3. The generation of the proton beam 

starts by mixing hydrogen gas with cesium gas to produce /1 ions. The /1 ions are ex­

tracted and emerge from a Cockcroft-WaJton accelerator at 750 ke V. The ions then enter the 

linear accelerator (Linac). The Linac generates radio-frequency electric fields which accel­

erate ion bunches to 200 MeV. The ions are then stripped of their electrons and enter the 

Booster. The Booster synchrotron accelerates the protons to 8 Ge V. The protons are next 

injected into another synchrotron known as the Main Ring. The Main Ring accelerates the 

protons to 150 GeV and injects them into the Tevatron. 
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Figure 3: Overview of Tevatron. 
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Antiproton generation starts off the same, but the Main Ring accelerates the protons 

up to 120 GeV. This beam is directed onto a tungsten target. A lithium lens selects nega­

tively charged particles with energy 8.9 GeV. These particles enter the Debuncher ring, 

which effectively selects anti protons within the first millisecond of orbiting. Stochastic 

cooling is used in the Debuncher to reduce the momentum spread of the antiprotons. The 

anti protons are then injected into the Accumulator which accumulates anti protons and per­

forms further stochastic cooling. When sufficient anti protons have been "stacked", they are 

injected into the Main Ring at 8 Ge V and then join the protons in the Tevatron at 150 Ge V. 

At this point 6 proton bunches and 6 anti proton bunches are circulating in the Teva­

tron at 150 GeV. The final acceleration to 900 GeV then takes place, and the beam tuned to 

provide crossings at the proper locations. 

2.2 Detector 

E-735 was installed in the CO intersection region. The Main Ring and its abort are lo­

cated approximately 65 cm above the Tevatron beam at this point. At CO, the aluminum 

Tevatron beam pipe is 200 µm thick with an inner radius of 76.2 mm. The experimental co­

ordinate system is centered at CO, with positive z along the beam in the proton direction, 

positive y vertical, and positive x pointing into the spectrometer. 

Three major components comprised the E-735 detector. A scintillator hodoscope pro­

vided fast trigger and multiplicity information. The magnetic spectrometer determined the 

momentum and time-of-flight for the approximately 1 % of the particles that entered it. The 

Central Tracking Chamber (CTC) tracked particles traversing its volume, providing event 
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multiplicity and track direction information. Figure 4 and Figure 5 show the layout of the 

detector from two different perspectives. 

2.2. l Trigger and Multiplicity Hodoscope 

The scintillator hodoscope was logically grouped into two separate elements[5] . The 

barrel hodoscope was mounted on the CTC support structure and. was used to determine 

multiplicity in the pseudorapidity interval lril < 1.57 . The% indiividual scintillators were 

arranged with their length parallel to the beam, 48 upstream and 48 downstream. A window 

towards the spectrometer was cut out to minimize mass in that direction. Figure 6 shows 

the barrel hodoscope layout. 

The endcap hodoscopes were located approximately 160 cm from the beam crossing. 

Each of the upstream and downstream endcaps had three concentric rings of 24 scintillators 

that covered the interval 1.65 < llll < 3.25 . Figure 7 shows the endcap hodoscope layout. 

The barrel and endcap hodoscopes shared common materials and readout electronics. 

The anode signal from the Hamamatsu 1398 phototubes was fed into both an ADC and a 

TDC. Before going to the TDC, the signal was discriminated and sent to various scalers and 

the trigger processor as part of the fast trigger logic. 

A light pulser system was able to test the system when no beam was present. A light 

fiber distributed a known light signal from the electronics trailer down to the individual 

scintillators. In addition, the pulse height distribution and single:i rate of each counter was 

monitored during data taking. 

The trigger hodoscope was designed to provide time-of-flight (TOF) information[6]. 

The upstream (TORJ, also called the p array) and the downstream (TOFD, also called the 
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j5 array) arrays each contained 15 scintillators close to the beam pipe, approximately 2 m 

upstream and downstream of the interaction region. They were designed to measure the 

time that leading particles from an interaction crossed the scintillators. The sum of the hit 

times in the TORJ and TOFD counters gives the interaction time. The difference of the hit 

times gives the location of the interaction along the beam line. Figure 8 shows the counter 

layout of the TORJ and TOFD arrays. 

2.2.2 Spectrometer 

The magnetic spectrometer used momentum and time-of-flight infonnation for parti-

de identification. Several wire chambers in front of and behind the magnet measured mo-

Ttm• of Flight 
:so 

15 
20 

14 
13 

10 

0 2 :s 4 5 + 1 e 9 

·10 

12 
11 

·20 
10 

·30-+-~~~~~~~~......-~~~~~--~~-j 

-30 -20 -10 0 10 20 30 
PM I NUS 

Figure 8: TORJ and TOFD counter layout. 
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mentum, while two separate TOF scintillator arrays measured the velocity over separate 

distances. The spectrometer covered approximately 0.5 sr of solid angle. 

Momentum Measurement 

A particle entering the coverage of the spectrometer first entered the z chamber (look­

ing only at elements of the spectrometer)[3]. The z chamber was mounted inside the CTC, 

snug against the aluminum beam pipe. The z chamber was a wire drift chamber with 3 

planes of 96 sense wires. The wires were oriented vertically, with spacing of 1.1 cm be­

tween sense wires. The z chamber provided the best measurement of the z-coordinate of the 

interaction. 

The particle then entered the pre-magnet chamber, mounted on the interaction side of 

the magnet[2]. The pre-magnet chamber was also a drift chamber, with 4 planes of 25 sense 

wires. The wires were again oriented vertically, with spacing of 5 cm between sense wires. 

The magnet itself provided lip= .SO MeV of kick, and a field strength of approxi­

mately 4 kilogauss. The field was oriented vertically, bending charged particles up or down­

stream. The field could be reversed to check for bias in the acceptance. 

The post-magnet chamber was similar to the pre-magnet chamber, except it was 

slightly larger to match the larger acceptance at the magnet exit, and contained 4 planes of 

30 sense wires. 

Next came 7 sets of "straw" drift chambers[l7]. Each sense wire is contained in and 

supported by a 5 cm tube consisting of 18 µm of aluminum, 75 µm of paper, and 75 µm of 

Mylar. The aluminized tube provides both the ground reference amd the gas volume for an 

individual wire. Each set contained 60 to 90 tubes, staggered two deep. Four sets were ori-
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ented vertically, the other three sets 4° from the vertical to help determine the y position of 

a track. 

Velocity Measurement 

Two TOF anays in the spectrometer measured the velocity of particles[6]. TOFl was 

located directly behind the straw chambers, about 2 m from the beam line. Each of the 7 

counters was approximately 300 by 10 by 5 cm, placed horizontally parallel to the beam. 

TOF2 was located at the outermost edge of the spectrometer room, an average of 4 m from 

the beam line. Each of the 32 counters was approximately 150 by 15 by 5 cm, placed ver­

tically perpendicular to the beam. 

The TOFl and TOF2 arrays were instrumented similarly to the TOFU and TOFD ar­

rays. A phototube was mounted on each end of each counter, and both ADC and TDC in­

formation was read out from each tube. Adding the TDC values from each end gave the hit 

time. Subtracting the TDC values gave the position along the counter. Since the TOFU and 

TOFD arrays determined the time of the interaction, the difference between that time (TO) 

and the hit time in a counter gives the time of flight of that particle. 
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3 CENTRAL TRACKING CHAMBER 

The Central Tracking Chamber was designed as the primary multiplicity measuring 

device for E-735. The CTC was designed to measure up to 100 clharged particles over ap­

proximately 3.2 units of pseudorapidity centered at ri - 0. The following sections de­

scribe the design and construction of the CTC. The major parameters of the finished 

chamber are summarized in Table 1. 

3.1 Desj~n Consjderatjons 

The major design consideration was that the chamber be able to accurately measure 

the multiplicity of high multiplicity events. This meant that the chamber had to have good 

two-track resolution, and that the chamber itself be low mass to minimize the contamina­

tion from secondary particle production. In addition, the chamber had to be able to survive 

for many months in the high radiation environment of the collider with little or no mainte-

nance. 

The basic dimensions of the CTC were detennined by the size of the volume it was 

to fill. The z chamber would be mounted inside, which limited the inner radius. The outer 

radius was limited by the presence of the main ring nearby. The inner radius was approxi­

mately 22 cm, the outer radius approximately 42 cm. The collide:r beam pipe would not be 

removed for the installation of E-735, so the CTC had to be cons1tructed in two lengthwise 

halves able to be put together around the beam pipe. Figure 4 shows these constraints. 
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Table 1: Parameters of the Central Tracking Chamber. 

Inner radius 220mm 

Outer radius 420mm 

Length 2000 mm 

Innermost sense wire radius 257.48 mm 

Outermost sense wire radius 372.49mm 

Number of sense wires per cell 24 

Number of cells 24 

Cell dimensions: 

height 120mm 

width 67.6 to 97.9 mm 

Number of wires: 

25 µm Au-W/Re (sense) 576 

101.6 µm Au-Cu/Be 1032 

127.0 µm Au-Cu/Be 192 

152.0 µm Au-Cu/Be 1368 

Total number of wires 3168 

Bulkhead load (4860 lb) 2209 kg 

Nearest wire spacing 5mm 

Gas Ar (95%) CH4 (4%) C02 (1 %) 

Average drift field 480 V/cm 

Maximum field voltage -4.20 kV 

Surf ace field at sense wires 194 kV/cm 

Amount of material towards: 

spectrometer 0.0110 xrad 0.0016 xint 

barrel hodoscope 0.0350 Xrad 0.0140 Xint 

endcap hodoscope 0.1200 xrad 0.0250 xint 

Resolution: 

xy 250µm 

z 4.0cm 

two-track separation (60%) 3.0mm 
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3.2 Cell Design 

In order to achieve the best possible two-track resolution, the CTC utilized a "jet" cell 

design with 24 supercells each containing 24 sense wires[4]. Figure 9 shows the basic de-

sign. The sense wires are 0.5 cm apart, with the nearby potential wires providing focusing 

of the drift trajectories as shown in Figure 10. The focusing reduced the pulse width, im-

proving the two-track resolution. The sense wires were kept at ground to facilitate pulse 

measurement. The field wires, which defined the drift trajectories, were kept at -4.20 kV, 

and the potential wires were kept at -1.975 kV. This resulted in a drift field of approximately 

480 V /cm, and a surf ace field on the sense wires of 194 kV /cm. 

Radial Line 

r = 247.1 

/=385.0mm 
o o O O 0 0 Oo 0 0 0 0 O O O o 

372 
S 

goo g>-r = . mm 
g:~ c; 24th sense wire 
o•o 0 
o•o 0 
o•o 0 
o•o 0 
o•o 0 

o:~s.omm g 
8•8-1 spacing o 
o•o o 
o•o o 
o•o o 
o•o o 
o•o o 
o•o o 
o•o o 
o•o o o•o o 
o•o o 
o•o 
o•o g: r = 25'7.5 mm 
080 1st se!nse wire 

0000 0000 

15° Cell width 
,.....------... 

Figure 9: CTC cell design. 
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One common method of determining which side of the drift plane the electrons anive 

from is to stagger the sense wires slightly. This method was used in the pre- and post-mag­

net chambers. This has the side-effect of distorting the field lines and thereby reduces the 

two-track resolution. The CTC instead had the sense plane tilted 5° away from the radial 

line. Tracks which come from the interaction point are disambiguated by the fact that the 

false track will not point towards the interaction point. Unfortunately, it does not provide 

any mechanism for distinguishing tracks which do not come from the interaction point. 

3.3 Mechanical Construction 

In order to achieve the low mass requirement, the CTC was constructed almost en­

tirely of carbon fiber-epoxy (CFE) and Rohacell composites. The Rohacell provided the ba­

sic support for the CFE tape before and during actual shaping and baking. By wrapping the 

CFE around Rohacell, a very strong box beam structure was made. Several different box 

beam structures formed the building blocks for the CTC. 

Figure 11 shows the basic construction of a chamber half. The inner and outer walls 

of a chamber half had 24 193 cm long staves each. The inner walll was 8 mm thick with ap­

proximately 0.9 mm of CFE on each face, while the outer wall was 12 mm thick with 

0.5 mm of CFE on each face. The individual staves were glued together into a shell on a 

precision mandrels. Special staves were made to form a window matching the spectrometer 

acceptance. Two of the outer staves in each shell half had an 8.7 mm stainless tube embed­

ded in the Rohacell, next to the inner surface. Five 1 mm diameter holes connected these 

tubes to the CTC gas volume. These tubes were part of the gas delivery system. 
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Figure 11: Chamber half. 

The half-endplates each had 24 wedge-shaped CFE pieces on each face. The wedges 

were formed into a single rigid endplate by wrapping them with more CFE and baking the 

structure again. The completed endplates were 2.5 cm thick with 1.0 mm of CFE on each 

face. A layer of 36 µm copper foil was glued to the surfaces that would be inside the CTC 

volume. 

The holes for the wire f eedthroughs were drilled using a computer-controlled milling 

machine. The CFE material is very tough, causing the carbide drill bits to be replaced after 

every 60 holes. The endplate surfaces were not completely flat. The Rohacell supported the 

CFE layer when drilling into the end plate, but it was possible that there would be no support 

for the CFE when drilling in the outward direction. It was found that without proper support 

the CFE surf ace would splinter when drilled, so a complete hole was made by drilling in­

ward from each surface. Finally, a 100 µm walled stainless steel tube was inserted and elec­

trically connected to the copper foil using conducting epoxy. This provided a clean ground 

connection surrounding the sense wire, as well as a mechanically clean surface for the 
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feedthroughs. Two extra holes per sector far from any wires provided gas flow from the ac­

tive volume to the volume near the wire connections on the other side of the endplates. 

The two end plates and inner and outer shell were then aligned on an optical table prior 

the final gluing. The spectrometer window was made gas-tight by gluing a layer of Kapton 

covered by copper tape over the window area. The other inner surfaces of the shells were 

covered with 36 µm copper tape, which was electrically connected to the copper foil on the 

endplates using conducting epoxy. 

An FR4 (fiberglass) ring as attached to the endplates. This ring provided the attach­

ment points for connecting the CTC to its support structure and connector holes for gas and 

cables. A removable plastic window provided the gas seal. 

Finally, each chamber half was prestressed with a load equivalent to the final load 

from the wires. The structure compressed less than 100 µm under the 1500 kg load. 

3.4 Wires 

The sense wires were 25 µm gold-plated tungsten-rhenium with a resistance of 

190 Q/m. Higher resistance iron alloy sense wires tested in the prototypes gave better 

charge division accuracy, but were found to be mechanically too weak for use in the CTC. 

The potential and field wires were gold-plated copper-beryllium varying in size from 100 

to 150 µm. 

Figure 12 shows the wire feedthrough design. The prestressed CTC halves were 

mounted vertically in a "clean room". The wires were lowered through the upper hole, 

through the chamber into the lower hole. The wires were threaded through the f eedthroughs 

and tensioned with weights (80 g for the sense wires, 550 to 1100 g for the potential and 
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Figure 12: Feedthrough in endplate. 

field wires). The wires were secured by crimping the wire in a Cu (potential and field wires) 

or stainless steel (sense wires) tube. Immediately after crimping, the tension was checked 

by measuring the resonance frequency of the wire by pulsing it with a 100 G magnetic field 

supplied by permanent magnets near the inner and outer shells. The wire tension was 

checked again at the 1 day and 1 week point. 

3 .5 Gas System 

The chamber operated with argon (95%), methane (4%), and C02 at atmospheric 

pressure. Gas arrived from the cylinder through tubing connected to the FR4 ring. It was 

fed into the center of the active chamber volume through 4 stainless steel tubes embedded 
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in four of the outer staves. The gas entered the chamber volume through five 1 mm holes, 

flowed through the active chamber volume, then through the endplates into the electronics 

region, and finally entered an exhaust tube. This minimized contamination from outgassing 

in the electronics region. 

A proportional tube with an 55Fe source installed in the exhaust line allowed the purity 

of the gas system to be measured over the course of the experiment. 

3.6 Hieh Voltaee & Electronics 

The high-voltage power supplies were located in the electronics trailer, connected to 

the chamber through 40 m of cable. Each of the 24 sectors had one supply for the field 

wires . The potential wires were segmented into three groups of eight, with all three seg­

ments normally powered by one power supply. Each segment could be powered individu­

ally if a problem developed. 

Figure 13 shows how the field and potential HV cables were connected to the cham­

ber. Each high voltage cable was connected to its outer shield with a 1 nF capacitor and the 

outer shield was decoupled from the chamber ground with a 5 k(2 resistor. In addition, the 

potential wires had a high frequency termination to minimize the effects of currents in­

duced on the potential wires by the sense wires. 

3.7 Sienal Processine 

Signals from the sense wires were first sent through 2.74 m of 50 Q coaxial ribbon 

cable to a preamplifier board. The preamp boards were located 1 m from the high radiation 

environment near the beam pipe to reduce exposure to radiation. Figure 14 shows the 
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preamplifier circuit, which had a gain of 100. Nearest neighbor and next nearest neighbor 

crosstalk compensation was achieved by feeding back 7.8% and 3.5% of the signal to the 

appropriate output lines. The resulting signal was sent up through 38 m of cable to the elec-

tronics trailer. 

The signals were fed into 100 MHz flash ADC modules. The FADC modules had an 

effective range of 8 bits, with 256 channels giving a total readout time of 2.56 µs (at 10 ns 

per FADC bin). The FADC modules were controlled by 12 Motorola 68000 microproces-

sors. Each microprocessor controlled a scanner module which provided hit detection and 

zero suppression for one FADC crate. The resulting data was assembled and made ready to 

be written to tape. 
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4 DATA ACQUISITION 

The Tevatron produced pp collisions at CO every 3.5 µs. The E-735 detector and elec­

tronics provided varying amounts of information depending on how fast the information 

was needed. Information that could be gathered in less than 3.5 µs was used to decide if the 

interaction was interesting enough to justify the time involved in reading out the infonna­

tion from slower sources. Once a decision to record the event was made, the entire collec­

tion of information from all the detectors was gathered and stored on magnetic tape. 

4. 1 Tri~~erin~ 

Several types of triggers were used during the course of E-735. Designing these trig­

gers was an ongoing process throughout the experiment. 

The TO trigger was actually not determined by the E-735 detector at all. This trigger 

was signalled by the accelerator electronics when a p and a p bunch crossed at CO. This 

provided an unbiased sample of interactions, and formed a component of all other triggers. 

TO was not useful for most objectives since most beam crossings did not produce interest­

ing events in the detector. 

The PT trigger was provided by the TORJ and TOFD arrays. It required at least one 

hit in each array at a time appropriate for a beam-beam interactions (BB). Early hits in ei­

ther array, possibly caused by beam halo or early satellite bunches "vetoed" the event (ET). 
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Late hits caused by late satellite bunches also vetoed the event (SBG). The PT trigger was 

defined as PT - BB ·Er · SBG. 

The spectrometer covered a very limited fraction of the solid angle, so some triggers 

were used which ensured that particles had entered the spectrometer. These ranged from 

simply requiring a hit in the TOFl array to looking for tracks in the pre- and post-magnet 

chambers. 

The basic interaction rate at CO was approximately 1 kHz. The data acquisition sys-

tern could take events at approximately 10 Hz ( 1 Hz for the CTC). In addition, much of the 

interesting physics occurs in high multiplicity events, which occur infrequently relative to 

low multiplicity events. A trigger processor system was utilized which could choose which 

events to take based on their multiplicity in various subelements of the hodoscope[l2]. 

4.2 Data Readout 

Once the trigger logic had decided to accept an event, the rest of the detector elements 

were read out. All components except the CTC utilized two PDP-11 computers to read out 

the FASTBUS and CAMAC data. The PDP-11 's then transferred their data to a VAX-750 

which combined the data and wrote it to magnetic tape. The VAX-750 also maintained a 

pool of recent events in memory. On-line analysis programs could query this database for 

simple information to monitor a run as it was occurring. 

The CTC data acquisition was physically and logically separate. Reading and writing 

data from the CTC took much longer than the rest of the detector combined. The trigger 

logic started data acquisition for the CTC similarly to the rest of the detector. The FADC 

modules were scanned and read into the VME microprocessors. The data was then trans-
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f erred to (yet another) PDP-11 which wrote the data to a separate tape. During this, the rest 

of the detector took several more events on the average. In order to synchronize the data on 

the two tapes, each trigger was associated with a unique 48-bit number called the Event 

Time Clock (ETC). This number was written with the event on both tapes so that the data 

could be merged during the analysis stage. Simple monitoring of the CTC data was done 

through one of the VME microprocessors. Event data could be viewed during a run. 
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5 DATA REDUCTION 

Raw events were recorded on two separate sets of data tapes. One set contained the 

eTe information, while the other contained all other information. The non-eTe informa­

tion is ref erred to here as "spectrometer" information, although it actually contains non­

spectrometer information as well. The trigger logic ensured that each ere event written to 

tape had a corresponding set of spectrometer information. The converse was not true since 

the ere took data at a slower rate than the spectrometer. Off-line analysis programs 

merged the separate data strearhs and reduced the data to basic components such as tracks 

and multiplicity counts. 

5.1 Hit Detection 

The first step was to find the points in the chamber which corresponded the gas ion­

ization caused by particles traversing the gas. 

5.1.1 Finding Hit Candidates 

The ere data was written to tape in the form of zero-suppressed FADC values. Each 

FADe value was a 6-bit nonlinear quantity related to the charge on the wire. The 6-bit non­

linear FADe values were first converted to 8-bit linear values using a lookup table. Figure 

26 shows a linearized FADe channel and the corresponding Difference of Samples (DOS) 
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spectrum. The DOS in channel J is computed by taking the difference between the ampli­

tudes in channel J and J - 1. The requirements for a valid hit we:re: 

• The linearized amplitude in FADC channel J must be> 10 and the DOS spectrum 

in channel J + 1 must be s 0. This looks for a local maximum in the FADC spec­

trum. 

• If the data passes the above condition, the amplitude in either J - 1 or J + 1 must 

be above threshold. Threshold was set at 6 counts above the pedestal or background 

level which typically had a one-count standard deviation. 

• Repeat the above two steps for the spectrum corresponding to the opposite wire end. 

• The two peaks must be within 2 FADC channels (20 ns) of each other. 

A set of FADC channels satisfying these criteria was a candidate for a "hit". 

5.1.2 Determination of Hit Time 

The time coordinate was determined from the DOS spectrum. The channel containing 

the maximum in that spectrum and two channels on either side we:re used. A center of grav­

ity technique with weightings of 2.0, 1.5, 1.0, 0,7, and 0.5 gave the hit time for the signal 

at one end of the wire. The hit time was calculated at both ends of the wire and the average 

of the two used for the time of the hit. 

5.1.3 Time to Distance Conversion 

The gas mixture chosen (see previous chapter) had a relatively slow drift velocity of 

31.5 µm/ns and is saturated at drift fields as low as 500 V /cm. Figure 27 shows the results 

of measuring the drift velocity versus electric field strength using a nitrogen laser and the 
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2 m prototype. Figure 28 shows the timing accuracy converted to µm as a function of the 

drift distance. At long drift distances the diffusion of the electron doud increases the error. 

At very short drift distances close to the sense wire the behavior of the drift velocity is not 

well known, increasing the error. 

Figure 29 shows a sample raw hit time distribution[13]. The time-to-distance relation-

ship close to the wire was determined by fitting the hit time distribution there such that the 

distribution of hits in space was made uniform. In the region where the drift velocity was 

constant, the drift velocity was measured using tracks that crossed sector boundaries. The 

two segments of the track were fitted separately in each sector and the drift velocity was 

adjusted to make the two line segments collinear. The time offset was determined by fitting 

tracks which crossed the sense plane. The two segments were again fitted separately on ei-

ther side, and the time off set was adjusted to make the two line se:gments collinear. Figure 

30 and Figure 31 show such a track before and after the time off set determination. 
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5.1.4 Hit Z Coordinate 

Both ends of each sense wire were read into FADC's, allowing the coordinate of the 

hit along the length of the wire to be determined by charge division. 

(1) 

Z0 is an offset due to differences in preamplifier input impedances. The QR and QL are the 

integrated linearized FADC counts corresponding to the charge on the left and right ends 

of the wire. The chamber length is L - 200 cm, and g is a scale factor which includes the 

preamp input impedances and the wire resistance: 

Input impedance L + Input impedance R 
g "" 1 + ------------­

Rwire 
(2) 

The charge was integrated from 20 ns before to 30 ns after the full width at half maximum 

of the hit. For hits which overlapped a second hit or saturated the FADC a reference pulse 

shape was fit to extract the charge information and to subtract the pulse tail from subsequent 

hits. 

5.2 Irackjn~ 

At this point the time and z coordinates for each hit were known. Since it was not 

known which side of the sense plane each hit arrived from, there were two x, y pairs for 

each time coordinate. The magnetic field from the spectrometer magnet did not produce 

significant fields in the CTC volume, so tracks consisted of collinear hits. Figure 32 shows 

an xy plane view of a high multiplicity event. Two separate tracking algorithms were im-

plemented. 
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5.2. l Phi Filter 

Tracks which originate from the interaction point have a constant cp with respect to 

the interaction point. Hence tracks appear as peaks in a histogram of the cp coordinates for 

each hit. Since the sense planes were tilted 5° from a purely radial direction, only one of 

the two sets of hits corresponding to a track originating at the interaction point will produce 

a peak in the cp histogram. This algorithm was dubbed the "phi filter". 

Advantages of the phi filter are that it is simple and easy to implement. It has some 

problems as well . Even if all tracks from primaries pointed back towards the interaction 

point, it is necessary to know the interaction point in the xy to achieve the best results . For 

various reasons, the precise location was not well known ahead of time. During a particular 

run, the p and p beams had a profile that was roughly gaussian with a width of approxi­

mately 2 mm. Moreover, the location of the center of the beams was not constant from run 

to run. This position was monitored during the course of the experiment[l6] with the results 

shown in Figure 33. If an incorrect beam position was used in the phi filter, the hits would 

tend to spread out over multiple phi bins rather than be contained in a single bin. The phi 

filter attempted to allow for this by trying different positions for the beam location and cal­

culating the sum of the squares of the bin heights. The beam position with the largest value 

for this quantity was used as the interaction origin. Unfortunately, the time involved in cal­

culating the phi histogram for multiple origins greatly increased the time needed by the phi 

filter. 

Searching for the origin also still neglects the fact that particles undergo multiple scat­

tering as the traverse the chamber. The result is that tracks of primaries do not necessarily 

point directly back towards the actual interaction point. 
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5.2.2 Line Search 

The line search was designed specifically to be used without knowledge of the inter­

action origin. The line search took a pairs of hits on two wires separated by two other wires 

as a seed track, starting with wires 20 and 17 and working inwards (19 and 16, etc.). The 

location of hits on the two enclosed wires was calculated, and a search was made to see if 

a hit was close enough to the calculated positions. If at least one of the two enclosed wires 

had a hit close enough, the process was repeated for wires outside the original 4 wires. First, 

wires with a larger radius were searched out to wire 24, then the search progressed inwards 

to wire 1. The criteria for being "close enough" were that the calculated and actual hit po­

sition differ by less than So first in the drift coordinate and then in the zcoordinate, where 

adrift - 250 µm and oz: - 30.0 mm. When a sector boundary was reached, the line 

search searched neighboring sectors in both directions to see which one (if any) had hits in 

the proper locations. The line search allowed only one hit from e_ach of the 24 radial sense 

wires. 

Both algorithms required that the resulting collection of hits contain at least 7 hits be­

fore it qualified as a track. Both algorithms gave similar results for reconstruction of 

charged primary particles. The line search algorithm was more efficient at reconstructing 

tracks from secondaries and was chosen for that reason. 

5.3 Event Selection 

Events other than those from pp collisions could trigger the E-735 electronics. These 

events are generically ref erred to as "beam-gas" events, even though their true origin was 
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not well known. In order to reduce the contamination from beam-gas events, the following 

selection criteria were applied to events: 

• NTOFU > 1 and NTOFD > 1. 

• For events with more than 80 hits in the hodoscope, the asymmetry 

where Nu and ND are the number of hi ts in the upstream &: downstream hodoscope 

halves, had a limit which was a function of the multiplicity. 

• An averaged time cut on the hodoscope, which essentially required that all ho-

doscope hits be close to one another in time. 

• Zvertex s 50 cm. Figure 34 shows the z vertex distribution before event selection. 

The spike at z - 0 is due to events without a well-known z being assigned a z of 0. 

• A vertex in xy from the CTC exist. This essentially required at least 3 CTC tracks 

pointing back towards the beam position. 

Figure 35 shows the raw CTC multiplicity before and after event selection 

5.4 Track Selection 

There were many characteristics of CTC tracks which could have been used in selec-

ti on criteria. These include the number of hits in a track, the occupancy of a track (number 

of hits divided by the number of wires those hits span), the x2 of the fits to straight lines, 

and how closely the track points to the interaction point. The analysis presented here is not 

very dependent on the track selection criteria, for reasons to be given later. For that reason, 

a single, simple selection criteria was chosen: 
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where ~ct> is the angle between the line segment defined by the track endpoints, and the line 

segment defined by the xy vertex and the inner track endpoint, as shown in Figure 36. Other 

figures show the effects of track selection on various track parameters. 

5.5 Z Correction 

The previous discussion of how the z of each hit was dete1mined glossed over an im-

portant point. It turned out that crosstalk between the wires in the: cell significantly distorted 

the charge division. The distortion depended on the location of the actual hit along the wire 

and the pulse on the other wires at a given time. This distortion was not well understood 

and was never simulated[8][15]. 

An attempt was made to correct for this at the track level. Using the 2 m prototype, a 

cosmic rays trigger was set up that constrained the cosmic rays to a few degrees in 0 and 
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cj> . The events were then sent through the hit detection and tracking routines. The result 
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showed that the measured 0 of a track could differ by as much as 30° from the known 0 . 

Using these events, a two-dimensional lookup table binned in the average z of the track hits 

and the drift angle was fonned. This lookup table could be used as a "skewing" correction 

for other tracks. This skewing correction was useful <:mly on a statistical basis. 

Even after applying the skewing correction, the azimuthal angle was not well known. 

The intrinsic z resolution of a hit was about 4 cm. A track at 45° had an average length of 

15 cm while the average distance from the event vertex to the midpoint of the track was 

about 42 cm. The resolution on the event vertex was about 2 cm. It's easy to see that the 

small lever arm of the track meant that the azimuthal angle was not well known. 
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5.6 Data Sjmulation 

A monte carlo simulation of events was an integral part of the analysis. With simulat-

ed data, correlations between quantities such as the true number of charged particles enter­

ing a detector volume and the actual number of tracks may be made. Inherent in this is the 

assumption that the input to the simulation is essentially correct, so that the simulation ap­

proximates nature. The simulation can never answer basics physics questions (if it could, 

we wouldn't need to do the experiment), but it was invaluable in answering questions about 

how the detector performs under various types of events. 

5.6.1 Event Generation 

Events were generated using the UA5 GEN CL event gene:rator. Events may be gen­

erated with any desired charged multiplicity. GENCL pseudorajpidity distributions agree 

well with observed distributions at UA5 energies (up to 900 GeV). The output of a GEN CL 

run is a data file with a description of each particle. 

5.6.2 Detector Simulation 

Once the particles from a simulated collision are known from GENCL, the GEANT 

detector simulation "tracks" each particle through the material presented by the specific de­

tector geometry of E-735. Physics processes such as delta ray production, hadron interac­

tions, multiple scattering, etc., are simulated. The GEANT simulation kept track of which 

detector elements particles traverse. In this way, hits in scintillators were simulated. The 

output of GEANT is a data file containing information on all the particles GEANT kept 

track of, where each detector element was hit, how much energy was deposited, etc. 
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5.6.3 CTC FADC Simulation 

At this point, the simulation had information on where charged particles had crossed 

the CTC drift planes, and which particle was associated with each hit. A simulation of the 

pulse arriving on the sense wire was used to provide data simulation at the FADC level. Hits 

from GEANT were translated into pulse shapes to be delivered to each end of the sense wire 

using a reference pulse shape. The actual hit location was smeared using a gaussian distri­

bution with a standard deviation of 250 µm. Multiple hits on a sense wire meant that the 

pulses would overlap, just as in the actual chamber. The disadvantage of going down to this 

level of detail is that the correlation between a hit and which particle that hit came from is 

lost. 

The simulated events were then sent through the same analysis chain as data from the 

experiment. The results could then be compared to actual experimental results to see if the 

two agreed. Since the simulation events also carried information about the underlying 

event, comparing what went into the simulation to what came out after hit detection and 

tracking gave information about what a particular type of event should look like in the de­

tector. Both types of comparisons are used extensively in the next chapter to help unfold 

the multiplicity and pseudorapidity distributions. 

5.7 Amount of Data Analyzed 

During the 1988-1989 run, E-735 took data at four different energies using a variety 

of trigger configurations. For the analysis presented here, only the minimum bias PT trigger 

data was used. The CTC obtained a useful amount of data only at .[s of 1800 and 546 GeV 

with this trigger. Table 2 summarizes the amount of data available. 



54 

Table 2: Amount of data available for analysis. 

all tracks 4,555,254 
> total events 182495 

Cl) pnmanes 3,020,982 0 

8 all tracks 2,782,827 
00 beam-beam events 97278 _. 

pnmanes 2,226,325 

all tracks 1,860,915 
> total events 95139 
Cl) primaries 1,170,356 
0 

~ all tracks 1,004,563 
beam-beam events 44355 

primaries 802,226 

-
-· 

-

,._ 
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6 RESULTS 

The ere was capable of tracking up to 100 charged particles in a pseudorapidity in-

terval approximately /11/ s 1.6. The actual geometrical acceptance is shown in Figure 42. 

The acceptance was found by taking the ratio of the pseudorapidity distribution for all 

charged primaries (simulation) to the pseudorapidity distribution for charged primaries pro-

jected to cross at least one sense wire in the ere. 

1.0 

0.8 

0.6 

0.4 

0.2 

0.0-J---r:::::!.-~--~--~--~--~--~ ...... ~..-~---~.--~~~ 

-3.0 -2.0 -1.0 0.0 
11 

1.0 2.0 

Figure 42: Geometrical acceptance of ere versus pseudorapidity. 
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6. I Multiplicity Distributions 

This analysis only addresses charged multiplicity, and references to "multiplicity" al-

ways refer to charged primary multiplicity. There is also a distinction between "observed 

multiplicity" and "true multiplicity". The observed multiplicity is what a detector counts, 

while the true multiplicity is the actual multiplicity into some given detector. An observed 

multiplicity will be denoted by m or M, while true multiplicity is denoted by nor N. The 

particular volume that a multiplicity refers to is given as a subscript. For example, N4:c re-

f ers to the total charged multiplicity into the entire solid angle, while Mete refers to the ob-

served multiplicity in the CTC. 

For any given event, the set of tracks observed in the CTC is different than the set of 

physical particles which actually traversed the CTC volume. Moreover, not all interactions 

satisfy the trigger requirements. The result is that the observed multiplicity distribution 0 m 

differs from the "true" multiplicity distribution Tn. One way to view the relation between 

the two is through a set of linear equations: 

(3) 

where Pnm is the probability that an event with true multiplicity n is observed with multi-

plicity m, and En is the trigger efficiency at true multiplicity n. The Pnm and En are avail­

able from the simulation, and shown in Figure 43, Figure 44 and Figure 45. A direct 

solution is not the best way to find Tn, since the known Om and Pnm distributions have sta-

tistical fluctuations. Two algorithms were used to extract the tme multiplicity distributions. 
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Figure 43: Average observed multiplicity versus Nctc· 
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Figure 45: Trigger efficiency versus true multiplicity into CTC. 
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6.1.1 Maximum Entropy Method 

This method derives a solution by maximizing the entropy of the true distribution 

subject to known constraints[ IO]. The entropy is defined as 

S .. - ,LtnTnlogtnTn. 
n 

(4) 

The constraints are chosen to be linear with the requirement that the observed moments are 

([O'm]q) - _L(_LmqPmn)tnTn. (5) 
n m 

The constraints may be written as 

(6) 

with 

(7) 

(8) 

This gives a set of equations that can be solved using the technique of Lagrangian multipli-

ers. The result is 

(9) 

which may be solved for the J..k using numerical methods. Once the J..k are known, the de-

sire multiplicity distribution is obtained from 

(10) 
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The t T distribution is normalized by construction, so to obtain the final normalized mul-
n n 

tiplicity distribution one forms 

( 11) 

Although the constraints have been chosen to be linear, which values of qk to use is 

somewhat arbitrary. Note that qk < 0 probe the low multiplicity part of the spectrum, while 

qk > O probe the high multiplicity part. The particular set of qk chosen is such that the re-

suiting £ T statistically describes the data well. n n 

First, the quantity 

- (12) 

- describes the goodness of fit between the observed distribution and the result. This is a x2 

distribution and is expected to have a value x2 ""'M, where the number of degrees of free-

dom Mis the maximum observed multiplicity. The weighting d1- has contributions from 
m 

(13) 

The contributions from the various parts is shown in Figure 46. The dominating contribu-

tions are from the Pnm tenn in the region around Mete - 15. In other words, more simu-

lation events are needed to improve the fit, not more data events. 

Second, the number of sign changes v in 

(14) 

should be about v ""'M 12. 
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• contri bu ti on from 0 0 tenn 
m 

a contribution from op tenn 
nm 

+ contribution from oE tenn 
D 

10 20 30 40 50 70 80 90 

Figure 46: Contributions to chi-square of the derived multiplicity. 

This does not specify which qk to use, only what the result should be. In practice, in-

tegral values of qk are used, starting with the set qk E { 0, 1} . The set is increased in the 

positive and negative direction, choosing the direction that gives the lower x2 . The process 

is stopped when x2 stops decreasing. It turned out that whenever the x2 ... M criterion was 

achieved, the v ... M/2 criterion was achieved as well. The observed distribution is com-

6.1.2 Iterative Method 

The P nm matrix answers the question "What is the probability that a true multiplicity 

n is observed as multiplicity m?" Hence the Pnm matrix is nonnalized along each n: 



• Observed 
a Result of MEM Fit 

10-5 ~.,_~-r--~-r~~,--~--r~~-r-~--r--~T,~~T,~~T, 
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Figure 47: Observed multiplicity distribution and re:sult of MEM fit 

~pnm - 1. 
m 
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(15) 

Hence it is not possible to directly use Pnm to convert from Om to EnTn. In fact, the Pnm 

matrix is generated using essentially a flat distribution inn, as shown in Figure 48. The only 

way to use Pnm is to start by assuming that the given weighting in n is approximately cor-

rect and normalize P nm along the m lines: 

~P'nm - 1. (16) 
n 

This P'nm can then be used to make a first estimate of EnTn: 

(17) 
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Figure 48: Nc1c of simulated events used in P nm matrix. 

This Tn can now be used to weight P nm and a new P' nm fonned. The process is continued 

until the fit no longer improves significantly. 

6.1.3 Data 

Both methods gave similar final results. In general, the results of the Maximum En-

tropy Method are used. The resulting multiplicity distributions for both methods are shown 

in Figure 49. Only data at Js - 1800 GeV was analyzed. There was insufficient data at 

Js - 546 GeV to do the multiplicity analysis. 

It is difficult to compare these results with other experiments. As discussed later, the 

CTC could not measure the pseudorapidity of tracks well. This meant that the range of 

pseudorapidity covered was not well known. The CTC also did not cover enough of the 
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Figure 49: True Nctc using maximum entropy and iterntive techniques. 
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available pseudorapidity to extrapolate to N 4rr., which is the variab~e that most of the theo-

retical discussion is concerned with. 

One thing that can be done is to attempt to fit the final P,, versus Nctc distribution to 

a double negative binomial distribution. This distribution has loeen shown to fit other ex-

perimental results well at lower energies [9, 20, 21, 23] as well as at 1800 GeV using the 

E-735 hodoscope[25]. The negative binomial distribution is given by 

p fn+k-Il[ n/k Jn 1 
n - \ k - 1 J 1 + n/ k [ l + nl k] k 

(18) 

where n is the average multiplicity and k is a measure of the dispersion. A double negative 

binomial distribution is the sum of two negative binomial distributions with a relative 

weighting w: 
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(19) 

where each of Q1 and Q2 is a negative binomial with it's own ii and k. There is speculation 

that perhaps multiple production mechanisms may give rise the "humped" nature of the ob-

served multiplicity distributions seen in experiments. The results are shown in Figure .SO 

and Table 3. 

Table 3: Double negative binomial fit parameters. 

w 0.31 
- 7.32 n1 

k1 41.0 
- 19.0 n2 

k2 2.37 

• MEM Result 
- Double Negative Binomial Fit 

0 10 20 30 40 .so 60 70 80 90 100 

Nctc 

Figure 50: Double negative binomial fit to the MEM multiplicity distribution. 
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6.1.4 Check with Simulation 

As a check that the multiplicity analysis can reprcxluce a known input distribution, it 

was run using a separate set of minimum bias UA5 events as the "dat:i." sample. The results 

in Figure 51 show that the maximum entropy methcxl does a better job of smoothing out the 

statistical errors at high multiplicities. Both methcxls reprcxluce the mput distribution well. 

6.2 Pseudorapidity Distributions 

The CTC measured tracks in space, and was therefore capable of finding the pseu-

dorapidity distribution of tracks into the CTC. The pseudorapidity of a track is 

0 10 20 30 

o Simulation Input 
• Output from Maximum Entropy Methcxl 
+ Output from Iterative Methcxl 

c 

c 

++ c 

I I 
t 

I I 
40 50 60 70 80 90 100 

NCIC 

Figure 51: UA5 simulation multiplicity distribution before and after multiplicity analysis. 
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11 -= -log tan-

2 
!logP+Pz_ 
2 p-pz 
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(20) 

The actual momentum p is not known, but the direction of the track is known from the end-

points. The rapidity y is a Lorentz invariant quantity that naturally arises in describing the 

kinematics of particle collision distributions[7]: 

1 E+pz 
y .. -log--. 

2 E-pz 
(21) 

The CTC does not identify particles, so the rapidity cannot be determined. For energetic 

particles E ... p, soy and 11 are essentially equivalent. The previous chapter mentions the 

problems in determining 8 using the CTC. 

The pseudorapidity density varies with multiplicity: 

~~~ - ~(fraction of events at m) (unnormalized density at m) (22) 
m 

The first term is written as 

fraction of events at m .. 
~ bb£ /trigE 
LJ m m 

(23) 

m 

where bb E is the observed number of beam-beam events with observed multiplicity m 
m 

from the data, and trigE is the trigger efficiency at that m. We directly measure bb E . To 
m m 

get trig£ , we use the simulation: 
m 

bbE' 
m 

all£' . 
m 

(24) 

Here the prime indicates that the events come from simulation, "bb" means the events are 

classified as beam-beam events, and "all" means all events, not just beam-beam events. 
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The second tennis written as 

T mTt 1 1 
unnonnalized density at m - L1 n 

bb E recon £ .i • 1 

(25) 

m m'fl 

where T is the observed number of tracks at a particular m and ri for beam-beam events, 
mTt 

reconE is the track reconstruction efficiency for that m and ri, a.nd Ari is the bin width of 
mTt 

the ri histogram dimension. We directly measure T mTt and bb Em. To get recon E mTt, the sim-

ulation is again used: 

(26) 

where the T mTt is the number of "observed" tracks in the simulation, and all T mTt is the 

number of simulation tracks entering the CTC volume. 

Putting this all together yields an expression for the pseudorapidity density expressed 

in tenns of known data and simulation event and track distributions: 

1 do dN 
adri ... dri ... 

a11E, T aJIT 
1 ~ m m11: mTt 

aJIE 4' bbE 'r 
ll. ~bb E __ m mi. m'fl 

'YI mbb 
E 

m 

(27) 

6.2. l Defining Pseudorapidity in the CTC 

Now the problem is to decide how we will define 'YI· The trac:k endpoints as well as 

the z vertex are known. Since the tracks do not necessarily polt nt straight towards the ver-

tex, there is not a unique 8 we can assign to a track. Two possiibilities are illustrated in Fig-

ure 52. 
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As explained in the last chapter, a systematic shift in the z of each hit, caused by crosstalk 

in the cell, gave a net "skewing" to the tracks. That effect, however, is overshadowed by 

the fact that a track at, for example e -= 45° was about 15 cm long, with a 4 cm intrinsic 

uncertainty in the position of each point on the track. The distance between the event vertex 

and the midpoint of the track was approximately 42 cm. The short lever arm of the track 

meant that the uncertainty in how close it pointed to the event vertex was very large. Figure 

53 shows the difference between the two definitions of e before and after track selection. 

6.2.2 Data 

The pseudorapidity distributions with and without the skewing correction, using both 

definitions of 0, are shown in Figure 54 for both 1800 GeV and 546 GeV data 

The CTC also took data at Js - 546 GeV. By taking the ratio of the pseudorapidity 

distributions at the two energies, many of the systematic uncertainties should be eliminated. 

/ 
/ 

track midpoint / 

~ 
/ \ eend 

7-- --
/ 

/ 
/ 

z / 

event vertex 

Figure 52: Definitions of theta. 
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Figure 53: Difference between midpoint and endpoint definitions of theta. 
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Figure 54: Pseudorapidity distributions at 1800 GeV and 546 GeV. 
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Figure 55: Ratios of pseudorapidity distributions at 1800 GeV and 546 GeV. 
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(~NI \ + (~NI \ are very similar for all definitions of 0 .The results closest 
\ rt TJ - o) isoo \ rt TJ - o) 546 

to the CDF results are compared to the results from CDF[l] in Table 5. The error shown is 

the difference between the average of the four values (at eac .. h energy) and the value furthest 

from the average. 

Table 4: Values of pseudorapidity distributions at eta=O, for 1800 and 546 GeV data. 

e definition dNI d , 1800 GeV 
riT]-0 

dNI d ,546GeV 
ri,,.o 

Ratio 

endpoint 3.26 2.59 1.26 

endpoint, skew corrected 3.44 2.72 1.26 

midpoint 3.96 3.12 1.27 

midpoint, skew corrected 3.65 2.88 1.27 
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Table 5: Values of the E-735 (midpoint definition) and CDF pseudornpidity distributions. 

Source Energy(GeV) dNI 
d'Y) 11 - 0 

Error 

E-735 (midpoint) 546 3.12 ±0.29 

CDF 630 3.18 :d ).06(stat)±O. IO(syst) 

E-735 (midpoint) 1800 3.96 ±0.38 

CDF 1800 3.95 ±I ) .03(stat)±0.13(syst) 

6.2.3 Check with Simulation 

Although there was no attempt to simulate the problems with determining z, it would 

be nice to make sure that the analysis program could reproduce a known input pseudora-

pidity distribution. Figure 56 shows that it does. The input "data" was a separate sample of 
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2 

o after analysis, endpoint definition 
+ after analysis, midpoint defini!ion 

- before analysis 
0-411o~-.-~--.~~--~---~--~---~--

-25 -2.0 -1.5 -LO -0.5 0.0 05 1.0 l.5 2.0 25 

Figure 56: Simulation pseudorapidity distributions before and after analysis. 

minimum bias events produced by the UA5 event generator. The pseudorapidity distribu-

tion of the "input" tracks (before the detector part of the simulation) agrees with the distri-
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butions that come out of the detector simulation, using both the endpoint and midpoint 

definitions of 8. Whatever is causing the distortion in the pseudorapidity distribution is in­

trinsic to the CTC. 

6.3 Conclusjons 

The CTC was designed as a high precision multiplicity detector. A secondary goal 

was the measurement of the pseudorapidity of tracks. The derived multiplicity distribution 

is difficult to compare to other experiments and from distributions using the hcxloscope in 

this experiment since the pseudorapidity coverage is not well known. Since the CTC was 

unable to determine pseudorapidity well, it is difficult to directly compare to other data. The 

basic reason for the problems in measuring pseudorapidity appear to stem from systematic 

errors in measuring the z of individual hits. 
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