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ABSTRACT
ENERGY FRACTIONS OF THREE-JET EVENTS IN PP COLLISIONS
AT /S=18 TEV
David Fernandez Cdnnor

Dissertation Supervisor: H. H. Williams

The leading-order calculation of Quantum Chromodynamics (QCD) for the produc-
tion of three-parton ﬁﬁa.l states was tested by investigating three-jet events at the
Fermilab Tevatron at /s = 1.8 TeV. The integrated luminosity used for this study
was 3.9 pb~!. The three jets were Lorentz boosted to their center-of-mass (COM)
frame, and the fraction of the total COM energy each jet carried was calculated.
There were 4826 events after cuts were made to eliminate detector bias. The distri-
butions of the energy fractions were found to be inconsistent with a three-body phase

space decay model and consistent with QCD.
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Chapter 1

Introduction

In the past twenty years a successful theory of the structure of hadrons and how they
interact with each other has been developed. The Quantum Chromodynamics (QCD)
parton model holds that all hadrons (e.g. pions and protons) are composed of partons
(quarks and gluons). The strong force governs interactions between partons and binds
partons together inside hadrons. When two hadrons interact at low energies (below
a few GeV), their interaction is governed by the force between two dipoles of strong
force charge (this is similar to the Van der Waals force between two electrically neutral
~ atoms). This interaction can be modeled by the exchange of a quark-antiquark pair
such as a meson. In highly energetic inelastic collisions, the interaction is dominated
by the “hard” scatter of a parton from one of the hadrons with a parton from the
other hadron. The strong coupling is weak at high energies (o, ~ 0.2 for jet E, >
10 GeV), so cross sections may be ca.lculé.ted with QCD using a Born approximation

perturbation expansion, and then compared to experimental results. The outgoing



scattered partons cannot exist in free space, so they are converted into several hadrons
and are observed as collimated streams of particles called jets. The general properties
of QCD, such as the existence of the gluon and its spin, have been verified|[1, 2. Tests
of QCD are now being refined in precision. This thesis is concerned with one such
test, the production of three energetic partons in the final state.

The topology of 2 — 3 processes, where three partons are produced from the
collision of two partons, can be parameterized by the fraction of the total energy each
final-state parton has, along with the orientation of the three-jet plane. There is a
well understood QCD calculation for these processes which can be used to predict the
differential cross sections of the energy fractions[3]. To compare the QCD calculation
with data, two effects must be taken into account: (1) the transformation of the final-
state partons into jets and (2) the detector’s resolution and non-uniformity. Both
these effects are well modeled for a high energy jet but become less understood as p;,
the jet momentum transverse to the beam, falls below 10 GeV. Therefore all three
jets must be required to have at least 10 GeV p,. However, a set of cuts depending
solely on the jet p,’s will introduce biases in the energy fraction distributions. These
biases would be amplified since the differential cross section falls precipitously as an
inverse power of p, for any single jet. Many reconstruqted parton energies would be
too high due to statistical fluctuations from the two aforementioned effects. (It might

also be too low but the slope of the p; spectrum would make upward fluctuations in



energy more common.)

To alleviate this problem, cuts were made on the parameters of the three-jet
event topology (the energy fractions and the orientation of the three-jet plane) and
the invariant three-jet mass. These three-jet cuts were made tight enough so thati for
practically all events that pass these cuts, all three jets had a transverse momentum
above 10 GeV. Thus biases from the single jet-p, cuts were avoided. Although there
are also resolution effects from the three-jet cuts, they are not as severe as the effects
arising from the single jet-p, cuts since: (1) the distributions of the three-jet topology
variables are not as steep as the p, spectra and (2) to leading order the shape of
the differential cross sections of the energy fractions do not depend on the invariant
three-jet mass cut.

This method of three-jet event analysis was applied to data taken by the Collider
Detector at Fermilab (CDF) from the fall of 1988 to the spring of 1989. The total
integrated luminosity of this data run was 4.6 pb~!. The principles of this method
had been developed by the UA1 collaboration at the SppS collider at CERN[4]. The
method resembles three-jet analyses done earlier at e*e™ machines[5]. A similar
analysis had also been done at the CERN Intersecting Storage Rings (ISR)[6]. The
energy fraction distributions at these different pp collision energies are reproduced
qualitatively by QCD. This thesis will present a quantitative comparison between

experimental results from CDF and theory.



Chapter 2

Theory

2.1 The QCD Parton Model

The QCD parton model is a subset of the Standard Model[7], the theory which so far

best describes natural phenomena at high energies. The Standard Model has twelve

fermions listed in table 2.1. Both leptons and quarks interact via the electroweak

force. Quarks also interact via the strong force. The electroweak force is mediated by

four bosons, v, W, W~ and Z°, and governs electromagnetic and weak interactions.

The strong force is mediated by the octet of gluons which couples to the six quarks,

each quark being a triplet. Each component of the triplet has a unit of strong force

Leptons | v. v, vy
e u 7T

Quarks v ¢ ¢
d s b

Té,ble 2.1: Fermions in the Standard Model



charge. The three components are called color and are labeled r, g, and b (for red,
green, and blue).

Quarks are constituents of visible hadrons. A meson (a hadron which is a boson)
contains a quark-antiquark pair. The color of the quark is matched to the anti-color
of the antiquark (i.e. if the quark has a red color charge than the antiquark has an
anti-red color charge). Baryons (hadrons which are fermions) contain three quarks,
each quark with a color different from the other two. The wave functions of the
physical hadrons are arranged such that, with respect to color, mesons are symmetric
and baryons are a.ntisyminetric. Both mesons and baryons are symmetric with respect
to the combination of flavor, spin and orbital angular momentum. The flavors of the
quarks or antiquarks and their orbital states determine the species of hadron. This
model adequately reproduces the spins and parities of hadrons and is consistent with
the spin-statistics theorem. Some models which incorporate the masses of the quarks
and a model of the forces inside a hadron at rest can also reproduce the masses of
most hadrons. Only the proton will be considered in this thesis. It contains two up
quarks and one down quark in the lowest energy orbital states with the spins of the
quarks aligned such that the total spin of the proton is %h

The gluon is a color octet, each component having a color and an anticolor.- The

structure of the color octet in terms of the original color triplet is

- .. _ - rF—0bb rF+bb— 297
b’r ,b ’br b’ ?
ro,74,09 19Ty g \/i \/6

(2.1)



a) b) <)

Figure 2.1: QCD couplings for gluons and quarks. a) shows the quark-gluon coupling,
b) shows the gluon triple vertex, and c) shows the gluon quartic vertex.

The strong force is governed by the QCD Lagrangian:

Lgcp = —%Fé‘ ¥ Fopo + $5(#7 D% — Mir)n (2.2)
where
D%, = 80" + ig, (Ta);nG¥ (2.3)
and
Fi* = 8"Gl — 8GY — g, funcGhGY. (2:4)

G represents the gluon field, 1 represents the quark fields. The indices j, k = 1,2,3
refer to the color triplet r, g, and b. The indices a,b,c = 1,..., 8 refer to the color octet
in equation 2.1. Mjk is the quark mass matrix which is independent of color. g, is
the strong coupling constant and (7,);. are the SU(3) generators. This Lagrangian
has a quark-gluon coupling shown in figure 2.1a and a gluoﬁ self coupling shown in

figures 2.1b and 2.1c.
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Figure 2.2: Quark-quark interaction. a) is the leading-order Feynman diagram for
the QCD interaction between two quarks. Higher order diagrams have modifications
to the gluon propagator shown in b) and c).

The gluon self-coupling, which does not have an analog in QED, has far-reaching
implications. This can be demonstrated by considering the leading-order quark-quark
interaction shown in figure 2.2a. Higher order diagrams include modifications to the
gluon propagator term, shown in figures 2.2b é.nd 2.2c. Effects from figure 2.2b will
screen the color charge of one quark felt by the other. Effects from figure 2.2¢, which
arise from the gluon self-coupling, will anti-screen this charge, i.e. amplify the effective
strong force interaction. The gluon self-coupling terms dominate, thereby making
the force of the interaction increase as the disfa.nce between the quarks increases, or
equivalently, as the momentum of the gluon decreases. A simple perturbation series in
a, = g2 /4w will not converge because of the contribution from the gluon self-coupling
terms. This will be true even for high energy interactions.

The solution is to replace the coupling constant a, by a running coupling a,(Q?)

which is a function of @2, usually assigned to a dynamical variable on the same scale



as the momentum of the gluon propagator. A calculation of the running coupling
includes gluon and quark self-energy diagrams and vertex diagrams. As Q? — oo the

result is

127
= 2)(Q?/ %) (25)

a:(Qz) =

where f is the number of quark flavors with masses below Q (typically five) and Ais
a scale parameter which is typically 0.2 GeV. This equation is valid when @ is much
higher than A. So in high energy collisions between quarks (or gluons), a perturbation
series in a,(Q?) will not diverge. This is called asymptétic freedom.

At low energies, equation 2.5 is not valid, and the interaction cannot be calculated
with a perturbation series. The interactions between quarks inside hadrons are an
example of this. The attractive force would become very strong if a quark tried to
leave the hadron. So quarks are effectively confined inside the hadron unless knocked
out by a high energy collision. The impossibility of the quark becoming free is called

confinement.

2.2 pp Collisions

A pp collision which produces particles with high momentum transverse to the beam
will be dominated by a hard scatter between a parton in the proton and a parton in
the antiproton (see figure 2.3). To the first and second leading order the other partons

in the proton or antiproton do not participate in the hard process. These partons are



-

P P

Figure 2.3: Proton-antiproton collisions. The collision is dominated by the hard
scatter involving two partons, one from each hadron.
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referred to as spectators. A parton involved in the hard scatter can be either one of
the three quarks which determine the hadron species (valence quarks), or a gluon or a
member of a quark-antiquark pair. The last two contributions are considered to come
from virtual partons which bind the three valence quarks together in the proton; in
a hard collision these virtual partons can interact with other partons.

If the energy of the hard scatter is much greater than the energy which binds
the parton inside the proton, one can use the impulse approrimation to calculate
the cross section of the pp interaction. The partons are assumed to be free and to
have negligible transverse momentum. The momentum of the partons are given by
momentum distributions which depend only on z, the fraction of the momentum
of the proton that the parton carries. These momentum distributions are deduced
empirically from deep inelastic scattering of hadrons with each other and with leptons.

Before the collision the partons were tightly bound inside the proton because of
confinement. After the scattering takes place the partons are subject to confinement
once more. As the distance between the proton remnants increases the color force
becomes stronger. This force, while not strong enough to contain the partons inside
the original proton, can create quark-antiquark or gluon pairs. An outgoing parton
can combine with these and create a color singlet state. For the scattered partons
this state manifests itself as a jet, a stream of hadrons with nearly collinear momenta.

The spectator partons will appear in the detector as low p, particles. Most of the
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energy from these particles, referred to collectively as the underlying event, disappears
down the beam pipe. However some energy may appear in the detector, increasing
the apparent energy of the jets coming from the hard scattering. It is practically
impossible to remove this energy on a jet by jet basis but its average effect can
be measured and subtracted from each jet, the penalty being an increase in the
systematic uncertainty of the jet’s energy.

The hard scatter of the interaction ab — f where a and b are the initial partons and
f is the final state can be calculated using QCD field theory. However the identities
of the initial partons cannot be selected or inferred event by event. Therefore one

must calculate the cross section for the interaction pp — fX using the formula

do(op — 1X) = 3 [[ dey dos fuplanfoslan)do(ad = ) (26)

where X represents the underlying event and f,/p(2;) and fy/5(z5) are the parton
momentum distributions giving the probability that a parton of type a (b) has a
fraction z, (z;) of the proton (antiproton) momentum. @ and b are summed over all
poséible combinations of quarks and gluons which can produce the final state f. The
term dé(ab — f) is the differential cross section of the subprocess which produces
the final state f from the initial-state partons a and b; it is derived from QCD.
With equation 2.6, one can calculate the 2 — 3 QCD matrix element and the
resulting three-jet cross section. The final state f is taken to be three outgoing

partons. The differential cross sections from all 2 — 3 subprocesses are summed
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Figure 2.4: Examples of 2 — 3 Feynman diagrams.

and integrated according to equation 2.6. The individual subprocess differential cross
sections have been calculated to leading order in o, by Berends et al.[3]. The Feynman
diagrams for some of these subprocesses are shown in figure 2.4. The theoretical three-

jet cross section can be tested by observing three-jet events at hadron colliders.

2.3 Three-Jet Kinematics and Dynamics

A three-jet process has five partons: two in the initial state (before the hard scatter
has occurred) and three in the final state (after the hard scatter). Each final-state
parton is identified with one of the three jets. The four-momentum of a final-state
parton is not identical to the four-momentum of its corresponding jet, but the two
can be related. Following the convention of references {3] and [4], the initial-state
partons are labelled 1 and 2, 1 being the faster parton in the lab frame, and the

final-state partons are labelled 3 through 5 in order of decreasing energy as measured
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in the center-of-mass (COM) frame.

Twelve parameters are required to describe a three-jet system in the lab frame
since there are three four-momenta. Three of these parameters specify the Lorentz
boost from the lab frame to the COM frame. The COM frame of the three jets is not
the same as the lab frame due to the variation in initial-state parton momenta and
low energy.ﬁna.l-state QCD radiation (see section 5.3.1). The former is responsible
for the component of the Lorentz boost along the beam axis and the latter for the
component transverse to the beam axis. If the Lorentz boost is mostly along the beam

boost

axis, it can be specified by a single parameter y*°>°**, which is given by the expression

yhoost = %m il (2.7)

zg
This approximation is valid if 4*°°** 2 1. The advantage of making this approximation
is that the rapidity of a jet in the COM frame can be calculated by simply adding
y%°* to the rapidity in the lab frame.

The other nine parameters of the three-jet system specify the properties of the
three jets in the COM frame. Of these nine, three are the invariant masses of each
jet, three give the angular orientation of the three jets, and three specify the total
COM energy and how it is shared among the jets.

The three angles, which are closely related to the Euler angles used to specify the
orientation of a rigid body, are 6*, 1*, and ¢*. 8* is the angle between parton-3 and

parton-1. 3* is the angle between the plane of the three final-state partons and the
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JeT-g
PARTON -4

PARTON -

Figure 2.5: Diagram of the three-jet variables in the three-jet COM frame (taken
from reference [4]).

plane described by parton-1 and parton-3. ¢* is the azimuthal angle of parton-3; it
has no dynamic importance.

Ms; is the invariant mass or total COM energy of the three partons, which equals
the subprocess energy /3 if there are no more than three jets. The final-state parton

energy fractions are z3, z4, and z5 where

o — 2E;
1 Msj.

(2.8)

z3 varies between % and 1, z4 between % and 1, and z5 between 0 and % Naturally,

specifying z3 and x4 fixes all three energy fractions since z3+z4+ 25 = 2. The angles

6* and ¢* and the energy fractions z3 and z4 are shown schematically in figure 2.5.
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The final leading order 2 — 3 cross section can be represented as

d5(2-3) _ 1 [e(@)F 00 (2.9)

1
dzsdzsdi* dcos6*  4r &

where [M'|? depends only on z3, 4, ¥* and cos §* and not on @,(Q?) nor §[4]. The
shapes of the single differential cross-sections depend on the Q?2-value selection and
the parton structure functions only through the denominator § (coupled with M’ for
different subprocesses) and a,(Q?). This dependence is assumed to be negligible.
This analysis will be concerned with the variables z3 and z4. A scatter plot (Dalitz
plot) of x4 versus z3 should be uniformly occupied, if three-jet events are produced
by a process which fills phase space equally, such as an isotropic three-body decay.
However, because the three-jet matrix element grows very large as z5 — 0, the so-
called infrared singularity, one expects to see an enhancement of events with large z3

and z4.



Chapter 3

Apparatus

The Collider Detector at Fermilab (CDF')[8] detects collisions of protons with antipro-
tons produced by the Fermilab Tevatron I project. The total energy of the collisions
in the lab frame is 1800 GeV. The lab frame is the same as the center-of-mass frame
of the proton-antiproton system, i.e. the energies of the protbn and and antiproton
are equal. The two hadron bunches collide with a frequency of 300000 Hz.

CDF is a general purpose hybrid detector with particle tracking chambers near the
interaction region surrounded by calorimetry which is in turn surrounded by a muon
detection system (see figure 3.1). Of these three major detector components only the
calorimetry approximates total coverage over the entire solid angle. In addition there
are time-of-flight counters with limited coverage near the beam pipe 6.5 m away from
the interaction region on both sides. All these components are read out by both a
data acquisition system (DAQ) and a trigger system. T-he DAQ digitizes the detector

signals and assembles the data to be written on magnetic computer tape. The trigger

16



17

-
' BACKWARD ELECTROMAGNETIC
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T
i3

ELEVATION VIEW LOOKING SOUTH

Figure 3.1: Two views of the CDF detector: a) a perspective cutaway view, b) a cross
sectional view through one half (np > 0).
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analyzes the data online, with both analog and digital processing, and decides which
events should be written to tape.

CDF has been used for many studies of jet physics, such as the measurement of
the inclusive jet E; spectra. It has also been used to measure the properties of the
intermediate vector bosons through electronic and muonic decays, the direct photon
cross section, and bottom physics. It was recently used to search for the top quark.
Only the components of the detector which affected the three-jet analysis will be
described. These are the trigger, the central tracking systems and the calorimetry. A
more complete description of the detector can be found in reference [8].

The coordinate system used for CDF has the z-axis tangent to the proton beam,
the z-axis pointing towards the center of the synchroton, and the y-axis pointing up.
The proton beam travels in the positive z-direction when in the interaction region, the
antiproton beam travels in the opposite direction. Looking from above, the protons

travel in a clockwise direction.

3.1 Beam-Beam Counters (BBC)

One must identify a sample of events of which the only requirement is that an inelastic
-ollision has occurred. This can be determined by looking for the existence of particle
in very forward angles of the detector. Not all inelastic collisions will satisfy this

criterion, but most will. There is a bias introduced by this cut but it is very small.
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Hence this sample of events is referred to as the minimum bias sample.

The Beam-Beam Counters (BBC) are used to define which events pass the mini-
mum bias cut. The BBC consists of two groups of scintillator paddles located 6.5 m
from the nominal interaction point along the beam axis, one group on either side.
The paddles are arranged in a square ~ 1 m on a side around the beam pipe (see
figure 3.2). Aldng the vertical or horizontal axis, they cover the pseudo-rapidity range
3.24 to 5.90.

The BBC measures the time of the interaction with an uncertainty of 200 ps. The
minimum bias trigger requires a BBC signal within 15 ns of the beam crossing time
in both groups of counters. This trigger, the Level 0 trigger, starts the online analysis
by the trigger system described in section 3.6. Besides the physics triggers, a sample
of events is written to tape with the sole requirement of passing the minimum bias
trigger. This minimum bias sample is used to look for physics at low particle energies,
as well as giving a sample of events which have isolated low-energy particles used for

calorimeter response studies.

3.2 Vertex Time Projection Chamber (VTPC)

The interaction point was measured for each event by the vertex time projection
chamber system (VITPC)[9]. A cut was made on the z-position of the interaction point

to keep all jets inside the fiducial region of the calorimeter. The VTPC is centered
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Figure 3.3: Two of the eight vertex time projection chamber (VIPC) modules.

at the nominal interaction point and surrounds the beam pipe for |z| < 1.4 m. The
distribution of the interaction points along the beam axis is Gaussian with a standard
deviation of 35 cm. The interaction region, defined to be the area where an interaction
vertex can be, is well covered by the VTPC.

The VTPC is divided up into eight octagonal modules distributed along the beam
pipe; each module is rotated 22.5° along ¢ with respect to its neighbors (see figure 3.3).
Each module is divided up into two drift regions with the endcaps divided into octants.

Each octant has 24 anode wires which measure r-z and 24 cathode pads which measure



22

r-¢. All anode wires were connected to the DAQ but only two modules had the
cathode pads connected. The spatial uncertainty per hit in the r-z plane is at most

500 pm. The VTPC measures the z-position of the interaction poirit with an accuracy

of 1 mm.

3.3 Central Tracking Chamber(CTC)

The central tracking chamber (CTC)[10] surrounds the VTPC and is itself surrounded
by a solenoid[11] providing an axial magnetic field of 1.412 T. It is used to measure
the transverse momentum of charged particles. In the angular region 30° < 6 < 150°
(In] < 1.3) the momentum resolution of the CTC is dp,/p? < 0.002 GeV~2.

The CTC is cylindrical with an axis along the beam line. It has an outer radius
of 1.3 m, an inner radius of 0.27 m, and a length of 3.2 m. The chamber has 84
layers of sense wires which are grouped into 9 “superlayers”. Five axial superlayers
each consist of 12 sense wires parallel to the beam axis; four stereo superlayers each
consist of six sense wires tilted by 3° relative to the beam axis. The type of superlayer
alternates: the inner most superlayer has 12 wires, the next inner most has six, etc.
One of the two endplates of the CTC is shown in figure 3.4. The spatial precision per
hit is 200 pm in r-@.

The CTC was used in two ways for this analysis: to measure the low-energy

response of the calorimeter and to check the detector simulation. The low-energy
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response of the calorimetry was not measured outside the collision hall since the
testbeam could not produce particles with low enough energy. Therefore a sample
of particles with known momenta was taken from pp collisions. The momenta of
the particles was measured by the CTC. A full description of this analysis is in
section 3.4.4.

The three-jet event sample was simulated in some detail by a physics generation
program coupled with a detector simulation program. This calculation is the subject
of chapter 7. As part of the checks on this calculation, the four-momenta of parti-
cles inside the jets were studied. The CTC was used to measure individual particle

momenta inside a jet.

3.4 Calorimetry

The CDF calorimeters were the most important detector subsystems used in this
analysis. Jets were reconstructed and their four-momenta determined solely from their
energy depositions in the calorimeters. There are four calorimeters in all: the central,
endwall, endplug and forward. Each is composed of projective towers segmented in
7 and ¢. The towers are approximately 0.1 wide in units of pseudo-rapidity in all
regions. They are 15° wide in azimuth in the central rggion and 5° wide in the plug
and forward regions (see figure 3.5). The central and endwall calorimeters cover the

range 0 < |pp| < 1.1, the plug calorimeters cover the range 1.0 < |gp| < 2.4, and
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Figure 3.5: Hadron calorimeter towers in one of eight identical quadrants (A¢ =
90°, np > 0). The heavy lines indicate module or chamber boundaries. The EM
calorimeter towers are the same except that the central EM extends to np < 1.1, the
plug EM extends to 7p > 1.0 and the forward EM has full coverage out to np = 4.2.

the forward calorimeters cover the range 2.4 < |9p| < 4.2 (7p = lncot §/2). Each of

these components will be described in detail below.

3.4.1 Central Calorimetry (CEM,CHA,WHA)

The electromagnetic part of the central calorimetry (CEM), which covers the range
0 < |pp| < 1.1 consists of alternating layers of lead and plastic scintillator. The lead
layers are 0.125 in. thick and are clad in 0.015 in. thick aluminum. The scintillator is
SCSN-38 polystyrene and is 5 mm thick. At 7p.= 0, there are 31 layers of scintillator
interspersed with 30 layers of lead. A normal line to the calorimeter face intersects
the beamline at a 90° angle. Therefore any particles detected at |np| > 0 will hit the

calorimeter at an oblique angle, increasing the amount of material the particle passes
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through while interacting with the scintillator. To keep the number of radiation
lengths independent of angle, layers of scintillator and lead were substituted with
acrylic. The number of radiation lengths the particle has to traverse in the CEM is
~ 18 while the number of absorption lengths is ~ 1. There is a proportional chamber
with cathode strip readout (called a strip chamber) embedded inside the CEM at a
depth of five ra,dia.tion. lengths. It was used to measure the position of EM showers
caused by isolated electrons or photons but was not used in this analysis.

Behind the CEM are two iron-scintillator hadron calorimeters, the central hadron
(CHA) and endwall (WHA), which cover the ranges 0 < |np| < 0.9 and 0.6 < |pp| <
1.1 respectively. A CHA section wholly contains six towers and shares three towers
with a WHA section which has an additional three towers. A figure of the CHA-
WHA layout is shown in figure 3.6. The CHA has 32 alternating layers of steel and
scintillator. The steel is 2.5 cm thick and the scintillator is 1 cm. The WHA has 15
such layers except the steel is 5 cm thick. The scintillator type is PMMA doped with
8% naphtalene, 1% butyl-PBD and 0.01% POPOP.

Each tower in the CEM, CHA, or WHA is observed by two photomultiplier tubes
(PMT’s), one on each azimuthal side of the tower. Light coming out of the scintillators

is channeled to the PMT’s by a series of waveshifters and light pipes.
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l/ INTERACTION REGION
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Figure 3.6: Quadrant of the calorimeter where A, B, C show central, endwall, and
plug respectively. Towers are numbered from 0 (at 90° in polar direction) to 11 (last
tower of the endwall modules). Hadronic towers 6, 7, and 8 are shared between the
central and endwall calorimeter.
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3.4.2 CEM Calibration

vThe CEM and CHA together form a mechanical unit which is divided into 48 modules
for the detector plus two spares. Due to their shape, modules are referred to as wedges.
Each wedge has ten towers of the CEM and eight towers of the CHA, with each tower
covering 0.1 units of pseudo-rapidity and 15° of azimuth. The wedges were put into a
test beam before the collider run and were exposed to an electron beam of 50 GeV in
the center of each tower. The response of the CEM to these electrons was measured
along with the response to a *’Cs source.

The source is attached to a loop of nylon coated stainless steel wire which, through
a series of pulleys and tubes, passes through both the CEM and the CHA. The source
is moved into the CEM and CHA by turning the pulleys with an electric motor.
The speed and direction of the motor, as well as its on-off state, are controlled by
computer logic circuits located next to the amplifiers and digitizers. These are in turn
controlled by the DAQ described below. The source, while it moves through the CEM,
is located near shower mazimum, where most of the energy from a single electron’s
shower is deposited. The source moves across the face of every tower, passing near
the 7-¢ center. While the source is moving the response is measured three times a
second. The maximum response with the source in a tower is taken to be the source
measurement for that tower. While it is not being used the source is stored inside a

lead brick located between the CHA and the WHA support.
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Given the response of the CEM to the electron beam and the source, along with
the gains of the amplifiers, one can find out the response of the calorimeter inside
the collision hall. This is accomplished by exposing the calorimeter once again to the
sources and calibrating the amplifiers. Therefore the response of the calorimeter is

given by the equation

Galt) = %%3((?)) Gi(to)- (3.1)

Here Gg(t) represents the energy gain, the CEM response in the collision hall in
units of GeV per ADC count, and Gg(to) is the response to the 50 GeV electron
beam in the same units.' The measured currents I(t) and I(fo) are the responses of
the calorimeter to the 137Cs sources in the collision hall and the testbeam respectively;
they are in units of nA. Likewise Gg(t) and Gg(to) are the electronic gains of the
amplifiers in the collision hall and the testbeam. A different set of amplifiers are
used for measuring the CEM response to a high energy electron (E 3> 500 MeV) and
the electron or photon coming from the !*’Cs source (E = 0.5 MeV). Therefore, it is
necessary to account for the gain of the electronics used to measure electron response,
Gg, and the gain of the amplifiers used to measure source response, which are taken
into account in the variable I.

The CEM calibration was tested several ways. First, several wedges were cali-
brated twice in the testbeam and the results of the first calibration were compared

with the successive calibration on the same wedge[12]. Figure 3.7 shows a histogram
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Figure 3.7: Calibration reproducibility. The difference in beam to 37Cs source ratio
for each tube is plotted for successive calibration procedures, about 5 weeks apart,

for three modules. The deviation of the centroid from zero corresponds accurately to
the source decay.



31

of the comparison. The standard deviation ¢ comes from the reproducibility of the

“calibration. This o should be divided by \/5 to obtain the uncertainty in the calibra-
tion, since each entry really represents two measurements. This shows the calibration
is good to within 0.4% over a period of about one month.

Second, a sample of electrons from pp data was taken and the response of one
PMT was divided By the other for each electron observéd. This ratio is called left-
over-right (L/R). The tower-by-tower mean of the ratio of responses, (In(L/R)), is
plotted in figure 3.8 with the attenuation length of the scintillator taken into account.
The error in the mean for most towers was about 1% (stat.), but any tower with this
error above 1.5% (i.e. with low statistics) was not plotted, leaving 370 towers. The
standard deviation, 2.56%), is the sum in quadrature of the error of the means, known
to be 1%, and any effect coming from the reproducibility, which therefore must be
2.3%. As with the first method, each entry is really two measurements. Therefore
the calibration in each tower is good to 1.6%, not accounting for effects which affect
both PMT’s equally.

Third, a sample of electrons which are decay products of W*’s were used to com-
pare the response of the calorimeter with the mome;ltum of the electron as measured
by the CTC. Thus the CEM is tested with another component of the detector inde-
pendent of the calorimeter. The comparison is parameterized by the quantity E/p,

shown in figure 3.9. Because of bremsstrahlung, the electron will emit photons before
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with the theoretical value of 1.0248 + 0.0012(stat. and syst.).
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passing through the CTC. The energy of these photons will usually be detected by
the CEM (provided it is not a wide angle bremsstrahlung) but will not be included
in the momentum measurement by the C-TC. This will cause a shift of about 2% in
the plot, along with a high end tail. For all events with E/p < 1.4, the average E/p
is 1.0304 4 0.0053 (the uncertainty is purely statistical). This is comparable to the
theoretical value of 1.0248 4 0.0012 (systematic and statistical uncertainty), thereby
confirming that the CTC and the CEM agree in energy scale to within ~ 0.5%. The
theoretical value was derived using a Monte Carlo calculation which takes into account
the CTC track momentum resolution, the calorimeter resolution and bremsstrahlung

of the electron[13].

3.4.3 CHA and WHA Calibration

The CHA was calibrated in a way similar to the CEM calibration. All CHA towers
in all wedg;es were exposed to a 50 GeV charged pion beam aimed at the tower
centers. Only those pions which depqsited less than 2 GeV in the CEM are used
for the CHA calibration (these are referred to as minimum ionizing pions). The
response of the CHA to the minimum ionizing pions was measured. along with the
response to the same *3”Cs sources used with the CEM. The CHA calibration was
maintained in the collision hall with the *"Cs source using the same method as the

CEM calibration. The reproducibility of the CHA calibration was determined by
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calibrating seven wedges in the test beam twice[14], each pair of calibrations was
done approximately one month apart. The difference in the successive calibrations
averages to zero, and the width of the distribution shows that the calibration in each
tower is good to about 0.7% (see figure 3.10). In addition, one wedge (a spare not
used in the collision hall) was recalibrated at a different test beam three years after
its initial calibration. Only the 12 PMT’s which belong to towers not shared with
¢the WHA were considered. The 37Cs source calibration was found to be 1.9% lower
than the pion response at the new test beam, with a spread of 1.7%. The systematic

uncertainty in the average pion beam momentum was 2% at the new test beam, which



36

may account for the higher pion response. The spread indicates the *"Cs calibration
is good to 1.2%, barring effects in the collision hall.

Two WHA modules were calibrated in the testbeam with 50 GeV minimum ion-
izing pions. Thisb calibration was transferred to the other 48 modules with the use
of one ¥"Cs line source (as opposed to a point source). The radioactive material is
uniformly distributed inside a 0.5 min—dia.meter stainless steel tube. The line source
can be inserted into two tubes on either azimuthal side of the tower, each tube cen-
tered in polar angle. When the line source is inserted, it simultaneously illuminates
all scintillator layers of that tower. The tower’s response to the line source is used to
maintain the calibration just before data taking. As with some modules of the CHA
and CEM, the two WHA modules in the test beam were exposed to beam twice[14].
The line source reproduced the response of each tower to within 2%.

The line source must be inserted by hand, and calibrating all 48 WHA modules
with the line source is time-consuming (~ 1 day). Therefore it cannot be used while
taking data since access to the collision hall is restricted. A mounted 3"Cs source
controlled by a drive mechanism similar to that of the CHA-CEM was installed in each
WHA module. During the data taking run, the moving source is used to maintain

the calibration.
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3.4.4 Non-linear Energy Response of the Central Calorimeters

The calibration above was pegged to 50 GeV electrons and pions. However the
calorimeters may not have a linear response to the pion energy. This can affect the
jet correction functions described in chapter 5. The non-linearity must be accounted
for in the detector simulation program used to determing the jet corrections. There-
fore, the non-linearity was measured by exposing the calorimeter to pion beams of
different energy and measuring the response. Unfortunately thev testbeam line could
not produce pions below an energy of 10 GeV. This poses a problem since jets have on
the order of ten particles and can have as many as twenty or thirty (see ﬁgui:e 7.2),
so even a 50 GeV jet will have many particles below. 10 GeV. Therefore, the en-
ergy response below 10 GeV must be determined from another source instead of the
testbeam.

To address this issue a sample of charged tracks was taken from the minimum
bias sample as well as a sample of events in which the trigger required a stiff track
in the CTC[15]. All of these charged tracks are assumed to be pions. The range of
pion momenta from this sample is 0.75 < E < 20 GeV. Each track was required to
be well reconsigructed in three dimensions, ha.ve- the impact parameter relative to the
beam position be less than 0.5 cm, have the closest point of approach to the z-axis
be within 5 cm of the event vertex, have hits on more than 50% of the layers, and

have two or more good axial segments (8 or more wires used out of 12) and one or



37

3.4.4 Non-linear Energy Response of the Central Calorimeters

The ca]ibi'ation above was pegged to 50 GeV electrons and pions. However the
calorimeters may not have a linear response to the pion energy. This can affect the
jet correction functions described in chapter 5. The non-linearity must be accounted
for in the detector simulation program used to determine the jet corrections. There-
fore, the non-linearity was measured by exposing the calorimeter to pion beams of
different energy and measuring the response. Unfortunately the‘ testbeam line could
not produce pions below an energy of 10 GeV. This poses a problem since jets have on
the order of ten particles and can have as many as twenty or thirty (see ﬁgui:e 7.2),
so even a 50 GeV jet will have many particles below 10 GeV. Therefore, the en-
ergy response below 10 GeV must be determined from another source instead of the
testbeam.

To address this issue a sample of charged tracks was taken from the minimum
bias sample as well as a sample of events in which the trigger required a stiff track
in the CTC[15]. All of these charged tracks are assumed to be pions. The range of
pion momenta from this sample is 0.75 < E < 20 GeV. Each track was required to
be well reconsﬁucted in three dimensions, ha,V(; the impact parameter relative to the
beam position be less than 0.5 cm, have the closest point of approach to the z-axis
be within 5 cm of the event vertex, have hits on more than 50% of the layers, and
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more good stereo segments (4 or more wires out of 6). Only tracks which hit towers
with 7p < 0.8 are used. The track must extrapolate into the central rectangle of the
tower which takes up 36% of the area (0.6 x 0.6) both at the inner and outér radius
of the CEM. This was done to minimize the pion shower leaking into the adjacent
CEM towers. The calorimeter energy of the track was defined to be the total energy
measured by the target CEM tower, plus the corresponding CHA tower, plus the
eight CHA towers which share a side or a corner with the target CEM tower. The
momentum of the track was measured by the CTC.

Neutral pions may accompany a charged pion. They will be detected only in the
CEM since they will immediately decay into two photons. This would add to the
calorimetry energy of the charged pion. To reduce this background, the surrounding
eight CEM towers are not included in the energy sum. The average of the ratio of
the calorimeter energy to the track momentum, E/p, as a function of p is shown in
figure 3.11, with the neutral pion background energy subtracted bin-by-bin. The neu-
tral pion background was estimated by looking at the eight CEM towers surrounding
the target CEM tower. The average fractional energy per surrounding CEM tower,
(Ebackground) /P, was plotted versus the track momentum p and ﬁtted to a function
used for the background subtraction. The proportional energy response at low ener-
gies is 40% lower than at high energies. Also shown is the response as measured by thé

test beam, and the response of the detector simulation described in section 5.3.2. The
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Figure 3.11: E/p for charged pions in minimum bias events, along with the response
as measured by the testbeam, and the response of the detector simulation described
in section 5.3.2. Curves above and below the points represent the systematic error
associated with the minimum bias and test beam measurements.
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simulation reproduces the pion response over the range of p that was investigated, as
it wa,s.designed to do. This simulation was used both to determine the jet corrections
described in chapter 5 and the three-jet QCD calculation described in chapter 7.
Another effect which must be understood is the fraction of charged pions which
hit the central region of a tower but deposit little or no énergy in the calorimetry.
This is a function of the pseudo-rapidity of the pion because of the varying amount
of dead region (uninstrumented interaction lengths) before the CEM. Figure 3.12
shows the fraction of tracks which leave less than 15% of their momentum in the
calorimetry for tracks in the momentum range 1 < p < 2 GeV. This fraction is
divided by the amount of uninstrumented interaction lengths before the CEM. The
curve is consistent with being flat, therefore this effect was assumed to come from
the dead region. The undetected energy effect was incorporated into the detector

simulation described in section 5.3.2.

3.4.5 Plug and Forward Calorimetry (PEM,PHA ,FEM,FHA)

The electromagnetic (hadronic) calorimeters in the plug (1.1 < |n| < 2.4), and for-
ward (2.4 < || < 3.5) regions consist of alternating layers of lead (steel) and gas
proportional tubes. The plug EM calorimeter (PEM) has 34 layers of lead which
are each 0.27 cm thick. These are interspersed with i)roportiona.l tubes which are

0.7 x 0.7 cm?. The plug hadronic calorimeter (PHA) has 20 layers of steel which are
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Figure 3.12: Fraction of pions tracks which do not deposit energy in the calorimetry.
This is divided by the number of uninstrumented interaction lengths (the dead region)
the pion must traverse before entering the calorimeter. The function is flat with
respect to 7p, indicating that the probability of a pion not being observed in the
calorimeter is strongly correlated with the size of the dead region.
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5.1 cm thick. These are interspersed with tubes 1.4 cm thick and 0.8 cm wide. The
forward EM calorimeter (FEM) has 30 layers of lead-antimony (94%-6%) 0.48 cm
thick interspersed with tubes 1.0 cm thick. The forward hadronic calorimeter (FHA)
has 27 layers of steel interspersed with tubes 1.5 cm thick. All gas calorimeters con-
tain a mixfure of 50% argon and 50% ethane gas with a small percentage of alcohol
added to prevent glow discharge. Each calorimeter was calibrated in the fest beam
with 100 GeV electrons or pions. To keep track of the gain variations which are
produced by chanées in pressure and temperature of the gas, the response of gas gain
tubes to **Fe was observed both during testbeam running and data taking. Gas gain
tubes are proportional tubes located outside the calorimeter supplied by the same

gas feed system as the calorimeter.

3.5 Data Acquisition System (DAQ)

Calorimeter responses were amplified and digitized with electronics mounted on the
detector. A similar system was used for the rest of the detector. These digital
values were collected and assembled by specialized computers called MX’s located
away from the detector and accessible by experimenters during data taking. These
MX'’s are interfaced with a complex FASTBUS system which assembles the data in
a form suitable for processing by a general purpose computer (a VAX 8600). The

FASTBUS system also contains the electronics for the trigger system described in the
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next section. If the trigger passes the event the data is passed to the VAX where it

is then written to magnetic computer tape.

3.6 Trigger

Thé CDF trigger system[16] has four levels of online analysis, numbered 0 through
3 in the order which they are executed. An event is procéssed by a level provided
the preceding level has passed the event. Level 0 is simply the minimum bias trigger
described in section 3.1; it passes events at a rate of ~ 50 kHz. If level 0 passes an
event, level 1 then looks' for an appreciable signal in one of the detector components.
For instance, if the scalar sum of the transverse momenta of all particles that deposit
energy in the calorimetry exceeds 18 GeV, level 1 passes the event since it may have
high-energy jets. If level 1 is passed, level 2 does a more sophisticated analysis of the
signal. To keep the level 2 deadtime below 5%, the event rate coming out of level 1
must be less than 5 kHz (it takes about 40 ps for level 2 to process an event). At the
same time level 1 cannot eliminate events which would pass level 2. This is why the
above threshold was set relatively low. Level 2 then reduces the event rate down to
about 1 Hz. This is slow enough for events to be written to tape.

Level 3 can reduce the rate further, but it was not used in a way that directly
affects this analysis. Any event passing the required level 2 trigger for this analysis

was passed by level 3. In the future, when both the luminosity and the beam crossing
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frequency increase substantially, level 3 will be indispensable. It will be used to make
yet tighter cuts than level 2 to keep the rate down. |

To compute calorimeter parameters (e.g. LE,) the trigger used solid angle cells
which were 0.2 units wide in pseudo-rapidity and 15° wide in azimuth. Each cell’s
energy was the analog sum of the energies of all the calorimeter towers inside its solid
angle. In the central region, the responses of four phototubes were added together
for two calorimeter towers, side by side in pseudo-rapidity. For the gas calorimetry,
six cathode pad responses were added together since the cell was two towers wide
in pseudo-rapidity by three towers wide in azimuth (the towers in the gas calorime-
try cover three times less azimuth than those in the scintillating calorimetry). The
responses of the phototubes and the cathode pads are transmitted to the trigger elec-
tronics by special analog lines which bypass the digitizers. Henceforth, these cells will
be referred to as trigger towers.

Some of the cathode pads for the plug and forward EM calorimetry were discon-
nected from the analog lines feeding into the trigger electronics. These corresponded -
to all the trigger towers with 1.0 < |9p| < 1.2 and less than half of the trigger towers
with 2.6 < np < 2.8. Due to electrical problems caused by the high voltage distri-
bution system, these cathode pads would occasionally give a high response with no
particles present. This noise c‘an be eliminated in the d;.ta by looking at the longitu-

dinal shower profile and comparing the pad response to the anode wire response. The
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trigger does not receive layer information or anode wire signals, therefore the trigger
rate might be artificially increased if these pads were not removed from the trigger.
The removal of these pad signals may be the cause of the depletion of jets around this
region of pseudo-rapidity (seé figure 6.2, page 74). However the detector simulation
does not show as strong an effect as seen in the data; whereas the data show a deple-
tion of 50 to 100 events (~ 0.2% of the event sample), the simulation indicates only
4 events would be removed because of the missing cathode pads. Since the depletion
is minor, it was not considered further. No other effect from this modification to the
trigger has been observed in this analysis. Note that no other part of the calorimeter
has been removed from these trigger towers.

The trigger system computes the ¥ E; of the calorimetry by summing the trans-
verse energy, Ey, of all the trigger towers. The E, of a trigger tower is defined to be
E sin 0 where 0 is the angle between the beam axis and the vector pointing from the
nominal beam position to the trigger tower. The value of L E, is available to both
levels 1 and 2. The results of a fast hardware track processor, which finds stiff tracks
in the CTC, can also be used by both level 1 and level 2. At level 1, only the existence
of stiff tracks can be tested. Level 2 can use the momenta of the tracks.

The cluster finder, which is part of level 2, takes all trigger towers with E, > 3 GeV
as seeds for the clusters, and all trigger towers with E, > 1 GeV as shoulder towers.

A seed can also be a shoulder tower. The seed tower with the lowest pseudo-rapidity
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and the lowest azimuth (the z-axis pointing towards the center of the synchrotron) is
used to construct the first cluster. All shoulder towers which are adjacent to the seed
tower are included in the cluster, not including diagonally adjacent towers, i.e. those
that only share a corner with the seed tower. Then all shoulder towers adjacent to
these towers are included in the cluster. This process is iterated until there are no
more trigger towers added. Then the next seed is used to create another cluster in the
same fashion. No trigger tower included in a cluster can be included in a subsequent
cluster. The E, of the cluster is defined to be the sum of all the E,’s of the towers in
the cluster.

Level 1 passes an event to level 2 provided one of seven conditions is met. These
conditions, called triggers, are designed with specific classes of analyses in mind. One
trigger, the JET_1_18, requires the analog sum of all trigger tower E,’s greater than
1 GeV to exceed 18 GeV. This was designed with the level 2 jet triggers in mind.
CENTRAL_ELECTRON_6_6 requires a central EM trigger tower to exceed 6 GeV.
There is also a trigger which passes minimum bias events without cuts at a rate no
greater than 0.05 Hz.

Level 2 has about 18 triggers which impose tighter cuts on the detector signals.
The trigger used for this analysis was called TOTAL_ET_120. It required the sum of
all tower E,’s exceeding 1 GeV to be greater than 120 GeV. The TOTAL ET_120

trigger was used for most of the data run and passed 466285 events for a total
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integrated luminosity of 4.2 pb~?. Due to a cut on the position of the event vertex,
described on page 69 in chapter 6, the actual integrated luminosity for the three-jet.
data sample was 3.9 pb~!. The TOTAL_ET_120 trigger was designed as a general
purpose trigger, not specifically for the three-jet analysis.

In addition to this trigger there Weré three other triggers used in jet analyses,
called JET_ 20, JET 40, and JET_60. The JET 60 passed every eveﬁt which had a
cluster with E, > 60 GeV. The JET 40 passed every 30th event with a cluster of
E, > 40 GeV, the JET_20 passed every 300th event with a cluster of E;, > 20 GeV.
This method of only tai(ing one of a set number of events which passes a trigger is
called pre-scaling. The rates of the JET 20 and the JET 40 would be too fast for
the events to be written to tape. But they are needed for the inclusive jet-E, spectra
analysis, so they were pre-scaled. These two triggers could have been used with the
three-jet analysis but they did not produce as much statistics as the TOTAL_ET_120.
Other triggers in level 2 were used to pass events for electron analyses (e.g. W/Z,
J/v), muon analyses, etc.

Level 3 uses the digitized event data produced by the DAQ and performs an
analysis similar to the offline code. The level 3 processor conmsists of a software

processor farm using computers which run compiled FORTRAN code.



Chapter 4

Jet Reconstruction Algorithm

The jet reconstruction algorithm uses a cone of a fixed radius to define a jet. It
is similar to previous algorithms used on SppS experiments and corresponds closely
to the parton definitions used in calculating QCD cross sections. There are three
stages in the algorithm: preclustering, clustering, and merging or separating the final
clusters which overlap. When the algorithm is finished each cluster is assigned a

four-momentum.

4.1 Preclustering

Before a precise list of towers is determined for each of the jet clusters in an event,
a rough estimate of their positions must be made. This is done by first looking for
energetic towers, called seeds, and forming preclusters, each precluster consisting ofa
seed and nearby energetic towers. The first estimate for. the position of the jef cluster
is the centroid of the precluster.

Before a search for seeds is undertaken, the gas calorimeter towers are summed
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together in groups of three along ¢ to correspond to the central segmentation; each
group is considered one tower during the preclustering. All towers with E, above
1 GeV are used as seeds. The seed tower with the highest E; is included in the
first precluster. Towers are added into the precluster in an iterative procedure. If
a tower with E;, > 1 GeV is adjacent to a tower which has higher E; and is in a
precluster, it is included in that precluster. A tower is defined to be adjacent if it
shares a side or a corner. The iteration stops when no more towers can be included.
Subsequent preclusters are grown from seed towers which have not yet been included
in a precluster. After this stage is finished the resulting preclusters are groups of
contiguous towers with the towers in each group decreasing in E; from a central

tower to the towers on the edges.

4.2 Clustering

The preclusters are grown into clusters using the true tower segmentation. The E,-
weighted centroid of the precluster is found. A cone in 7-¢ space of radius 0.7 is
formed around the centroid. All candidate towers inside this cone are merged in to
form a cluster, candidate towers being those with E, greater than 0.1 GeV. A new
centroid is calculated from this new set of towers, based on an E, weighting. Again, all
candidate towers inside the cone around the new centroid are merged in; any towers

outside the cone are excluded. The process of recomputing a centroid and finding
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new towers or deleting old ones is iterated until the tower list remains unchanged.

4.3 Overlapping Clusters

There will be occasions when two or more clusters will be so close together that they
have common towers in their respective tower lists after the clustering phase. In this
case the clusters should be merged or the common towers should be parceled out
among the clusters. Otherwise there is a chance the energy of a cluster may not
correspond to the energy of the parton that originated it. The merging criteria must
produce as sharp a cutoff as possible in the probability that two clusters will merge as
a function of the separation between them in 7-¢ space. A sharp cutoff is consistent
with the cuts used to calculate multijet cross sections and with how outgoing partons
are merged in next-to-leading order calculations. In addition, the method by which
towers are parceled out must change the energy as little as possible from what the
energy of the cluster might be if it were isolated. The procedure to handle overlap
conditions was developed with these two goals in mind.

There are four possible overlap conditions. The first two cases are trivially han-
dled. If two clusters are distinct, they are left alone. If one cluster is completely
contained in another, the smaller of the two is merged into the larger. If the towers
have some finite overlap, then an overlap fraction is computed as the sum of the

E, of the common towers divided by the E, of the smaller cluster. If the fraction
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is above a cutoff (75%) then the two clusters are combined. Otherwise the clusters
are kept intact, and each common toWer is uniquely assigned to the cluster with the
closer centroid. After the common towers have been divided’ up, the centroids are
recomputed. The original common towers are then re-divided according to the new
centroids. As with the original cluster finding, the process of centroid computation

and tower re-shuffling is iterative, and ends when the tower lists remain fixed.

4.4 Determination of Jet Four-Momenta

Every tower consists of é,n electromagnetic (EM) and an hadronic section. Each sec-
tion is assigned a four-momentum. The energy and the magnitude of the momentum
are both equal to the total energy deposited in the section; the mass is equal to zero.
The direction of the momentum is collinear with the vector pointing from the mea-
sured event vertex to the electron shower maximum in the 7-¢ center of the tower if it
is an EM section, or the pion shower maximum if it is an hadronic section. The elec-
tron shower maximum is defined to be the average depth where most of an electron’s
energy is deposited, it is located in the EM section. The pion shower maximum is
analogously defined for pions; it is located in the hadronic section.

The four-momentum of a cluster is the sum of the four-momenta of the member
towers’ sections. Other quantities are determined from the four-momentum. For

example, p;, the jet momentum transverse to the beam axis, is given by p; = /p2 + p2.
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The transverse energy is defined to be E, = E \/pﬁ +p? / \/pg + p2 + pZ. The jet’s
mass is defined as it would be for an elementary particle, m = {/E? — p2. It is related

to the invariant mass of the particles in the jét.

4.5 Comparison of the Reconstruction Algorithm with Other Algorithms

The jet reconstruction algorithm just described is referred to as the fized cone algo-
rithm. It was selected from among four algorithms. The E;-dependent cone algorithm

is the same to the fixed cone except the cone radius is set to

12.0
E,

AR = min( ,0.6). (4.1)

In the contiguous tower algorithm, all towers with E, above 1.0 GeV are used as seeds.

The highest seed tower is included in the first cluster. Candidate towers are added

into the cluster in an iterative procedure. If a candidate tower with E; c5ng > 0.1 GeV

is adjacent to a tower which has E; > E; .,nq4/2 and is in a cluster, it is included in that

cluster. The iteration stops when no more towers can be included. Subsequent clusters

are grown from-seed towers which have yet to be included in a cluster. The contiguous

tower algorithm is similar to the precluster stage of the fixed cone algorithm. In fact"
the same code was used for both algorithms, except with different parameters. The

patrwise merging algorithm starts with the clusters found in the contiguous tower

algorithm and merges pairs of clusters which are within 0.7 units of 5-¢ space.

The reconstruction a.lgdrithms were checked with a sample of mized events[17]. For
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each event in the mixed sample, the information for an isolated cluster in an event
from the data was merged into the information from another event. Two effects
were studied in the mixed sample. First, the originally isola.ted cluster might not be
detected separately in the mixed event; it might ha§e merged with a cluster in the
other event. This effect can be quantified l;y a merging probability. Second, even if
the former cluster was separately detected in the mixed event, it mighf still lose or
gain energy due to its proximity to the latter cluster. Both these effects come into
play when two partons become collinear.

The merging probability event is plotted in figure 4.1 as a function of the 7-¢
separation. The cutoff is quite sharp for all algorithms. The change in energy of
unmerged jets is shown in figure 4.2. The fixed cone algorithm has the least change
in E,.

All four algorithms have about the same resolution. The contiguous tower and
pairwise merging algorithms are subject to anomalies; some clusters are found which
span an azimuth greater than 180°, and somev clusters are wholly embedded within
other clusters. These properties are not consistent with the intuitive picture of a jet
as an isolated, localized clump of energy. Mainly on the basis of figure 4.2 and the

lack of anomalies, the fixed cone algorithm was selected.
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Figure 4.1: Cluster merging probability—the probability that two jets from different
events in the unmixed sample might be detected as one jet in a superimposed event.
This is plotted as a function of the distance between the two clusters in 7-¢ space.
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Figure 4.2: The change in a cluster’s E, after event superposition. The fixed cone
algorithm shows the least change.



Chapter 5

~ Jet Correction

5.1 Why Jet Corrections Are Needed

The three-jet analysis uses variables which depend on the partons’ four-momenta, not
on the clusters’ four-momenta as described in the previous chapter. These two sets

of four-momenta will have different values for several reasons.

o Energy will be lost at the boundaries between the calorimetry components,

particularly those at |np| = 0.0,1.2,2.4.

e Any charged particle with a transverse momentum less than ~ 0.2 GeV will not

reach the calorimetry due to the solenoidal magnetic field.

o Low energy charged pions will be detected with a lower energy than they really
have. This is not the case for neutral pions, whose daughter photons are detected

in the EM calorimetry, or high energy particles.
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¢ Energy from the underlying event will be collected inside the cone of the cluster

by the jet reconstruction algorithm. This will add energy to the cluster.
o Some particles in the jet will fall outside of the jet clustering cone.

To account for these effects, a three step jet correction was used[18]. First, the
variation in fhe jet response with respect to 7p is eliminated with a scale factor
dependent on pf™*** and np. 7p is the cluster’s detector pseudo-rapidity, i.e. the
pseudo-rapidity if the event vertex were in its nominal position. Second, the vec-
tor sum of the transverse momentum of all particles inside the cluster cone, p{°c,
is derived from the 7p-corrected transverse momentum. This transformation was
determined using Monte Carlo simulation. Third, the average underlying event con-
tribution is subtracted from p{°™® and energy from the parton which falls outside
the clustering cone is added in, giving the “true” jet energy pf“. The cluster four-

momentum (E, p.,p,,p:) is corrected back to the original scattered parton with the

scale factor p}** /pgtuster,

5.2 Pseudo-rapidity Dependence

Dijet events were selected from the JET 20, JET 40 and JET_60 trigger samples
by requiring at least two jets with uncorrected p, > 15 GeV. To avoid bias from
the online trigger, the sum of the transverse momenta of the two leading jets was

required to exceed twice the value of the single jet trigger threshold by 10 GeV.
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At least one of the leading two jets was required to lie within the central detector
(0.15 < |gp| < 0.9). Additionally, events with more than 1 primary vertex, and
events with a primary vertex outside 60 cm were rejected. From an initial sample
of about 1 pb~? these cuts resulted in a final sample of approximately 15000 events,
spread almost evenly between p, of 20 and 150 GeV.

The average missing Er projection for these events was computed as a function
of n5°, the detector pseudo-rapidity of the jet which was not required to be in the
central detector. The missing Er projection is defined as the vector sum of all the
calorimeter towers’ transverse momenta projected on to the dijet axis; it measures
the ratio of the effective jet energy scale of the central detector to the probed region.
From the missing Er projection, a p;-correction factor can be calculated. This factor
was fit to a linear function of jet p, for 18 values of |np| ranging from 0.05 to 3.35.
For every jet, correction factors are calculated for the 18 values of |np| given the jet
p; (those values of |np| where p would be greater than 900 GeV are not considered).
The correction factor for the jet 7p is derived from the set of 18 correction factors
using a cubic spline interpolation, thus making the jet response across the continuous
range of 7p conform to the central calorimeter response. The correction is shown
‘n figure 5.1. The peaks near |7| = 0, 1, and 2.3 come from loss of response due to

boundaries between calorimeters.
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Figure 5.1: Jet correction factor vs. 7p. Note that the correction factor from the
central calorimeter response study has not been included.
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5.3 Central Calorimeter Response Correction

The central jet correction was determined from a Monte Carlo simulation. Events
with two outgoing partons of equal and opposite p; were generated with a uniform
distribution in p, and n with the ranges 10 < p, < 700 GeV and 0.15 < [gp| <
0.9. The partons were converted into jets of observable particles and the detector’s
response to the jets was simulated. The jet reconstruction program was run and the
association between pf“**"—the transverse momentum of a given cluster—and p{°*
was used to derive the central calorimeter jet response. This function accounts for

the second and third effects listed in section 5.1.

5.3.1 Jet Fragmentation (SETPRT)

Before the detector simulation, the partons must be converted into observable parti-
cles. For both the dijet study described here and the three-jet QCD calculation de-
scribed in chapter 7, this was done with the program SETPRT[19], which also produces
particles from the underlying event. The code for both these effects was taken from
the two-jet Monte Carlo program ISAJET[20]. After ISAJET generates two outgoing
partons from its own 2 — 2 calculation, it converts them into jets in a two stage pro-
cess. The first stage, called evolution, produces diquarks and gluons from the initial-
and final-state partons of the 2 — 2 subprocess; this is supposed to approximate hard

bremsstrahlung. The second stage, called fragmentation, separately converts each of



61

the outgoing partons into observable particles using the Field-Feynman fragmenta-
tion algorithm[21]. This division into two stages is artificial; it is motivated by the
impossibility of using perturbation theory at fragmentation energy scales. ISAJET
then uses the energy left over in the collision (/s — \/5) to generate the underlying
event based on an algorithm developed in reference [22].

The evolution was not inciuded in SETPRT for two reasons. First, for this dijet
study, it is easier to associate a cluster with a single parton if there are only two
generated outgoing partons. Second, for the three-jet QCD calculation, the three
outgoing partons were generated using the exact QCD matrix element; so the main
effect of the evolution (i.e. the third jet) should be taken into account by the third
generated parton. Since the fragmentation and underlying event parameters were
tuned with evolution present in ISAJET, they were retuned in SETPRT with 2 —
2 events, so that the fragmentation distributions matched dijet data. Only those
distributions which depended on the CTC were used in the tuning, so as not to
use calorimeter data to correct itself. In addition, a two-jet system receives a boost
from low-energy QCD radiation in ISAJET, a phenomenon which is observed in data.
This phenomenon, called the k;-kick, must be put into SETPRT explicitly since QCD
radiation (¢.e. the evolution) is absent. Even though SETPRT was tuned using dijet
data, it will be shown in section 7.2 that the phenomena just described are well

modeled for three-jet data too.
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5.3.2 Full Simulation of the Detector (QFL)

The program QFL is a standard simulation of ‘the CDF detector[23]. Stable parti-
cles which are generated using ISAJET or another physics generator are transported
through the CTC and charged particles are bent in a magnetic field. Any particles
which go through a complete turn of 27 radians in the CTC are considered lost. Af-
ter leaving the CTC, particles go through the solenoid coil or the CTC endplate and
then enter the calorimetry. The solenoid and the endplate are treated as dead areas;
particle energy is deposited in this region but this energy is not detected.

The calorimeters are modeled with uniform density, ﬁnite sampling thickness be-
ing ignored. The calorimeters’ non-linearity at low particle energies is modeled to
reproduce the results of section 3.4.4. The non-linearity in the plug and forward
calorimeters is assumed to be the same as the central calorimeter. This does not
affect the central response analysis since jets are confined in the central region. Nor
does it affect the three-jet QCD calculation, since various checks of the Monte Carlo
did not reveal such effects (see section 7.2). This is confirmed by the agreement be-
tween the three-jet QCD calculation which used QFL and another calculation which
used the fast simulation described in section 5.5. The latter has the response of the
plug and forward calorimetry to low energy particles accounted for. (Since the fast
simulation is based on the jet corrections, it cannot be used here.)

The data produced by the CTC, i.e. the track parameters, are simulated after
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the calorimeter data are simulated and the jet clustering algorithm has been run[24).
Track detection efficiency is simulated based on whether the track is located inside
a jet and if so, the p, of that jet. The jet p; is measured by the jet reconstruction
algorithm described in the last chapter, which is why the tracks are simulated after
the clustering. The track simulation was not used in the jet correction studies, but it
was used to check the fragmentation in the three-jet QCD calculation. Henceforth,

QFL will be referred to as the full simulation in this thesis.

5.3.3 Response Function

After the events were simulated with the full simulation and clustered using the jet
clustering algorithm, pl“***" was related to p{°™°, the vector sum of the transverse
momenta of all particles inside the cluster cone. To avoid introducing systematic
uncertainties associated with the fragmentation algorithm, p{***" is compared to a
p; calculated from the observed particles instead of the p, of the originating parton.
Even if all particles coming from the parton jet were inside the cluster cone and the
underlying event were not simulated, the p; of the parton and p{°*¢ would not be
identically equal. This is because ISAJET rescales the energies of all the particles
in order to conserve total momentum and §. This must be done since partons are
massless (or at leé,st have a mass less than 1 GeV) and jets have an invariant mass

of ~ 10 GeV. The correction factor pf°™¢/pslstr is fitted to a quadratic equation in
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5.4 Underlying Event and Clustering Corrections

In a leading order calculation, there is no real definition of a jet shape; hence one
should correct for energy loss outside of the jet cone assuming a standard shape for
jets. For a next-to-leading order calculation, where the jet definition plays a role,
it would be a more direct comparison to not include the energy lost outside of the
clustering cone, since much of it would be aécounted for by the calculation. The
out-of-cone correction was quantified by a single parameter which is added to each
jet’s p;. The out-of-cone correction was compu.ted by the dijet simulation described
in the last section and found to be independent of the p; of the jet. It is 2.41 GeV
after accounting for the underlying event subtraction effect described below. Since

this analysis uses a tree level calculation, the out-of-cone correction was applied.
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The average underlying event contribution to the jet p; was determined using
a dijet sample described in section 5.2. For each event, a sum was computed of
the energies of all candidate towers inside a cone of 0.7 which was 90° away in ¢
from the central jet. The size and shape of the area used for the sum was varied;
no statistically significant change in the E, density was discovered. The underlying
event contribution was also found to be independent of the energy of the jets in the
event. The average contribution to pf°™® was determined to be 2.76 GeV, corrected
for the central calorimeter response as derived in the last section. This contribution
was subtracted from all jet p’s. Some of the jet’s energy will appear in the area
used for the sum increasing the calculated underlying event contribution. To offset
this effect, this jet energy (as determined by the dijet simulation) is included again
in the out-of-cone correction quoted above. The sum of the underlying event and the

out-of-cone correction is 350 MeV.

5.5 Fast Simulation of the Detector (QDITMC)

The jet corrections were used to construct the detector simulation program QDITMC.
It is used with physics generation programs which only provide ﬁna.l—stéte partons,
a0t observable particles. This simulation converts the pvartons’ four-momenta into jet
four-momenta using the inverse of the jet correction functions, and then smears the

energy of the jets using the jet resolution described below. This thesis will refer to
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QDITMC as the fast simulation. It does not simulate the underlying event and cannot

be used to determine the properties of particles within jets, but it is much faster than

the full simulation.

5.6 Jet Resolution

The energy resolution of the jets does not have much effect on the variables :c3. and
x4 since, to first order, they do not depend on the energy scale, and the three-jet cuts
described in chapter 6 keep all events well above the energy thresholds. However it
will be briefly described here. The dijet data described in section 5.2 was used to
determine the energy resolution. The average difference in the transverse momenta
for two jets should depend on how much the responsgs of the calorimeters differ. The
deviation from this average comes from two sources. First, low-energy QCD radiation
will provide a transverse boost to the dijet system; this boost is the k;-kick described
in section 5.3.1. Second, the two individual jet energies can fluctuate from their true
value independently due to their non-zero energy resolution. The k;-kick can boost
the dijet system in any direction, whereas the resolution effect will only be felt along
the dijet axis. Therefore, the resolution can Bé measured by subtracting the spread
in the p; of the dijet system transverse to the dijet axis from the spread in the p of
the dijet system along the dijet axis[25]. Using this method, the resolution for various

values of jet p, and np were derived (see figure 5.3).
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Chapter 6

Event Selection

All events which passed the TOTAL_ET_120 trigger and contained three or more
reconstructed jets were analyzed. If there are more tha,n- three jets in the event, only
the three highest E,; jets are considered. The rest are ignored. There is no cut on the
fourth jet or any remaining unclustered energy.

In theory, measuring the distribution of one of the interesting phase space variables
should be very easy. One simply chooses a volume of the three-jet phase space, records
the events collected within that volume, and integrates over all but that variable
to get its distribution. However, because the CDF detector is not ideal, and the
jets themselves are not infinitely narrow, one is limited in the choice of phase space
volume. Moreover, because the natural variables of the experiment do not coincide
with the phase space variables, one must understand how cuts in the former will effect

distributions of the latter. Each of the forﬁer cuts will be considered below.
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o trigger L F,
The CDF detector triggers on LE, rather than Mj3;. Given Ms;, the X E, of a
three-jet event depends strongly on cos 6*. As cos §* grows, the E; of the leading
jet falls, as does the total E; of the other two jets. One should therefore choose
a range of cos §* and then set the invariant mass cut high enough that any three

jet event will have sufficient LE,; to satisfy the trigger at cos §;,

max °

® Zutx
All events are required to have a primary vertex within 60 cm of the nominal
position along the beam axis (i.e. 2y, < 60 cm). This is to minimize the
number of events which have jets leaking through the opening between the plug

and forward calorimetry.

e AR
Final-state partons which are closer to each other than ~ 0.8 units of 7-¢ space
will be detected as one jet. In other words, jets which are closer than ~ 0.8
will not be separated by the clustering algorithm. This is referred to as finite
angular resolution. It is equivalent to requiring any pair of the three jets to

have a value of AR exceeding some minimum, where

AR = \/A¢? + An2. (6.1)

The minimum value of AR is not well defined, and depending on the fragmenta-
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tion of the jets, can vary between 0.5 and 1.0. To make the comparison between
the data and the QCD calculation more consistent, AR is required to be greater
than 0.85. This cut can bias the z3-z4 Dalitz plot. For events with high z3 and
low z4, partons 4 and 5 become close together and the event fails the AR—cut.

This bias is eliminated with a suitable z3-cut.

Jet E,

Jets must have at least 10 GeV (uncorrected) E;. This cut tends to eliminate
parts of phase space where x5 is small, that is, where z3 and z4 are both large.
However, because of the z3-cut and the fact that ¢4 < z3, there is already a
lower bound on z5. More importantly, one of the secondary jet E,’s will fall as
1* goes to 0 or 180°. This fall grows steeper as cos§* gets larger. Once the
ranges of M3;, z3 and cos 6* are selected, one must choose the range of ¥* so

that the two secondary jets always have E,’s in excess of 10 GeV.

1D

To stay well away from the forward boundary of the calorimetry, all three jets
must have the detector pseudo-rapidity |pp| < 3.5. The combined effect of
all the three-jet cuts keeps the three jets well away from the |gp|-cut. The
most important are the cuts on cos§* and . ‘The cos§* cut is set to 0.6.
Disregarding the boost of the three-jet system and the primary vertex position,

the equivalent pseudo-rapidity for the leading COM jet would be 5 = 0.7.
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As for the other two jets, the 1* cut restricts their pseudo-rapidity to be less
than ~ 1.5. One needs a boost of y**°** > 2 to have a non-leading jet with
n > 3.5. However, the Ms; cut places a lower limit on the product z;z,. This,
coupled with equation 2.7 (page 13) and the requirement that z;, < 1, make
it impossible to generate such a high boost. The detector pseudo-rapidity of a
jet, 7p, may increase because the primary vertex is far way from the nominal

position. However at np & 3.5 the maximum shift in  is 0.1, which is negligible.
The final cuts are:

Et jets 1,2,3 > 10 GeV, (62)

Zots < 60 cm, (6.3)
Inp| < 3.5, (6.4)

AR > 0.85, (6.5)

Ma; > 250 GeV, (6.6)
z3 < 0.9, (6.7)

| cos 6*| < 0.6, (6.8)

30° < |¢*| < 150°. (6.9)

Of the 4866 events remaining after these cuts were made, there were 40 which had
a total event energy exceeding 1800 GeV. These 40 were eliminated from the final

sample.
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In summary, the three-jet cuts, listed in the inequalities 6.6 through 6.9, must
be tight enough to so that an event sample passing them would naturally pass the
cuts required to keep the detector efﬁcient.. These detector cuts are the first four
inequalities listed above (6.2 through 6.5) as well as the trigger requirement that
TE, > 120 GeV. If there is any bias from the detector cuts, histograms of the cut
parameters, E,, np, AR, and trigger L E,, should shoﬁ sharp cutoffs near these cuts.

The histograms of E, for the three jets all show a gradual turn on resulting from
the three jet cuts (figure 6.1). The np plots show similar behavior (figure 6.2). There
is slight depletion at |pp| & 1.1. This may be due to the uninstrumented part of
the LE, trigger (see page 44). There are no depletions or enhancements in any other
region of 7p.

The effect of the finite angular resolution of the jet clustering algorithm may be
studied by plotting a histogram of AR for the two jets which are closest to each other
in 77-¢ space (i.e. have the lowest AR). This plot is shown in figure 6.3. As with E,
and 7p, there is no sharp cutoff at the AR cut. In fact most events have a minimum
separation well above the effects of finite angular resolution (see figure 4.1d).

Thé trigger X F; histogram is shown in ﬁgur‘e. 6.4. There is no sharp cutoff at the
‘rigger threshold, indicating that there is negligible trigger bias. Figure 6.5 shows
the E, of the leading trigger cluster for the TOTAL_ET_120 sample (i.e. the final

data sample). Practically all events are above 40 GeV. Therefore, if one uses the
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Figure 6.1: Jet transverse energy distributions for the final three-jet sample. a)
highest E; jet in lab frame, b,c) second and third highest E, jet in lab frame. There

is no sharp cutoff near the data cut—shown by the dashed line in the figure—given
in equation 6.2.
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Figure 6.2: Jet pseudo-rapidity distributions for final three-jet sample. a) highest
E, jet in lab frame, b,c) second and third highest E; jet in lab frame. There is no
sharp cutoff near the data cut—shown by the dashed line in the figure—given in

equation 6.4. The depletion around |7p| ~ 1.1 may be due to an uninstrumented
part of the L E, trigger (see page 44).
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same cuts for the JET_40 sample as for the TOTAL_ET_120 sample, one should get a
sample of events unbiased by the 40 GeV threshold. The trigger L E; can be plotted
for the JET_40 sample to see how many events fail the LE; < 120 GeV cut. This
plot is shown in figure 6.6. About 3% fall below 120 GeV. In addition the shape
of the distribution is similar to that of the TOTAL_ET_120 sample, indicating that
the acceptance between the two samples is similar. As a check on the efficiency of
the JET .40 sample, the E; of the leading trigger cluster is plotted in figure 6.7. As
expected, there is a gradual turn on above 40 GeV, indicating negligible bias from
the trigger threshold.

As there are only 209 events in the JET_40 sample, it was not included in the
final three-jet sample, which already has 4826 events. The other triggers used in
experiment which could have been analyzed with this method were the JET_ 20 and
TOTAL_ET_150. (The latter was used in the beginning of the data run, and required
LE; > 150 GeV.) But these also would produce low statistics compared to the final
three-jet sample.

One might argue for eliminating the 692 events which have two or more primary
vertices. Two interactions occurring in the same crossing can produce enough X F, td
Dass the trigger when neither of them has the LE,; by itself. The rate is proportional to
the product of the cross sections of two L E; triggers with thresholds whose sum equals

120 GeV. This can be compared with the TOTAL_ET_120 cross section multiplied
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by the minimum bias cross section. Based on this calculation, about 2% of all events
with two primary vertices are expected to come from two hard interactions, the rest
should only have one hard interaction. This translates to a background of ~ 0.3% in

the final three-jet sample. Therefore no cuts were made on the number of vertices.



Chapter 7

Monte Carlo Calculations

The energy fraction distributions of the final three-jet sample were compared to a
QCD calculation performed using the Monte Carlo technique in several steps. The
events were generated at the parton level, the partons were converted into observable
particles and then the detector’s response to these particles was simulated. Finally the
three-jet analysis was applied on the fully simulated events. This chapter will describe
the event generation as well as various checks on the simulation. The simulations of

the parton fragmentation and the detector were described in sections 5.3.1 and 5.3.2.

7.1 Event Generation

The Monte Carlo program used to generate the three-parton events was
PAPAGENO[26]. The momentum distributions of the initial-state partons corre-
| sponded to the EHLQ1 structure functions[27]. Thé momentum scale of the in-
teraction, Q, was taken to be the average parton p; divided by two. The tree level
2 — 3 matrix elements were calculated by the compact expressions derived by Berends

82
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et al[3]. These matrix elements were used to calculate the cross sections of the
three-parton configurations which were generated. PAPAGENO is a general purpose
Monte Carlo generator, so the three parts of the event generator which were diécussed
above—the structure functions, the Q2-value a,nid the process generated—can all be
changed. This feature will be used to check the simulation.

PAPAGENO generates the four-momentum of the five partons in the 2 — 3 process
by a generalization of the method it uses to produce 2 — 2 events. The variables z,
and z, are generated first with a distribution approximating the structure functions.
Then cos 6 and ¢ for the first two final st_ate partons are generated with distributions
tuned to conform to the total matrix element. The tuning is done in a special run
before the main calculation. The four-momentum of the third final-state parton is
calculated from the first two by using momentum-energy conservation. The order of
the partons at this stage is arbitrary. Note that this is not a phase space generator.
After all the four-momenta of the partons are specified, the generation cuts described
below are applied. If the event fails the generation cuts, it is regenerated.

The cross section for this configuration of momenta is calculated using an approx-

imation to equation 2.6 (page 11),

=Y foso(%1)fosp(22)5(ab — cde). (7.1)

abede
The sum is over all possible combinations of flavors a, b, ¢, d and e which do not

violate flavor conservation. The subprocess cross section, é(ab — cde), is given by
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the appropriate 2 — 3 matrix element. For example, for a subprocess with five gluons,

the total matrix element for all diagrams is

3 6H)"

» 2796 j=2i=1 Lo
599 = 999) = —— 55— ' (ijkim), (7.2)
H II('U) t3klm
j=2i=1
('L]) = Pi* Py

(57kim) = (i) () ) () ().
The gluons are numbered 1 through 5: 1 and 2 being the initial-state gluons from
the proton and antiproton respectively, and 3 through 5 being the final-state gluons
in arbitrary order. This does not necessarily correspond to the ordering scheme
introduced in chapter 2, where the partons are numbered in descending energy. The
sum Y[t is over all non-cyclic permutations of 12345.

PAPAGENO is not fully efficient, i.e. events generated by PAPAGENO do not popu-
late phase space as QCD would. Therefore PAPAGENO assigns a wetght to each event.
When filling histograms or calculating total cross sections, each event’s entry in the
histogram or sum is not unity but its weight. The weight of the event is calculated by
dividing the cross section of the event’s configuration by the probability that this con-
figuration would be generated (for a generator which populates phase space uniformly,
this probability would be unity). Because the weights have a large variation event to

event, a larger Monte Carlo sample is needed for a statistical accuracy comparable

with a similar unweighted calculation. So that the full simulation, which takes a lot
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of CPU time, can be run on a smaller sample of events, each event was rejected if its
weight did not exceed a random number between zero and the maximum weight of
all events. All events in the resulting sample have equal weight, i.e. these events are
unweighted. For other calculations, which were used to check the full simulation, the
fast simulation was used, so the events were not unweighted.

Because of the denominator in equation 7.2, the five-gluon cross section has sin-
gularities. If any gluon becomes collinear with another parton, the inner product of
their four-momenta goes to zero, thereby forcing the denominator to zero. This is
called a collinear divergence. If any gluon has a zero momentum, the denominator
will also be zero, thus causing an infrared divergence. Matrix elements for subpro-
cesses which contain two or four quarks have the same gluon divergences, although
the gluon divergences for these matrix elements may be unphysical since a zero quark
mass approximation was used in the calculation.

These divergences have repercussions for equation 7.1. The cross section could
become very large or even infinite for certain parton configurations. Weights could
fluctuate wildly from event to event. Therefore the weights should not be calculated
for events generated near regioﬁs where the QCD matrix element is singular. At
the same time, events generated outside the region of phase space enclosed by the
data cuts (inequalities 6.2 through 6.9, page 71) must be passed on to the detector

simulation. Because of detector and fragmentation effects these events might drift
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into the region of acceptance.

The infrared divergence is avoided by making a cut on the p, of a ﬁha.l-state parton.
To avoid the collinear divergence two cuts must be used: a separation cut on AR to
keep two final state-partons from becoming collinear, and a jet-n cut to keep a final-
state parton from becoming collinear with an initial-state parton. Finally, in order
to avoid simula.ting a lot of events that would not pass the final cuts, a preliminary
cut on the subprocess energy /3 was added.

The final set of generation cuts for the partons was

Pt > 15.5 GeV, (7.3)
AR > 0.7, (7.4)

Il < 4.0, (7.5)

Vi > 200 GeV. | (7.6)

On the average, partons with p, = 15.5 GeV will be detected with a jet-E; of 9.4 GeV,
while all other variables which make up the primary cuts do not change regardless of
the partons’ energy. Although the cuts listed above are looser than those on the final

data sample, they exclude the singular regions.

7.2 Checking the Simulation

Before the z3-z4 distributions of the QCD calculation can be compared with the data,

other event parameters must be checked so one can have confidence in the simulation.
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Not all properties of three-jet events will be matched precisely by the full simulation.
But variables which directly measure the four-momenta of the three leading jets must

be well reproduced since the z3-z4 distributions depend on them.

7.2.1 Fragmentation and Jet Parameters

The characteristics of the iﬁd.ividua.l jets and some of the three-jet parameters will
be presented here. Discrepancies in the plots will be discussed at the end of the
subsection.

The fragmentation model can be veriﬁed by looking at the properties of the indi-
vidual particles inside the jets. The only way to look at these particles is by using the
central tracking chamber (CTC) which detects charged particles. Five parameters of

the fragmentation are examined here:

p: flow — the scalar sum of the transverse momenta of all particles in a slice of

azimuth ¢ as a function of the distance in ¢ from the leading jet,

z — the fraction of the jet momentum carried by a particle inside the jet,

Pperp — the particle’s momentum transverse to the jet axis,

p: — the particle’s momentum transverse to the beam axis,

the number of particles inside the jet.
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The CTC is most efficient (2 80%][24]) for particles in the central region (|7p| <
0.8). Therefore only jets in this region were used. So as not to affect the distributions
of the fragmentation parameters, the jets were confined to the regions of the central
detector where the response was uniform (0.1 < |pp| < 0.7). Only the jets used for
the z3-z4 calculation (i.e. the three highest-E, jets) Werebconsidered. If none of the
three leading jets passed the np-cut, the event was excluded from the fragmentation
histograms.

All events which had a second vertex were eliminated from this sample to avoid
any effects from a superimposed minimum bias event. Cuts were made on the track
parameters of the particles to insure the CTC had good resolution and efficiency
for the entire particle sample. All tracks were required to pass within 5 mm of the
primary vertex, go through the sixth superlayer of the CTC, be fully reconstructed
by the CTC, and have a p; of at least 0.4 GeV. A particle is defined to be inside a
jet if the particle’s momentum at the primary vertex is within 0.7 of the jet axis in
7-¢ space.

The p; flow plot is shown in figure 7.1a. Every particle’s entry in this histogram
is weighted by its corresponding p,. The abscissa corresponds to the difference in
azimuth between the particle and the leading jet. The large peak at 0 correéponds
to this jet. The peak at 2.7 rad comes from the other two jets. The simulation tends

to be more peaked at 0, which can be caused by the simulation jets being narrower
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Figure 7.1: Jet fragmentation distributions for data and simulation. a) The p,-flow
plot—the abscissa is the azimuth of a particle with respect to the leading central jet,
the value of the bin contents is equal to the sum of the p,’s of the particles that fall
within that bin. The simulation is area normalized to the data for this plot (but not
for b), c) or d)). b) z — The fraction of the jet momentum carried by a particle inside
the jet. c) pperp — Particle momentum transverse to the jet axis for particles inside
jets. d) p; — Particle momentum transverse to the beam axis for particles inside jets.
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than they should be.

For each particle z is defined by

— Pirke * pJet/I Zptrk

|p.7etl (77)

where the summation is over all fracks inside the jet. The histogram of z is shown in
figure 7.1b. Histograms of pperp and p; are shown in figures 7.1c and d. The simulation
and the data agree quite well. The distribution of number of charged tracks inside
a jet is shown in figure 7.2. The data distribution is peaked at around 9 particles,
whereas the simulation is peaked around 12. Otherwise the two distributions have
the same shape.

The definition of a jet’s mass was provided in section 4.4; a brief review will be
gi\}en here. Energy Ej.; of a jet cluster is defined as the sum of the energies of the
calorimeter towers inside the jet. A jet cluster’s momentum pj.; is defined as the
vector sum of the calorimeter tower momenta. A tower momentum has a modulus
pointing from the primary vertex to the tower and a magnitude equal to the energy

deposited in the tower. Thus the jet’s mass is defined to be

Mjer = YV Egzet - |Pjet|2- (7.8)

The mass is a measure of the width of the jet in 7#-¢ space. Jets with a low mass
compared to their energy tend to be narrow, jets with a high mass tend to be wide.

A plot of the masses of the three jets is shown in figure 7.3. There is agreement in
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the mass of the third jet, but for the leading and sécond-leading jet, the data have
higher masses than the simulation. This means that jvets in the data sample tend to
be wider, a conclusion supported by the p,-flow plot (figure 7.1a).

Figure 7.4 shows the fraction of the total jet energy detected in the electromagnetic
calorimetry (the EM fraction). The data tends to have a higher EM fraction than
the simulation, with the diﬁ'eren;:e most pronounced in the leading jet.

Figure 7.5 shows AR, the 7-¢ separation of the closest two jets. The data and
the simulation agree. There is also agreement in figures 7.6 and 7.7 which plot the
jet transverse energy E; and the pseudo-rapidity 7p respectively. There is a slight
discrepancy at |gp| & 1.1 which may be due to the uninstrumented part of the X E,
trigger (see page 44). Agreement between data and simulation for E, and 7p is
important. Of the variables directly measured by the detector, these have the biggest
effect on the energy fractions.

Figure 7.8 shows the invariant three-jet mass. As with E, and 7, the two samples
agree.

The plots which disagree all have to do with the details of the fragmentation
(p; flow, jet track multiplicity, jet masses, and the jet EM fraction). Therefore the
complete physics and detector simulation—PAPAGENO plus SETPRT plus QFL—may
simulate the distribution of the jets with respect to each other (i.e. bremsstrahlung)

but not the fine characteristics of the individual jets, such as the distribution of
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the four-momenta of the particles inside the jets. In effect, this analysis has tried to
separate these two parts of the physics and to test only thé bremsstrahlung rigorously.
The jets are kept well apart, and the variables which are being tested, z3 and z4, do
not depend directly on the energy distribution inside the jet, only the total energy
and location of the jet. In reality, fragmentation and bremsstrahlung are not neatly
separable. Instead, the nature of a QCD process is determined by the QCD energy
scale @ in equation 2.5 (page 8). Bremsstrahlung corresponds to a high value of @
(2 20 GeV) and fragmentation corresponds to a low value of @ (< 1 GeV). The
value of ) which divides processes into those that are bremsstrahlung and those that
are fragmentation cannot be precisely defined in calculations, so it is best that these
processes have quite different energy scales if they are to be separately simulated.
The QCD energy scale @ is not well defined, but one usually sets it equal to
the total energy of the interaction, the momentum transfer, or a related quantity.
For this discussion, it can be considered proportional to pye,p, the momentum of a
particle or jet transverse to the jet from which it was emitted. In fragmentation,
Pperp does not exceed 20 GeV and rarely exceeds 5 GeV (see figure 7.1c). For a hard
bremsstrahlung which would produce the jet in the event with the third highest E,,
ihe lowest value p.., could possibly be is 5 GeV (assuming the third jet had an
energy of 10 GeV and Was‘ 1.0 units in 7-¢ space away from the second or first jet); it

would most likely exceed 10 GeV. Therefore, these two parts of the jet physics seem
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to have been separated well enough by the data cuts so that any discrepancies in the
fragmentation simulation (i.e. SETPRT) should have little effect in the bremsstrahlung

simulation (i.e. the QCD calculation in PAPAGENO).

7.2.2 Global Event Parameters

A combarison was made between the missing Er of the two data samples. The missing
Er, B, is the vector sum of all the calorimeter towers’ transverse momenta. One
might expect Et to be zero since there is no intrinsic transverse momentum in the pp
collision. However two effects combine to produce a non-zero Er. First, a three-jet
event receives a transverse boost from low-transverse-energy QCD radiation, an effect
explicitly put into the fragmentation simulation (SETPRT). Some of this radiation
would appear as very low-energy jets which contain more low-p, particles (p; < 1 GeV)
than higher energy jets. The proportional energy response for these particles is less
than for those of higher energy. Second, the three individual jet energies can fluctuate
from their true value independently due to their non-zero energy resolution. One jet
may fluctuate high while a jet in the opposite hemisphere may fluctuate low.

A plot of Er is shown in figure 7.9. Albeit indirectly, this plot tests the Monte
Carlo’s simulation of the two effects described above. There is a general agreement
between the two samples although the data may hax're a lower peak. If a slight

discrepancy does exist, it should not have much effect on the z3 and z4 distributions.
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These effects would manifest themselves as a slightly higher contribution to the jet
energies by the underlying event, or a small change in the Lorentz boost from the lab
frame to the three-jet COM.

Figure 7.10 shows the trigger L E,. The simulation seems to have a narrower peak
and a longer tail, but otherwise the two samples agree. Much of the difference in the
distributions may be caused by how the X E, is calculated in the.trigger electronics.
The trigger digitally adds the analog T E, of the five regions of the calorimeter (central
and both sides of the plug and forward). Each of the five a.na.log sums can be no greater
than 127.5 GeV due to the range of the ADC. Events with a “true” L E, greater than
256 GeV will in general have the trigger underestimate the L E,. In the data, this will
deplete the trigger L E, distribution at high values and enhance the distribution at
low values. The range of the ADC is not accounted for in the simulation, so this effect
is absent. Any discrepancy in the trigger X E; between these two samples should not
affect the final result, since the ADC-range effect comes into play above the trigger

threshold (120 GeV) and most events have a trigger L E; well above this threshold.

7.3 Checking the Generation Cuts

As noted in the first section of this chapter, the generation cuts must be chosen to
keep events which may not pass the equivalent data cuts on the parton level. Because

of detector and fragmentation effects, they may pass the data cuts after simulation.
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To verify that the generation cuts are loose enough, the dynamic variables of the
generated partons were plotted.

Figuré 7.11 shows the pseudo-rapidity for the three generated partons, along with
the minimum separation AR. The three parton-n’s are well. inside the generation cut
of 4.0. Similarly, most events have AR well above the 0.7 separation cut. Since there
are no sharp cutoﬁs, the shape of each plot is governed by the detector level data
cuts, not the generation cuts.

As an additional check, a faster Monte Carlo with tighter generation cuts was
done. The partons were generated with PAPAGENO but the detector was simulated
with the inverse jet corrections (see section 5.5). The generation cuts for the fast

simulation are

p: > 15.0 GeV, (7.9)
AR > 0.9, (7.10)

In| < 3.0, (7.11)

V3 > 200 GeV. (7.12)

The distributions from the fast simulation are also shown in figure 7.11. Even with
the tighter cuts on 5 and AR, the two Monte Carlo samples agree.

To account for generated events where all the jet eﬁérgies would fluctuate upward,
the cut on /3 was chosen to be 50 GeV lower than the corresponding data cut on

Ms;. Figure 7.12 shows V'3 for the full simulation and the fast simulation. In addition
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the distribution from a fast simulation with a v/3 cut of 150 GeV is shown. All three
Monte Carlo samples have /3 above 200 GeV, proving that this cut is sufficiently
loose.

The p; cut in the full simulation corresponds to an uncorrected jet E; of 9.4 GeV.
Considering the resolution is ~ 3 GeV at this E, this is rather close to the data cut
of 10 GeV. But the three-jet cuts are much tighter than this cut for most topologies.
Only 1% of the data have a jet below 15 GeV so the p; cut is two standard deviations
in resolution below the lowest jet E, for most events. To verify that the parton-p, cut
is really low enough, it was tested in the same manner as the V3 cut. In addition to
the full and fast simulation, a fast simulation was done with the p, cut at 10 deV.
The parton-p;’s are shown in figure 7.13 for the three simulations. As with the other
generation cut parameters, the shape of the distributions is governed more by the
data cuts than the generation cuts. In the fast simulation with the looser cut, only
~ 1% of the cross section has a parton with a p, below the tighter cut.

The full simulation seems to require more parton energy to pass the data cuts.
This may due to the non-Gaussian nature of the jet resolution. This should be well
modeled by the full simulation, whereas the fast simulation implements a Gaussian
resolution for the detected jets. For example, the average uncorrected jet E, for
partons with p, = 50 GeV is 37 GeV. Since the fast simulation applies a Gaussian

resolution of 6 GeV, about 0.5% of all generated 50 GeV partons will be converted
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into jets with p, < 20 GeV. However this percentage might be higher in the full
simulation if there is a low end tail to the jet E, distribution. This would correspond

to a high end tail in the jet resolution, which has been observed.



Chapter 8

Effects from the Fourth Jet

Of the 4866 events in the final three jet sample, 4391 events have a reconstructed
fourth jet (the threshold for reconstruction is E, =~ 2 GeV). Of these, 2235 have the
transverse energy of the fourth jet E; greater than 10 GeV. The fourth jet comes from
radiative corrections to 2 — 3 subprocesses (i.e. 2 — 4 subprocesses, see figure 8.1).
Since the data is being compared with a calculation to the non-vanishing leading-
order of a,, no cut was made on the fourth jet four-momentum. If there were such
a cut, it would be hard to compare the data to QCD consistently. As an example,
consider an exclusive cut: either requiring E; not to exceed so¥ne threshold, or elimi-
nating all events which have a reconstructed fourth jet. The latter cut is equivalent to
the former with a threshold of ~ 2 GeV. For consistency the same cut must be made
in the QCD calculation as well as the data. However there are only three final-state
partons generated by the calculation. So a fourth jet, 1f it exists, must be generated

by the fragmentation Monte Carlo. The fragmentation does not adequately model

110
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Figure 8.1: Feynman diagrams for radiative corrections to 2 — 3 subprocesses.

the four-momentum distribution of the fourth jet, so the results from the calculation
would be incorrect. One could model the fourth jet by extending the calcu}ation to
the next highest order of a, to include 2 — 4 tree diagrams. But then the interference
terms between the one-loop 2 — 3 diagrams and their corresponding tree diagrams
must be included as well. These one-loop diagrams have yet to be calculated, so a
next-to-leading order calculation is impossible at the present time.

Even though the fourth jet is not explicitly treated by the analysis, its effect on the
final distributions should be negligible. The 2 — 3 process should be well modeled by
the perturbation expansion, so higher order terms should be small. In other words,
E} should be low enough so as not to effect the tiu*ee leading- E, jets. To check this the
z3 and z4 diétributions were calculated with a 2 — 4 matrix element using the MMP

approximation[28]. The total tree-level 2 — 4 matrix element is approximated by the

sum of the following subprocesses: gg — 9999, ‘ig — 4999, 943 — 9999, 39 — 3999,
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Figure 8.2: Energy fractions z3 and z4 for data and 2 — 4 QCD calculation. The
QCD calculation is area normalized to the data.

and gg — ¢qggg. No other 2 — 4 subprocesses are considered. Weighted events were
generated using PAPAGENO with primary cuts similar to those used in the 2 — 3
calculation. Three of the partons were required to have a p; of at least 15.0 GeV,
the fourth parton had at least 5 GeV p;. All four outgoing partons were required to
have a pseudo-rapidity || < 4.0 and be separated from each other by 0.9 units of 7-¢
space. The subprocess energy V/$ was required to be above 210 GeV. The cuts on
the parton separation and v/ were tighter than the three-jet calculation to make the
Monte Carlo more efficient. The fragmentation and the detector were modeled with
the fast simulation.

The z3 and z4 distributions from the 2 — 4 calculation are shown in figure 8.2

compared with the dat:. There is agreement between the two curves. In addition,
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histograms of E#/E? and Ef/Mj; were made for both the data and the 2 — 4
calculation (ﬁgures 8.3a and 8.3b). The plots agree except at the low end where
E? is usually less than 10 GeV. The disagreement is due to‘ the poor resolution of
the clustering algorithm when E** < 10 GeV. If the plots are rgdone with a cut
of Ef > 10 GeV the two sets agree (figures 8.3c and 8.3d). This suggests that the
behavior of the fourth jet can be explained by a radiative process in the 2 — 3
calculation. Furthermore if there are no cuts on the fourth jet the final distributions
should not be affected.

This conclusion is wrbng if there is an appreciable contribution from multiparton
or rescattering processes. Multiparton interactions have two separate 2 — 2 interac-
tions occurring during a single pp collision (see figure 8.4a). Rescattering takes place
when one of the outgoing partons in a 2 — 2 process scatters again with an as yet
unscattered parton in the proton or antiproton (see figure 8.4b). The cross section
for these two processes are of the same order of magnitude with rescattering having
the lower cross section[29].

To see if one should expect a multiparton signal in the data sample, a calculation
was performed using a model of multiparton scattering[29]. For a given two jet event,
the chances of another 2 — 2 interaction taking place in a pp collision is the cross
section for the 2 — 2 interaction divided by the partox; flux. Here the parton flux is

taken to be the total cross section of the proton. Hence, the multiparton cross section
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a) b)

Figure 8.4: a) Multiparton and b) rescattering interactions.



116

is product of the two two-jet cross sections divided by the total pp cross section.

Two assumptions must be pointed out in the theory just described. First, the par-
tons are assumed to be uncorrelated, i.e. the momentum distributions of the partons
in the second collision are the same as those in the first collision. This assumption
is valid provided that the sum of the momentum fractions of two partons coming
from one proton is much less then one, and the parton wave functions do not overlap.
The first condition is true since the maximum momentum fractions of the partons
in typical three-events is about 0.3, and in multiparton interactions the momentum
fractions should be less. The second condition was investigated in another thesis[30]
and was found to be true for multiparton events at this energy.

Second, if most of the partons are concentrated in the center of the proton, the
parton flux may be much less than the total proton inelastic cross section (0wt ~
40 mb) thereby increasing the cross section of multiparton events. However the only
positive signal for multiparton events measured a parton flux of 5 mb{31], and other
experiments, including CDF, set lower limits of the parton flux which were higher(30,
32]. Therefore, for this analysis, the parton flux is assumed to be the same as the
total proton ineiastic cross section.

PAPAGENO was used to generate two jet events with each outgoing parton required
to have p, greater than 12 GeV and |p] less than 4.0. Every two events were merged,

thereby creating a Monte Carlo sample with four outgoing partons in each event.
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The weights of the merged events were equal to the product of the weights of the two
original events. The sum of the w;aights of all events are in uﬁts of nb?. The total
energy of all four partons was required to be less than the total energy of the collision
or the event was discarded. In addition the bartons were required to be separated
by at least 0.7 units in 7-¢ space. Of the 577578 merged events, 1% failed the total
energy cut and 25% faiied the separation cut.

The fragmentation and the detector were modeled with the fast simulation. The
simulated events were put through the three jet analysis. The total “cross section”
of all events passing the vthree jet cuts was 3.58 x 10~2nb?. This number was divided
by the total cross section of the proton, oy =~ 40 mb, to get the true multiparton
total cross section opp =~ 10~°nb. The total cross section of the three-jet sample is
~ 1 nb, so even if there are large errors in this calculation, the multiparton signal
should be practically non-existent.

If there were an appreciable multiparton signal, the z3 and z4 distributions would
change appreciably (see figure 8.5). The curves for the 2 — 3 QCD calculation
(figure 9.2) and the multiparton calculation are quite different, which in principle
enables an upper limit on the multiparton cross section to be made (it is usually
quoted as a lower limit on the parton flux). From the final three-jet sample, one
can calculate the contribution of the multiparton signal to the total three-jet cross

section. The lower limit on the parton flux from this calculation is about 4 x 10~ "mb,
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The multiparton calculation is area normalized to the data.

seven orders of magnitude below the observed signal and lower limits discussed above.
Therefore, this analysis cannot add anything to the knowledge of the multiparton cross

section.



Chapter 9

Results

9.1 Energy Fractions

Figure 9.1 shows the three-jet Dalitz plot along with the projections of z3 and z4. The
left corner of the Dalitz plot corresponds to events in which all three parton energy
fractions are equal. Events from the upper right corner look like dijets with a small
third jet. The lower right corner is populated with events in which the second and
third highest energy partons each have about 28% of the subprocess energy. There is
an enhancement in the density of events in the upper right corner which is consistent
with QCD. A phase space matrix element would populate the Dalitz plot uniformly.

The projections along z3 and z4 are plotted in figure 9.2 with the prediction
of QCD and a phase space matrix element (]M’| = 1, equation 2.9, page 15) area
normalized to the data. Both QCD and phase space distributions include the effects
of the detector simulated with the full simulation. QCD reproduces the z; and z,4

distributions quite well while phase space is in sharp disagreement. The x*’s for the
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chi? | degrees of freedom | confidence level

z3 | 15.9 11 85.3%

z4 | 13.8 17 32.2%

Table 9.1: %2 for comparison between data and the QCD calculation with the full
simulation.

comparison between the data and QCD curves are shown in table 9.1. As figure 9.1
~ confirms, the data is consistent QCD. The phase space matrix element is disproved
with a confidence level better than 99.99%; the x?’s are 65 and 98 for =3 and z4.

The systematic error of the QCD calculation with the full simulation was assumed
to be negligible compared to the statistical error. If this assumption is valid, the data
and QCD would still agree if the detector simulation or the generation cuts were
changed. Therefore, as a check, a x? calculation was done with the fast simulation
using the cuts on page 104 (expressions 7.9 through 7.12). Additional x2-comparisons
were done with fast simulation runs having different generation parameters; two of
the cuts were loosened (p; > 10 GeV and V3 > 150 GeV), the EHLQ1 structure
functions were replaced with MRS1 or MRS2(33], and the Q*-value was changed
from Q = Z-pt /6 to @ = ¥ p;. Each of these changes was done in separate runs with
the other parameters held constant. Overall there were six runs done with the fast
simulation. All of these runs are consistent with the data.

Figures 9.3 and 9.4 show the results from two previous experiments, UA1(4, 34]
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Figure 9.4: Three-jet Dalitz plot from CMOR[6]. The variables z; and z; in the
convention used by CMOR correspond to z3 and z4 in this analysis.
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and CMOR[6]. The UA1 experiment took pp data with energies of /s = 546 GeV
and 630 GeV at the CERN SppS. The CMOR experiment took pp data at the CERN
Intersecting Storage Rings (ISR) with an energy of 1/s = 62.3 GeV. Both experiments
used a jet reconstruction algorithm and a three-jet analysis method similar to that of
CDF. These experiments show a qualitative agreement between data and QCD. This
analysis, with ten times more statistics, makes the agreement definitive.

The z3 and z, acceptance were calculated with the full simulation. The parton
level distributions were computed with cuts on the partons exactly the same as the
data cuts on the jets with two exceptions. The E; cut was raised to 16.19 GeV to
correspond to an uncorrected jet E; of 10 GeV and the np cut was applied to the
parton’s physical pseudo-rapidity, not the np of the jet it produced. The distribution
of jets reconstructed by the analysis program after full simulation of the detector was
divided by the parton level distributions bin by bin. Figure 9.5 shows the acceptance
plots. The acceptance is uniform; therefore it was not considered further.

Figure 9.6 shows the z3 and z, distributions from QCD, decomposed into three
different initial-state configurations, compared with the data. The separate curves
for the different subprocesses were calculated with the fast simulation. The curves
for the subprocesses with gg, ¢g and §g in the initial state agree with the data.
The curve which represents subprocesses with ¢g in the initial state disagrees with

the data and the other curves. This is expected since interactions involving initial-



1.4

1.2

1.0

Asseptense

o8

0.8

x Etficiency
I3 L 1 'l
0.7 0.78 0.8 0.88 (X

126

x, Efficlency

1.0

Apteplencs

(X )

a.4

0.8

0.7 o8 0.9

Figure 9.5: Efficiency for z3 and z4 as determined by the simulation.

§ &

2
]

&

aN/en3 (Aree Nermeiized)
e
(-3

Three Jet X3

—— QCD (full)

- - GG

QQBAR

-——- QG AND GQBAR i

b

cncsasy

Three Jot X4

010 -

anN/dns (Area Nermaolized)

¢ & &
| RARAE REAR)

.s
T

Figure 9.6: Energy fractions z3 and z, for different initial states, compared with the
data. All plots are area normalized to the data. The separate curves for the different

subprocesses were calculated with the fast simulation.



127
Contribution to
Subprocess | total cross section
99 — 999 36.1%
99 — 999 21.7%
97 — 997 21.5%
97 — 999 4.1%
93 — 993 4.4%
99 — 999 4.6%

Table 9.2: Contribution to the total cross section from different subprocesses. Only
those contributions exceeding 4% are listed; the other subprocesses contribute a total
of 7.6%.

gluons are preferred due to the structure functions of the proton. Table 9.2 shows the

contributions to the total cross section for different subprocesses. The subprocesses

with a gluon in the initial state contribute to 80% of the total cross section.

9.2 Three-Jet Angles

Figure 9.7 show the three-jet angles for both the data and the full simulation. The
angles cos 8* and 1* were described in chapter 2. They represent the leading jet polar
angle and the orientation of the three-jet plane. The variable cos {gx is the Ellis-

Karliner angle(35]. It is the angle between parton-4 and parton-3 in the COM frame
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Three—jet ongle cos ¥ Three—jet angle ¥

Number of events
Number of evente

Ellis—Korliner ongle —— cos f“

Number of events

Figure 9.7: Three-jet angles for data and QCD. The QCD prediction is area normal-
ized to the data.
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of partons-4 and -5 and is related to the energy fractions by the simple relation

z3 + 2:04 -2
T3 )

coségx = (9.1) -

The variable cos {gx increases as one approaches the upper right corner of the Dalitz
plot. As with the energy fractions, all three plots show agreement between the data

and the QCD model.

9.3 Conclusion

The production of three-jet events in pp collisions at /s = 1.8 TeV was studied
with the CDF detectqr. Cuts were made on the kinematic variables of the three-jet
system to make the detector acceptance uniform in the area of phase space which was
studied. In addition these cuts keep the angle; between the jets large enough so that
only events with a hard gluon bremsstrahlung were passed. The distributions of the
fractional energy carried by the leading two jets in the three-jet COM system, z3 and
x4, were compared to predictions of leading order QCD calculations.

The QCD parton model predicts the rate of hard bremsstrahlung using a convolu-
tion of structure functions and matrix elements coming from the Born approximation.
QCD perturbation theory only specifies the matrix elements for the different subpro-
cesses (g9 — 999, 99 — qgg, etc.). It is the purpose of this analysis to test these
matrix elements only, independently of the other parts of the calculation—the struc-

ture functions, the momentum scale of the interaction (Q), the parameters used in
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generating the 2 — 3 events (i.e. the generation cuts), and the details of the fragmen-
tation and detector simulation. All of these other parts, except for the fragmentation
model, were varied. The final distributions of z3 and =4 did not change.

Only one fragmentation model was used[21]. However, the physics of the frag-
mentation should be independent of the hard bremsstrahlung process, and therefore
should not affect the test of the matrix elements. In other words, the internal details
of the jets—such as the location and momentum fraction of each particle inside the
jet—should affect the distributions of =3 and z4 only slightly. To first order the en-
ergy fractions depend only on the total energy and location of the jet. To insure that
the energy fraction distributions are not affected by the choice of the fragmentation
model, it is sufficient to verify that the model used gives a reasonable, though not nec-
essarily exact, reproduction of the data. This has been done; only a few discrepancies
were observed and it was concluded that these were negligible.

The calculation of the energy fraction distributions depends mostly on the matrix
elements as derived by QCD perturbation theory; it is largely independent of other
factors. Furthermore, no acceptance correction is needed for the distributions since
the efficiency is uniform. Therefore, this analysis tests QCD perturbation theory as
directly as possible. To the precision of the final sample (~ 5000 events for both data

and QCD samples), QCD reproduces the data.
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