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ABSTRACT 


SEARCH FOR THE TOP QUARK IN EVENTS WITH 

A LEPTON AND TWO OR MORE JETS AT THE 


FERMILAB COLLIDER DETECTOR 


(A Dissertation Presented to the Faculty of the Graduate School of Arts a.nd 

Sciences of Bra.ndeis University, Waltham, Massachussetts) 

by Luc Demortie1' 

A search for the top quark in pp collisions at a center of mass energy of 1.8 Te V 

is described. The a.nalysis is based on data collected with the Collider Detector at 

Fermilab during the 1988-1989 run. Events are selected by requiring a.n energetic 

electron or muon, missing tra.nsverse energy, and two or more jets. By studying 

the transverse mass distribution of the lepton a.nd missing energy, the Standard 

Model production a.nd decay of tf pairs is excluded at 95% confidence level if the 

top quark mass is between 60 a.nd 73 GeV/c2• The observed lepton + multijet 

sample is consistent with W boson production. 
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Chapter 1 


Introduction 


"N(JfD in m, view then: a1'e onl, two thing' to learn 

abovt the top quark and that i.t the date when it will 

be ditco'De1'ed and its mal"". M. Veltman (1989) 

Today we believe in the existence o{ the top quark {or essentially the same 

reasons that, twenty years ago, it was argued that there must be a charmed 

quark. Since then, the Standard Model has developed into a theory capable of 

explaining and predicting the outcome o{ a remarkable variety o{ experiments. 

Hence the current arguments {or top seem all the more compelling; they will 

be reviewed later in this chapter. Unfortunately we have no short answer to a 

theorist's somewhat blase comment in the above excerpt. The top quark haa 

not been discovered yet, but information about its mass is already anilable from 

several measurements. This thesis describes one such measurement, performed 

on data t&ken by the CDF collaboration during the 1988-1989 Tevatron run. 

The remainder of Chapter 1 is devoted to an overview o{ the properties the 

top quark is anticipated to have. Section 1.5 describes the specific fi signature 

we will attempt to identify. Chapter 2 briefly reviews the CDF detector, with 

special emphasis on the components relevant to the analysis. The calculation o{ 

the integrated luminosity o{ the CDF data samples is explained in Chapter 3. 

The fourth chapter presents the criteria used to select leptons and the algorithms 

to reconstruct jets. In Chapter 5 we discuSll the Monte Carlo event samples that 

were generated to understand the top production process, its topology in the CDF 

detector, and the competing background processes. The signal region is defined 

1 

and studied in Chapter 6, where multijet and bb backgrounds a.re also estimated. 

For each of the three top masaes m"", = 60,70, and 80 GeV/c', we obtain an 

upper limit on the ti production ctOlll section in Chapter 7. By comparing thelle 

upper limits with the lower limit on a theoretical prediction, we subsequently 

derive a 95% C.L. lower limit on the mass of the top quark. Our conclusions a.re 

contained in Chapter 8. 

1.1 Evidence for the existence oC the top quark 

The most compelling indication of the existence of the top quark comes from 

measuring the weak isospin eigenvalue 7l£ o{ the bottom quark. 1£ the SU(2) 

structure o{ the Standard Model is valid, and the bottom quark has Tt£ = -1/2, 

then this quark mut belong to an SU(2) multiplet of states, one of which has 

T3£ = +1/2 and is by definition the top quark. Experimentally one measures 

combinations o{ T:£ and T!a, the weak isospin eigenvalues {or the left-handed 

and right-handed bottom quarks. At e+e- colliders, the process e+e- -+ bb 
exhibits a forward-backward asymmetry, An, of the form 

An oc [1t. - 1taJ !7:£ +T~a +i sin
2 

6wl (1.1) 

where 6w is the electroweak mixing angle. Assuming that 

T:a= 0 (l.2) 

one can use (1.1) to determine 7l£. This has been done b1 several collaborations 

at e+e- experiments. A combined fit to all their measurements yields [Mar89a]: 

1t£ = -0.54 ± 0.13 (1.3) 

The assumption made in (1.2) can be omitted if one measures the decay rate {or 

ZO -+ bb: 

_ G,M3 {( 1 )' ( 1 )'}r(ZO-+bb)~3 3./2: TtL+i sin'6w + 7ta+isin26w (1.4) 

where G1" i. the Fermi constant and M; the mass o{ the ZO bOlOn. Equation 

(1.4) is valid in the approximation of a masaless b quark. Together, (1.1) and 
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(1.4) would allow a simultaneous determination of T:L and T:ll [Kan90j. To our 

knowledge, this has never been attempted. 

Another way of verifying that the left-handed b quark is not an SU(2) sin­

glet consists in comparing possible !lavour-changing neutral current decays of B 

mesons with the corresponding charged current decays. If the b quark is a weak 

SU(2) singlet decaying via emission of Wand Z bosons, then theory predicts that 

[Kan82J: 

Br(B -l+l-X) > 0.013 (1.5) 

where 1+ and 1- are leptons from the direct decay o( the B. The lower limit (1.5) 

is independent o( the number of additional weak-singlet quarks heavier than the 

b. It is also insensitive to variations in the weak mixing angles within present 

experimental constraints. The CLEO coUaboration has obtained the foUowing 

result [Bea.87]: 

Br(B _ l+rX) = Br(B - 11-+11-- X) ~ Br(B - e+e- X) < 0.0012 (l.6) 

at the 90% confidence level, thus strongly constraining topless quark models. 

The incompleteness of an SU(2)L x U(I) model in which the bL quark is an 

SU(2)£. singlet can also be demonstrated by studying osciUations between the 

~ and :»: mesons. Such osciUations are typically described in terms of the 

parameter Zd ~ am/r, where am is the B3 - ~ mass difference and r the 

mean decay width. Measurements made by the ARGUS coUaboration yield :II" = 

0.73 ± 0.18 [Alb87]. In the absence of II. top quark, Ilavour-changing neutral 

currents would increase this value of Zd by at least an order of magnitude [RoySOJ. 

From II. purely theoretical standpoint, the main advantage of the existence 

of the top quark is the canceUation of the so-ca.lled triangle anomalies. Such 

anomalies occur because the gauge bosons couple differently to left-handed and 

right-handed fermions. It is not yet clear however, whether these anomalies would 

have any measurable experimental impact. Neither is it established that the top 

quark is the oo..ly way of eliminating anomalies [Kan90]. 
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1.2 Constraints on m..... 

Searches (or direct production of tl pairs at e+e- colliders have excluded several 

mass ranges (or the top. At TRISTAN, the TOPAZ coUaboration looked Cor 

multi-hadron events with an isolated muon originating from a virtual W decay in 

the process chain 

e+e- - tlX, t'i - bW+ bW- (1.1) 

Their analysis resulted in the limit: m..... > 29.9 GeV/c2, at 95% C.L. [Ada.89J. 

Similar studies were performed at the LEP collider. For process (1.7), ALEPH 

reported the result: m..... ¢ [26.0,45.8J GeV/c1 , at 95% C.L., from a search 

(or spherical events containing an isolated charged particle (Dec90j. The OPAL 

collaboration made no isolated particle requirement and based their analysis on 

the acoplanarity event shape parameter. They tested the sensitivity of their 

method to a non-Minimal Standard Model decay of the top: 

t -bH+ (1.8) 

where H+ is a charged Higgs boson. Assuming that the top decays with II. 100% 

branching fraction into the charged Higgs channel, and that subsequently the 

Higgs always decays into hadrons, OPAL excludes with 95% confidence the top 

mass from the interval [mB+ +5.2, 45.2] GeV Ie', where rnB+ = 23, 28, 33 or 

38 GeV/c2 [Akr90j. A more complex search strategy was devised by DELPHI 

to avoid restrictions on the charged Higgs decay mode. They determine, also 

with 95% confidence, that m..... 'I. [33,44] GeV/c2 if the charged Higgs boson 

is heavier than 30 GeVIc' but at least 6 GeVIe' lighter than the top [Abr90). 

A measurement by ALEPH of the total hadronic cross section at the ZO peak 

provides a limit which is independent of the top decay mode [Dec90j: 

ml.... > 45.8 GeV /c' (1.9) 

with 95% confidence. 

At pP colliders, top quarks can be produced through the strong interaction 

process: 

pp ..... ax ( 1.10) 
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and, if kinematically allowed, through the weak decay of W bosons: 

pp ...... WX ...... tbX (1.11) 

Proc:eu (1.11) dominates over (1.10) for top muses between 35 and 70 GeVIc' 
at the center of mua energy .,fS = 630 GeV of the CERN SPS [Ake901. At 

the Fermilab Tevatron however (.,fS = 1800 GeV), process (1.10) dominates 

for all top muae.. The U A2 collaboration haa performed an analysis of events 

containing a high energy electron and neutrino. Assuming charged current decay 

of the top, they exclude the top mua range 31Hi9 GeV/c' at the 95% C.L. 

[Ake90j. COF haa already obtained several limits within the framework of the 

minimal Standard Model (no charged mas). In process (1.10), both top quarlu 

can decay semileptonically. By searching for events containing a high Pr electron 

and a muon, COF has excluded top maases between 28 and 72 GeVIc' [Abe90a]. 

After enlarging this search to several other dilepton decay channels, the upper 

limit ofthe excluded range haa been pushed up to 89 GeV Ic' (95% C.L.) [Abe90bJ. 

COF hu also meuured the cross .ection for production of a W boson followed 

b,. deca,. into the electron channel, divided by the corresponding quantity for a 

Z boson: 

R.g[ a'(W ..... elf) =: 10.2:1: 0.8(.tat):I: 0.4(.y.) (1.12)a'( zo ..... e+e-) 

This ratio can be rewritten aa: 

R = a'(pp -> W X) r(w ...... elf) r(ZO) 
(1.13)a'(p, ..... ZOX) r(Zo ...... e+e-) r(w) 

Uling LEP data for the ZO width and a theoretical prediction for the ratio of 

production crosl sections, COF obtains [Abe91c] 

r(w) 
(1.14)r(w -> elf) =9.47:1: 0.86 

from which a 95% C.L. lower limit can be set on the top mua: 

m,o. > 43 GeVIc2 (1.15) 

This limit is independent of the decay modes of the top. Sufficient statistics from 

fut.ure runs should improve this important pp meaauzemeni, and supersede the 

corresponding e+e- result (1.9). 

5 

The mua of the top quark enters into radiative correctiolll to the W and Z 

boson masses (figure 1.1,1.), the Z decay width (figure 1.1,b). and several weak 

neutral current observables. The requirement of colllistency between meuure­

ments of these quantities and theoretical calculations places an upper limit on 

the top mua [Ken91,Lan91j. Within the Minimal Standard Model, one haa: 

m,op < 182 GeVIc' (1.16) 

with 95% conlidence and if the maas of the neutral mggs boson does not exceed 1 

TeVIc'. If the Standard Model is extended to include additional particles which 

couple to the W and Z bosons (such as higher-dimensional representations of 

the Higgl field), the above limit may no longer be valid. This il an important 

restriction, aa there are many reuons to believe that the minimal version of the 

Standard Model is incomplete. However, with sufficiently accurate meaaurements 

of Mw, Mz, and r(ZO ...... bb), it is possible to disentangle the effect of the top maas 

on these observables, from the eKect of Standard Model extensions. Present data 

allow to set a 95% C.L. upper limit oUlO GeV Ic2 on the top maas, independently 

of the theoretical aasumptions concerning the mas sector. 

1.3 Theoretical calculation of top quark produetion 

In the previous section, we mentioned that at the Tevatron collider, direct pro­

duction of tf pairs (1.10) dominates over top production via weak W decay (1.11) 

for all values of the top mua. Henceforth we will concentrate on the direct pro­

duction process. 

The theoretical calculation of tl production is based on the QCO improved 

parton model. According to this model, the cross section for process (1.10) can 

be factored aa follows: 

t·o t·o ­a'(S,mtop,l'a,I"):: ~}r. tl.z1J!I. d:r:, If(:r:t,1',) tr(:r:2d'F) iii(zl:r:2S,m,...,PIl,I") 
110" -1 

(1.17) 

where .,fS is the liP unter of maas energy, and TO = 4 m:...1S. The functions 

If(:r:, 1''') are parton distributions inside the proton. In a frame where the proton 
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momentum is very large, they represent the number density of parton. of type 

i sharing a fraction between z and z + ck of the proton's momentum, and with 

a transverse size greater than 11~F. Currently, deep inelastic scattering experi­

ments determine the form of the Ught quark distributions in the range z ~ 0.01 

and I'F < 15 GeVIc2. Because the gluon does not couple to an electroweak probe, 

these experiments only indirectly constrain the gluon distribution. The parton 

cross section tT,;, for the process ij -+ ttX, is evaluated by expanding in powers 

of the running strong coupling constant as(~R)' where ~8. is the renormalization 

scale used to subtract ultraviolet divergences. Although ~R is a priori arbitrary, 

it should be of the order of the largest momentum tran.fer in the hard scattering 

studied, for the expansion to be meaningful. Divergences arising from the emis­

sion of collinear gluons are factored from the parton cross section and inserted 

into a redefinition of the parton distributions. This factorization procedure makes 

the If functions dependent on a (a priori arbitrary) scale ~F. Usually ~8. and 

~F are chosen equal. The boundaries of the integration region in (1.11) rellect 

the kinematical threshold ZlZ25 ~ (2m,op)2, where we neglect incoming hadron 

masses. That the z, be bounded away from zero is necessary for the factorization 

formula to be valid [E1119J. Processes in which arbitrarily soCt partons contribute 

(such as the total hadron-hadron cross section) cannot be properly described in 

the parton model. The sum on i,j runs over the gluon and the quarkllighter than 

the top [Nas89J. Indeed, Ilavour excitation graphs (figure 1.2) are not included: 

diagrams which appear to correspond to this process are genuinely higher order 

correction. in thi. approach [E1189,CoI861. 

The factorization equation given above neglects interactions involving more 

than one parton per hadron. Such interactions require the transfer of a large 

momentum from one parton to another, and are suppressed by powers of this large 

momentum. Final state interactions, which cause the decay or hadronization of 

the produced top quarks, are assumed to be independent of the hard scattering 

described by it,;. 

The short distance cross section iT,j has been completely calculated to order 

a! [Nas88,Nas89]. Leading and next.ta-Ieading order diagrams are shown in 
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figure 1.3. The momentum scale describing heavy quark production is of the 

order of the heavy quark mass. Thus a natural choice for the renormalization and 

factorization scale is 1'8. = ~F =mtop' Since mlop ::> AQCD, thi. justifies the Wle of 

perturbation theory to calculate the iT,j_ At the Tevatron, gluon fusion processes 

dominate tl production for top masses below ..... 100 GeVIc2 (figure 1.4). Above 

100 GeV Ic2 , quark fusion processes take over. As mentioned before, gluon-quark 

processes (Ilavour excitation) only contribute at order a! (figure 1.2). 

The top and antitop are produced predominantly centrally (with rapidity '!I ~ 
pn[(E +p.)/(E - P.)] near 0.0), close to each other in rapidity (Lly;S 1.0), and 

with a transverse momentum of the order of their mass. Moreover, the shape 

of the differential cross section da'/dydp} in O(a!) is essentially the same as in 

O(ail. see figure 1.5. From this, one is tempted to conclude that the shape of this 

distribution is unlikely to be modified by higher order corrections in kinematic 

regions in which the cross section is large [Nas89]. 

The uncertainty on the theoretical prediction for CTIC(S, mtop) == CT(pji .... tt) 

comes from our lack of precise knOWledge about AQCD, the structure functions, and 

the effect of uncalculated higher order corrections. For each of these components, 

a reasonable range of uncertainty can be found, and propagated to CTei- The 

envelope of all such induced variations of CTli( 5, mtop) yields an estimate of the 

uncertainty on its theoretical evaluation. In [E11891, the ronowing details are 

provided. Data from several deep inelastic scattering experiments are interpreted 

to restrict AQCD to the range: 

100 MeV < A(I) < 250 MeV (1.18) 

where A(I) is the QCD parameter in the m renormalization scheme with Jive 

active Ilavours. Of all the parton distribution functions, the gluon one is the 

most difficult to measure, and hence contributes the largest uncertainty to the 

top production cross section calculation. The form of the gluon distribution 

function is correlated with the value of A(I) used to fit the data. Therefore, 

three sets of datribution functions due to Diemoz, Ferroni, Longo and Martinelli 

(Die881 are considered. These distributions have A(I) = 101,113,250 MeV, and 
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appropriately correlated gluon densities, Finally, the effect of uncalculated higher 

order contributions to CTti is gauged by va.rying the aslumed equal factorization 

and renormalization scales in the range m...l2 < ~ < 21D4op, with ~ == ~Il = ~I" 

This procedure can be understood by considering that the exact, physical eross 

section is independent of~. Hence the residual ~ dependence of a finite order 

perturbative calculation is an estimate of the magnitude of higher order effects. 

It can be seen from figure 1.6 that the order o:i cross section is less sensitive 

to a change in ~ around m,op than the leading order result, This is a sign of a 

healthy perturbalive expansion. The logic behind the choice oC range for ~ is as 

followi. For a given top mass, the nm.to-leading order crOll section calculation 

reaches a muimum at the Io-called "optimisation scale" ~ = #0,., To a good 

approximation it is found that [Mar91J: 

mtop mtopc2) (1.19)#OP' = -5- 1 + lOOGeV( 

As mtop varies from 40 to 200 GeV/c.2, the ratio ~,./m,op varies from 0.3 to 0.6. 

Hence the scale choice ~ = mtop/2 provides a reasonable upper bound on the 

theoretical crOll section. The crOll section deereuea for ~ > ~, and the choice 

~ = 2mtop gives a croll section roughly as Car below ~ = mtop as ~ = mtop/2 is 

above. 

Figure 1.7 shows the top quark production eross section at the Tevatron as 

a function of top mass. The band indicates the uncertainty on the theoretical 

calculation. As the top mass increases, the uncertainty on the cross section de­

creases because of the diminishing contribution from gluon fusion processes. For 

mtop = 40 GeV/c2 (200 GeV /c'), the width of the uncertainty band il about 

SO% (IS%). It is perhaps worth noting that the corresponding uncertainty on 

1D4op for a given crOi' section .taYI roughly constant (±3.5 GeV /e2). This il 

because the eross section becomes less steep as mlop increases. 
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1.4 Top quark hadronization and decay 

After its creation, a top quark dresses itself up as a hadron, and decay.. Heavy 

quark hadronization and decay characteristics significan,ly affect the wayan event 

with top will appear to a real detector. There is currently no fundamental un­

dentanding of hadronization: thi. is a soft procesl, not calculable within the 

framework of perturbative QeD, A heuristic, and empirically successful picture 

oC hadronization is as folloWi. A quark is always created in a colour singlet state 

with respect to some recoiling sYltem of quarks and/or gluons. As the two move 

apart, the colour field between them creates quark· anti quark pairs from the vac­

uum. The initial singlet partnen then separately combine with one or two of 

these quarks to form colourless hadron.. Similarly to the treatment of the par­

ton structure oC hadron., hadronization i. described by a set of functions n:(z) 

whOle parameterization is based on phenomenological arguments and comparison 

with data. The q.to-h fragmentation function D:(z) is defined as the probability 

density Cor finding a hadron of type h sharing a fraction between z and z + tlz of 

the energy of ita parent parton, where this parton is of type q. In this definition 

we have assumed that n: depends only on z. This is not necessarily true, but is 

plausible if the parton energy is large compared to all participating masses and 

transverse momenta. For the case of heavy quark fragmentation, Peterson et Gl. 

have provided an explicit model which is in good agreement with data on charm 

and bottom quarks [Pet83]. This model is based on the observation that a heavy 

quark does not have to give up much energy to pick up a light quark travelling at 

the same velocity. Hence heavy quarb should fragment into heavy hadrons with 

large I; the heavier the fragmenting quark, the larger the z value of the formed 

hadron. This feature is embodied in the Peterson heavy quark fragmentation 

function: 
K

vg(z) = u i (1.20) 
z (1 - ! - .!i...)~ 1-.1 

where K is a normalization constant and Eq is a parameter expected to be pro­

portional to l/m~. 
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1n the minimal Standard Model, the top quark decays predominantly into a 

bottom quark and a. charged intermediate vector boson: 

t- b+ W+ (1.21) 

Decays into quarks of a different generation: 

t-a+W+ (1.22) 

t -+ 11.+ W+ (1.23) 

are strongly suppressed due to the smallness of the Kobayashi-Maskawa matrix 

elements v,. and V,cI compared to v". A tree-level calculation of the width of top 

quark deca.y into channel (1.21) is shown in figure 1.8. 

When trying to identify final states with a top quark, the presence of light 

leptons coming from the decay of the W in (1.21) is a powerful tag. This tag 

is unfortunately not available in some extensions of the Standard Model which 

include charged Higgs bosons. If the mass of the Higgs allows it, the decay: 

t _ b+ H+ (1.24) 

will be dominant for top masses smaller than the W mass plus the bottom quark 

mass. The Higgs then decays preferentially into the heaviest fermion-antiferrn.ion 

pair that is kinematically accessible: d, TV.,., ••• , so that decays into the electron 

and muon channels are suppressed. If the top mu. is larger than Mw +m" then 

process (1.21) becomes a real two-body decay and will no longer be neglisible 

compared to (1.24). 

Figure 1.8 shows how the decay width ofthe top quark increases with it. mass. 

The heavier the top quark, the faster its weu decay. If its mass is large enough, 

the top may decay before hadronizing into a heavy meson. This may affect the 

signature of top events. If the top has time to form a meson with a lighter quark, 

this lighter quark may have sufficient energy to form an observable jet after the 

top has decayed. In addition, the top decay products will have a softer spectrum 

since the top gave up some of its energy to the lighter quark. However, since heavy 

quarks have hard fragmentation functions, these effects are not expected to be 
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significant. On the other hand, some interesting QeD polarization predictions 

can be tested if the top quark decays before hadronizing [Kan90j. The weak 

lifetime of the top and the time needed for hadronization dects to appear are 

compared in references [Orr90,Orr91j. After its creation from a pP collision, a top 

quark will be in a colour singlet state with respect to one of the beam remnants 

(in contrast with the e+e- -+ tl case, where the t is always in a colour sinpet 

state with respect to its t partner). Hadronization effects are likely to occur when 

the distance between the top and its remnant partner reaches 1 em (~I/AQCl) 
in their center of mass frame. A study of the colour structure of the leading 

order diagrams for top production leads to a prediction of the percentage of cross 

section for which ha.dronization effects can appear before the top quark decays, 

a.t the Tevatron. This is shown in figure 1.9, as a function of top mass. Below a 

mass of 110 GeV/cl , the fraction is 100%. Above 165 GeV/c', hadronization is 

negligi ble. 

If the top mass is in the vicinity of the W mass, some special effects could 

occur. If mt", ~ mbottom +mw, top mesonl will decay in such a way as to siTe 

as much energy to the W as poseible, keeping the W as far abOTe threshold for 

real W production as possible. Hence the invariant mass of the hadronic system 

containing the boUom quark will be small. This favors top mesons decaying into 

a few exclusive channels: a real W plus a boUom meson [Gil88]. If, on the other 

hand, mt", + mb"u_ ~ mw, there should be some interference between the W 

and the T. ~ tb meson. Mixing between T. and W causes some shift in the W 

mass (at most 2 MeV Ic2 ) and width (about .3%) [Dob88). 

1.5 Lepton+jets signature at the Tevatron 

The tl production process (1.10) gives rise to qnite a variety of eTent topologies, as 

each W can decay either into leptons or into quark jets. By counting the allowed 

W decay modes we can estimate the branching fractions for each tt topology. This 

i. shown in table (1.1), along with the most significant source of background for 

the range of top masses considered in this work (60-SO GeVIe'). Note that the 
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Itt decay mode IBranching % I Background 

ello + ello 
1'110 + 1'110 

1.2 
1.2 

ZO ..... e+e-
Zo ..... p+ p­

1'110 + 1'110 1.2 
ello + pvo 2.5 Zo -+ 1'+1'­ ..... ep 
ellb + no 
pvo + 1'110 

2.5 
2.5 

ello + qijo 
pvo + qqo 

14.8 
14.8 

W+jets 
W+jets 

1'110+ qijO 14.8 

qqo+ qqo 44.4 QeD jets I 

Table 1.1: tt topologies, their branching ratios and lOme sources of background. 

decay modes with the highest branching ratio suffer from the highest background 

rate. Topologies involving the 1'·lepton are difficult to identify, and have not been 

explicitly investigated at pp colliders. The products of leptonic l' decays may 

however contribute a minor enhancement to other topologies. 

Lepton. originating from the aemi-Ieptonic decay. of heavy quarka will have 

a hard momentum spectrum: the heavier the quark, the harder the lepton mo­

mentum spectrum. On the other hand, if its momentum is very high, the lepton 

will be less isolated from the other decay products of the heavy quark, provided 

the quark is not too heavy. This can be seen by a simple kinematical calculation 

applied to the three-body decay Q ..... qlll, where Q is a heavy quark, q a light 

quark, I a lepton, and II a neutrino. One finds: 

m 2 _m2 
. 8 < 	 q q (1.25)

Sin I" - 2m., IPille 

where '''' is the opening angle between the lepton and the light quark, Pi is the 

lepton three-momentum, and mq, m. are the quark masses. The above relation 

yields essentially no constraint on a 60 GeVIc' top quark decaying into 1.20 GeV 
2lepton. However, for the semileptonic decay of a b quark (~ ~ 5 Ge V Ic ) into 

a c quark (m" ~ 1 GeV/c'), the requirement IPiI > 20 GeV/c yields 8r. S 37'". 

Thi. point will be of great help for separating tl from lib production. 
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In this thesis we will study tt topologies where one of the W's decays into an 

electron or a muon, whereas the other W decays hadroniea.lly: 

pp ..... ttX .... (ellb) + (qilb) +X (1.26) 

pp ..... ttX .... (pllb) + (qqb) + X (1.21) 

In principle this gives at least four jets in the final state. However, for the top 

masses we will consider (60 GeV Ic' $ mlop $ 80 GeV Ic'), the b jets are rather 

soft and difficult to resolve. Hence the event characteristics we will be looking for 

are an ilolated high energy electron or muon, a neub'ino (observable as mis.ing 

momentum in a sufficiently hermetic detector), and at lelllt two high energy jetl. 

The principal background for such a topology is the production of a W accom­

panied by two or more jets. When mlop < mw + mb, the W's produced in (1.26) 

and (1.21) are virtual, 50 that the (lepton,neutrino) invariant mass is smaller than 

the W mass and can be used to separate top from W events. Unfortunately we 

can not measure the neutrino momentum component which is parallel to the in­

coming beams (since there can be no detector coverage in that direction). Hence, 

instead of the invariant mass, one has to use the transverse mass of the lepton 

and neutrino: 

mr(l,lI) 	 ~( /2(rJrpf-it·i.;) (1.28) 

= /214 tIT (1 - cOl.A4>.,,) (1.29) 

where .A4>,,, is the opening angle between the lepton and the neutrino in the plane 

transverse to the incoming beams. When mlop > mw + mb, the W produced 

is real, and the (lepton,neutrino) transverse mass distribution for top events no 

longer differs from that for W events. 
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Figure 1.2: Flavour excitation graphs for ti production: (a) Leading order process: 
(b) Next.to-Ieading order processes. In the fragmentation resion of the uppel 
incoming hadron. the sum of the three diagrams in (b) cancels. thus showing thai 
flavour excitation does not contribute in leading order. From [E1l89]. 

Figure 1.1: Radiative effects involving the top quark: (a) W and Z boson mUlesj 
(b) Vertex correction to the partial width r(Z -+ bbl. 
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Figure 1.3: tl production diagrlUDl: (a) Leading order quark fUlien; (b) Leading 
order gluon fusion; (c) Some next-ta-Ieading order real emission processes; (d) Figure 1.4: Subprocess contributions to tl production at the Tevatron. From 
Some next-ta-Ieading order loop diagrams. [Ma.r89bl· 
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Figure 1.5: DiJ£erential CrOll section for the hadronic production of a heavy quark 
with a mass of 80 GeVIc 2 at .;s = 1.8TeV. The croll lection il ploUed versUI the 
tra.t1lvene momentum for diJ£erent values of the rapidity. The dashed linea rep­
resent the lowest order contribution acaled by an arbitrary factor. The structure 
functions of DFLM with A(5) =173 MeV are used. From [Nas89). 
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Figure 1.8: Tree-level calc:ulation of the f.ree top decay width versus its mUI, 
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Chapter 2 


Apparatus 


The Collider Detector at Fermilab (CDF) is the first general purpose detector 

built to exploit the Tevatron, a ring of superconducting magnets in which protons 

and antiprotons are made to collide at a center of mass energy of 1800 GeV. 

The detector is azimuthally and forward· backward symmetric. Perspective and 

cutaway views of CDF are shown in figures 2.1 and 2.2. CDr attempts to measure 

the energy, the momentum and in some cases the identity of particles produced by 

pP collisions over as large a fraction of solid angle as practical. Particles leaving 

the pfi interaction region encounter successively the thin beryllium wall oC the 

beam pipe, charged particle tracking chambers, sampling electromagnetic and 

hadronic calorimeters, and muon detectors. A superconducting solenoid in the 

central region provides a 1.4 T magnetic field used to analyze charged particle 

momenta. In this chapter we describe the CDF subsystems pertinent to our 

analysis. A complete description can be found in [Abe88j and references therein. 

2.1 The CDr coordinate system 

The CDr coordinate system is shown in figure 2.1. Its origin is at the center of 

the detector. The .f-axis points in the direction of motion of the proton beam, 

from West to East. The y-axil points vertically upward, and the z-axis points 

radially out of the Tevatron ring, so as to make a right-handed coordinate system. 

The azimuthal angle q, is O· on the positive z-axis and increasea from positive z 

to pOlitive y. The polar angle I is measured from the proton beam direction. 

Instead oC I, one oCten uses the pseudo-rapidity '1 ~ -In(tan ~). 
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2.2 Beam-Beam Counters 

The beam-beam counter system (BBC) consists of two planes of scintillation coun­

ters placed at a distance of 5.91 m on each side of the detector center. A beam'. 

eye view of one of the BBC planes is shown in figure 2.3. The angular coverage 

of each plane is from 0.32'" to 4.41" alons either horizontal or vertical ues. or 

equivalently, 3.24 < I'll < 5.90. The two principal functions of the BBC are to 

provide a minimum bias triger and to monitor the accelerator luminosity. The 

minimum bias triger is defined by the requirement that at least one counter fire 

in each BBC plane within a 15 ns window centered on 20 ns after the beam crop. 

ing time. The timinS resolution of the counters is less than 200 ps. Luminosity 

monitorins will be described in section 3.2. 

2.:1 Tracking 

2.3.1 Vertex Time Projection Chamber 

The VTPC i. a system of eight vertex time projection chamber modules mounted 

end to end alons the beam line, and extending 1.4 m on each side of the center 

of the detector [Sni88]. The modules have an octagonal cross section with a 

diameter of 55.4 cm. A central high voltage grid partitions each module in two 

15.25 cm long drift regions which terminate into proportional chamber endcaps 

(figure 2.4). A. they move away from the central grid, electrons enter the endcap 

through a cathode grid. They then successively encounter II. plane of field shaping 

wires, a plane of sense wires, and a cathode board coated with resistive ink. The 

other side of this cathode is clad with copper pads arranged in three concentric 

rows. The endcaps are subdivided in octant.. Each octant contains 24 pads, and 

24 sense wires strung perpendicularly to the octant'. bisector. By measuring the 

drift times of electrons hitting the sense wires, a primary particle trade can be 

reconstructed in the R-z plane. The azimuth of a tra.clt is obtained by reading out 

the charge induced on the cathode pads. The VTPC provides three-dimensional 

trade reconstruction for trades with 17,1 < 3.25. 
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The main function of the VTPC system is to determine the location of the 

'PP interaction point, by findinS the point of convergence of all the reconstructed 

trade. in the event. The resolution on the z·coordinate of this measurement is 

about 1 or 2 mm, depending on the track multiplicity. Collision points have a 

saussian distribution alons the beam line, with fT, :'1:l 35 cm, thus well within 

the coverage of the VTPC. The VTPC determination of the event vertex is used. 

to compute the transverse component of the enersY deposited in calorimeter ele­

ments. Approximately 15% of all the events recorded durinS the 1988-1989 run 

consist of more than one 'PP collision. Such events can be identified with the 

VTPC. 

Materials used in constructing the VTPC were chosen to have low mass and 

Ions radiation length. This minimizes photon conversions and multiple Coulomb 

scatterins which degrade track reconstruction efficiency and momentum resolu­

tion in the trackins chambers sunoundins the VTPC. For trades with I'll < 1.5, 

the VTPC presents less than 2% of II. radiation length of material. In section 4.1.1, 

we will describe how the VTPC is used to identify photon conversions occurring 

between the VTPC and CTC active volumes. 

Other uses of the VTPC include the measurement of the inefficiency of the 

beam-beam counters due to radiation damage. This measurement contributes to 

the calculation of the integrated luminosity of the CDF data samples. 

2.:1.2 Central Tracking Chamber 

The Central Tracking Chamber (CTC) is II. 3.20 m Ions cylindrical drift chamber 

surrounding the VTPC system [Bed88]. It has an inner diameter of 0.55 m, 

an outer diameter of 2.16 m, and fits inside a superconducting solenoid which 

provides II. 1.4 T a.xial field. The chamber contains 84 layers of sense wires, 

ananged in 9 superlayers. In five of these superlayers, the wires are parallel to the 

beam line. These a.xialsuperlayers allow track reconstruction in the R - , plane. 

They are interleaved with four stereo superlayers, in which the sense wires make 

a ±3° angle with the beam u:is to permit track reconstruction in the R - z plane. 
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The maximum drift distance in the CTC is lell than 40 mm, which corresponds to 

a muimum drift time of about 800 ns, well below the be&m-be&m cros.ing time 

or 3.5 p.s. This maximum drift time il achieved by Illbdividing each superlayu 

i.nto drift cen.. Celh in an axial superlayer contain 12 seJ1Ie wires; in a stereo 

superlayer they contain 6 sense wires. The celh are tilted by 45° with respect 

to the radial direction (figure 2.5). Thi. large tilt an&ie has several advantages. 

It considerably simplifies resolution of the left. right ambiguity, which arises from 

the a priori impossibility to decide on which side of a sense wire a given track 

hu pused. Combined with the large number of wires per cell. and of celh per 

superiayer, the large tilt angle also insures that tracb will come very close to at 

leut one sense wire in each superlayer they cross. This condition can be exploited 

to separate closely spaced tracks in ofBine reconstruction. It can also be used to 

generate a fast trigger signal when one or more high transverse momentum (i.e. 

radial) tracks are present. 

The transverse momentum resolution oCthe CTC is5(1/Pr) == 0.0017 (GeV Ic)-1 

for tracks with 117' < 1. or 4~ < , < 14~ (these are tracks which crOll all nine 

superlayers). This resolution can be improved to D(l/Pr) == 0.0011 (GeV Ic)-1 by 

adding the be&m position to the R -, fit of a track ("be&m constrained fitting"). 

The resolution of the meuurement of the azimuthal position in each layer is bet­

ter than 200 p.m, and the .1:-coordinate resolution of a stereo wire is lea than 4 

mm. The excellent position resolution of the CTC allows tracks to be matched 

with shower centroids meuured in the calorimetry, or with hits observed in the 

muon ch&mbers. This helps in the identification of high momentum electrons and 

muons. The CTC is also u.ed to identify secondary vertices due to the decay of 

long-lived primary particles, to study calorimetry response as a fnnction of m~ 

mentum and position in the calorimeter, and to identify energy directed at aac:k.a 

and holes in the calorimetry. 
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2.4 Calorimetry 

The tracking ch&mbers are surrounded by s&mpling calorimetry, which covers 

the full azimuthal range, and the pseudo-rapidity range I'll < 4.2. Calorimeters 

are segmented into approximately uniform ('1,') bins called towers. All towers 

consist of an electromagnetic compartment in front of a hadronic one, and point 

to the center of the detector (the nominal pji interaction vertex). Di.fferent types 

of calorimetry instrument the central (I'll < 1.1), plug (1.1 < I'll < 2.4), and 

forward (2.2 < I'll < 4.2) regions. 

For this analysis, the central electromagnetic calorimeter is used to detect 

isolated high transverse momentum electronl. Calorimeters in the central and 

plug regions are used to identify jets with a pseudo-rapidity less than 2.0. The 

transverse momentum of neutrino'. from heavy flavour quark and W boson decays 

is reconstructed by measuring the transverse energy imbalance in calorimeter cen. 
with I'll up to 3.6. 

2.4.1 Central region 

The central calorimeter il uimuthally segmented into 15° wedges monnted aronnd 

the .solenoid. There are 48 wedges in all, 24 on each aide of the % = 0 plane. 

Each wedge is .ubdivided along the z-axis into ten independently read out towen 

numbered from 0 to 9, where tower 0 i. at 900 polar angle (figure 2.6). One 

wedge, called the chimney, is notched to allow acCell to the superconducting 

coil, and has only eight towers. The aize of a central tower is approximately 

fl., X fl.'1 = 15° x 0.11. 

The electromagnetic section of each wedge [Bal88) i. a stack of 31 layers of 

0.5 cm thick polYltyrene lcintillator (the I&mpling medium) interspersed with 30 

.heets of 0.32 cm thick lead absorber. The total tbicknell of the central elec­

tromagnetic calorimeter (CEM) i. approximately eighteen radiation lengths; this 

includes one radiation length from the solenoid. At a depth of six radiation 

lengths, near the loca.tion of shower maximum, a proportional ch&mber allows an 

accurate determination of the centroid position and of the transverse extent of 
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electroma.gnetic showers (figure 2.7). This is used to separate multiple showers 

in the same tower. This proportional chamber is referred to as the Central Elec­

tromagnetic Strip chamber (CES). It has wires strung along the beam direction 

for azimuth measurement, and cathode strips perpendicular to it for z-coordinate 

measurement. 

The CEM was calibrated in a 50 GeV electron test beam. Cesium sources are 

used to monitor long term gain variation. with an accuracy of better than 2%. 

The CEM electron energy resolution is [Abe891: 

<r(E») 2 = ( 13.5,% ) 2 +(1.7%)2 (2.1)
( E .,fEslnfJ 

where the sin fJ £actor reJlects the increased sampling thickness seen by electron. 

entering the calorimeter at an angle. The position resolution of the CES i. typi­

cally 2 mm for 50 Ge V / c electrons. 

The hadronic section of the central calorimeter wedges (CRA) has the lame 

(17,';) segmentation as the CEM, but only covers the range I'll < 0.9. A set of 

endwall hadron calorimeter modulel (WHA) extends this coverage to 1,,1 = 1.3 

(figure 2.S) [BerSSI. The CRA modules are made up of 32 layers of 1 em thick 

scintillator interleaved with layers of 2.5 em thick steel. The endwall modules 

contain 15 layers of 5 cm thick steel fonowed by 1 em thick scintillator. The 

energy resolution is approximately <r(E)/E := 80%/.,fE sin 8. The arrival time of 

signalJ from the CRA and WHA phototubes is also measured. Thi. information 

i. used to reject out·of·time backgrounds such as cosmic rays. 

2.4.2 Plug and Forward regions 

The Plug and Forward calorimeters consist of layers of proportional chambers us­

ing a mixture of 50% Argon. 50% Ethane as sampling medium [Fuk88,Bra88,Cih8Sj. 

The radiator is lead in the case of electromagnetic calorimeter. and steel in the 

hadronic detectors. A system of cathode pads ganged across layers provides 

the tower geometry. The tower size i. A'; x A'1 = 5° x 0.09 in the plug re­

gion, and 5° x 0.1 in the forward region. The energy resolution is approximately 

<r(E)/E =30%/.,fEsinfJ for electrons and <r(E)/E =120%/v'Esin8 for jets. 
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2.5 Central Muon chambers 

Muons which have penetrated the 4.9 absorption lengths of the central calorimeter 

can be detected in the central muon chambers (CMU), 3.47 m away from the 

beam line [Asc88aI. These chambers are located behind the hadron calorimeter 

in each wedge (figure 2.9). They cover the region 1,,1 < 0.63, and subtend 12.6° in 

azimuth, leaving 2.40 gaps between central wedges. Muon chambers are divided 

into three modulel, each of which consi.ts of four layers of four rectangular drift 

cells parallel to the beam axis (figure 2.10). A sense wire is located at the center 

of each cell. A particle entering a muon chamber along a radial direction will 

traverse four cells. The sense wires in the outer two cells are olUet by 2 mm with 

respect to the two inner sense wires. This relolves the left-right ambiguity in the 

track azimuth measurement. Sense wires in alternate cells of the same layer are 

connected at the fJ = 90° end of the chamber, and are read out separately at 

the other end. The z·coordinate of tracks is obtained by charge division along 

such paired sense wires. The angle a between a trajectory in a muon chamber 

and a reference plane containing the beam axi., ia related to the curvature the 

track underwent in the magnetic field of the .olenoid, and hence to its transverse 

momentwn 'PI": 
qBL2

sin a = -D (2.2)
2 'PI" 

with B =1.4l16 T the magnitude of the magnetic field, L =1.440 m the radiua 

of the solenoid, D = 3.470 m the distance from the beam line to the bottom of the 

CMU chamber., and q the charge of the detected particle. For small a, equation 

(2.2) giTes: 
126 mrad· GeV /c

a::::: ------=-­ (2.3) 
'PI" 

By measuring the difference in arrival times of drift electrons at the four sense 

wires crossed by a giTen muon, a can be calculated, and the muon transverse 

momentum subsequently derived. This information is used in the trigger. The 

resolution on the momentwn measurement i. dominated by the effect of multiple 
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scattering of the muon in the calorimeter steel. The average scattering angle is: 

6(a) ::::I 8S mrad· (2.4) 
PT 

so that: 
6(PT) =6(a) ::::I 67% (2.S)

Pr a 

2.6 Trigger system 

At a luminosity of 1Q30 cm -2.-1, the total pJ interaction rate is (71.S ± 3.0) kHz 

[Ap091!. On the other hand, the rate at which events ca.n be written to tape 

is around 1 Hz. The task of selecting interesting events for physics analysis 

is performed by a four· level trigger system. This staging of trigger decisions 

minimizes deadtime, while at the same time providing sufficient flexibility to 

exploit the strengths of CDF. 

The lowest triger level (level 0) selects inelastic pP collisions by a coincidence 

between the Eut and West beam-beam counters. This is the minimum biu 

triger described in '"tion 2.2. It is a prerequisite for subaequent levels. If the 

level 0 trigger accepts an event, data taking is inhibited during the next beam 

crolling, 3.5 JlIlater. 

The level 1 trigger has 7 JlI to reach it, decision, which is bued on information 

sent by the calorimeters, the central tracking chamber, a.nd the muon chambers 

[Ami88J. The level 1 calorimetry trigger computes separate electromagnetic and 

(electromagnetic + hadronic) trannerse energy SWIll over trigger cells which are 

above a programmable threshold. A triger cell is IS- in tP by 0.2 in !7; it groups 

two towers in the central, and six towers in the plug and forward calorimeters. 

A hardware track processor [F0s88J, the Central Fast Tracker (CFT), identifies 

prompt axial hits in the CTC and compares them with predetermined hit patterns 

in a look-up table to evaluate the corresponding track traDIVer5e m(,)mentum. 

The CFT covers the range 2.5 GeVIc S PT S is Ge V Ic with a resolution 

6(1/Pr) == 0.035 (GeVfc:)-I. At levell, it signals the presence of a track with 

transverse momentum above a programmable threshold. The level! muon trigger 
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identifies track "stubs" in the muon chambers, and estimates their tra.nsverse 

momentum as explained in section 2.S [Asc88b]. 

The output rate of level 1 into level 2 is of the order of 1 kHz. The level 2 trigger 

reaches a decision in about 10 JlI [Ami88]. During this time, clusters of calorimeter 

energy are identified. For each cluster, the electromagnetic a.nd total traDIverse 

energy. the centroid position, the width, a.nd the PT of trac.b pointIng to it are 

computed. A list of "golden muons", consisting of CMU stubs matched to CTC 

tracks, is also formed. This information is subsequently a.nalyzed by dedicated 

level 2 processors which attempt a coarse identification of physical objects such 

as electrons, muons, tau leptons, photons, neutrino's a.nd jets. Electrons for 

insta.nce, are selected on the basis of their calorimeter duster width, the ratio 

of electromagnetic to hadronic energy deposition, a.nd the presence of a high PT 

track pointing to the duster. The muon selection is based on the presence of a 

track in the muon chambers and, optionally, on the amount of energy deposited 

in the associated calorimeter cell. If the level 2 trigger accepts an event, the entire 

detector is read out. This takes about 1 ms. 

The output rate of level 2 into level 3 is a few Hz. At level 3, all of the data for a 

given event is available. The level 3 trigger system is a farm of parallel processors 

capable of executing filter algorithms written in FORTRAN [Bar88J- The level 2 

event selection is refined by the use of more sophisticated clustering algorithms, 

a larger set of thresholds, matching parameters, etc. The level 3 system rejects 

approximately SO% of the events it processes. 
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Chapter 3 


Luminosity Measurement 


The first section of this chapter recapitulates the terminology used to discuss event 

rates and event selection at collider experiments. Subsequent sections describe 

how CDF measured its integrated luminosity for the 1988-1989 run. 

3.1 Collider physics terminology 

The purpose of a colliding beams experimeni is to identify specific collision final 

states and quantify comparison with theory by measuring the rate ~ a.t which 

they are prqduced. Event rates depend not only on the type of process studied, 

but also on the characteristics of the colliding beams. 10. order to relate the results 

of experiments operating at dift'erent eolliders, one uses cross sections rather than 

event raies. The cross section tTc i. defined as the rate of events of type c, per 

target particle in the interaction resion and per unit flu of incident beam relative 

to the target beam. Here, the distinction between incident and target beam is 

arbitrary. It follows from this definition that a given event rate is proportional to 

the corresponding cross lection. The proportionality factor is the luminosity £: 

~ =£·tT. (3.1)• 
The luminosity depend! only on beam properties, being the product of the area 

density in the target beam by the incident particle rate. 10. general, the crOSI 

section tTc calculated by theory is for two body scattering: G+b - c. Henee the 

above equation only holds under the assumption that the particles in each beam 

are sufficiently well separated that interactions within each beam and coherence 

eft'ects can be neglected. 
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On the right hand side of equation (3.1), the rate ~ is the number of event. 

of type c produ.ct:d. This is usually different from the ob,erved event rate ~, 

since a physical detector can not possibly cover the entire aolid angle around the 

interaction point, nor can it be fully efficient in identifying specific final state.. 

It is therefore necessary to introduce the following concepts. The geometrical 

acceptance of a detector for a given final state, ~. is the fradion of produced 

events whose final state constituent. fall within the fiducial, or sensitive resion of 

the detector. In order to identify a final state conditueat (determining whether 

it is an electron, muon, photon, jet, or neutrino), the responses from MOUI 

parts of the detector are subjected to several tests. The probability that an 

object of type 21 passes all the tesb that were set up for its identification is called 

the selection efficiency f... This selection efficiency sometimes depends on the 

kinematical properties of the object under study. An electron for instance, to be 

successfully identified, must be somewhat isolated from the rest of the event, and 

must have a minimum amount of energy. Also, the ability to distinguish between 

two final states ('signal' and 'background') often rests on a difference in their 

kinematical configuration. Hence one is interested in the kinematical acceptance 

A .... , which is the fraction of produced events whose constituents satisfy lOme 

simple kinematical requirements. Generally, A_ and A .... are correlated. It is 

therefore more convenient to ta.Llr. about the acceptance A, defined as the combined 

kinematical and geometrical acceptance. We now have the relation: 

~ ::: £ . tTtl • A . f (3.2) 

where we wrote f for the product of the individual efficiencies for identifying each 

final state constituent aiter the acceptance cuts. To lummarize, measuring a 

cron section, or estabIiahing an upper limit on a croll section, requires that one 

measure the accelerator luminosity at the interaction point, the event rate, the 

acceptance and the identification efficiencies. 
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3.2 Luminosity measurement and error 

At CDF the lumi.uosity is monitored by measuring the rate Rssc of events for 

which at least one hit is recorded in both the East and West beam-beam counters 

(DDC). The absolute scale of the luminolity is obtained by introducing an effective 

DDC cross section (l'jfJc: 

(l'i/ic' J'c'dI. =Nuc 	 (3.3) 

where ,C, is the instantaneous luminosity and Nuc = JRuc dI.. In this discus­

sion, Rssc is auumed to haYe been corrected for the occasional occurrence of 

multiple 1'P coffisions per beam crossing. This is an upward correction, typically 

of order 8% when ,C, == 1()30 cm-'s-l [Gro9OJ. As a consequence of equation (3.3), 

the cross section (l'e for a given process can easily be calcula.ted from the number 

Ne of events of clau c: observed: 

(l'i/ic 
(3.4)

(1'. =N.· Nssc 

To enJuate vi/ic. CDF combines measurements that were made at two differ­

ent center of masl energies (546 GeV and 1800 GeV) with results obtained by the 

UA4 collaboration at the lower energy [Doz84). The reason for using UA4 result. 

il that the absolute scale of their luminolity is better understood than the one at 

CDF. In addition, the geometry of the UA4 double arm trigger counters i. very 

similar to that of the DDC. We decompose the calculation of (l'i/ic(1800GeV) 

into three steps: 

1. 	Calculation of (l'i/iC<546, UA4), the effective DDC cross section at 546 GeV, 

obtained by extrapolating UA4 results. 

2. 	 Calculation of (l'i/iC<546, Tev), the effectiYe DDC cross section at 546 GeV, 

obtained by combining measurements of Tevatron parameters with the DDC 

coincidence raie. 

3. Calculation ofthe crou section ratio r.. ~ (l'i/jc(1800 Ge V)/(l'jfiC<546 GeV), 

from Teva.tron parameters and DDC counting rates. 
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We haYe then: 

(l'i/ic(1800GeV) = r .. . (l'i/iC<546GeV) (3.5) 

where we wrote (I';/Jc(546GeV) for the weighted average of (l'i/iC<546, UA4) and 

(l'i/ic(S46, Tev). The following subsections describe in greater detail each com­

ponent of the caleu.l&tion. All the results quoted were extracted from referen. 

ce [Gro90J. 

3.2.1 CalculatioD or (l'i/iC<546, UA4) 

We use the following UA4 measurement. [Doz84,Der87): the fraction fDA of in. 

eluiic events that caue a double arm coincidence, the ratio of the elastic Ofti' 

the total Croll section (l'd/(I'IM" and the total cross section (l'tot. The UA4 double 

arm effectiYe Croll section is then: 

(I'd
(l'DA =(1 - -) . (l'1M, . fDA = (38.9 ± 1.8) mb (3.6)(l'1M, 

To extrapolate from (l'DA to (l'i/iC<546, UA4), two dedi mat be considered. 

The first ded i. the difference in geometrical coYerage between the UA4 triger 

counters and the CDF DDC. The corresponding ratio of acceptances, calculated 

using the MBR Monte Carlo [Del84), i. found to be 0.975 ± 0.025. The second 

effect i. the DDC inefficiency due to radiation damage suffered during data taking. 

At 1800 GeV the DDC efficiency is measured from data triggered solely on beam. 

c:rouinp. The MDR Monte Carlo is used to extrapolate this efficiency to 546 Ge V, 

gi'ling a Yalue of 0.978 ±0.022. Combining both corrections independently yields: 

(l'i/iC<546, UA4) = ~j.:: .,ssc . (l'DA = (37.1 ± 2.1) mb (3.7) 

" 
3.2.2 CalculatioD or (l'i/ic(546, Tev) 

For bunched beams whose in.nsverse density profile is bi·gaussian, the luminolity 

ai the c:rouing point is: 

N"N'I 
,C, 	 = B 4 ... (1'. (1', (3.B) 
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with f bunch revolutions per second, B bunches per beam, Np (N,) pa.rticles per 

bunch in the proton (antiproton) beam, I.1ld transverse bunch widths IT., IT" at 

the interaction point. In fad, equation (3.8) is only I.1l approximation, I.1ld mat 

be modified to take into account the n.riation of beam parameters from bunch 

to bunch, the gauuian shape of the longitudinal bunch profile, I.1ld the effect of 

the momentum dispersion of the beams. In addition, some bunch parameters 

evolve with time during a store. The traD.llvenie profile of the beams is calculated 

from the accelerator lattice function I.1ld from measurements made with flying 

wires (wires moved through the beams [GI.1l89J). A resistive wall current monitor 

('sampled bunch display' [Moo89J) measures bunch intensities I.1ld longitudinal 

profiles. After dividing the observed BBC rate by this luminosity measurement 

one finds lTj/jc(546, Tev) = (32.8 ± 3.6) mb. The 11% error comes mainly from 

the uncertainty on the absolute calibration of the sampled bunch display (10'10). 

I.1ld from the uncertainty on the ac:celerator lattice function (5%). 

~l.2.3 Calculation or lTj/jc(1800 GeV)/ITj/jc(546 GeV) 

The crolS section ratio is calculated according to the following equation: 

cW lTi/jc(1800 GeV) RBBC(1800GeV)/-'-'(1800 GeV) 
(3.9) 

1'" = ITi/jc(546 GeV) = RBBC(546 GeV)/C-..(546 GeV) 

where the subscript accel indicates a luminosity measurement based on Tevatron 

accelerator parameters only. The numerator I.1ld denominator on the right.hand 

side of equation (3.9) a.re measured separately using the method of section 3.2.2. 

Both uncertainties on the absolute luminosity mentioned at the end of that sec· 

tion are independent of energy I.1ld cancel out of the ratio. Other effects how­

ever, should not be ignored. Dynamic beam· beam interactions cause the ratio 

RBBC/C"".,. to depend on RBBC at the higher energy. This effect is seen in the 

data I.1ld is corrected for. Since the lame accelerator lattice was used at 546 GeV 

I.1ld 1800 Ge V, one would expect calculations based on lattice parameters to be 

energy independent. However, the actual parameter values are different at the 

two eneqies 10 that their relative contribution to the luminosity will allO be dif· 

ferent. Systematic uncertainties on the ratio result from this effect I.1ld have been 
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esLimated. We find 1'" = 1.30 ± 0.06. 

3.2.4 Result 

A weip.ted averageoflTj/jc(546, UA4) I.1ld (l'j/jc(546, Te'f') produces ;'f!lc(546GeV):: 

(36.0±1.81) mb. Combining this result with the ratio 1'.. described in the previOUI 

section yields finally: lTj/jc(lS00 GeV) =(46.8 ± 3.2) mb. 
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Chapter 4 


Event Selection Tools 


Our top search is baaed on a signature comprising a high transverse momentum 

lepton, missing transverse energy, and several jets. Event selection starts with 

the preparation of inclusive lepton samples. The electron sample is described in 

section 4.1, the muon sample in section 4.2. Each description starts with the 

relevant triggers. Next, parameters which are used offline to refine the trigger 

selection are defined, and a set of lepton identification cuts is presented. The effie 

ciency of the offline lepton selection is then calculated using samples of ZO event. 

(sections 4.1.6 and 4.2.6). In the last two sections of the chapter, & discussion 

is given of jet reconstruction in CDF, and the calculation and meaning of the 

milling transverse energy of an event are explained. 

4.1. Inclusive electron .election 

4.1.1 Inclusive electron trigger 

The level 1 central electron trigger requires thiLt a trigger cell (cu. section 2.6) 

in the central electromagnetic calorimeter contain at leaat 6 GeVof transverse 

energy. The level 1 and level 2 triggers compute the transverse energy using the 

center of the detector rather than the true event vertex. 

At level 2, a hardware processor seeds electromagnetic (EM) clusters with 

trigger cells having at least 4 Ge V of EM transverse energy. The four cells adj&ceDt 

on a side are added to the cluster if they have ElM > 3.6 Ge V. Each cluster cell 

becomes a seed to which neighbouring cells are auached if they p&Sl the same 

ElM cut. This process is continued until no more cells can be added. The total 

cluster ET is computed by summing the hadronic and electromagnetic ET over 
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all the cells in the cluster. Central EM clusters are matched in azimuth with stiff 

tracb found by the Central Faat Tracker. The level 2 electron trigger requires 

the existence of an electromagnetic cluster with ET > 12 Ge V, with a ratio of 

total ET to electromagnetic ET less than 1.125, and matched to a CTC track 

with transverse momentum greater than 6 GeV Ic. 
The level 3 electron trigger executes the same clusterins algorithm as the 

one run offline (see section 4.1.2). This alsorithm uses a finer cell sepentation 

than the level 2 trigger. Tracb are reconstructed with a resolution 6(1/J1T) = 
0.007 (GeVIct l • Level 3 electron clusters are required to have ElM> 12 GeV, 

a ratio of hadronic to electromagnetic E-r less than 0.125, and a track with trans­

verse momentum greater than 6 GeV/c. Electron candida.tes with 12 GeV < 
ElM < 20 GeV must satisfy the additional cut L."" < O.5,wbere L."" is defined 

by equation (4.6). 

The efficiency of the 12 GeY electron trigger haa been measured by comparing 

with a lower threshold (7 GeV) electron trigger, and by studying W and Z eftII.ts 

selected with an independent trigger [Abe9O&,Abe91a]. For isolated electrons with 

Er > 15 GeV, this efficiency was found to be (98.0 ± 0.5)%. 

4.1.2 Electron candidate. 

Offtine identification of electrons begins by searching for cllllters of electromac­

netic energy in the calorimeters. A clustering algorithm first loob for seed towers 

containing at least 3 Ge V of transverse enerv. For clustering purposes, the trans­

verse energy of a tower is denned as Esin', where E is the energy deposited in 

the tower and 8 is the polar angle of the line joining the true event. vertex to the 

center of the tower. This center is located at the depth of shower 1IUI.Ximum, and 

hallway in detector polar angle between the tower boundaries. Towers adja.ccnt 

to a seed are added to the corresponding cllllter if their transvetlle energy exceeds 

0.1 GeV. Since electron showers are small compared to the size of a CEM tower, 

most central electron clusters consist of one or two towers. In the uimuthal 

direction, CEM towers are separated by approximately 1 cm or inactive dense 
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material. Hence, showers which are sufficiently far from LZimuthal boundaries 

to guarantee full calorimeter response will not leak across these boundaries. For 

these reUOI1l, central electron clusters are restricted to three or fewer tOWerI in 

the same wedge. 

For an electromagnetic cluster to be COI1Iidered as an electron candidate, the 

total EM Er of the cluster must be greater than 5.0 Ge V, and the ratio of hadronic 

Er to electromagnetic Er in the cluster must be less than 0.125. Additional re­

quirements must be made to reject hadronic ba.ckgrounds and to separate electron 

from photon clusters. Parameters that help in this task are defined in the follow­

ing section. 

4.1.3 Central electron parameters 

We describe the parameters which characterize central electrons offline. 

Energy 

The electron energy E is evaluated by summing the energies measured in each 

tower belonging to the electron cluster. Three successive corrections are applied 

to this measured electron energy [Abe91bJ. Within a single tower, the response is 

corrected as a. function of the shower center's location, which is measured in the 

strip chamber (see below). This response map is based on electron testbeam data. 

Next, variations in tower· to-tower response are normalized by comparing energy 

E and track momentum, in a sample of inclusive electrons with Er > 15 GeV. 

Finally, an overall scale is determined by comparing the EI, distribution of a 

sample of W electrons with that of a radiative W Monte Carlo simulation. 

Traclt momentum 

Both the central electromagnetic calorimeter and the central tracking chamber 

ccm=r the range -1.1 <: 1J <: 1.1. To distinguish them from photons, central elec­

trone are required to have a three-dimemional track pointing to their calorimet.ry 

cluster. Thi. track is used to determine the electron's three-momentum vector;' 
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Fot high energy electrons, the momentum resolution of the CTC is worse than the 

energy resolution of the CEM. However, the electron direction is more accurately 

measured from the track than from calorimetry variables. 

Transverse energy 

The tr&l1lverse energy of an electron i. calculated as Er ~ E sinl, where E 
is the corrected calorimeter cluster energy and fI is the polar angle of the beam 

constrained electron track (cfr. section 2.3.2). This definition implies that Elp = 
ErIPT· 

Strip chamber variables 

As described in section 2.4.1, a gas proportional chamber (CES) is located close 

to shower ma.x:imum in the central electromagnetic calorimeter. This chamber i. 

used to determine the shower center and to quantify the cleanliness of the electron 

signal. The shower profiles across the strip. and across the wires are separately 

fitted to parameterizations derived from 50 Ge V Ic testbeam electron data [BarS!]. 

In the strip view for il1ltance, the fitting procedure obtains the .-coordinate of the 

shower center, ZClfS, and the strip cluster energy E. by minimizing the function: 

X2(z, E) ~ 	t (c,-' - E (;,,""(.»2 (4.1) 
i=l ul(z) 

where the sum extends over no = 11 channels. The Er-" represent measured 

channel energies, whereas the (;,,""(z) are predicted energies normalized to 1 and 

corresponding to a given z·coordinate of the shower center. Fluctuations in a 

single channel response are taken as 

ul{z) =(0.026)2 + (0.096)2 (;,,""(z) (4.2) 

Equation 4.2 has been obtained from 10 GeV Ic testbeam electron data. Since 

shower ductuatiol1l and the location of shower maximum both vary with energy, 

the variance of a channel response can a1Io be expected to depend on energy. 
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However, this dependence is common to all cha.nnela and hence does not affect 

the fitting. 

To test a. single electron or single photon hypothesis, one introduces the vari­

able: 
, c!!:f 1 (ECBN)O.141 ~ (qi"'"" - r(ZCBS»2 (4.3)XSm - - -- £.... ... 4 10 ••, ot(ZCBS) 

where {qr-"}Z:, is the measured strip profile normalized to 1. The ECBM" 

dependent factor in £ront oC the sum sign compensates for the aforementioned 

energy dependence of 111 (ECEN is the electron energy measured from the CEM 

cluster, which has better resolution than the CES measurement E.). 

The treatment oC the wire view is entirely analogons to that of the strip view 

and consists in calculating the local z·coordinate XCBS of the shower center and 

the corresponding goodness oC fit variable xfv;..... A plot oC the average CES 

chisquare (X~C...... +Xfv;..•• )/2 is shown in figure 4.1 Cor 50 GeV testbea.m electrons 

and pions, and Cor electrons £rom W - IW. 

Finally, to veriCy that the electron track points to a region reuonably close to 

the shower center, two matching variables are used: 

AX = X_It - XCBS (404) 

AZ = Z_,. - Zcn (4.5) 

where X-.,. and Z.-.,. are the coordinates of the electron track extrapolated to 

the radius oC the strip chamber. These variables help reject Calte electron signals 

caused by a charged pion track which overlaps with a neutral pion showerins in 

the eleciromaguetic calorimeter. 

Relative hadron calorimeter response 

The energy deposited in the hadron calorimeter behind the electron cluster is 

also measured. Its ratio to the uncorrected electron cluster energy, Had/EM, 

provides a criterion to distinguish electrona £rom hadrona. This can be seen £rom 

figure 4.2, where the ratio Ha.d/(Ha.d + EM) is shown Cor 50 GeV testbeam 

electrons and pions. 
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Transverse shower development 

The lateral sharing oC energy between towers in an electromaguetic cluster is 

described by the variable L",.: 

L",. ~ 0.14 " Et' - Ei" , (4.6)
f' JAE)' + (AEi")' 

where the sum rnna over the two towers adjacent to the seed tower in the same 

uimuthal wedge. Et" is the energy deposited in tower i, whereas Ei" is the 

energy expected in that tower. This expected energy is calculated £rom testbeam 

measurements oC lateral shower development; it depends on the seed energy oC the 

cluster and the direction oC the shower impact point in the strip chamber relative 

to the event vertex. The denominator represents & normalization that takes into 

I.ccount the finite resolution of the energy measurement: AE = 0.14./E is the 

uncertainty on the cluster energy E, and AEi" is the error in E;"" associated 

with a 1 cm error in shower impact point measurement. 

Energy-momentum ratio 

The ratio of the corrected electron energy to the beam constrained electron track 

momentum, E/p :; E'I'/'P'r, is used to verify matchins between the CEM and 

CTC measurements of the electron energy. Since high energy electrons tend to 

radiate in the detector, and since the CTC only measures charged track momenta 

whereas the calorimetry ca.ptures most of the radiated energy, we expect the mean 

of the E/p distribution to be slightly above 1. 

Electron isolation 

The presence of energetic particles near an electron can be quantified by measurins 

the quantity: 

['o(R) ~ E: -~- (4.7) 

where E9 is the total electromll8l1etic plus hadronic transverse energy in a cone 

centered on the electron cluster and with radius R ~ .j(At/I')2 + (A'1)3; E¥- is 
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the uncorrected electron cluster transverse energy. Two r&dii &Ie commonly used 

&t CDF: R =0.4 a.nd R =0.7. 

The border tower tra.nnerse energy, BE, is also a meu1U"e of the non-ilOlation 

of a.n electron. It is defined u the total electrom&glletic pins h&dronic tranavene 

energy, summed over all the towers adjacent, at a comer or on a side, to &11 

electron cluster. Figure 4.3 shows the distribution of BE for a.n inclnsive electron 

sample that passes the electron identification cub listed in section 4.1.4. 

4.1.4 Central electron identification 

Electrons in the central detector are identified by the following cuts: 

1. 	Had/EM < 0.055 + 0.045 x E/(100 GeV), where E is the uncorrected 

electron cluster energy. 

2. 	 L'M < 0.2 

3. 	x~....~ < 15. No cut is made on Xfv.... , because the wire profile is more 

euily distorted tha.n the strip profile by Bremsstrahlung photons emitted 

by high energy electrons. 

4. 	I.aXI < 1.5 cm 

5. 	lazi < 3.0 em. The ax cut is tighter tha.n the az cut because of the 

better CTC resolution in the plane tra.nsverse to the beam &Xi•. 

6. 	 E/p < 1.5 

7. 	Tra.c:k quality cub: the electron track is required to be fully reconstructed 

in three dimensions, a.nd its point of closest approach to the beam &XiI is 

required to be no more tha.n 5 em away from the event vertex along the 

z-&Xis. 

The parameters used for electron identification are histogrammed in figures 4.4 

to 4.10. These distributions are for electroDi which PUI all the ident.ification cuts 

in addition to the i.olat.ion requirement BE < 2 GeV. Arrowl indic&ie where the 

cuts are made. 
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... 1.5 Central electron fiducial region 

Fiducial cuts are applied on electrons to avoid cracks in the detector a.nd insure 

I he shower containment necessary for a reliable energy meU1U"Cment. The central 

electron fiducial region is defined U Collows: 

1. 	The seed tower of the electron cluster must not be one of the outermOit 

(large 1,,0 towers of the calorimeter. 

2. 	When extrapolated to the strip chamber radius (RaBS = 184 cm), the 

electron track must be at least 2.5 cm away from azimuthal boundarics 

between central calorimeter wedges. 

3. 	The shower position in the strip chamber must be at leut 9 cm away from 

the Z =0 pla.ne (90° crack). 

4.1.6 Electron identification efficiency 

The method 

The identification efficiency for high IT electrons is measured on a sample of 

ZO .... e+e- decays. The method consists in selecting events with two electron 

ca.ndidates, one of which passes all the identification cuts a.nd combines with the 

second electron ca.ndidate to form a.n invana.nt mus close to the ZO mass. The 

mus requirement iDl1U"CI that the second electron ca.ndidate is in fact a true 

electron. This way. a sample of unbiued electrons is obtained to determine the 

efficiency of the identification cuts. 

Let N be the total number of ZO .... e+e- events produced. N ca.n not be 

directly measured, since the efficiency Iii for identifying a.n electron is a priori 

unknown. Call Nl the number of ZO's for which at least one leg passcs the 

identification cuts, a.nd N, the number of ZO's for which both legs pass these 

cuts. We write fc for the efficiency of a single cut c, a.nd call N. the number of 

ZO events where one lee passcs all the cuts a.nd the other lee cut c. Nh N, &I1d 

N. ca.n be meuured, a.nd &Ie eully seen to be related as follows to the unknowns 
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N, f ud £.c: 

Nl = E(2-f)N 

N, = c' N 

N. = f(2fe - E) N 

From this we derive: 

(Nl + N,)'
N = (4.8)

4Nt 
2N,

f - (4.9)
- Nl +N, 

N2 +N. 
fe (4.10)

Nl+N, 

The uncertainty on E is computed by considering Nl and N2 U binomial variables 

with respective efficiencies (1 tf f(2 - f) &Ild f2 tf f2, on a sample space of size 

N. One finds: 

O'~l = N Edl- (1) :: N E(2 - EHI - E)t 

O'~. = NEt (1 - (t) = N (2 (1 - f') 
11 ... 

O'~ll1. = 2: 2: (nl - fIN) (nt - ftN) B(nliN,fl) B(ntinhft) 
"10:0 ..,,,,0 

= N c' (1- f)' 

where: 

) dol N! " ( )11-..B(ni N,f = n!(N_n)!f 1-E (4.11) 

Propagating to f the uncertainties on Nt &Ild N2 yields: 

(. (1 - f)' (2 - f) 
0'. == (4.12)

N1 +N, 

A similar calculation involving N. leads to: 

'fe' (1 - Ee)' (1 + fIfe - ()
tI'•• = (4.13)

N1 +Nt 

57 

Selection or the Zo -to e+e- sample 

The sample of ZO -+ e+e- events is selected by requiring two central electron 

c&lldidates with &Il invariant mUll between 81 Ge V Ic2 ud 101 Ge V Ic2. The first 

electron must pass all the electron identification &Ild fiducial cuts, and satisfy 

Er > 20 GeV. The second electron must pass the fiducial cuts &Ild also have Er > 

20 GeV. A loose isolation cut ill placed. on both electrons to reduce backg.ro1Uld 

from jets: 1.0(0.7) < 12 GeV. There are III eventlSatisCying these requirements. 

The dielectron invari&llt mus distribution for these events is shown in figure 4.11. 

Result, 

The results of the efficiency study are summarized in Table 4.1 

-----"-_ 1 
Ha.d/EM < 0.055 + 0.045 x EI(lOO GeV) 110 .995 ± .005 

L. <0.2 109 .990 ± .007 
;d..... <15 108 .985 ± .009 

II1XI < 1.5 em 104 .965 ± .013 
II1ZI < 3.0 em 107 .980 ± .010 

EI, < l.5 95 .920 ± .020 
Track quality 106 .975 ± .Oll 

All Cuts I 88 I .884 ±~ 

Table 4.1: Electron selection cut. &Ild their efficiencies u calculated from III 
ZO -+ e+e- events. 

4.1.1 Removal or conversion electron. 

A sig.uifiC&llt number of electrons that pus the identification &Ild fiducial cut. 

come £rom photon conversions h -to e+e-) or Dalitz decays of 1I'°'S (11'0 -to 'Ye+e-). 

We loosely refer to both processes u ·conversions'. The algorithm used to remove 

conversion electrons i. described in detail in reference [Abe91aJ. Photons may 

convert before entering the VTPC, in which cue they are called iD.D.er conversion •• 

When a photon convert. in the material separating the VTPC £rom the CTC, it i. 
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called an outer conversion. Outer conversions do not leave a track in the VTPC. 

They can therefore be identified by measuring the parameter /vTPC, defined U 

the number of VTPC hits found along the track path, divided by the number of 

hits !!%pected. Another useful variable, m ... is the lowest invariant mus formed 

with the electron candidate track and any oppositely charged track within 30· in 

uimuth in the CTC. Distributions of the quantities IVTPC and m. are sho'llJll 

in fisures 4.12 and 4.13 for electrons which passed the identification cuts, the 

isolation cut BE < 2 GeV, and which have ET > 20 GeV. Electrons are flaged 

U con1'et'Sions if they fail at least one of the following cub: 

IVTPC ~ 0.2 (4.14) 

m.... ~ 0.5 GeVIc~ ( 4.15) 

Since inner conversions leave a track in the VTPC, they can only be identified if 

they WI the m.. cut. 

By studying a sample of electrons from ZO decays, it was verified that the 

VTPC hu a very high track finding efficiency. Hence, electronl with IVTPC < 0.2 

constitute a pure sample of outer conversions which can be used to estimate the 

efficiency ~•• of the mass cut. On the other hand, the fraction 1_", of prompt 

electrons wrongly flaged as conversions can be evaluated by applying the mUI 

cut using like sign tracks instead of opposite sign track. in the definition of m.... 

We would like to determine the overall conversion detection efficiency f_, 
ud the fraction I .. of the final sample which is attributable to unidentified con­

versions. For this purpose, we introduce the notations 11" 117' for the numbers 

of electron candidates which pass, respectively fail, cut (4.14), and 11,,,,,11,,,,, for 

the numbers of electron candidates which pus cut (4.14) and pass, respectively 

fail, cut (4.15). The numbers n...-", of prompt electrons, and 1li- of inner 

cOllversions, can then be solved from the equations: 

n/fff ::: I,....~ + E.m.u. n..- (4.16) 

n/ :::: n...-", + ni_ (4.17) 
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The fraction of conversion background in the final electron sample is given by: 

I. (1 - E.m.u.) n ... _ 
(4.18)J'" = n,m 

and the overall conversion detection efficiency by: 

111+f....u 1li_
l_= (4.19)nl+ 1li_ 

The quantities I,..-Ph I .. and l_ depend on the transverse energy and isolation 

of the selected electron candidates. For electrons which satisfy all the require­

mentl for identification, and which pass the cuts BE < 2 GeV and ET > 20 GeV, 

we find l_ = 0.87 ± 0.07, 1_", = 0.027 ± 0.003, and Ib, = 0.036 ± 0.009. A 

summary of the conversion analysis is provided in table 4.2. 

N umber of electron candidates: n. = 4132 
with IVTPC ~ 0.2: 11, :::: 3691 
with IVTPC ~ 0.2 and m .. ~ 0.5 GeV Ic2

: 11,,.. =3236 
with IVTPC ~ 0.2 and m .. < 0.5 GeV Ic2

: n/fff =455 
with IVTPC < 0.2: nl= 441 

Fraction of prompt electrons removed: 1_", :: (2.7 ± 0.3) % 

Efficiency of mus cut: ~•• = (76.0 ± 5.5) % 


Number of prompt electrons in sample: n,.......", = 3204 ± 78 

N umber if ilUler conversions in sample: 1li- ::: 487 ± 49 

Conversions u fraction of final.ample: I .. = (3.6 ± 0.9) % 

Conversion removal efficiency: f_ := (87.4 ± 7.4) % 


Table 4.2: Summary of C01I.version analysis for inclusive electronl with BE < 2 
GeV and ET > 20 GeV. 

4.2 Inclusive muon .election 

4.2.1 Inclusive muon trigger 

The level 1 central muon trigger looks for a track crolling a central muon (CMU) 

chamber. It requires that the time difference between hits in two alternate layers 
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of the chamber' be lower than a given threshold. A. explained in section 2.5, 

this corrapondi to applying a minimum transVerH momentum (PT) cut to the 

track. During the 1988-1989 CDF ruD, two PT cub were used: a 5 GeV Ic cut 

during approximately the first third of the ruD, and a 3 GeV Ic cut later on. The 

efficiency of the level 1 central muon trigger has been studied using cosmic ray 

data [Gau89}. Ii i. found to be (92.3 ± 0.5)% for muons with PT > 15 GoV/c. 

Most of the inefficiency is due to delta rays which confuse the time difference 

measurement in the CMU. 

At level 2, the central muon trigger requires that a track with PT > 9.2 CeV Ic 
be found by the Central Fast Tracker, and that this track azimuthally match 

a stub in the muon chambers. The matching is done after extending the CTC 

track to the central muon chamber, taking into account multiple scattering and 

the error in the CFT determination of the track a:.cimuth. The level 2 efficiency, 

determined from a sample of unbiased isolated muons, is 97.2:!~:m %, for muons 

with PT > 15 GeV Ic [Gau90a}. 

The level 3 central muon trigger re«luires that a track with PT above 11 GeVIc 

match central muon hits within ±10 em in the azimuthal direction. The efficiency 

of this trigger i. 100.0:!~:: % Cor muons with PT > 15 CeVIc [Gau90bj. 

4.2.2 Central muon parameters 

We now define the parameters used for identifying and analyzing central muons 

oflline. 

Track momentum and impact 

The momentum of a muon is determined from the CTC track which matches 

best with the CMU segment. Parameters describing the quality of such Ii. match 

will be defined below. To reduce contamination of the prompt muon sample by 

cosmic rays and by muons coming from decay. in flight of kaons and pions, the 

CTC track can be required to pUl close to the event vertex. Two variables are 

used for this. Let l' be the point of closest approach of the muon track to the 
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beam axis. We debe the impact parameter d as the distance between 'P and the 

beam axis, and z-... as the z-coordinate of 'P. 

Energy deposited in the calorimeters 

By extrapolating the muon track from the CTC into the central calorimeter, one 

can find which tower the muon went through. Since muons are minimum ionis­

ing particles, the energies EM,. and Ha.tl,. deposited in the electromagnetic and 

hadronic compartments of the muon tower will generally be small relative to the 

muon momentum. This allows to separate the muon signal from the backsround 

of interacting punch-through hadrons. Measurements made with 57 GeV/c test­

beam muons give a mean EM,. of 0.3 CeV, and a mean Hcd,. of 2 GeV, as shoWD. 

in figures 4.14 and 4.15. Figure 4.16 shows the total electromagnetic plus hadronic 

energy deposited by 57 GeV testbeam pions in the central calorimeters. 

Track matching 

To match a CTC track with a muon segment, a local wedge coordinate system is 

introduced, which has the .,·axis pointing radially outward, the z·uis parallel to 

the sJ.obal CDF z-axis, and the z·uis debed so as to make (z, ."z) right-handed. 

The bottom plane of the chambers is at 1/ =0, whereas z =0 cuta through the 

azimuthal middle of the chambers, and z = 0 is the same &II for standard CDF 

coordinates. 

The muon track in the CTC is extrapolated to the muon chambers, where it 

is transformed to local wedge coordinates and undergoes survey corrections. The 

CTC track and CMU segment are then separately fit to straight lines in the Z1/ 

and zy planes. In each plane, the difFerences in fiUed intercept and slope between 

track and segment are used as matching parameters. Because of the better CTC 

resolution in the traaaVerH plane, only the difference in intercept in the Z1/ plane, 

t:.I., will be used in our analysis. 
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Muon isolation 

Just as for electrons, we measure the isolation of a. muon with the quantity: 

I.so(R) ~ ~-E~--	 (4.20) 

where E¥ is the total electromagnetic plus hadronic transverse energy collected 

by the calorimeters in a cone of (11,t/I) radius R centered about the muon track, 

and E~-- is the total transverse energy measured in the calorimeter towa: 

traversed by the muon. 

The border tower transverse mergy, BE, is also used in the muon case. It i. 

the total electromagnetic plus hadronic transverse energy summed over all the 

towen adjacent, at a comer or on a side, to the tower penetrated by the muon. 

Note that in the case where an electron cluster contains more than one tower, the 

electron BE will be calculated somewhat differently than the muon BE. The BE 

distribution of muons which pass the identification cuts listed in section 4.2.3 is 

shown in figure 4.17. 

•.2.a Central muon identification 

Muons in the central detector are identified by the following cuts: 

1. 	EM,. < 2 GeV 

2. 	Had,. < 6 GeV 

3. 	 EM,. + Had,. > 0.1 GeV 

4. 	I~I.I < 10 em 

5. 	 Iztp_ - z.-J < 5 em, where .1_ is the z-coordinate of the true event 

vertex. 

6. 	d < 0.15 cm 

Histograms of the parameters used to identify central muon., with arrows marking 

the cut values, are shown in figures 4.18 to 4.23. In addition to all the muon 
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idmtffication cuis, the isolation cut BE < 2 Ge V has bem applied to the evmts 

histogrammed. 

4.2.4 Central muon fiducial region 

The detection efficiency of the central muon chambers (CMU) falls off near the 

edges because of field distortions. In order to avoid CMU regions where the 

detection efficiency is not well known, fiducial requirements are applied on each 

muon candida.te. The muon track in the CTC is extrapolated to the radius of the 

muon chambers, where the following cuts are applied: 

1. 	The track must be at least 1.5° away from the azimuthal boundaries of the 

central wedge it hits. Using the local wedge azimuth t/I...,., this requirement 

translates to 1.5° < tfJ...,. < 13.5°. 

2. 	In the local wedge pseudo-rapidity 11_., the extrapolated track must sa­

tisfy 0.040 < 11.... < 0.61. 

3. One of the central detector wedges is notched to allow a 'chimney' for acceu 

to the CDF superconductins solenoid. The muon fiducial region in that 

wedge haa a smaller", range: 0.040 < 11.... < 0.50. 

4.2.5 Removal of cosmic ray Muons 

Cosmic ray muons which Croll the central detector in time with a beam c:rouiq 

could eaaily be confused with the products of a real ziP collision. Such muons 

however, have broader impact parameter and Iztp_ - .I.-I distributions than 

prompt muons. Also, the incomins leg of a cosmic ray track is usually more 

difficult to reconstruct since it haa the wrong timing compared to an outlomg 

prompt track. Baaed on these characteristics, a cosmic ray filter haa been develo­

ped [Byo90j. It rejects muons which are not attached to an event vertex within 60 

em of the center of the detector, or which have d > 0.5 cm or I.zw.... -"'-I> 5 

em. Muon. which are within 2° of back to back in azimuth with a "bad" track 

with 'PT > 10 Ge V are also rejected. Here, a track is considered "bad" if it 11 not 
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reconstructed in three dimensions, has too few hits or track segments in the CTC, 

h.. A> 0.5 cm, or hu i.rtr..... - %_1 > 5 em. Finally, if a muon is back to back 

with a good track, it is treated .. a cosmic ray if 1'1" +'1"'.....1< 0.2 and VIc> 0.5, 

where" is the pseudo-rapidity and V is the particle velocity obtained by fitting 

the two back to back tracks as a single track. For a cosmic ray, bot.h tracks are 

created by a single muon moving in an approximat.ely const.ant. direction, so that 

VIc ~ 1. In ZO ...... p +p - events on the other hand, the two muons mow: in 

opposite directions, and a combined fit to their velocities will yield V Ic ~ O. 

A scan of high PT central muon candidates sat.isfying a loose isolation require­

ment indicates that the cosmic ray filter just described is more than 99.8% efficient 

for W and Z events, whereas the filtered sample contains less than 0.37% cosmic 

background. 

4.2.6 Muon identification efficiency 

The efficiency of the muon identification cuts is determined by the same method 

.. for electrons (see section 4.1.6). 

Selection of the Zo ...... p+p- sample 

A cleaa sample of ZO ...... p+p- decays is obtained by selecting events with two 

central muon candidates, both or which pass the fiducial cuts, t.he cosmic ray 

filter, have a transverse momentum greater than 20 GeV, and satisfy the loose 

isolation requirement: 1,,0(0.4) < 5 GeV. In addition, one of the muons must pu. 

all the identification cuts and the invariant mass of both muons must be between 

65 and 115 GeVIc' . There are 38 events satisfying these requirements. Their 

dimuon invariant mUll distribution is shown in figure 4.24. 

Relults 

The results of the efficiency study are summarized in Table 4.3 
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--_... _­

EM,. < 2GeV 37 0.986 ± .014 
Ha.d" < 6 GeV 36 0.973 ± .019 

EM" +HilA" > 0.1 GeV 38 1.000 ± .000 
IAI.I < 10cm 38 1.000 ± .000 

1.r1P..... ­ %_1 < 5em 38 1.000 ± .000 
A< 0.15 em 38 1.000 ± .000 

CUl EC 

!-AlfCuts- I 35 1 0.959 ± .0241 

Table 4.3: Muon selection cuts and their efficiencies from 38 ZO ...... p+p- decays 
observed in the CMU fiducial region. 

4.a Jets 

Due to the confining properties of the strong interaction, quarks and gluont do 

not manifest themselves as isolated free particles. Rather, they fragment into jetl 

of hadrons. When analyzed in ('1.1/.1) space, a jet has the shape of a circular cone 

which covers several towers in the CDF calorimeters. In order to reconstruct the 

original parton energy from the final state jet, two tooa are needed: a clustering 

algorithm capable of identifying the towers most likely to belong to a given jet, 

and a jet energy scale, which maps a given jet energy and ('1,~) location onto 

the corresponding parton energy. In this work however, we will not attempt to 

reconstruct parton energies from the measured jet energies. Instead, jets will be 

selected on the basis of their observed properties. For our Monte Carlo studies, 

we will use a detector model which is tuned on CDF electron aad pion tatbum 

data [Abe91a1. 

4.3.1 Jet clustering algorithm 

For clustering purposes, towers in the Plug and Forward calorimeters are com­

bined to ha.ve the same size as in the Central calorimeter: Aq, x .d.'1 = 15° x 0.1. 

The transverse energy Ex of a. tower is defined as the sum of the electrom&8Jletic 

aad hadronic transverse energies in that tower. The electroID.ajp1etic tranlVerIC 
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energy of a tower is E_ sin 8_, with E_ the energy deposited in the electro­

magnetic compartment of the tower, and 8"", the polar angle of a line connecting 

the true event vertex to a point ten radiation lengths away, at the." center of the 

tower. The hadronic transverse energy is defined similarly, using a line connecting 

the event vertex to a point three absorption lengths away. Jets are identified by 

finding seed towers, forming preclusters, extendins preclusters into clusters, and 

finally arbitrating overlap regions between clusters. 

The clustering algorithm starts by listing all the towers having more than 1 

GeV of transverse energy. These are called seed towers. Seed towers which are 

adjacent to each other, either at a comer or on a side, are grouped into preclusters. 

This is done in such a way that in any precluster, tower Sr's are monotonically 

decreuing 81 one moves from the highest ET tower to the edge of the precluster. 

Preclusters are expanded into clusters by a fixed cone iterative algorithm. 

First, the Er weighted (",IP) centroid of the precluster is computed. Next, a 

cluster is defined 81 the let of towers containing more than 100 MeV of Er, aad 

within an (", IP) radiu of 0.1 from the centroid. The cluter centroid is then 

recomputed, aad its set of towers redefined accordingly. This process is repeated 

until the set of towers no longer chuges. The initial precluster towers are aJ..... ,.. 

kept in the cluster, regardless of their distaace to the centroid. This prevents the 

centroid from shifting too Car away in pathological situations. 

1£ a cluster is completely contained in another cluster, the smaller one is 

dropped. 1£ two clusters share a subset of towers, they are merced if the to­

tal Er in the common towers is more than 75% of the Sr in the smaller duster. 

Otherwise, the towers in the overlap region are divided between the two clusters 

according to their proximity to the cluster centroids. The centroids are subse­

quently recomputed, and the disputed towers reassigned, until a stable configu· 

ration is reached. 
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4.3.2 Jet parameters 

The momentum vector of a jet duster is calculated as the vector sum of the 

momenta of its towers. More precisely, let E!... and Ei,... be the electromagnetic 

aad hadronic energies deposited in tower i, 8'_ and 8',... the auoci.ated polar 

angles &I defined at the begirm.ing oC the previous section, and 4i the azimuth of 

the tower. The cluster momentum components are: 

p. = 2)E'.... sin 8~ + E',... sin S',...) coslP' 
i 

Pit = L (E'.... sin 8~ + E;"" sin S',...) sin IP' 
i 

p. = L(E'.... cosS'_ +Ei,...cosS',...) 
; 

E = L{E'.". +E',...) 
; 

Thus the cluster momentum is approximately equal to the corresponding fras­

mentins parton momentum, in the limit where the particles forming the jet have 

a small mus compared to their energy. With the above components one can Corm 

the combinations: 

PT = VP1+P: 
P = /p, + p' +p'

V"· • • 
aad introduce the cluster pseudo-rapidity." and transverse enetg1 ET: 

'7 ~ ! In (P +Pa)
2 P -P, 

c!!f' EPrET - ­P 

It is sometimes useful to define the detector pseudo-rapidity"", which is the 

paeudo-rapidity calculated with respect to the center of the detector instead of 

the primary event vertex. Our final jet selection (chapter 6) will be bued on the 

Er aad ."" parameters. 
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4.4 Missing iransverse energy 

The missing transverse energy vector (tTl is defined as minus the vector sum of 

the transvene energies deposited in calorimetry tOWer1l over the pseudo-rapidity 

range /'1/ < 3.6: 

iT~- L 4- (4.21) 
1,,1<3.' 

where Er is a two-dimensional vector pointing from the event vertex to the 

tower center. For a tower to be included in the sum, its energy content mUit be 

above a given threshold. This threshold is 0.1 GeV in the central clectromagnetic 

and hadron calorimeters, 0.3 GeV in the plug electromagnetic calorimeter, 0.5 

GeV in the plug hadron and forward electromagnetic calorimeters, and 0.8 GeV 

in the forward hadron calorimeter. Note that these are thresholds in energy, not 

transverse energy. A restricted pseudo-rapidity range is used in the definition of 

iT because 10w-,8 quadrupoles from the Tevatron obscure part of the forward 

hadron calorimeler1l. 

In the inclusive electron sample, the missing transverse energy as defined in 

equation (4.21) is used as an estimate of the total transverse momentum of the 

neutrino's in an event. Such an estimate is however inadequate for the inclusive 

muon sample, since muons leave very litile energy in the calorimeters and hence 

contribute disproportionately to the sum in (4.21). To correct for this, the total 

neutrino transverse momentum for events in the inclusive muon sample is defined 

as: 

ET ~ iT + L(Et-- - it) (4.22) 

where the Jum runs over all the CTC tracks with p;. > 15 GeV and which satisfy 

the muon identification requirements of section 4.2.3, with the exception of the 

ill. cut. This cut is dropped because of the limited fiducial coverage of the 

central muon chambers. The vector i;-- is calculated from the track direction 

and the electromagnetic plus hadronic energy deposited in the calorimeter tower 

pointed to by this track. 
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Figure 4.18: Diatribution of the energy depollited in the CEM by isolated central 
muons pUlling the identification cuts listed in section 4.2.3. 
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Figure 4.19: Diltribution of the energy deposited in the CHA by isolated centl 
muons passing the identification cuts listed in section 4.2.3. 
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Figure 4.20: Diltribution of the total CEM+CHA energy deposited by isolated 
central muons passing the identilica.tion cub listed in section 4.2.3. 
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Chapter 5 


Monte Carlo Data Sets 


We describe the Monte Carlo event samples to which la.ter cha.pters will refer (or 

defining a. tl signal region and (or studying its W +dijet background. All the gen­

era.ted events were subjected to a realistic detector simulation a.nd subsequently 

reconstructed through the same chain o( algorithms that is executed on real pP 

collisions. 

S.l Generation of tt samples 

We used the Monte Carlo ISAJET [PaiS6] to generate samples o( pP ..... tt + X 

events. The main (eatures o( this generator are discussed in the section below, 

after which the dataset. themselves will be described. 

5.1.1 The lSAJET program 

ISAJET produces tt events in (our sepuate .tepa. First, the puton level hud 

scattering is generated according to the leading order periurbative QeD two-jet 

croll section, convoluted with structure (unctions evolved to some appropriate 

momentum scale Q'. To generate events efficiently, ISAJET starts a run by 

constructing an envelope (or the two-jet differential cross section: 

da del A -6 .. -.-.- < F(PT) = fIT (5.1) 

where PT is the transverse momentum o( either jet, and '11, '12 ue the jet pseudo­

rapidities. For each event, the jet trusverse momentum is generated according 

to F(PT). The event is then accepted if its QCD crosl section is larger than a 

uniform rudom number times F(PT). This produces unweighted events. 
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In the second step, initial and final state partons are developed into parton 

cucades according to the branching approximation algorithm due to Fox and 

Wolfram [Fox80j. The application of this algorithm to the initial state requires 

some care, for which the Sjostrand approach wu chosen [Sj085]. Thus, scaling 

violations in jet fragmentation are implemented, inducing jet broadening, and 

additional, resolvable jets may appear. The matrix element for widely separated 

jets however, is only approximately reproduced by this method. 

Final state partons are subsequently hadronized according to the Field and 

Feynman independent jet fragmentation ansatz. This is the third step in the 

ISAJET program. Independent fragmentation correctly describes the fut hadrons 

in a jet, but it does not conserve energy-momentum, nor flavor. In ISAJET, 

energy· momentum conservation is enforced by boosting all hadrons to the rest 

frame of the fragmented jets, rescaling the three-momenta by a common fac­

tor, and recalculating the energies. Heavy quarks (charm, bottom and top) are 

fragmented according to the Peterson model, where the ~Q parameter (see equa­

tion 1.20) is set to 0.8 GeV2/m~ in the case of charm, and 0.5 GeV2/m~ other­

wise. 

The final event generation step in ISAJET is the addition of beam jets, which 

result from spectator parton interactions. Here, ISAJET uses a simplified version 

of a scheme proposed by Abramovskii, Kancheli, and Gribov [Abr72] to describe 

minimum bias data. This scheme is modified to account for the experimental 

observation that spectators interact more strongly in hard scattering events. 

5.1.2 ISAJET data sets 

ISAJET version 6.25 was run to generate tl events for top masses of 60, 10 and 

80 Ge V Ic2 • Only final states where one of the top quarks decays semileptonically 

into an electron or a muon, whereas its partner decays hadronically, were retained. 

The EHLQ1 structure functions were used, and the QCD scale was set to: 

2.itu
Q3 - • "2 (5.2) 

- ';2 + t 2 + U 
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where .i, i and u are the standard Mandelstam invariants for the parton-parton 

scattering. The transverse momentum o( the top quarks was constrained between 

6 and 200 Ge Vic. 

The integrated luminosities of the tl samples are 44, 91 and 193 pb- I (or 

mlop ::: 60,10 and 80 GeV/c2 respectively, in both the electron + jets and the 

muon + jets channels. These samples were normalized to the theoretical crOis 

section calculation described in chapter 1, rather than to ISAJET's estimate. A 

summary is provided in table 5.1. 

Imlop (GeV/c'Z) IUtl (pb) LL£dt (pb-1
) I 

60 1260 44 
10 569 91 
80 285 193 

Table 5.1: ISAJET tt samples. For each top mass, the production cross section 
from [Ell9l], and the integrated luminosity of the corresponding Monte Carlo 
sample are indicated. 

5.2 Generation or W +dijet samples 

ISAJET does not properly simulate the process pji ..... W +2jets when the jets 

are emitted at wide angles. We used the PAPAGENO [Hin89a] Monte Carlo 

instead. As in the previous section, we start with a short overview of the generator 

program, and present the data sets afterwards. 

5.2.1 The PAPAGENO program 

PAPAGENO is a parton level Monte Carlo which uses exact tree-level matrix ele­

ments for the processes it simulates. For events containing a W accompanied by 

one or more partons, it uses a computation by Hagiwara and Zeppenfeld [Hag891. 

Since loop diagrams are not included in the calculation of the matrix elements, 

divergences arising from soft and collinear partons in next-ta-Ieading order tree 
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diagrams are not taIlcelled, and some regulating cuts must be introduced. Leav­

ing out loop diagrams also af£ects the overall normalization of the aoss section at 

a given order in the coupling constant as. This can be compensated for by renor­

malizing as, which hereby becomes dependent on a momentum scale Q2. The 

resulting uncertainty on the cross section normalization is about 50% [H.in89bl. 

The shape of the physical distributions however, should not be aff'ected by this 

neglect of loop diagrams, provided the regulating cuts are chosen so as to be 

hidden by the experimental resolution on the transverse momentum and mutual 

separation of the jets. We emphasize that PAPAGENO only produces exclusive 

final states with a W and a fixed number of partons. 

In PAPAGENO, the decaying of the W is an optional feature with lome limi­

tations. When this feature is enabled, only one sign of W charge is produced, and 

the W decays with a 100% branching fraction into the selected channel. Hence, 

the predicted event rates mllst be multiplied by a factor of 2/9 (if the W -+ tb 

mode is inhibited, which we shall assume throughout this work). For events with 

a Wand two jets, PAPAGENO decays the W according to a (1 +cos") distri­

bution, rather than the correct (1 ± COl ,)2 form, but, because of the transverse 

motion of the W, the difference is too small to be noticeable. 

In the CDF implementation of PAPAGENO, final state partons are hadronized 

Ilsing ISAJET routines. When the process involves a vector boson in the fi­

nal state, the subsequent global momentum rescaling is done dif£erently than in 

ISAJET, in order to leave the boson momentum unaff'ected. In each final date 

jet separately, the particle three-momenta are rescaled so that the magnitude of 

the total jet three·momentum equals that of the parent parton. This procedure 

violates conservation of .;, the invariant mass of the initial state parton system, 

but this is a much smaller ef£ect than that of modifying the boson momentum. Jet 

broadening, the effect of scaling violation. in jet fragmentation, is not simulated. 

Finally, an underlying event is added by calling the appropriate ISAJET rou­

tines. 

PAPAGENO uses the VEGAS algorithm [Lep78,Lep801 to calculate a hadronic 
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cross section (I as the convolution integral of the partonic cross section iF with 

structure functions Fa, F.: 

(1(11 -+ Wjj) = fd:1 d:, L F..(Zl, Q') F.(z"Q') iF(4b -+ Wjj) (5.3) 
a.. 

An initial run, during which no events are output, serves to sample the integrand 

and create a grid of function values to be used as probability density p(:) for sub­

sequent iterations. The integral is then evaluated as a sum over M configurations 

(:) of initial and final state momenta, distributed according to the density p(~): 

1 f(~)

ff(~)d: -+ M L pC:) (5.4) 
(-) 

This produces events with weights /Cz)/[M p(:)]. Since these events must still 

be processed through a lengthy detector simulation program, it is more efficient 

to work with unweighted events. This is realized as follows. A maximum on the 

set of event weights is obtained during PAPAGENO's initial, outputless run. and 

is saved for the next run. An event is then retained only if its weight is grea.ter 

than a uniform random number times the maximum. 

5.2.2 PAPAGENO data sets 

We used PAPAGENO version 3.12, with the EHLQ1 structure functions and a 

QCD coupling constant evaluated at the scale: 

1 N 

Q =2N L V#i +m1 (5.5) 
i.l 

where N is the number of primary particles in the final state, and Pri, Tni their 

transverse momenta and masses; N = 3 for the process 11 -+ W + 2jets. To 

avoid divergences in the matrix elements. we required the transverse momentum 

of each jet to be greater than 7 GeV, and the ('7.tfI) separation between jets to 

be at least 0.4. An additional cut on the jet pseudo-rapidity, 1'1.1..1 < 3.5, wu 

imposed to reduce event generation in regions of phase space that are irrelevant 

to subsequent analysis. 
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The same set of PAPAGENO events was used to obtain final states where the 

W decaY' into the electron channel, and final states where the W decays into the 

muon channel. The integrated luminosity of both samples is 35 pb-1, according 

to the PAPAGENO calculation for the cross section. 

5.3 Detector simulation 

All the .Monte Carlo data sets were passed through a full detector simulation pro­

gram iFreS71. We now discuss various aspects of the simulated detector response. 

5.3.1 Jet energy scale and detection efficiency 

The energy scale of the central calorimeter has becn determined with testbeams 

of pions having energies between 15 a.nd 150 GeV, and electrons with energies 

between 10 and 50 GeV [Abe91aJ. The calorimeter response to low energy pions 

(O.S to 10 GeV) was obtained from an analysis of isolated tracks in the CTC 

in minimum bias events. This analysis consisted in comparing the transverse 

momentum of such tracks with the energy collected in the calorimeter, after in­

cluding a correction for the energy of neutral particles. The response attenuation 

due to uninstrumented spaces between calorimeter modules is also incorporated 

in the simulation. 

Several checks of the simulated jet energy response were done. One of them 

started from a selection of events with an isolated direct photon recoiling against 

a single jet. The photon was detected as an electromagnetic cluster with no as­

sociated track and satisfying a tight d""p. requirement to reject photons from 

'11'0 decay. No clusters with Er > 3 GeV were allowed in the photon hemisphere. 

Hence the transverse momentum of the photon balanced that of the parton in 

the opposite hemisphere. This was used to verify the jet energy scale. Figure 5.1 

showl the probability of detecting a jet with Er > 10 GeV recoiling against a 

photon in direct photon events. This plot assumes equality of the parton and pho­

ton transverse momenta. The curve is a Monte Carlo prediction. The agreement 

indicates that the modeling of the detector response in the simulation program 

99 

is correct within a few percent. Other studies have compared the jet transverse 

energy spectrum in the inclusive electron sample with that of a Monte Carlo sam­

ple of bb and cC events. A conservative estimate of the uncertainty on the Monte 

Carlo jet energy scale is 20% for a jet with 10 GeV of transverse energy. 

5.3.2 Electron identification efficiency 

We measured the Monte Carlo electron identifica.tion efficiency from our sample of 

PAPAGENO W +dijet events, where the W decays in the electron channel. Events 

are selected by requiring that the electron pass all the liducial cuts (section 4.1.5), 

have Er > 20 GeV, and 150(0.7) < 12 GeV. The efficiency of a cut is then simply 

the fraction of those electrons which pass the cut. Results are shown in table 5.2. 

The Monte Carlo efficiencies agree reasonably well with those measured from real 

Cut I Ne ~... 
HadlEM < 0.055 + 0.045 x EI(100 GeV) 4327 .997 ± .001 

.949 ± .003 

X~lrip. < 15 
4120L. < 0.2 

.954 ± .0034142 

.953 ± .0034134laXI < 1.5 em 

.959 ± .0034161lazi < 3.0cm 
4106 .946 ± .003E/p < 1.5 
4224 .973 ± .002 

All Cuts I 3678 I .847 f .005 I 
Track quality 

Table 5.2: Electron selection cuts and their efficiencies as calculated from 4340 
W .... ell' Monte Carlo events. 

data (cfr table 4.1). It should be noted that these numbers a.re not sensitive 

to the values of the isolation and Er cuts. For eX&IJlple, an isolation cut of 

Iso(0.7) < 3 GeV gives a total Monte Carlo efficiency of 0.849 ± 0.007, whereas 

no isolation cut at all reduces the total efficiency to 0.842 ± 0.005. Similarly, by 

varying the Er threshold from 10 to 30 GeV, the total efficiency changes only 

from 0.840 ± 0.005 to 0.849 ± 0.006. 
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5.3.3 Muon identification efficiency 

The efficiency oC the muon identification cuts in the simulated detector is deter­

mined from our sample of PAPAGENO W+dijet events, with the W decaying 

in the muon channeL Muons used Cor this purpose are required to penetrate the 

fiducial region described in section 4.2.4, to have a tran.averse momentum above 

20 GeVIe, and to pas. the isolation cut 150(0.4) < 5 GeV. The efficiencies are 

lined in table 5.3. The Monte Carlo muon efficiencies are consistent with real 

Cut--rNc l___ f. I 
EM" < 2GeV 2268 0.989 ± .002 
H4d" < 6 GeV 2248 0.980 ± .003 

EM" + H4d.. > 0.1 GeV 2293 1.000 ± .000 
1.000 ± .0002293IA1al < 10 cm 

22801%1""'" - %_1 < Scm 0.994 ± .0021 
1.000 ± .000 

All Cuts I 2216 10.966 £.004] 

2292d < 0.15 em 

The CnF inclusive muon sample has an integrated luminosity of (3.54 ± 
0.24) ph -\ The inefficiency of the combined level 1 and level 2 central muon 

trigger (section 4.2.1) contributel a correction factor of (90 ± 2)%. In addition, 

we compensate for the fraction of prompt muons rejected by the cosmic ray filter 

with a factor of 0.998 (section 4.2.5), and Cor the mismatch in muon identification 

probability between data and Monte Carlo, which giVei a ratio oC (0.993 ±0.025). 

Table 5.3: Muon selection cuts and their efficienciel as calculated from 2293 
W -> ~v Monte Carlo events. 

data (table 4.3), and are not sensitive to the exact valuel oC the isolation and 'IT 

cuts. 

5.3.4 Monte Carlo acceptance corrections 

Our Monte Carlo electron samples are normalized to the integrated luminosity 

of the CnF inclusive electron sample, which is (4.05 ± 0.28) pb- I
• Three cor· 

rectioJlll are independently applied to this normalization. The first one is the 

trigger efficiency, estimated to be (98.0 ± 0.5)% (section 4.1.1). We do not apply 

the conversion filter (section 4.1.1) to our Monte Carlo data. Hence the Monte 

Carlo ra.te. must be adjusted to take into a.ccount the overefficiency of this fil­

ter UP'''''''''' =0.021 ± 0.003). Finally, we also correct Cor the small discrepancy 

between the electron identification efficiency in the detector simulation program 

and in the real data. This contributes a Cactor of (1.044 ± 0.029). 
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Chapter 6 


Final Event Samples 


The signal region for the process pP -+ tl + X -+ Illdi + X, where i stands 

for a jet and I Cor a lepton, is defined. Two independent final event samples 

are thus generated, one with a high PT electron tag, and one with a high PT 

muon tag. These samples are expected to be enriched in top decays, but, lUI 

shown in section 6.2, they consist mainly of events coming from the process pP ..... 

Wjj ..... llItii. Other sources of background, such as multijet events where a jet 

is misidentified as a lepton, or bb production, are discussed in section 6.3. 

6.1 Sagnal region definition 

Lepton identification, jet reconstruction, and neutrino energy melUlurement were 

introduced in chapter 4. We shall now use these event selection tools to define 

a signal region with minimal background contamination. The backgrounds that 

concern us here are those coming from Cake leptons, bb production, and to a lesser 

extent, ZO and Drell-Yan processes. A separation between top and W +dijet 

events will not yet be attempted: it will be the subject of chapter 7. An exami­

nation of the Monte Carlo samples described in chapter 5 will guide us in several 

instances. 

6.1.1 Event vertex 

The z·coordinate of CDF event vertices has a gaussian distribution with mean 

at the center of the detector and with standard deviation around 35 cm. Thi. 

is shown in figure 6.1 for a sample of 8000 inclusive muon events satisfying some 

loose cuts. To insure good containment ofthe jets and leptons in the calorimeters, 

104 



we require the primary vertex of each event to be within 60 em of the center of 

the detector. 

6.1.2 Jet topology 

For the top signature we are considering, events should contain several jets: two 

jets from the hadronic decay of one of the W's, two bottom quark jets, and jet. 

from initial state radiation. Accordingly, we require at least two jets per event, 

with a transverse energy greater than 10 GeV and a pseudo-rapidity 'l/tlless than 

2. Here, 'l/tl is the pseudo-rapidity calculated with respect to the center of the 

detector rather than the event vertex. Accepted jets will thus penetrate the 

central or plug calorimeter. 

6.1.3 Lepton seleetion 

Electrons and muons are required to pass the identification cuts listed in sec­

tions 4.1.4 and 4.2.3 respectively, and to enter the fiducial regions described in 

sections 4.1.5 and 4.2.4. In addition, electrons must pass the conversion filter 

(section 4.1.7), and muons the cosmic ray filter (section 4.2.5). 

6.1.4 Missing transverse energy and lepton isolation 

By analyzing the kinematics of heavy quark semileptonic decays, it was pointed 

out at the end of chapter 1 that a high transverse momentum lepton will be 

surrounded with less energy if its parent quark is the top rather than the bottom. 

Similar isolation properties should prove helpful for rejecting fake leptons arising 

from misidentified jets. In ligure 6.2, we show a scatter plot of the electron border 

tower transverse energy BE versus the mi.sing transverse energy h, fur events 

with two jets and a 'good' electron with p;' 2! 20 GeV Ic. A comparison with 

figures 6.3 and 6.4 indicates clearly that the majority of W and top events are 

characterized by high Ir and low BE. The same conclusion can be drawn for 

events in the muon channel, as is seen from scatter plou 6.5 through 6.7. We 

therefore enrich the Wand top quark content of our event samples by requiring 
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Ir 2! 20GeV and BE < 2GeV. These cuts, combined with the lepton transverse 

momentum cut described in the next section, retain at least 20% of the tt events 

with a lepton and two or more jets, for m...., 2! 60 GeVIc2
• On the other hand, 

as will be shown later, the remaining backgzound from QCD and lib production 

is between 10 and 20%. 

6.1.5 Lepton transverse momentum 

The average transverse momentum of leptons from quark decay increases with the 

quark's mass. This provides a way to separate tt production from bb production 

and from other lower energy processes. Figun 6.8 is a scatter plot of the muon 

transverse momentum ~ versus Ir. for events with an isolated 'good' muon and 

two or more jets. The same plot is shown in figures 6.9 and 6.10 for the W and 

fi Monte Carlo data sets. For our final event samples we require the transverse 

momentum of the lepton to be at least 20 GeVIc. 

6.1.6 Removal or zo _l+Z- events 

Our event selection requires the presence of a single high Pr isolated lepton. A 

large fraction of events associated with ~ or Drell·Yan production will satisfy 

this lepton demand, and can only be eliminated by the missing transverse energy 

cut and the dijet requirement. A small ba.d:stound will still remain due to the 

limited resolution of the Jr measurement. To improve rejection of ~ events, a 

special filter is used. 

In the electron channel, this filter rejecta events containing a second central 

electron of opposite charge, with Ha41EM < 0.1, EIp < 2, and combining with 

the first electron to form an invariant mass between 70 and 110 GeV Ic2
• Events 

are also rejected when a second electron is found outside the central region, if it 

passes the above H a41E M and invariant mass cuts. 

In the muon channel, the ZO filter looks for a second CTC track with Pr 2! 

10GeVIc, and pointing to a calorimeter tower with EM < 2 GeV, Ha4 < 6 GeV, 

and [,,0(0.4) < 10 GeV. If this track is less than 5 cm away from the muon tra.c:k 
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along the z direction, and if the two tracks make up an invariant mass greater 

than 65 Ge V Ic', the event is discarded. 

We have applied the ZO filter on our W and top Monte Carlo data seta and 

found it to be less than 1%overefficient. A study of ISAJET simulated ZO decays 

leads to the conclusion that the remaining ZO background in the tinal samples is 

less than (1.0 ± 0.4) %in the electron channd and less than (1.6 ± 0.6) %in the 

muon channd. 

8.1.7 Event counts 

Table 6.1 shows the number of events left in the CDF and Monte Carlo data sets 

aIter the cuts described in the previous subsections are applied. The Monte Carlo 

samples have been normalized as described in section 5.3.4. The ratio of muon 

over dectron events observed in the CDF data disagrees with the Monte Carlo 

predictions. This will be further investigated in section 6.3 below. 

[Event samp~ n~ Muons IElectrons !RAtio (%) I 
CDF da.ta 79±9 107 ± 10 74± 11 
PAPAGENO W + 2 jets 53± 2 98 ±3 54±3 
ISAJET tt, mtop =60 GeVIe' 27± 1 55±2 49±3 
ISAJET tt, mtop =70 GeVIe' 20±1 40 ± 1 51 ±3 
ISAJET tt, mtop =80 GeVlc2 15±1_ ..... 28±1 56±2 

Table 6.1; Final event sample sizes in the CDF and Monte Carlo data sets. The 
last column gives the ratio of the muon to electron event counts. The uncertainties 
shown are statistical only, and do not include the uncertainty on the Monte Carlo 
acceptance corrections. 

8.2 Comparison with W +dijet production 

III. this section we present several event quantities for comparison between the 

data and the PAPAGENO W+dijet calculation. Figures 8.11 through 6.20 show 

PAPAGENO histograms with CDF data points from the final electron or muon 
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sample superimposed. The quantities represented are the lepton-neutrino trans­

verse mass and transverse momentum, the dijet invariant mass, and the azimuth 

and pseudo-rapidity separation between the two highest Er jets in each event. 

The transverse mass and momentum are calculated according to the following 

prescription: 

~ dd' 
== 

t ~ -y2(IPtIl1rl-it'$T) (6.1) 
:1"'Pi deC == :1

Pr 
+ ;.

'fiT (6.2) 

The good agreement between data and Monte Carlo indicates that the final sam­

ples are primarily composed of W +dijet events. 

6.3 Backgrounds trom multijet and bb production 

QCD multijet events contaminate the signal region by faking lepton signatures, 

and through fluctuations in the amount and location of energy deposited by in­

dividual jets. A typical case of dectron misidentification occurs when the trajec­

tory of a neutral pion overlaps that of a charged pion inside a jet. The charged 

pion leaves a trad in the CTC, whereas the neutral pion gives up most of its 

energy in the electromagnetic calorimeter, thus exhibiting an electron-like signa­

ture. Prompt muon signals, on the other hand, are faked by charged hadron. 

which punch through the calorimeters without depositing much energy, or when 

fast pions and bons decay in flight into muons and neutrino's. Finally, substantial 

amounts of missing transverse energy can be generated when jets escape unseen 

through cracks in the detector, or simply fluctuate by the amount of energy they 

deposit. The signal region also includes contributions from bb production, since 

this process is a genuine source of leptons and neutrino's; these are of lesser energy 

however, than the decay products of Wand top. 

We use two different methods to estimate the multijet and bb contamination of 

our final event samples. The methods have in common a study of lepton isolation 

characteristics, since leptons from the background are expected to be lesa isolated 

than those from the signal processes. 

108 



6.3.1 Method 1: BE versus ItT 

For the first method, we start from a scatter plot of the border tower transverse 

energy BE versus the missing transverse energy IT (figures 6.2 and 6.5), and 

define four regions (see diagram below): 

Region A: BE ~ 5 GeV and IT::;; 10 GeV 

Region B: BE ~ 5 GeV and IT ~ 20 GeV 

Region C: BE::;; 2 GeV and IT ::;; 10 GeV 

Region D: BE::;; 2 GeV and IT ~ 20 GeV 

(I B 

1 
5 

BE 
(GeV) 

D 

IT (GeV) 

2 
I I I 

Regions A, B and C contain mostly background, whereas D is the signal region. 

Let us write NJC for the total number of events in region X, and B JC for the number 

of background events in X. IT we can as.ume that BE and IT are uncorrelated 

for background events, then the following must hold: 

Bo Be 
(6.3)

Bs = BA 

or, since BA ::::: NA, Bs ::::: Ns and Be ::::: Ne: 

Bo:::::Ns·Ne (6.4)
NA 
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Scatter plots 6.2 and 6.5 do not show any obvious correlation between BE and 

JT. It has been argued elsewhere [Abe91cj that this is simply a consequence of the 

fact that the parts of a background event which contribute to BEare independent 

of the parts which contribute to JT. 
In the electron sample, we find NA = 169, Ns = 22 and Ne = 78, so that 

Bo = 10 ± 3, corresponding to a (10 ± 3) % background fraction in the final 

sample. 

In the muon sample, NA = 94, Ns =22 and Ne =67, giving Bo = 16 ± 4, or 

a (20 ± 6) % background fraction in the final sample. 

6.3.2 Method 2: Isolation efficiency 

The second method requires that we estimate the efficiency fW of the isolation 

cut BE < 2 GeV on true W or top events, and the efficiency f6 of the same 

cut on background events. We calculate fW from our samples of PAPAGENO 

W+dijet events, and f. from samples of lepton+dijet data with h < 10 GeV. 

Furthermore, let S be the set of events which .atisfy all the requirements listed 

in section 6.1 except for lepton isolation. Define Np (N/) to be the number of 

event. in S which pUl (fail) the isolation cut, Nw the number of true W or top 

events in S, and N. the number of true background events. We have the following 

relations: 

Np = fwNw + f.N. (6.5) 

Np+N/ Nw+N. (6.6) 

which can be solved for Nw and N •. The background fraction f.. in our final 

sample i. then: 
f6N. (6.7)f.. = N 

p 

For the CDF electron .ample, we obtain fW = (92 ± 7) %, f. = (21 ± 3) %, 

Np = 107 and N/ =44. Our equation. are then .olved with Nw = 105 ± 19 and 

N. =46 ± 26, .0 that f.. = (9 ± 5) %. 
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In the muon case, e:w =(88 ± 5)%. ((, =(25 ± 3) %, N" = 19 and NJ =38. 

This yields Nw = 19 ± 18 and N, = 38 ± 23. The fraction of background in the 

final muon sample is !be =(12 ± 8) %. 

6.3.3 Summary 

The background estimates obtained by the two methods described above are 

consistent with each other. They favor a higher bacltground in the muon sample 

than in the electron sample, though not quite sufficient to explain the discrepancy 

in muon to electron ratio displayed in table 6.1. To understand this better, we 

consider the set of events obtained from our final sample definition without the 

two jet requirement, and study the muon to electron ratio as a function of the 

number of jets with ET > 10 GeV and '14 < 2 in the event. We introduce the 

notation .vr (Nf) for the number of events in the muon (electron) channel which 

have exactly i jets, and Rr (Rt) for the ratio of the number of events with i 

jets to the number of events with i-I jets. Measurement results are listed in 

table 6.2. The muon to electron ratios for data events with 0 or 1 jet are consistent 

with the PAPAGENO prediction of (54 ± 3)" for the 2 jet case. The muon to 

electron ratio for data events with 2 jets is approximately two standard deviations 

above this expected value. A look at the R; and Ri ratios indicates that this 

effect results from a relative excess in the number of muon events combined with 

a slight depletion in the relative number of electron events. Thi. support. the 

assertion that jets spawn fake muon signab more easily than fake electron signal.a. 

The foUowing observation corroborates this interpretation. When counting the 

number of jets in an electron event, only calorimetry clusters whose centroid is at 

least an ('1,,,) distance of 0.1 away from the electron are taken into account. This 

is done in order to avoid counting the electron cluster itself as an additional jet. 

No similar restriction is made in the muon channel, but it can certainly be tried. 

This is shown in table 6.3. Most numbers have shifted in the expected direction. 

In particular, the excess in the two jet mode has been somewhat reduced. 
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N umber of jets Muon channel Electron channel Nr/N! (%) 
N~•Ni ~%) R: (~) 

0 915 1927 51 ±2 
1 244 25 ±2 427 22±1 51 ± 5 
2 64 26±4 85 20±2 15 ± 12 
3 11 11±6 21 25±6 52 ± 19 
4 4 1 

Total 111298 I I 2461 I 53 ± 2 

Ta.ble 6.2: Final sample si.zes beCore the jet requirement. For each lepton channel, 
the number Ni of events with i jets, and the ratio 14 'l:! NdNi_1 are given. The 
last column gives the muon to electron ratio for each event dass. 

Number of jets Muon channel Electron channel 
N~•Ni RtJ~) R: (~) 

0 1005 1921 
1 223 22 ±2 427 22 ± 1 
2 51 26±4 85 20±2 
3 10 18 ±6 21 2S ±6 
4 3 1 

Total 11 1298 I 12461 I 

Table 6.3: Final sample sizes before the jet requirement. 

Nr/N! (%) 

52 ±2 
52 ±4 

61 ± 11 
48 ± 18 

53±2 

This is the same as 
table 6.2, except that jets are only counted if they are at least an ('I,") distance 
of 0.1 away from the lepton. 
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tron sample and for the W +dijet Monte Carlo (histogram, normalized to the 
data). 
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Figure 6.12: Lepton-neutrino transvene momentum distribution for the final 
CDF electron sample and for the W +dijet. Monte Carlo (histogram, normalized 
to the data). 
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Figure 6.13: Dijet invariant mu. distribution for the final CDF electron sample 
and for the W+dijet Monte Carlo (histogram, normalized to the data). 
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Fipre 6.14: Azimuthalaeparation between the two highest Er jets, for the final 
CDF electron sample and for the W +dijet Monte Carlo (hiltOsram-, normalized 
to the data). 
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Figure 6.16: Lepton-Deutrino t.ransvene man distribution for the final CDF muon 
sample and {or the W+dijet Monte Carlo (histogram, normalized to the data). 
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CDF muon sample &Ild for the W+dijet Monte Carlo (hiltOSflLlD. normalized to 
the data). 
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Chapter 7 


Transverse Mass Analysis 


In section 6.2, the final event .amples were shoW'll to be collli.tent with pr0­

duction or a W accompanied by two jet.. Given the available .tatiaties and our 

IUlderatanding or the backgrounds, the production oC top quarb does not appear 

neceuary to ezplain the data. In this chapter, we ahaJ.l try to quantify this .tate­

ment by setting an upper limit on the tl production crOll section for each top 

m.... Cor which we have a Monte Carlo data set. By comparing these upper limits 

wi\h the theoretical calc:u1ation oC the eros. section described in chapter I, we 

shall be able to derive a lower limit on the top m .... 

ne oc:c:urrence oC the proc:ea. " -+ tl + X -+ III';; + X acr:,ordias to Stan­

dard Model predidiOlll should be observable in several waya [Bu8t,RosSI]. For 

example, the fraction or W events which contain n or more jets will be enhanced 

by el contributions. Thi. i. alao the case for the ratio oC (W + n jet) to (Z + n 

jet) event•• If its m.... i. large enough, the top .hould alter the .hape of the dijet 

inMant mUi .pectrum in events containing a W and two or more jets. On the 

other hand, for a top mu. below the W mUl, the transverse mua spectrum oC 

the lepton-neutrino .y.tem should a:hibit a shoulder to the left of the W peak. 

OC all these signatures, the transvene mUi one is the leut sensitive to the larp 

syatematic uncertaintiea usociated with jet reconstruction. In figures 7.1 to 7.4 

we show Monte Carlo transverse m ..s spectra for the W+dijet process with and 

without top contributions of various mUles added in. We.hall use the .hape oC 

these spectra to estimate an upper limit on the tt content oC the datL Clearly, .. 

the top'. mUi inere..ea, the change or shape it induces becomes leu sipUicaat, 

10 that we do not ezped our method to work for top mUHl above 80 GeV / c:2• 

The ability oC the CDr detector simulation program to adequately model the 
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resolution of the transverse mUi m.euurement hu been demollltrated in [Abellal. 

Thil w.. done by companns a .ample of W + 1 jet events, where the W decay. 

into the electron chaanel, to a corresponding Monte Carlo sample. The rationale 

for 1IIins an uc1usive W + 1 jet sample is the low top quark contaminatioa (at 

man 15" if the top mUi i. above 60 GeV/c'), combined with lOme sipUicaat 

hadzoaic activity to smear the milling transverse enersr meuurement. One may 

ne-rertheleu a.rpe that the miasins tr&Jllverse enersr resolution i. not only af­

fected by the jet enersr me..urement itself, but also by the relative orientation 

oC jets in a given event. Thus, a satisfactory check of the W + 1 jet c:ase does not 

gua.rantee that the Monte Carlo properly models tr&JllftrH mUi .pectra in the 

W + 2 jet case. In what Collow., we .hall overlook thil objection, and trut that 

our peral methodolos:r," well .. our estimate of the systematic: uncertaintiea, 

are .aflicienUy COlUler1'&tive to yield reliable result •. 

1.1 DisentangliDg el from W c:ontributioD8 

Let lIS for the moment ...ume that the final data samples contain no bac:kpund, 

and c:oasist exclusively oC W and top events. One c:&ll then try to fit the transvene 

m.uI distribution, iA each lepton chaanel separately, to a linear .uperposition of 

the corresponding W and top distributiOlll: 

tiN 
4"* = oT(m;.') + .8W(m;.') (1.1) 

where W and T are the tranaverse mUi diatributiOlll obtained from our Monte 

Carlo data seta, with the normalizatiolll deac:ri.bed in chapter 5. ne coefficients 0 

IUld {J simply represent the respective amoWlia oC ti and W Monte Carlo needed to 

fit the data. It i. important to realize that the normalization of the Monte Carlo 

W sample does not "ect the fitted value of OJ only the shape of the di.tributiOlll 

matten. 

In addition to W and possibly a, Out data samplea contain contributions from 

background proceasea such .. t» and d production, QCD jet. with misidentified 

leptOlll, W -+ rfl,.. -+ efl.II,..fI,.., W -+ rfl,.. -+ P.fI,.II,..fI,.., and, iC the top mUi is 
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below 6S GeV/i', w ....... tb. Even" from all thae pJ:OCelllell will yield low valua 


of traDlTetle mau, therebJ enh.a.ac:iDs the eff'ective top coatribuD determined 

from the fit. Thus our upper limits on a",nm...) will ieDd to be CODIeI"fttive 

eRim&ta. 

T.I.l The SUinS procedure 

A binned JDalIimum li.keJihood method is used to determine the W &Ild top con­

tenb of the data [Abe91a]. We auame that PoiHon It&tistic:a pYU'D the bin 

contents, ud introduce li.keJihood t1:mctious .t:.(o,P) ud £.,.(o,P) in each lepton 

dwmellepUatel,.: 

II " 11t4£.(o,P) '!:1 n':'! ,1- (1.2) 

where we d.ropped the elp. .ubscript not to o'm'load the notation. In t.hU defini­

tion, N is the number of bins, ~ the number of events observed in bin i, ud Mi 

the number of event. expected in bin i: 

Mi '!:1 O~+PVI, (1.3) 

with ~, VIi the nu.mber of event. predicted in bin i b,. the top &Ild W Monte 

Cado', respectively. The beat. fit. Cor 0 ud P is found b,. muimisiDS.c(G,P), or 

equivalently, by minimiziDS the function: 

Mt II II 

L(o,/3) = -lu£. - '\" lu~! = E(Mi -" luMi) (1.4)t::t _I 

which is t.he Deptive los-li.keJihood up to terms independent. of 0 &Ild p. 
We ,hall .:a.o at.tempt. a comhined fit of the t.ransvene mau apec:t.ra in the 

electron &Ild muon channels. The combined llkeIihood t1:mc:tion is liven by [Fro791: 

£..,.(o,P) '!:1.t:.(o,P) • £.,.(G,P) (U) 

1.I.l Resulb 

We have used the MINUlT program [Jam15] to minimi.e the modified Ios-Jiblihood 


function (1.4) in the electron channel, the muon ch&nnel, ud both daADlld. com­


bined. In the electron channel, t.he fit w ... done over 12 bini from 24 to 120 
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GeV Ie}. A coarser biDDing w ... chosen in the muon channel to compenllate for 

the ,ma.ller event count.: 10 bias from 20 to 120 GeVIc2• The fits were repeated 

for eacll of the top muses mW, = 60, 70 and 80 GeV/c'. Results are ShOWD in 

table 7.1. The .tati.t.ical uncertainties on 0 and /3 correspond to a chanse of 0.5 in 

the log-likelihood. The numbers are consist.ent with no top in the 60-80 GeV Ie' 
mull ranse, althoqh result.s from the muon channel are much less coastraiuing 

that those from the electron channel. This is partly due to the excess of muon 

over electron events observed in the data. I£ the number of muon events in the 

data is artificially lowered to agree with the Monte Carlo predicted ratio to the 

number of electron event. in the da.ta, the 60 GeVic' fit in the muon channel 

gives 0 = 0.15 ± 0.19 in.tead of 0.21 ± 0.22. Los-likelihood contour plotll of 0 

versus /3 are shown in figures 7.5 to 7.8. 

ILepton I mto, I 

channel (GeVI(2 ) G /3 X2 INDI' I 


60 
 0.00 ± 0.12 1.09 ± 0.13 8.0 10

70 
 0.01 ±0.24e 1.09 ± 0.15 7.9 10 

I 

80 
 0.28 ± 0.74 1.02 ± 0.23 7.7 10 ! 

80 
 0.21 ± 0.22 12.1 8
1.34 ± 0.19 
70 
 0.44 ± 0.39 1.28 ± 0.21 11.3 8
p 
80 
 0.84 ± 1.10 1.28 ± 0.35 12.4 8 

60 
 0.06 ±0.11 1.19 ± 0.11 25.9 20 


e+p 
 70 
 0.17 ± 0.21 25.01.15 ± 0.12 20 

80 
 0.42 ± 0.62 1.10 ± 0.19 25.3 20 


Table 7.1: Tr&lllverle m.... fit results in the electron channel, the muon channel, 
and both channels combined. The uncertaintia shown are statistical only. The 
lut two colWDlls indicate the X' of the fit and the number of desrees of freedom. 

1.2 Systematic uDcertaiDtiel OD the tl contributioD 

In order to derive an upper limit on a"u, we shall need to estimate the systematic 

uncertainty on the fitted fraction 0 of t1 events in our data samples. It will .:a.o 
be necasary to understud how thi. sy.tematic uncertainty varies with G. We 
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shall therefore distinguish between the uncertainty 6n on the number of predicted 

tt events, and the uncertainty il,on the shape of the transverse mus distribu­

tions [Abe91a]. Uncertainties on the jet energy scale, underlying event, and fit 

interval contribute to Ill, which is expressed u an ablOlute uncertainty. On the 

other hand, 6n is expressed fractionally and combines uncertainties on the inte­

grated luminosity of the data samples, on the lepton detection efficiencies, the 

number of jets from initial state radiation, and top quark fragmentation proper­

ties. We shall treat 6n and III 1.8 statistically independent, and write the total 

systematic uncertainty IT(a) on a 1.8: 

IT(a) = /(1l1)' +(a. 6n)' (7.&) 

The next section describes in detail the calculations of 6n and III for the electron, 

muon, and combined lepton samples. 

1.2.1 Uncertainties affecting event counts: 6n 

Top quark fragmentation 

The fragmentation characteristics of the top quark affect the amount of eneqy 

deposited in the vicinity of the decay lepton, and hence its ilOlation. This wu 

studied in reference [Abe91a] by varying the fQ parameter in the Peterson fras­

mentation model (equation 1.20) from 0.2 GeV'Im:... to 1.5 GeV'Im:.... The 

nominal value used by ISAJET is Eq =0.5 GeV'/m:op ' The higher value leads to 

a decreue in acceptance of about 7.6% for mt... =60 GeVIc' and 5.0% for higher 

top m&llel. Although these results were obtained for the electron case, we shall 

usume that they also hold in the muon case since the ilOlation cuts used for both 

types of lepton are very similar. When considering the combined electron and 

muon sample, we shall again use the same numbers, for these uncertainties are 

completely correlated. 
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Initial state radiation 

The number and the transverse energy of jets· produced by initial state radiation 

affects the acceptance of tt events by our selection cuts. The ulOciated systematic 

uncertainty wu estimated u follows. For each reconstructed jet in a given Monte 

Carlo tt event, we made a list of the generated panicles which fell within an ('1,9) 

radius of 0.7 from the jet axis, and computed the fraction of total transverse energy 

carried by these particles, which does not come from initial state radiation. The 

reconstructed jet transverse energy wa.s then multiplied by this fraction, and the 

jet selection criteria reapplied. We take half the resulting change in acceptance 

u our systematic uncertainty due to initial state radiation. This systematic 

uncertainty wu separately computed in the electron channel, the muon channel, 

and both channels combined. The difference between the three cues however, is 

not very significant (see table 7.2). 

Lepton detection efficiency 

The efficiency of the lepton identification criteria wu determined with a statistical 

uncertainty of 2.4" on CDF data, and 0.5" on Monte Carlo data. We shall 

conservatively take 3" u the uncertainty on the Monte Carlo modeling of lepton 

identification. Since the uncertainties IlE,. and Ilfc on the muon and electron 

detection efficiencies are usociated with binomial fluctuations on independent 

meuurements, they should be considered u uncorrelated when calculating their 

effect on the combined electron plus muon sample. Thus, if N;' and N:' are the 

numbers of tt events predicted in the muon and electron channels respectively, 

then the systematic uncertainty IlE due to lepton identification in the combined 

sample is given by: 

_J(IlE,. N;'r+ ( Ilfc N:.r 
IlE - N"- No.. (7.7) 

It + It 

This equation predicts a IlE which is somewhat smaller on the combined sample 

than the uncertainty on each individual sample. Here again we have chosen a 

conservative approach and take IlE =3%. 
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Integrated luminosity 

The luminosity measurement described in chapter 3 carries an uncertainty of 

6.8%, common to aU data samples. 

Results 

Table 1.2 summa.rizea our estimates o( the systematic uncertainties in the overall 

normalization, as a function or top mus. As stated above, these are fractional 

uncertainties. 

Lepton 
channel 

mlop 
(GeV/c2) 

Fragmentation 
model 

Initial-state 
radiation 

Lepton 
efficiency 

Integrated 
luminosity 

Total 
6n 

e 
60 
70 
80 

0.Q76 
0.050 
0.050 

0.136 
0.110 
0.092 

0.03 
0.03 
0.Q3 

0.068 
0.068 
0.068 

0.173 
0.142 
0.128 

fJ 

60 
10 
80 

0.076 
0.050 
0.050 

0.123 
0.091 
0.068 

0.03 
0.03 
0.03 

0.068 
0.068 
0.068 

0.163 
0.128 
0.112 

e+1' 
60 
70 
80 

0.016 
0.050 
0.050 

0.132 
0.104 
0.083 

0.03 
0.03 
0.03 

0.068 
0.068 
.0.068 

0.169 I 

0.131 
0.122 

Mont..Carlo jet energy scale 

The Monte Carlo modeling o( the jet energy scale was estimated to be correct 

within 20% in section 5.3.1. To evaluate the effect o( this uncertainty on the W 

&nd top Monte Carlo transverse mass spectra, we artificially ch&nged all the jet 

energies by ±20%, recalculated the IT &nd the transverse mus, &nd reselected 

the events. This procedure gave UI new tr&nsverse masl distributions T &nd W 

which we used to refit the data and obtain new values for the parameter a. The 

results are shown in table 7.3. 

Jet energy scale m",p NominalLepton 
-20%+20%fit(GeV/c')channel 

-0.12 ± 0.08 0.12 ± 0.1560 0.00 ± 0.12 
0.18 ± 0.3010 -0.20 ± 0.200.01 ± 0.24e 
0.77±0.94-0.38 ± 0.6080 0.26 ± 0.74 
0.44 ±0.320.21 ± 0.22 0.14 ± 0.1860 

0.25 ± 0.32 0.72 ± 0.5470 0.44± 0.39fJ 
0.41 ± 0.88 1.30 ± 1.27 80 0.64 ± 1.12 

0.20 ± 0.15-0.03 ± 0.0860 0.06 ± 0.11 
-0.01 ± 0.17 0.33 ± 0.27 0.17 ± 0.2070e+fJ 
-0.03 ±0.48 1.02 ± 0.750.42 ± 0.6280 

Table 1.2: Relative systematic uncertainties on the predicted number of tl event •. 
The uncertainties are summed in quadrature in the last column. 

1.2.2 Uncertainties affecting tbe transverse mus: 6., 

By Car the largest sy.tematic uncertainty on the trlLlllverse mass measurement 

comes from the Monte Carlo modeling oC the missing transverse energy h. The 

uncertainty on this quantity hll two sources: the jet energy leale and the un­

derlying event. An additional systematic uncertainty arises from the choice oC 

trlLlllverse mus interval over which the fit is performed. 

Table 7.3: Values of the fitted tl fraction a obtained aiter varying the jet energy 
lCale by amounts corresponding to the systematic uncertainty on this quantity. 
The uncertainties shown are statistical only. 

Underlying event model 

The underlying event energy is defined II the vector sum of all the calorimeter 

energy not contained in an electron cluster, nor in a jet cluster of ET greater than 

5 GeV. The mean underlying event Er in our lepton + 2 jet data agrees to within 

15% with the W+dijet and tI Monte Carlo's. We adopt a conservative approach 

and take 20% to be the systematic uncertainty on the underlying event ET. The 

cfl'ect of this uncertainty on the fitted amount or tt in the data WII determined 

in the lame manner II Cor the jet energy Icale uncertainty. Results are shown in 

1 
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table 7.4. 

Lepton m,op Nominal Underlying event 
channel (GeVle'l) fit +20% -20% 

60 0.00 ±0.12 0.01 ±0.12 -0.015 ±0.12 
e 70 0.01 ± 0.24 0.32±0.25 -0.015 ±0.24 

80 0.26 ±0.74 0.38 ± 0.77 0.14± 0.72 
60 0.21 ± 0.22 0.215 ±0.22 0.26± 0.22 

'" 
70 6.44 ±0.39 0.49 ±0.37 0.53 ± 0.39 I 
80 0.64 ± 1.12 0.83 ± 1.06 1.18 ± 1.05 I 
60 0.06 ±O.ll 0.09 ±0.1l 0.07 ±0.1l r 

e+", 70 0.17 ± 0.20 0.21 ±0.20 0.18 ± 0.20 
80 0.42 ± 0.62 0.56 ± 0.61 , 0.58 ± 0.5sl, 

T&ble 7.4: Values of the fitted tl frr.ction 0 obtained dier vuying the under· 
lying event Er by amounts eorreaponding to the syatematie uncertainty on this 
quantity. The uncertainties shown are statistical only. 

Transverse mals interval used in the fit 

The effect of the transverse mas. intemsl used in the fit was determined by refit­

ting the data lUling either one more or one leu bin at the low end of the trantYel'le 

mas••pectrum. For the cue of the combined electron + muon fit, we added, then 

removed one hin from both lepton spectra .imultaneously. The corresponding val· 

ues of 0 are shown in table 7.5. 

Results 

For each of the three effects deseribed above, we calculated the Iystematic un­

certainty on 0 as the corresponding average shift in o. Unphysical values of 0 

were not allowed: whenever 0 was found negative by the fitting, it was reset to 

zero for the computation of the .ystematic uncertainty. The result. are shown in 

table 7.6. 
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Fit interval 
-1 bin 

NominalmlDpLepton 
fii +1 bin 

60 
(GeVIc')channel 

0.03 ± 0.12 0.00 ±0.13 
e 

0.00 ±0.12 
0.06 ±0.24 0.04 ±0.2S 

80 
0.01 ±0.2470 

0.47 ± 0.72 0.41 ± 0.76 
60 

0.26 ±0.74 
0.18 ±0.22 0.26 ± 0.23 

70 
0.21 ±0.22 

0.39± 0.38 0.47 ± 0.40 0.44 ± 0.39 
0.98 ± 1.10 6.45 ± 1.090.64 ± 1.12 80 

60 
'" 


0.09 ±O.ll0.07± 0.110.06 ±O.ll 
0.20 ± 0.210.18 ±0.200.17 ± 0.20 

80 
70e+", 

0.65 ± 0.62 0.49 ± 0.610.42 ±0.62 

Table 7 .5: Values of the fitted tl fraction 0 obtained after adding or removing one 
bin at the low end of the transvene mas. intemsl used in the fit. The uncertainties 
shown are statistical only. 

Lepton mtop Jet energy Underlying ~ Total 

channel (GeVIe') scale event interval a.. 
60 0.061 0.005 0.015 0.063 

e 70 0.089 0.016 0.040 0.099 
80 0.390 0.119 0.180 0.446 
60 0.153 0.047 0.040 0.165 

'" 
70 
80 

0.234 
0.446 

0.068 
0.362 

0.041 
0.264 

0.246 
0.632 

I 60 0.100 0.019 0.020 0.103 

e+", 70 
80 J 0.166 

0.1510 
0.027 
0.148 

0.020 
0.147 

0.169 
0.551 

Table 7.6: Absolute systematic uncertainties in 0, due to effects requiring the 
transvene mass distribution to be refit. The uncertainties are summed in quadra­
ture in the last column. 

142 



1.2.3 Other systelIlatic uncertainties 

Top quark production properties were studied in reference [Abe91aJ by comparing 

the ISAJET and PAPAGENO Monte Carlo's. It was £ound that PAPAGENO 

generatea a slightly softer top quark transverse momentum distribution, but the 

effects on the transverse mass measurement and tt acceptance are insipificant 

{or top masses greater than 50 GeVIc' . 
Other possible sources of uncertainty, such as the electron energy calibration 

and the muon track momentum reconstruction, are negligible compared to the 

effects studied above. 

1.3 Limits on ITIi and mlop 

The first step towards deriving an upper limit on the tl production crOSI sec­

tion is to obtain a likelihood distribution for a, the fitted fraction o{ tl events. 

This operation is however not uniquely defined, as it requires that we reduce a 

two-dimensional likelihood function "(a,p) to a one-dimensional one by some­

how eliminating the 13 dependence. There are at least three reasonable way. o{ 

proceeding. In the simplest case, one introduces a condititmGllikelihood: 

"-(a) ~ N_ "(a,/i-), (7.8) 

where N... is a normalization constant which insures that the integral o{ "_(a) 

over the physical range o{ a is 1.0, and 13--. is the value o{ 13 at the maximum 

o{ "(a,I3). A conditional likelihood alloWI one to make probability statements 

regarding one parameter (a in this case), (at a fixed value o{ the second parameter. 

A second possibility is to use the TrUlrgitud likelihood: 

dJ r­"-(a) = N_)o "(a,p) dl3 (7.9) 

In contrast with the first case, confidence intervals constructed from a marsi,nal 

likelihood are valid £Or any value o{ the parameter that has been integrated out. 

Finally, one can also defi.ne the 'I'fIlIZimtJIlikelihood: 

c...(a) ~ N_ max "(a,p) (7.10) 
"E{M...' 
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Here again, the one-dimensional likelihood is normalized to an area of 1.0 over the 

range o{ positive a. In ngures 7.5 to 7.8, the dotted line in the (a,l3) plane .howl 

the path along which the likelihood must be evaluated to obtain c...(a) up to 

an overall normali.u.tion {actor. In our subsequent calculations, we shall alwaYI 

ule the c... solution o{ the aforementioned ambiguity, becalUe it incorporates in 

a natural way correlations between a and 13. 
Be{ore extracting upper limits on the tt crosl section from c..., we must fint 

convolute this likelihood {unction with a smearing {actor, which we take to be a 

Gaussian with width equal to the total systematic uncertainty IT(a), as defined 

in equation (7.6): 

1 (a_I' 
• oW e-i (4.)·+(......)'too 

"(a) = "_(a) da (7.11) 
o ,,h1r{{4.)'+(......,'j 

Note that this convolution preserves the normalization o{ the likelihood function, 

provided we define l(a) to be zero for negative a. Several examples of the smeared 

and unsmea.red top likelihood {unctions are plotted in figures 7.9 to 7.12. 

Given a likelihood {unction l(a), the 95% confidence level upper limit a_ is 

denned by: 

[ .... l(a) da :::: 0.95 (7.12) 

For each top mau, we then obtain a 95% confidence level upper limit on the tl 

production cross section from the relation: 

iT__ = IT" a_ (7.13) 

where ITte is the crol' section used to normalize the Monte Carlo samples, and 

&-. il the solution o{ equation (7.12) {or the appropriate smeared top likelihood 

function. The upper limit iT--. is actually independent o{ IT". This follow. Cram 

equation (7.13), and from the {act that a, being the fraction o{ tl Crosl section 

needed to fit the data, is inversely proportional to ITt'i' A summary o{ the numbers 

used in the calculation o{ the upper limits is presented in table 7.7. 

In figure 7.13, the upper limit on ITti is plotted as a function of mas., together 
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Lepton 
channel 

e 

mlop 

(GeVI(2 ) 

60 
70 
80 

Q :!: (stat) 

O.OO:!: 0.12 
0.01: 0.24 
0.26: 0.74 

A, 
0.063 
0.099 
0.446 

6" 
0.173 
0.142 
0.128 

0"_ 
(pb) 

358 
313 
490 

0-_ 
(pb) 

412 
346 
577 

Theoretical 

err O"el 
(pb) (pb) 

995 1260 
453 569 
229 285 

I" 

60 
70 
80 

0.21: 0.22 
0.44 :0.39 
0.64: 1.10 

0.185 
0.246 
0.632 

0.163 
0.128 
0.112 

857 
702 
814 

1004 
787 
923 

995 1260 
453 569 
229 285 

e+1" 
60 
70 
80 

0.06 :!: 0.11 
0.17: 0.21 
0.42: 0.62 

0.103 
0.169 
0.551 

0.169 
0.137 
0.122 

363 
324 
452 

473 
397 
581 

995 1260 
453 569 
229 285 

Table 7.7: Summary of the calculation of upper limits on the tl Cl'OII section. 
The upper limits obtained from the unsmeared (0"_) and smea.red (0-_) top 
likelihood functions are both indicated. The theoretical numbers are from [E1I91J. 

with the theoretical prediction. The pointa where the a:perimental CUl'TeI inter­

sect the lower theoretical curve correspond to the 95% C.L. lower limits on the 

top m..... The top mUI intervaia acluJcd by this analysia are: 

1. For the electron+dijet sample: 60 < mtop < 73 GeV Ic', at the 95% C.L., 

2. 	For the muon+dijet sample, no 95% C.L. interval can be ex:cludedj at the 

90% C.L., we can exclude 60 < mlop < 63 GeVIc2 , 

3. 	For the combined electron+dijet and muon+dijet aamples: 60 < m"", < 72 

GeVIe', at the 95% C.L. 

The result obtained from the combined electron and muon channels is actually 

weaker than the result from the electron channel alone. This is entirely due to the 

higher leYel of background in the muon channel. As noted earlier, bac:i:ground 

procesles yield low transverse m.... values, thereby faking a tl signal. Clea.rly, 

adding this type of false information to the analysis can only weaken its conclu­

sion. 
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The signiJicance of the above numbers can be illustrated by performiq a 

simple test on our calculation methods: what upper limit can we set on the tl 

content of the Monte Carlo W+dijet sample? In other words, usum.i.og that 

PAPAGENO correctly models W+dijet data, what are the best results one could 

hope to obtain from the data? Here, we completely neglect the effect of systematic 

uncertainties and background contamination. We take full advantase of the high 

statistics of our Monte Carlo samples, while still maintaining the normalisation 

derived from the CDF data sets. In table 7.8, we show the parameter values and 

unameared upper limits on O"li obtained from this test. Using. these numbers, one 

~:~ J (Ge~cJ) I ~ JNDJ(;b) IQ_ 

60 0.00 :0.11 1.00: 0.12 33210 
70 0.00: 0.22 1.00: 0.14 10 281e 

1.00: 0.2180 0.00 :0.63 10 383 
0.00 :0.17 1.00: 0.16 8 55360 
0.00 :0.30 1.00: 0.18 870 423I" 
0.00 :0.85 1.00: 0.28 880 564 
0.00: 0.09 1.00: 0.10 2692060 

70 0.00 :0.18 1.00 :!: 0.11 20 223e+1" 
0.00: 0.51 1.00 :!: 0.17 20 30880 

Table 7.8: Fit parameters and unameared upper limits obtained by testing the 
PAPAGENO W+dijet aamples inatead of CDF data. 

would deriYe a lower top Dl&II limit of 71 GeVIc' in the muon channel, 75 Ge V Ie' 

in the electron channel, and 77 GeVIc2 in both channels combined. The actual 

limit obtained from the CDF electron+dijet sample comes remarkably close to 

the limits expected from this ideal situation. On the other hand, our inability to 

extract 1.95% C.L. limit from CDF muon+dijet events is more likely due to a 

higher background contamination than to larger systematic uncertainties. This 

can be inferred by comparing the unsmeared 0"....... values in tables 7.7 and 7.8: 

the discrepancy i, much larger in the muon cue than in the ,.lectron cue. 
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Figure 7.1: Monte Carlo spectrum of the muon-neutrino transverse mus for 
W+dijet event. with (a = 1) and without (a =0) a 60 GeV/c2 top contribution. 
aiter full detector simulation. The normalization of the Monte Carlo samples is 
described in chapter 5. 
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Figure 7.2: Monte Carlo spectrum of the muon-neutrino transverse mAlI for 
W+dijet events with (a = 1) and without (a =0) a 80 GeV/c2 top contribution, 
after full detector simulation. The normalization of the Monte Carlo samples i. 
described in chapter 5. 
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Figure 1.3: Monte Carlo spectrum of the electron-neutrino tra.nsverse m ..s for 
W+dijet events with (0 = 1) and without (0:= 0) I. 60 GeVleI top contribution, 
after full detector simulation. The normalization of the Monte Carlo samples i. 
described in chapter 5. 
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top in the electron channel. The contours correspond to drop. of 0.5, 2.0 and 4.5 
with respect to the maximum of the log-likelihood function. The dots mark the 
path along which the likelihood is maximal in each slice a = constant. 
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Chapter 8 


Conclusion 


We have looked for evidence of the processes 

pP - tl- I!v.bqqb 

pP - tt _ p.v,.bqqb 

in the set of events collected by CDF during the 1988-1989 Tevatron collider 

run. Events were selected by requiring an isolated high transverse momentum 

muon or electron, significant missing transverse energy, and two or more jets. 

The resulting electron and muon samples have an integrated luminosity of 4.05 

and 3.54 pb-1 respectively. 

Distributions of several quantities describing the lepton-neutrino and dijet 

systems in each event were shown to be consistent with a Monte Carlo calculation 

for the production of a W accompanied by two jets. 

Backgrounds from QCD multijet and bb production were studied with two 

methods, both of which are based on the expected isolation properties of leptons 

from top and W decay. The most conservative method estimates background 

fractions of (10 ± 3)% in the final electron sample, and (20 ± 6)% in the final 

muon sample. 

The separation between tl and W contributions to the final event samples wu 

based on an analysis of the lepton-neutrino transverse mass spectrum. The dis. 

tribution obts.ined from the data was fit to a linear superposition of Monte Carlo 

distributions for the W +dijet and tl processes. The fit consisted in maximizing 

a binned likelihood function, and was separately performed for top muses of 60, 

70 and 80 Ge V Ic2, in the electron sample, the muon sample, and both samples 

combined. Fit results are consiltent with the absence of top in the samples, for 
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each of the tested top masses. 

A top likelihood function was subsequently defined, smeared with systematic 

uncertainties, and used to extract upper limits on the fraction oC the tl production 

crosl section which is needed to fit the data. These upper limit. were then com­

pared with the lower limit on a theoretical calculation to derive a lower limit on 

the mass of the top quark. From the electron sample alone, one is able to exclude 

a top mass between 60 and 13 Ge V / c2 , at the 95% confidence level. Because of 

higher background level, the muon sample does not allow to exclude any 95% 

C.L. top mass range between 60 and 80 Ge V / c2• These results are all based on 

the assumption that the top is produced and decays according to the Standard 

Model description, including in particular a top semileptonic branching ratio of 

1/9. 
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